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Abstract

Over the last decade, there has been an increasing interest in relational machine learning
(RML), which studies methods for the statistical analysis of relational or graph-structured
data. Relational data arise naturally in many real-world applications, including social
networks, recommender systems, and computational finance. Such data can be represented
in the form of a graph consisting of nodes (entities) and labeled edges (relationships between
entities). While traditional machine learning techniques are based on feature vectors, RML
takes relations into account and permits inference among entities. Recently, performing
prediction and learning tasks on knowledge graphs has become a main topic in RML.
Knowledge graphs (KGs) are widely used resources for studying multi-relational data in
the form of a directed graph, where each labeled edge describes a factual statement, such

as (Munich, locatedIn, Germany).

Traditionally, knowledge graphs are considered to represent stationary relationships,
which do not change over time. In contrast, event-based multi-relational data exhibits
complex temporal dynamics in addition to its multi-relational nature. For example, the
political relationship between two countries would intensify because of trade fights; the
president of a country may change after an election. To represent the temporal aspect, tem-
poral knowledge graphs (tKGs) were introduced that store a temporal event as a quadruple
by extending the static triple with a timestamp describing when this event occurred, i.e.
(Barack Obama, wvisit, India, 2010-11-06). Thus, each edge in the graph has temporal

information associated with it and may recur or evolve over time.

Among various learning paradigms on KGs, knowledge representation learning (KRL),
also known as knowledge graph embedding, has achieved great success. KRL maps enti-
ties and relations into low-dimensional vector spaces while capturing semantic meanings.
However, KRL approaches have mostly been done for static KGs and lack the ability to
utilize rich temporal dynamics available on tKGs. In this thesis, we study state-of-the-art
representation learning techniques for temporal knowledge graphs that can capture tempo-

ral dependencies across entities in addition to their relational dependencies. We discover
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representations for two inference tasks, i.e., tKG forecasting and completion. The former
is to forecast future events using historical observations up to the present time, while the
latter predicts missing links at observed timestamps. For tKG forecasting, we show how to
make the reasoning process interpretable while maintaining performance by employing a
sequential reasoning process over local subgraphs. Besides, we propose a continuous-depth
multi-relational graph neural network with a novel graph neural ordinary differential equa-
tion. It allows for learning continuous-time representations of tKGs, especially in cases
with observations in irregular time intervals, as encountered in online analysis. For tKG
completion, we systematically review multiple benchmark models. We thoroughly inves-
tigate the significance of the proposed temporal encoding technique in each model and
provide the first unified open-source framework, which gathers the implementations of
well-known tKG completion models. Finally, we discuss the power of geometric learning
and show that learning evolving entity representations in a product of Riemannian mani-
folds can better reflect geometric structures on tKGs and achieve better performances than

Euclidean embeddings while requiring significantly fewer model parameters.



Zusammenfassung

In den letzten zehn Jahren hat das Interesse am relationalen maschinellen Lernen (RML)
zugenommen, das Methoden zur statistischen Analyse relationaler oder graphenstrukturi-
erter Daten untersucht. Relationale Daten entstehen in vielen realen Anwendungen, ein-
schlieflich soziale Netzwerke, Empfehlungssysteme, und Computational Finance. Solche
Daten kénnen in Form eines Graphen dargestellt werden, der aus Knoten (Entitdten) und
beschrifteten Kanten (Beziehungen zwischen Entitdten) besteht. Wéhrend traditionelle
maschinelle Lerntechniken basieren auf Merkmalsvektoren, berticksichtigt RML Beziehun-
gen und erlaubt Inferenz zwischen Entitaten. Prognose und Lernen auf Wissensgraphen
sind zur Zeit zu Hauptthemen in RML geworden. Wissensgraphen sind weit verbreit-
ete Ressourcen zum Analysis multirelationaler Daten in Form eines gerichteten Graph,
bei dem jede beschriftete Kante eine Tatsachenaussage beschreibt, wie z.B. (Miinchen,
befindet_sich_in, Deutschland).

Traditionell werden Wissensgraphen als Darstellung stationarer Beziehungen, die sich
im Laufe der Zeit nicht andern. Im Gegensatz dazu weisen ereignisbasierte multirelationale
Daten neben ihrer multirelationalen Natur auch eine komplexe zeitliche Dynamik auf. Zum
Beispiel, die politische Beziehung zwischen zwei Landern kann sich beispielsweise aufgrund
vom Handelsstreit intensivieren. Ebenso kann sich der Prasident eines Landes nach einer
Wahl dndern. Zur Darstellung des temporalen Aspekt, wurden temporale Wissensgraphen
eingefiihrt, die ein zeitliches Ereignis als Quadrupel speichern, indem sie das statische Tripel
um einen Zeitstempel erweitern, der beschreibt, wann dieses Ereignis eingetreten ist, zum
Beispiel (Barack Obama, besucht, Indien, 06.11.2010). Somit ist jede Kante des Graphen

mit zeitlichen Informationen verkniipft und kann sich im Laufe der Zeit entwickeln.

Unter verschiedenen Lernparadigmen fiir Wissensgraphen hat das Knowledge Represen-
tation Learning (KRL), auch bekannt als Knowledge Graph Embedding, einen grofien Er-
folg erzielt. KRL bildet Entitaten und Beziehungen in niedrigdimensionalen Vektorraumen
ab und erfasst dabei ihre semantischen Bedeutungen. Die meisten KRL-Ansatze wurden

jedoch fiir statische Wissensgraphen entwickelt und sind nicht in der Lage, die reichhaltige
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zeitliche Dynamik von temporalen Wissensgraphen zu nutzen. In dieser Arbeit unter-
suchen wir modernste Reprasentationslerntechniken fiir temporale Wissensgraphen, die
zusatzlich zu den relationalen Abhéngigkeiten auch temporale Abhéangigkeiten zwischen
Entitdten erfassen konnen. Wir lernen Reprasentationen fiir zwei Inferenzaufgaben, und
zwar temporale Wissensgraphen Vorhersage und Vervollstandigung. Die vordere Aufgabe
vorhersagt zukiinftiger Ereignisse anhand historischer Beobachtungen bis zur Gegenwart,
wahrend die letzte Aufgabe fehlende Kanten zu bekannten Zeitpunkten prognostiziert. Fiir
die vordere Vorhersageaufgabe zeigen wir, wie der Schlussfolgerungsprozess interpretierbar
gemacht werden kann, ohne die Leistung zu beeintrachtigen, indem wir einen sequen-
tiellen Schlussfolgerungsprozess iiber lokale Teilgraphen vorschlagen. Auflerdem schla-
gen wir ein multirelationales neuronales Netzwerk mit einer neuartigen gewohnlichen Dif-
ferentialgleichung fiir Graphen vor. Es ermoglicht das Lernen von zeitkontinuierlichen
Reprasentationen von temporalen Wissensgraphen, insbesondere in Féllen mit Beobach-
tungen in unregelmafligen Zeitintervallen, wie sie in der Online-Analyse vorkommen. Zur
Vervollstandigung von temporalen Wissensgraphen machen wir eine systematische Liter-
aturrecherche mit mehrerer Benchmark-Modelle. Wir untersuchen griindlich den Beitrag
der vorgeschlagenen temporalen Kodierungstechnik in jedem Modell und stellen das erste
einheitliche Open-Source-Framework zur Verfiigung, das die Implementierungen bekan-
nter temopralen Wissensgraphen Vervollstandigungsmodelle zusammenfasst. Schlieflich
erortern wir die Leistungsfahigkeit des geometrischen Lernens und zeigen, dass das Lernen
von dynamischen Entitatsreprasentationen in einem Produkt von Riemannschen Mannig-
faltigkeiten geometrische Strukturen von temporalen Wissensgraphen besser widerspiegeln
und bessere Leistungen als euklidische Einbettungen erzielen kann, wahrend deutlich weniger

Modellparameter erforderlich sind.
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Chapter 1

Introduction

1.1 Motivation

Human beings instinctively model their surrounding environment in order to understand
it and take actions to maximize the chance of achieving their goals. Artificial Intelligence
(AI) aims to develop intelligent agents that mimic the ability of human beings. In Al
research, machine learning (ML) has found the most interest in achieving these goals over
the past decades and therefore stays at the core of modern Al among different techni-
cal fields [62]. Machine Learning addresses problems in a heavily data-driven fashion,
where it models complex systems by searching through prefabricated hypothesis spaces.
Specifically, traditional machine learning algorithms learn a mapping from an input fea-
ture vector that represents an object with numeric or categorical attributes to an output
prediction, which could be class labels or regression scores [65]. However, large quantities
of data often exhibit complex structures and inter-dependencies that cannot be captured
by feature vectors. For example, billions of users view, purchase, and rate products on
online shopping stores. Users are not independent and may build friendships as well as
share favorite items. Thus, there is a need for an intuitive and concise modeling scheme
to model complex systems with relations. A prominent solution is graphs that represent
the system’s components as nodes and the relations between nodes as edges. Graphs
naturally appear in biomedical interactions (protein-protein interaction) and user-item in-
teractions. Relational (machine) learning studies methods for the statistical analysis of
relational graph-structured data [65]. While traditional machine learning techniques are
solely based on feature vectors, relational learning takes relations into account that pro-
vide valuable information and permits inference among entities. An object’s representation

in relational learning contains information about its relationships to other objects. The
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canonical tasks of relational learning include link prediction and node and graph classi-
fication, which arise in many highly relevant real-world scenarios, such as recommender
systems and social network analysis.

Knowledge graphs (KGs) are an intriguing variant of graphs to deal with multi-relational
factual data. A knowledge graph consists of a collection of triples (s, p,0), where s (sub-
ject) and o (object) correspond to nodes, each labeled edge between entities describes
a factual statement, such as (Munich, locatedIn, Germany). In recent decades, a large
amount of large-scale KGs has emerged. For example, YAGO [81] is a semantic knowledge
graph with one million entities and five million facts extracted from Wikipedia. It contains
general knowledge about individuals, such as persons, organizations, and products, with
their semantic relationships and helps build the Watson cognitive platform [22]. Similarly,
Freebase [10] is a community-oriented knowledge graph for general purpose and mainly
composed of its community members and merged into Wikidata [92] in 2016. Besides,
Himmelstein and Baranzini [41] and Walsh et al. [93] proposed biomedical knowledge
graphs, i.e., Hetionet and BioKG, to model the interactions between biomedical entities
and their effects on the biomedical system, providing direct and precise biomedical knowl-
edge. Moreover, Rotmensch et al. [75] and Gyrard et al. [28] learn health knowledge graphs
from electronic medical records for clinical decision support in medicine and self-diagnostic
symptom checker.

Common knowledge graphs epresent stationary relationships, which do not change over
time. However, the recent availability of event-based multi-relational data exhibits complex
temporal dynamics in addition to its multi-relational nature. For example, the political
relationship between two countries would intensify because of trade fights; the president
of a country may change after an election. To declaratively represent the temporal as-
pect, temporal knowledge graphs (tKGs) were introduced that store a temporal event as
a quadruple by extending the static triple with a timestamp describing when this event
occurred, i.e. (Barack Obama, visit, India, 2010-11-06). Thus, each edge in the graph has
temporal information associated with it and may recur over time. The integrated crisis
early warning system (ICEWS) [12] and the global database of events, language, and tone
(GDELT) [57] have established themselves in the research community as benchmarks of
temporal knowledge graphs that contain events across the globe connected people, organi-
zations, and news sources.

Early research on knowledge graphs focuses on manually curated or automatically
mined rules to infer new knowledge from observed facts. Such symbolic approaches suf-
fer from scalability and generalizability issues. In recent years, knowledge representation

learning (KRL), also known as knowledge graph embedding (KGE), has gained great in-
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terest success. KRL maps entities and relations into low-dimensional vector spaces while
capturing their semantic meanings and is feasible to generalize on large-scale knowledge
graphs with millions of entities. However, KRL approaches have mostly been done for
static KGs and cannot utilize rich temporal dynamics available on tKGs. In this thesis,
we study state-of-the-art relational representation learning techniques for temporal knowl-
edge graphs that can capture temporal dependencies across entities in addition to their
relational dependencies. Specifically, we investigate relational learning on tKGs for link
prediction with two settings, i.e., tKG forecasting and tKG completion. The tKG forecast-
ing task is to predict links in the future, given all the observations up to the present time.
Forecasting on tKGs can help many downstream applications such as decision support in
personalized health care and finance. In comparison, the tKG completion task is designed
to the inherent incompleteness of tKGs in the sense that some interactions between en-
tities are missing. Similar to the smoothing problem in traditional time series analysis
[63], the tKG completion task requires estimating missing links at past timestamps, given
all the evidence up to the current time. We developed several approaches for both tKG
forecasting and tKG completion in terms of explainability, continuous-time modeling, and
non-Euclidean embedding. Moreover, we systematically studied existing temporal knowl-
edge graph completion models and investigated the contribution of the respective temporal

encoding module.

1.2 Contributions

This section provides an overview of the contributions of included publications in this thesis
and positions them within the research area.

The first part of this thesis is concerned with the temporal knowledge graph forecasting
task, which predicts links in the future given all the observations up to the present time.
Forecasting on tKGs can help many downstream applications such as decision support in
personalized health care and finance. The use cases often require the predictions made
by the learning models to be interpretable, such that users can understand and trust the
predictions. However, existing approaches always operate in a black-box fashion and can-
not clearly show which evidence contributes to a prediction, making them less suitable
for many real-world applications. In this context, we have developed the first explainable
reasoning framework for forecasting future links on tKGs by employing a sequential rea-
soning process over local subgraphs. This part is covered in Chapter [3] Given a query in

the form of (subject, predicate, 7, timestamp), the proposed model starts from the query
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subject and iteratively samples relevant edges from the given tKG to construct a query-
dependent subgraph. After several rounds of expansion and pruning, the missing object is
predicted from entities in the subgraph. To capture the temporal aspect of tKGs, we have
proposed a temporal relational graph attention (TRGA) mechanism, which poses temporal
constraints on message passing to preserve the causal nature of the temporal data, and
learn time-dependent entity embedding. Specifically, the entity embedding concatenates a
stationary entity embedding and a functional time encoding. The temporal dynamics are
then modeled by the interactions between the functional time encoding and entity features
as well as underlying topological structures of tKGs. To understand the contribution of
the time embedding, we replace the time-dependent part from entity representations with
static embedding, resulting in significant degradation of the model’s performance. Com-
pared to existing tKG models, the proposed model has the following advantages: 1) The
extracted subgraph can visualize the reasoning process and provide an interpretable graph-
ical explanation to emphasize important evidence supporting the prediction. A survey with
53 respondents demonstrates the extracted evidence is aligned with human understanding.
2) The dynamical pruning procedure enables the model to reason on large-scale tKGs with
millions of edges. 3) Extensive experiments on benchmark datasets of tKG forecasting
show that our method outperforms state-of-the-art approaches by a large margin while
being more interpretable.

Preserving the continuous-time nature of temporal knowledge graphs is considered an-
other major challenge in the community. tKG forecasting approaches mostly model graph
dynamics in a discrete-time domain, and thus, cannot model observations in irregular time
intervals, which convey essential information for analyzing dynamics on tKGs, e.g., the
dwelling time of a user on a website becomes shorter, indicating that the user’s interest in
the website decreases. To this end, we have proposed a continuous-depth multi-relational
graph neural network in Chapter [4] which utilizes a novel graph neural ordinary differen-
tial equation (ODE) to encode the continuous dynamics on tKGs. Specifically, we integrate
the hidden representations over time using an ODE solver and output continuous-time
representations of each entity. Unlike many existing tKG models that learn the graph dy-
namics by employing discrete recurrent model structures, our model lets the time domain
coincide with the depth of the graph neural network and takes advantage of neural ODE
to steer the latent entity features between two timestamps smoothly. Thus, the model is
able to compute the probability of an event at an arbitrary timestamp, which considerably
enhances the flexibility of prediction. Additionally, we have proposed a graph transition
layer to let the model pay more attention to edge formation and dissolution of tKGs, which

leads to a significant improvement in the model’s performance. Through experiments on
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five benchmark tKG forecasting datasets, it is shown that the proposed model delivered
significantly better performance than baseline methods while requiring considerably less
training cost.

Similar to static KGs, tKGs usually suffer from incompleteness in the sense that they do
not include all events related to their entities and relations. To this end, the second part of
this thesis is concerned with the temporal knowledge graph completion task, which requires
estimating missing links in the past given all the evidence up to the current time. Chapter
systematically studied existing temporal knowledge graph completion models and classi-
fied them into two classes based on how they model the dynamics of tKGs, i.e., timestamp
embedding (TE) approaches and time-dependent entity embedding (TEE) approaches. As
a highlight contribution to the community, we empirically found out that TE approaches
perform better on sparse tKGs, which is in contrast to the results in prior studies, and
reveal the weakness of TEE approaches. Additionally, introducing new temporal embed-
ding approaches always accompanied new training strategies. Although ablation studies
were provided, the significance of the proposed temporal embedding was not thoroughly
investigated. To foster further research, we have performed an extensive benchmark study
of existing approaches and provided the first unified open-source framework. This frame-
work gathers well-known tKG completion models and enables an insightful assessment for
future research on the tKG completion task.

As the last contribution, we studied the influence of the underlying geometry on em-
bedding temporal multi-relational data and introduced non-Euclidean temporal knowledge
embedding in Chapter [6] Many entities of multi-relational data induce geometric struc-
tures. For example, organizations, e.g., public sectors, usually have a hierarchical struc-
ture, where the number of departments grows exponentially with their distance to the root
(headquarter). Embedding methods in Euclidean space have limitations and suffer from
significant distortion when representing large-scale hierarchical or cyclical-structured data.
To this end, geometric learning has been exploited in recent knowledge graph embedding
models. As a result, hierarchical data, i.e., trees, can be efficiently modeled in a two-
dimensional hyperbolic disc since the hyperbolic area grow exponentially with its radius.
However, existing non-Euclidean embedding approaches for KGs lack the ability to capture
temporal dynamics on tKGs. The difficulty with representing the evolution of tKGs lies
in finding a way to integrate temporal information into the non-Euclidean representations
of entities. To address this challenge, we have proposed a non-Euclidean representation
learning model named DyERNIE that characterizes the time-dependent representation of
each entity as movements on manifolds. For each entity, we define an initial embedding

on manifolds and a velocity vector residing in the tangent space of the initial embedding
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to generate a temporal representation at each timestamp. In particular, the initial em-
bedding captures the stationary structural dependencies across facts, while the velocity
vectors model the time-varying properties of the entity. Moreover, most graph-structured
data has a wide variety of inherent geometric structures, e.g., partially tree-like and par-
tially cyclical. Nevertheless, existing non-Euclidean KG embedding approaches model the
latent structures in a single geometry with a constant curvature, limiting the flexibility
of the model to match the hypothetical intrinsic manifold. In comparison, our proposed
method learns evolving entity representations in a product of Riemannian manifolds to
better reflect a wide variety of geometric structures on tKGs. To better capture a broad
range of structures in temporal KGs, we show how the product space can be approximately
identified from sectional curvatures of temporal KGs, e.g., how to choose the dimensionality
of component spaces and their curvatures. To understand the contribution of the prod-
uct space of Riemannian manifolds (DyERNIE-Prod), we compare the proposed model
with its Euclidean counterpart (DyERNIE-Euclid) and the variant in a manifold with a
constant curvature (DyERNIE-Sgl). Extensive experiments conclude that both DyERNIE-
Prod and DyERNIE-Sgl require five times fewer embedding dimensions to achieve similar
performance as DyERNIE-Euclid’s, demonstrating the merits of temporal non-Euclidean
embeddings. Besides, we observed that DyERNIE-Prod generally performs better than
DyERNIE-Sgl on all three tKG completion datasets. To conclude, DyERNIE is the first
method that explores the usage of the temporal evolution of geometric embedding and

opens a research direction for studying geometric embedding on temporal relational data.

In summary, this thesis is dedicated to relational learning on temporal knowledge graphs
and proposes several temporal embedding approaches in terms of different aspects, i.e.,
explainability, continuous-time modeling, and geometric learning. The proposed
approaches can potentially serve a variety of applications, e.g., time-aware recommender
systems, which take into account the evolving nature of users and temporal popularity of
items, and temporal question answering. To contribute towards reproducibility as well as
providing usable research artifacts to the community, we provide openly accessible imple-
mentations of all presented works . Overall, we believe the works would stimulate progress
in relational learning on temporal knowledge graphs, which has gained increasing attention

in recent years.
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1.3 Overview

The remainder of this thesis is organized as follows. Chapter [2| gives an overview of the
broader research area of relational learning on (temporal) knowledge graphs. It reviews
existing work and lays the foundations for the techniques used in the remainder of this
thesis. Concretely, we detail the notations used in this work in Section 2.1 In Section
we introduce knowledge graph fundamentals and review benchmark relational learning
techniques on KGs. Section and introduce temporal knowledge graphs, two link
prediction tasks on tKGs, and approaches for learning temporal representations on tKGs.
In Section we introduce non-Euclidean embedding space and review representation
learning models that embed knowledge graphs in non-Euclidean spaces.

Chapters [3] and [4] contain our published work on the tKG forecasting task. Specifically,
Chapter 3| presents a subgraph reasoning approach for explainable forecasting on tKGs [31].
Chapter d]introduces a continuous-depth multi-relational graph neural network for learning
continuous-time representations of tKGs [32]. Chapters 5| and |§| present our publications
on the tKG completion task. In particular, Chapter [5| provides a systematical study [35]
of existing temporal knowledge graph completion models to analyze the effectiveness of
different temporal encoding modules. Chapter [f] introduces a novel tKG completion model
[30] that learns evolving entity representations in a product of Riemannian manifolds. We

conclude in Chapter [7] and discuss directions for future works.
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Chapter 2

Background

In this chapter, we introduce the fundamentals of the thesis in greater detail than a single
paper allows. In addition, we review existing works to demonstrate the thesis’ contributions
better.

2.1 Notation

This section first defines the mathematical notation that we use throughout this chapter,
which is mostly consistent with the individual publications in the other chapters.

Sets are denoted by calligraphic letters, e.g., the vertex set of a graph is given by V and
the edge set by £. Scalars and elements of sets are given by lowercase letters, e.g., v € V.
Vectors are denoted by bold lowercase letters x with elements z;. By R we denote real
numbers, and R” indicates n-dimensional real space. If not noted otherwise, we assume
each variable to be real. Matrices are represented by bold uppercase letters X, where X;;
denotes the entry in the i-th row and j-th column.

We denote the inner product between vectors x,y € R? by x - y, which is equivalent
to xTy. xT denotes the transpose of x. By x||y € R*4 we denote the concatenation of

the column vectors x € R? and y € R?. Moreover, ||x||, denotes the p-norm of x given
1

by [|x]|, = (Z?Zl |;1:Z~]p> ? In particular, ||x||2 denotes the Euclidean norm of x. By ® we
denote the Hadamard product, i.e., the elementwise multiplication.

For some interaction models in Section [2.5] we need basic notions of non-Euclidean
geometries, particularly the hyperbolic geometry and the hypersphere space. In [88], the
vector addition @, exponential map expX () at x, logarithmic map logX (-) at x, matrix-

vector multiplication ®g, and distance dx are defined in the non-Euclidean geometry
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using:
(1-2K (x,y), — Klly[[3)x + (1 + K|x[[3)y
1= 2K (x,y), + K2|[x[3]lyl[3

XBry =

VIEDEIvls, v s
SRR/ 22

expX(v) = x @ (tang

2 —X DV
logh (v) = ——— tan ! (V|K]||| — x ®x V||2) ————— 2.3
M ®x x = exply (M logh (x)) (2.4)

Ay (%,7) = ﬁm;(m - x@x yll2) (2.5)

, where K denotes the curvature of the geometry, tang = tan if K > 0 and tang = tanh
it K <0.

2.2 Knowledge Graphs

There has long been the idea of organizing the world’s knowledge in a graphical format.
Richens [74] developed the semantic network in the 1950s to represent semantic relations
between concepts in a network for machine translation of natural languages. Other re-
searchers, such as Quillian and Collins, further contribute to the semantic network and
apply it in different projects. The term knowledge graph itself was coined in the 1970s to
discuss how to build modular instructional systems for courses [79]. Later, the distinction
between knowledge graphs and semantic networks was diluted. In 2012, Google presented
the Google Knowledge Graph [80] that achieved great success in enhancing the Google
search engine. After that, the term KG gained tremendous attention. In this section, we
provide the fundamentals of knowledge graphs and the relational learning techniques on
KGs. This section is not meant to be a survey but rather to introduce important concepts,

which will be extended for temporal knowledge graphs in later sections.

2.2.1 Fundamentals of Knowledge Graphs

A knowledge graph is a directed graph with labeled edges, where each edge corresponds to

a semantic fact. In this work, we focus on KGs with the following definition:
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Germany

Richard G.

Strauss Bavaria

Munich

Figure 2.1: A fragment of a semantic knowledge graph (TBD).

Definition 1 (Knowledge Graph). Let € and R represent a finite set of entities and
relations, respectively. An entity in & may correspond to an instance or a class. A KG is
gwen by KG C &€ x R x &€, which is a collection of semantic facts written as triples. A
triple g = (es, p, €,) represents a labeled edge between a subject entity e; € € and an object

entity e, € £, where p € R denotes the edge type (relation).

As specified in the above definition, the collection of triples is represented as a directed
multi-relational graph. The entities correspond to nodes, and directed edges represent the
relations between entities, where a subject entity is the source node of a directed edge and
the object entity the target node. For example, we can encode that Munich is located in
Germany as a triple (Munich, located in, Germany) with the subject entity Munich, the
relation located in, and the object entity Germany. Note that a knowledge graph may
contain multiple edges with different relation types between two entities. Fig. 2.1 shows a
small fragment of a KG, including the fact mentioned above.

Large KGs are constructed either manually by the crowd, e.g., Wikidata [92] and Free-
base [10], or automatically using information extraction methods, e.g., DBpedia [2] and
NELL [14]. However, no matter how a KG is built, it usually suffers from incompleteness
in the sense that it does not contain all golden facts but only a subset. Thus, many rela-
tional learning approaches are proposed to predict missing links based on observed facts,

also known as KG completion.

Definition 2 (Knowledge Graph Completion) Let F represent the set of all quadruples that
are facts, i.e., true triples. The knowledge graph completion is the problem of inferring F
based on a set of observed facts O C F. Specifically, the task of KG completion is to predict
entities e € € given either a subject-relation-pair (es,p) € € X R (object prediction) or a

relation-object-pair (p, e,) € € X R (subject prediction,).
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Knowledge graph completion is commonly framed as a ranking task. Taking the object
prediction as an example, the relation learning algorithms consider all entities in & and
learn a score function ¢ : £ x P x & — R. The score function assigns a score to each
triple ¢, which indicates the plausibility that ¢ corresponds to a fact. Thus, the proper
object can be inferred by ranking the scores of the triple {(es, p, €,,), €0, € £} that consist
of candidate entities and the given subject-predicate pair. As a real example, we consider
finding the citizenship of Angela Merkel, i.e., the task (Angela Merkel, citizen of, ?). We
would expect from relational learning model to score the triple (Angela Merkel, citizen
of, Germany) higher than others such as (Angela Merkel, citizen of, Schleswig-Holstein).
Besides extending existing KGs, a plethora of Al tasks such as recommendation [40] and
question answering [82] can be framed as predicting links in a KG.

A common practice in relational learning on knowledge graphs is to add inverse rela-
tions. For any relation p € R, we denote with p~! the corresponding inverse relation, i.e.,
(€s,p,€0) is true <= (e, p ', e,) is true. Adding inverse triples doubles the number
of relations and triples and allow learning two separate representations for each original

relation, which shows a beneficial impact in recent publications [51, 26].

2.2.2 Relational Learning on Knowledge Graphs

This section provides an overview of relational learning methods of knowledge graphs.
Specifically, we focus on representation learning approaches in this thesis, which has
become the dominant paradigm for relational learning on KGs over the past years. Rep-
resentation learning aims to learn compact and numerical representations of the data that
contains useful information, such as structural properties, for training classifiers or other
predictors [6]. An embedding is a low-dimensional, learnable continuous vector represen-
tation and can be trained from scratch via backpropagation. Thus, learning embedding
does not require any features and can be applied broadly in various settings. The problem

of learning embeddings of entities £ and relations R can be formulated as follows:

Definition 3 (Embedding of Entities and Relations). Given a knowledge graph KG =
(V,E,0), the problem of learning entity embeddings and relation embeddings is concerned
with learning a mapping that provides a vector representation e € R% and p € R? for each
entity e € £ and relation p € R, respectively, where d < |E|.

Overall, the KG representation learning approaches consist of an encoder that learns

entity and relation representations and a decoder, which passes these representations to a
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score function to score triples. Usually, the representations of entities and relations are ini-
tialized randomly and optimized during training. As a preparation for the following chap-
ters, we review tensor decomposition techniques, translation-based embedding models, and
relational graph neural networks, which are essential representation learning approaches

and play an important role in our published work.

Tensor Decomposition

Three-way Tensor of KG

Embedding of eg Embedding matrix of]/

Embedding of e,

Figure 2.2: A visualization of the low-rank tensor decomposition performed by RESCAL
(depiction based on a figure in [39]).

A knowledge graph can be represented as a binary three-way tensor X € {0, 1}VexNpxNe
where each entry indicates the truth (1) or falseness (0) of a triple. The main idea of tensor
decomposition is to compute a low-rank decomposition of this tensor that can well capture
the global patterns in the knowledge graph. One of the first tensor factorization approaches
is Canonical Polyadic (CP) decomposition, proposed in 1927 [42]. When applied to KGs,
CP learns one embedding for each relation p € R and two embeddings for each entity
e € £. One captures the entity’s behavior when being the subject of a triple, and one
captures the entity’s behavior when being the object of a triple. However, CP learns the
two embeddings of each entity independently of each other, leading to poor performance
on KG completion [86].

In contrast to CP, the RESCAL model [66] associates each entity e € £ with a single
embedding vector e € R? no matter at what position of a triple they appear. As shown in
Figure RESCAL employs a matrix R € R%*? for each relation p € R and computes a
bi-linear form induced by the relation matrix with a subject entity e, € £ and an object

entity e, € £ as follows,

OrESCAL(Es; P, €0) = €L Re, (2.6)
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Hence, the latent dimension of relation embeddings is quadratic to the dimensionality
of entity embeddings, such that RESCAL inherently inclines to overfit. DistMult [T01]
addressed this problem by constraining the embedding matrices of relations to be diagonal
and achieved great performance. However, DistMult cannot model asymmetric relations as
the score function of DistMult is symmetric. SimplE [51] offers a solution to this limitation
by presenting a simple enhancement of CP decomposition. As mentioned previously, CP
generally performs poorly on KG completion as it learns two independent embeddings
€, s, €, for each entity e; € £, whereas they are tied in fact. SimplE allows these two
embeddings of each entity to be learned dependently by taking advantage of the inverse
relations. Specifically, SimplE considers two vectors p,p~' € R? for each relation p € R,
which leads to

1

ngimplE(eiapa ej) = 5 ((ei,s O p) : ej,o + (ej,s ®© P_1> : ei,o) (27)

By addressing the independence of the entity vectors using the inverse relations, SimplE

achieves superior performance on the KG completion task despite its simplicity.

Translation-based Embedding Models

Another line of work is translation-based approaches that define additive functions over
embeddings. Bordes et al. [II] proposed the first translation-based model, i.e., TransE,
which projects both entities and relations into the same vector space and interprets relations
as translations between subject entity embedding and object entity embedding. In other
words, if (es, p,e,) holds, the embedding of the object entity e, should be close to the
embedding of the subject entity es plus the embedding of the relationship p as follows,

fTransE<657pa 60) = dz(es + P, eo)a (28)

where e, € R? and e, € R? are embedding vector for e, and e,, respectively, p denotes
the embedding vector of the predicate p, d(-) is the Euclidean distance function. Note
that frranse(€s, P, €,) is expected to be lower for a golden triple and higher for a invalid
triple, which is different to a score function ¢(-) that is lower for a invalid triple and
higher for a golden triple. To distinguish them, we use f(-) to denote the interaction
function of translation-based models, e.g., TransE. The motivation behind the translation-
based modeling is that relation between entity pairs manifests a common vector offset,
such as “man is to woman as king is to queen”. However, TransE is not able to deal
with symmetric as well as one-to-many/many-to-one/many-to-many relations. In other

words, the relations cannot be well parameterized if there are multiple relations between



2.2 Knowledge Graphs 15

two entities. To this end, Wang et al. [94] proposed TransH that associates each entity
with distributed representations when involved in different relations. Specifically, if there
is a relation p between subject entity e, and object entity e,, the embedding of e; and
e, are first projected to a relation-specific hyperplane w, (the normal vector), and then

connected by a translation vector d, on the hyperplane as follows,

frransm(€s, D, €0) = ||(€s — Wgest) +d, — (€, — Wgeowp))HQ- (2.9)

Thus, TransH enables different roles of an entity in different relations by introducing

relation-specific hyperplanes.

Graph Neural Network

Besides traditional graph embedding models that employ a simple embedding lookup, sub-
stantial efforts have been devoted to applying deep learning techniques to learning expres-
sive graph representations. There have been several attempts in the literature and can be
categorized into two major classes, i.e., spectral-based graph neural networks (GNNs) and
spatial-based graph neural networks. The former focuses on developing graph convolutions
based on graph Fourier transforms [13], 38|, 19, [52], and the latter employs message-passing
heuristics between neighboring nodes based on spatial convolutions [77, [T, [69].

Most studies focus on modeling uni-relational graphs, and thus, cannot be directly
applied to modeling abundant relations on KGs. To transfer graph neural networks to
KGs, R-GCN [78] introduced relation-specific weight matrices into the message-passing

mechanism as follows,

1
Wt =) ) Wihl +Wgh, |, (2.10)

Ce.
PER e;eNE, P

where 't € R™" hl € R? denotes the hidden representation of the entity e; in the I-th
layer and ({+1)-th layer of the neural network, respectively, with d' being the dimensionality
of the representations in this layer. /\fep represents the set of neighbors of the entity e;
under relation p € R. hle], denotes the representation of the entity e; at the [-th layer.
Wﬁ, e Réxd™ corresponds to a relation-specific linear transformation in terms of the
relation p, and W{ € R xd™ corresponds to the self-connection, a special relation type,
to ensure that the hidden representation of an entity at the (I + 1)-th layer is informed by
the corresponding representation at the [-th layer. ¢, , is a problem-specific normalization

constant that can either be learned or chosen in advance. o(-) denotes an element-wise
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activation function. Intuitively, Equation [2.10| sums up transformed representation vectors
of neighboring entities (nodes), followed by normalization. In practice, multiple layers can
be stacked to allow for receiving messages from multi-hop neighbors.

An essential issue of Equation is the rapid growth in the number of parameters
with the number of relations in the KG, easily leading to overfitting. Schlichtkrull et
al. [78] introduced basis- and block-diagonal-decomposition to regularize the weights of
R-GCN layers. Additionally, CompGCN [89] handled the over-parameterization issue by
leveraging entity-relation composition operations inspired by knowledge graph embedding

techniques. The message passing function of CompGCN is given as

h'=o > > Who (hij,h;) +3 S wie (hgj,h;,1> +Whe (W hl) |

PER e;eNT, PER e e/\fepi_l

(2.11)
where hﬁ, € R? denotes the hidden representation of relation p at the [-th layer. /\/g,
represents the set of neighbors of entity e; under ordinary relation p € R. /\/'67’1,71 represents
the set of neighbors of entity e; under inverse relation p~! € Ripe. Wlo and le are shared
among ordinary and inverse relations, respectively, making the model more parameter
efficient than R-GCN and can scale with the increasing number of relations. hl represents
the hidden representation of the self-loop relation at the I-th layer. ¢ : R* x RY — R?
is a non-parameterized composition operator, such as subtraction [I1] and multiplication
[101].

Recently, attention mechanisms have succeeded in various tasks, e.g., language mod-
eling [20], image recognition [2I], and graph learning [01]. Specifically, Velickovi¢ et al.
[91] leveraged masked self-attentional layers to enable graph neural networks to weigh the
importance of messages from different neighbors, called graph attention networks (GAT).
Xu et al. [I00] extended the graph attention mechanism to knowledge graph represen-
tation learning by constructing attention-induced subgraphs. In particular, the proposed
framework, called DPMPN, consists of an inattentive GNN (IGNN) that runs full message
passing over the entire KG to acquire features from a global view, and an attentive GNN
(AGNN) runs on each input-dependent subgraph. IGNN applies a standard message

passing mechanism [25],

1
hle—:_,}GNN: Z —51GNN(¢IGNN(hIej,IGNN|’p"hlei,IGNN)"hfei,IGNNHei)+hlei,IGNN
(ejvp)eNei (61)
(2.12)

where N, is the set of immediate neighbors of e; for its outgoing edges. N(e;) represents
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the number of neighbors that send messages to e;. Functions d;¢yy and ¥y n are imple-
mented by a two-layer MLP. In contrast to IGNN, AGNN is input-dependent, where the
message passing is running on subgraphs, each conditioned on an input query. To construct
an input-dependent subgraph for query (eg, p,, ?), AGNN starts from the query subject
eq and uses a temporal sampling procedure to add neighbors of e, into the subgraph. The

hidden representations of entities are computed as follows,

Moayy = D ﬁmw (b, acwalles(enlinl, acwy))  (213)

(ej.p)EN,

hl;zGNN = he AGNN T 0AGNN <hel,AGNNHMe“AGNN"aHlWhlej}GNNHeq,’pq) , (2.14)
where ./\;lle acny denotes the aggregated message from neighbors of e; on the subgraph
conditioned on the input query. Né' represents the number of neighbors in the sub-
graph that send messages to e;. Functions d4gnyny and Y 4gyy are implemented by MLPs.
c,(e;) = plleq||p, represents a relation-specific context vector of the input query and is
defined by the query subject and relation embeddings, i.e., e, and p,. Besides, the hidden
representation passed to AGNN from IGNN is weighted by a scalar attention score a“r1
that guides and prunes the message passing, making it scalable for large-scale knowledge
graphs. The iteratively and selectively constructed input-dependent subgraph models a
sequential reasoning process and can be seen as a graphical interpretation of the final
prediction.

Our published works employ relational graph neural networks to perform link predic-
tion on temporal knowledge graphs. In particular, in Chapter [3, we develop an inter-
pretable subgraph reasoning approach inspired by DPMPN [100]; in Chapter , we extend
CompGCN [89] to modeling temporal knowledge graphs by proposing a multi-relational

graph neural ordinary differential equation.

2.3 Fundamentals of Temporal Knowledge Graphs

Common knowledge graphs assume that the relations between entities are time-invariant
and store facts in their current state. In reality, however, multi-relational data may evolve
over time, e.g., (Alice, live in, New York) becomes invalid after Alice moves to Munich.
Besides, the recent availability of a large amount of event-based interaction data exhibits
eventive relationships that are only valid at certain timestamps, i.e., the economical re-
lationship between South Korea and Japan intensified in 2019 due to political conflicts.

To accommodate such time-dependent multi-relational data, temporal knowledge graphs
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(tKGs) have been introduced, where a triple is extended with a timestamp or time range
indicating when the triple is valid, e.g., (South Korea, downgrades trade ties with, Japan,
2019-08-12). Figure shows an example of tKGs. In this section, we introduce the
fundamentals of tKGs. To distinguish a knowledge graph with static facts from temporal

knowledge graphs, we refer to the former as semantic knowledge graphs.
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Figure 2.3: A fragment of a temporal knowledge graph

In contrast to semantic knowledge graphs, a temporal knowledge graph is a directed
graph with timestamped labeled edges. Each edge characterizes a temporally valid relation
between two entities (nodes). In literature, temporal knowledge graphs can be modeled
in two ways, i.e., continuous-time temporal knowledge graphs and discrete-time temporal
knowledge graphs [50]. A continuous-time temporal knowledge graph consists of a static
graph G;,;; representing an initial state of the multi-relational data at time ¢, and an
observation set containing tuples in the form of (event type, event, timestamp), where the
event type can be an edge addition/deletion, node addition/deletion, etc. A discrete-time
temporal knowledge graph is a sequence of snapshots from time-evolving multi-relational
data sampled at regularly-spaced times. Since available event databases, e.g., Integrated
Crisis Early Warning System (ICEWS) [05] and Global Database of Events, Language,
and Tone (GDELT) [57], are collected with regularly-spaced time annotations, we focus on

the discrete-time temporal knowledge graphs with the following definition:

Definition 4 (Temporal Knowledge Graph). Let £ and R represent a finite set of entities
and relations, respectively. A temporal knowledge graph is a sequence of graph snapshots,

ie., tKG = {KG1,KGa, ... KGy, ..... KG7}, where KG;, C € X R x O x T}. A quadruple
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q = (es,p, €0, t) Tepresents a timestamped and labeled edge between a subject entity es € €
and an object entity e, € £ with a relation p € R in graph snapshot KG,. Thus, a temporal

knowledge graph can also be represented by a collection of quadruples.

Like semantic knowledge graphs, real-world tKGs are often inherently incomplete.
Specifically, typical temporal knowledge graphs, such as GDELT and ICEWS, were built
from unstructured textual data using automated information extraction methods. A con-
siderable amount of information was lost in the extraction procedure. To this end, the task

of temporal knowledge graph completion has gained growing interest.

Definition 5 (Temporal Knowledge Graph Completion) Let F represents the set of all
quadruples that are golden facts, i.e., true quadruples. The temporal knowledge graph com-
pletion is the problem of inferring F based on a set of observed facts O C F. Specifically,
the task of tKG completion is to predict either a missing subject entity (7, p, e,,t) given the

other three components or a missing object entity (es,r,7,t).

Besides, humans are always interested in looking into the past to predict the future.
This is aligned with the temporal knowledge graph forecasting task that aims to predict

unknown links at future timestamps based on observed past events.

Definition 6 (Temporal Knowledge Graph Forecasting). Let F represents the set of all
ground-truth quadruples, and let (e, pq,€0,t,) € F denote the target quadruple. Given
a query (eq,pq, £, t,) derived from the target quadruple and a set of observed prior facts
O = {(e;, pr, €5, 1)) € Flt; < t,}, the temporal KG forecasting task is to predict the missing
object entity e,. Specifically, we consider all entities in € as candidates and rank them by
their likelithood of forming a golden quadruple together with the given subject-predicate-pair

at timestamp t,.

Similar to knowledge graph completion, temporal knowledge graph completion and
forecasting are also framed as ranking tasks. Taking the object prediction (eg, p,?,t) as an
example, the relation learning algorithms consider all entities in £ and learn a score function
that assigns a plausibility score to each quadruple. Thus, the proper object can be inferred
by ranking the scores of the quadruples {(es,p,e,,,t), €, € £} consisting of a candidate
entity and the given subject-predicate-timestamp triple. As a real example, we consider
finding which country Catherine Ashton will visit on Nov. 09, 2014, i.e., (Catherine Ashton,
make a visit, 7, 2014-11-09). We expect temporal relational learning models to score the
golden quadruple (Catherine Ashton, make a visit, Oman, 2014-11-09) higher than others,
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such as (Catherine Ashton, make a visit, Germany, 2014-11-09). Besides tKG completion
and forecasting, tKG embedding models can power a plethora of downstream tasks, such
as time-aware recommendation [71] and temporal question answering [45], by improving

the performance of existing models using structured external knowledge.

2.4 Relational Learning on Temporal KGs

Temporal knowledge graph models can be described from an encoder-decoder framework.
The encoder produces time-dependent embeddings that capture the evolving features of
temporal knowledge graphs, while the decoder is usually a score function from canonical
semantic KG models introduced in Section to examine the plausibility of a given
quadruple. In the following, we first review techniques for encoding sequential or time
information relevant to our publications and then review benchmark temporal knowledge
graph embedding models for both the completion task and forecasting task.

2.4.1 Temporal Encoding

In problems involving time, the input can be viewed as a sequence of observations sampled
at regular intervals (synchronous time-series) or irregular intervals (asynchronous time-
series). Modeling sequential data has a long history and achieved great success in many
fields, ranging from finance to traffic prediction. Classic approaches in the time-series
analysis are auto-regressive models that predict the possible future observations based on
a finite window into the past, such as ARIMA [29]. The classical approaches are not able
to model long-distance dependencies. Besides, they have difficulties dealing with multi-
dimensional data. Another line of work in modeling sequential data is so-called state-space
models, e.g., Hidden Markov Model [B], Kalman filter [48], Dynamic Bayesian Networks
[63], where the model’s output is generated from time-evolving hidden states. State-space
models have been widely used for sequence modeling in the past decades. They are superior
to classical approaches in many respects, such as handling multi-variate inputs and easily
adding prior knowledge [63].

However, state space models also have difficulties in modeling long-range dependen-
cies and complex temporal behaviors. Another popular class is recurrent neural networks
(RNNs). RNNs parameterize the distribution of each observation by a neural network,
where the hidden state at the current step is derived from both the input and the previous
hidden state at the last step. However, RNNs often suffer from the problem of vanishing

gradients when using the backpropagation through time algorithm to compute the gradient,
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and thus, lack the ability to capture long-term temporal dependencies. Long Short-Term
Memory (LSTM) [43] solved this issue by introducing three gate functions to control the
information flow and became one of the most powerful sequence models. In particular,
the gate functions consist of a linear layer and a sigmoid activation function. Thus, the
outputs are between zero and one and are used to update and control the cell state by
deciding what information to forget, input, and output. LSTMs made significant progress
in what we can accomplish with RNNs and achieved remarkable results on a plethora of
sequential tasks.

Recently, Transformer [90] achieved outstanding success in various sequence modeling
problems. It can model dependencies without regard to their distance in the input sequence
by applying the self-attention mechanism. However, either Transformer or recurrent neural
networks do not explicitly treat time itself as a feature and thus capture sequential signals
rather than temporal patterns. In the following, we introduce neural ordinary differential
equations and two time-embedding approaches that explicitly account for the time span

between data points and have been used in our publications.

Neural Ordinary Differential Equations

Most existing neural networks for time-series analysis models are entirely or partially dis-
crete, resulting in discontinuous latent states and considerable errors in modeling latent
temporal dynamics. In contrast to canonical neural networks, neural ordinary differential
equations (ODEs) [16] enable neural networks to have continuous depth by parameterizing
the derivative of the latent states instead of specifying a discrete sequence of hidden layers.
It can be considered a continuous analog of the residual neural network [36], which is an
Euler discretization of ordinary differential equations. By coinciding the depth domain of
neural ODEs with the time domain, neural ODEs can be adapted to learn the continuous
fine-grained temporal dynamics of time series such as medical records and network traffic.

In neural ODEs, the continuous dynamics of hidden states in a neural network is pa-

rameterized using an ordinary differential equation (ODE)

M = f(h(t),t,0), (2.15)
dt

where h(t) € R? denotes the hidden state of a dynamic system at time ¢, f represents

a neural network that models the derivative of the hidden state regarding time, and 0

denotes the parameters in the neural network that are gradually updated during training.

Starting from the input layer h(t = 0), the output layer h(7T) is defined as the solution to

this ODE initial value problem at time 7T'. The output can be calculated using an ordinary
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differential equation solver:
T
h(T") = h(0) +/ f(h(t),t,0)dt = ODESolver(h(0), f,0,7,0). (2.16)
t=0

The essential challenge of training continuous-depth neural networks is performing back-
propagation through the ODE solver while preserving scalability and keeping low memory
costs. To address this challenge, Chen et al. [16] computed gradients using the adjoint
sensitivity method [72], which computes gradients by solving a second ODE backward in
time. An adjoint is defined as the derivative of the loss concerning the hidden state h(t),

whose dynamics is given by another ODE as follows,

da(t) r0f(h(?),t,0)
dt —a(t) oh '

We can compute 0L/0h(0) by a backward ODE solver with the initial value dL/0h(T).

Thus, the gradients of the loss function with respect to parameter @ can be calculated as

dL _/t_OTa(t)det_ (2.18)

(2.17)

follows,

a0 06

TS
oh

matic differentiation, whose time cost is similar to that of f.

The vector-Jacobian products a(t) and a(t)T% can be efficiently evaluated by auto-

Gholami et al. [24] argued that the adjoint method might lead to catastrophic nu-
merical instabilities. To this end, they proposed ANODE, which stores input activations
at intermediate timestamps during the forward pass in memory. In the backpropagation,
the method first performs a forward pass in each interval between a pair of input activa-
tions and save intermediate results in memory. Then the results are used to compute the
derivatives backward in time. ANODE uses the discretization scheme to solve the reverse
ODEs, and thus, does not suffer from possible numerical instability by solving Equation
backward in time. Besides, Daulbaev et al. [18] proposed an interpolated reverse
dynamic method (IRDM) that approximates the hidden state h(¢) through the barycen-
tric Lagrange interpolation (BLI) on a Chebyshev grid [§]. IRDM requires h(t) can be
approximated by BLI with sufficient accuracy, which can only be verified experimentally.

Our published work [32] in Chapter {4| extends neural ODEs to modeling temporal
knowledge graphs and proposes a continuous-depth multi-relational graph neural network
for forecasting future links. In contrast to canonical tKG models, neural ODEs enable the
model to deal with irregular-sampled continuous-time data and estimate the hidden state

of tKGs at any timestamp of interest in future.
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Time Embedding

Suppose time is a relevant feature; in that case, many recent studies embed time into high-
dimensional spaces and feed it into a model as additional input dimensions by concatenating
the time embeddings with the input [56, 53] 98], 49, [7T]. Since time is a continuous variable,
some works discretize it into a set of timestamps and learn an embedding for each discrete
timestamp, while some other works learn encoding functions that take continuous time-
variables as input and embed them into a vector space. In the following, we introduce the

time encoding techniques of both classes.

Embedding Lookup Many works learn shallow time embeddings by employing a sim-
ple embedding lookup. The timestamps of all events build a set 7. And each timestamp
t € T is associated with an embedding vector t € R? that is usually learned from scratch.
Leblay et al. [56] incorporated time embedding into the KG models, i.e., TransE [11]
and RESCAL [66], and learned their representations in the same vector space as entities
and relations. Experiments show that the time embedding-based approach outperforms
approaches that use time as a coefficient (scalar) by a large margin. Lacroix et al. [55] en-
forced the smoothness of temporal embeddings by penalizing the discrete derivative of the
time embedding. Thus, neighboring timestamps have similar representations, leading to
considerable performance improvements. However, the above time embedding approaches
are inherently limited to transductive tasks since they cannot deal with unseen timestamps
at the inference time. Thus, some works embed the time interval between two data points
instead of embedding absolute time information. For example, Zhu et al. [71] embedded
time intervals between target items and selected user behaviors and incorporated tem-
poral distance information into the click-through rate prediction of the recommendation
system. Thus, the model is able to perform future predictions at unseen timestamps if the

corresponding time interval embedding has been learned in the training phase.

Time Encoding Function The embedding lookup method is suitable for sequential
data sampled at regularly-spaced times. However, for sequential data sampled at irregular-
spaced times with high sampling frequency, some timestamps are only associated with a
small number of data samples, leading that these time embeddings are hardly trained
properly. To this end, Xu et al. [98] proposed a mapping function ® : 7' — R? justified by
Bochner’s Theorem to embed continuous variables from time domain into vector spaces as

follows

O(t) = \/g[cos(wlt),sin(wlt), cery €OS(wgt), sin(wqt )] (2.19)
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, where T' = [tmin, tmaz) is an interval of time. In fact, the mapping function takes contin-
uous time-variables as input and generates time representations whose relative positions
reflect their temporal difference. This mapping function is tailored for the self-attention
mechanism [90] and can be seen as replacing the positional encoding. Extensive experi-
ments on real-world datasets of continuous-time event sequence prediction demonstrate the
effectiveness of the proposed mapping function. In addition, Kazemi et al. [49] developed
a model-agnostic representation for time, which is

t2v(7)[i] = { (2.20)
sin(w;T 4+ ¢;) if 1 <i <d,

where t2v(7) € R**! denotes the embedding of time 7, t2v(7)[i] is the i'* element of

t2v(7), and sin(-) is the sine function helping the time encoding to have periodicity. w;

and ¢; are learnable parameters. This encoding method is similar to the Fourier transform

approach for decomposing a temporal signal into a set of frequencies. But instead of using

a fixed set of frequencies, t2v lets frequencies be learned freely.

2.4.2 Temporal Knowledge Graph Models

Temporal knowledge graphs can be seen as a sequence of graph snapshots and exhibit rich
temporal dynamics. Thus, the temporal encoding approaches introduced in Section [2.4.1]
can be utilized to capture the temporal properties available on temporal knowledge graphs.
In particular, most existing temporal knowledge graph models combine the decoder, i.e., the
score function, from canonical semantic KG models with temporal encoding techniques. In
this section, we discuss specifics of temporal knowledge graph models for both completion

and forecasting.

Temporal Knowledge Graph Completion Models

To address the inherent incompleteness of temporal KGs, Tresp et al. [84] proposed the
first tKG completion model by decomposing a four-way tensor whose element is associated
with subject entity, predicate, object entity, and timestamp as shown in Figure 2.4l In
particular, each timestamp is assigned a shallow embedding from an embedding lookup.
Ma et al. [60] followed [84] and generalized several semantic KG models, e.g., Tucker [4],
RESCAL [66], to tKG models by introducing an embedding lookup for time. Similarly,
Leblay et al. [56] extended TransE [11] as follows,

fTTransE(empa emt) = _||es +p+ t— eo||2a (221)
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Figure 2.4: The figure shows a four-way tensor representing temporal knowledge graphs

(depiction based on a figure in [84]).

where t denotes time embedding learned from a simple embedding lookup. Similarly,
Lacroix et al. [55] applied embedding lookup as the time encoder and extended ComplEx
[87] to modeling temporal knowledge graph data, which is

¢TComplEx(687p7 €o, t) = Re<<esa P, éov t>) (222)

where e, p, €,, t € C? are complex-valued vectors, i.e., e, = Re(e;) +ilm(e,). Re(e,) € R?
and Im(e,) € R? are the real and imaginary parts of e, respectively, with 2 = —1. &,
denotes the complex conjugate of e,, which is e, = Re(e,) — ilm(e,). (-) denotes the
standard componentwise multi-linear dot product (a,b, c,d) = >, apbxcrdy.

Dasgupta et al. [I7] associated each timestamp with a hyperplane in the same vector
space as entities and relations. For a quadruple (e, p, ,,t), the embedding of e, e,, and p
are first projected into the hyperplane of the timestamp ¢, and then the interaction function
of TransE [11] (Equa. is applied as the decoder. In fact, different hyperplanes are
represented by normal vectors, where each normal vector corresponds to a timestamp and

is obtained from an embedding lookup. In particular, the interaction function is as follows

eu(t
eo(t
p(t

nyTE(€S>p7 €o,

thGS)
T

—
— (
P — (w; p)w:
|les(t) + p(t) — eo(t)]]2,

w; €,) Wy

t
! (2.23)
t

)
)
)
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where e,, e,, and p € R? are the time-independent embedding of e, e,, and p, respectively.
w; € R? denotes the normal vector of the hyperplane corresponding to timestamp t. The
translational distance fg,rp of a valid triple (es,p,e,) at time ¢ is minimized. Similarly,
Xu et al. [96] embedded temporal knowledge graphs in the complex vector space by
defining the temporal evolution of an entity embedding as a rotation. Specifically, entities,
predicates, and timestamps are mapped to complex embeddings using a simple lookup.
The time-dependent embedding of an entity e, is defined as

e,(t) =e,ot, (2.24)

where o denotes the Hermitian dot product between complex vectors, and e, € C? rep-
resents the time-independent embedding of entity e,. Then, the translational distance is

applied as follows
fTeRo(es7p7 emt) = HGS(t) +p_éo(t)H2 (225)

Besides, Jung et al. [47] applied a graph attention neural network on the tKG comple-
tion task with simple time embedding lookup. In contrast to the approaches mentioned
above, Jung et al. encoded the temporal displacement between the query and respective
quadruples instead of encoding the timestamps. Given a query (e, py, 7, t,) and an ob-
served event e = (e, p, €,, L), the temporal displacement is defined as dt. = ¢, — t,, whose
embedding is taken from an embedding lookup and is learned via gradient-based optimiza-
tion. With the help of encoding temporal displacement, the proposed model can attend to
different types of events that happened before or after the time of interest, depending on
specific relations. Taking query relation member_of_sports_team_until as an example, the
model’s attention should be slightly biased toward past events that happened s few years
before the time of interest but not too far.

While the above methods use simple time embedding lookup to capture temporal infor-
mation, there is another line of models that apply temporal encoding functions. Goel et al.
[26] proposed a diachronic function to generate entity-specific time embeddings called DE
and incorporated the time embedding into the entity embedding as additional dimensions.

In particular, the entity-specific time embedding t(e;) € R% is defined as
t(e;) = a., © sin(we, + by,), (2.26)

where a.,, we,, be, are entity-specific amplitude vector, frequency vector, and phase-shift
vector, respectively. To obtain a time-dependent embedding of entity e; at timestamp ¢,
Goel et al. concatenated t(e;) € RY and time-independent entity embedding e; € R,

i.e., e;(t) = t(e;)||e; € R4T42. This temporal encoding approach is similar to the concept
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of time2vector (t2v) [49] introduced in Section 2.4.1] Besides, it is model-agnostic and
can be combined with any score functions, such as SimplE [51], TransE [11], and DistMult
[101]. However, since the time embedding is entity-specific, the model parameters scale
with the number of entities and may suffer from the overfitting problem when applied to
sparse graph data. To this end, our published work in Chapter [5| proposed a time encoding
function called UTEF that learns a unique time embedding function for all entities, which
is

t =a®sin(w + b), (2.27)

where a, w and b are shared among all entities. Thus, the entity embedding at times-
tamp t is obtained by concatenating the embedding of ¢t and the time-independent entity
embedding e;(t) = t||e;. Notably, the model parameter of DFE is often more than three
times that of UTEFE. However, experiments show that UTEFE achieves better performance
on sparse datasets.

Inspired from additive time series decomposition, Xu et al. [97] developed time-
dependent entity embedding using a trend component vector, a seasonal component vector,
and a random component vector, which is

e/ TE (1) = e; + ae,We,t + B, sin(2mw,,t) + N (0, ). (2.28)

(2

Specifically, e; + a.,w,t denotes the trend component, 3, sin(2rw,,t) represents the sea-
sonal component, and the Gaussian noise term A (0, X.,) denotes the random component.
By applying the multi-dimensional Gaussian distributions, this approach called ATiSE ex-
plicitly takes the uncertainty of the temporal evolution modeling. In particular, since the
status of an entity at a specific time is not entirely determined by past information, the
evolution of entity representations would have randomness. ATiSE uses the translational
distance function as the decoder. Since the embeddings are distributions instead of single
vectors, the authors used KL divergence as the similarity measure instead of the Euclidean

distance.

Temporal Knowledge Graph Forecasting Models

Approaches introduced in the last section are initially tailored for the temporal knowledge
graph completion task, which uses observed events to predict missing links at observed
timestamps. In comparison, the temporal knowledge graph forecasting task requires models
to predict future events based on historical observations, which is more challenging. Trivedi

et al. [85] proposed the first tKG forecasting model called KnowEvolve by adapting a
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multivariate point process. Specifically, they applied the Rayleigh process to model the

occurrence of a quadruple (eg, p, €,,t) with the following intensity function

)\KnowEvolve(637pv €o, tﬁ) = €Xp (es (tes_)TPeo(teo_)) * (t - E) ) (229)

where t®*— and t°°— denote the most recent timestamp that e, and e, were involved
in a quadruple prior to t, respectively, ¢ = max(t®—,t°—) is defined as the larger one
of t%— and t®—. P € R% denotes the weight matrix of relation p. e,,e, € R? are
entity representations obtained from an RNN [76]. The intensity function A(es, p, €,, t|t)
characterizes the expectation of how likely the triple (es, p,€,) would occur at timestamp
t conditional on the observations of the point process before t. Since the point process
inherently takes the time information into account, there is not necessary to apply other
time encoding techniques. At inference time, the model chooses the quadruple with the
highest intensity value from all candidates that meet the query requirement as the final
prediction.

Unlike classic time series where events happen at different timestamps, a temporal
knowledge graph is a sequence of graph slices, and all events (edges) in a graph slice
are associated with the same timestamp. However, KnowEolve does not consider such
concurrent events that share the same time information. Besides, there is a flaw in their
evaluation code [46]. In fact, KnowEvolve underperforms on the tKG forecasting task when
applying the fixed evaluation code. Han et al. [34] adapted another point process, i.e., the
Hawkes process, to the tKG forecasting task and explicitly took the concurrent events into
account. Specifically, Han et al. applied a mean aggregation module to embeddings of all
entities involved in the concurrent events and then fed the aggregated embedding into a
neural Hawkes process module. Extensive experiments show its superiority compared to
KnowEvolve.

Instead of modeling temporal information, Jin et al. [46] took the sequential information
into account and employed a recurrent neural network to encode the temporal sequence of
past graph slices. Besides, the authors applied Relational Graph Neural Network [78] to
model all concurrent events within a graph slice. With the help of a powerful graph neural
network and recurrent neural network, the proposed model, RE-Net, becomes a strong

baseline for the tKG forecasting task.

Discussion

Temporal knowledge graph models can be categorized into three classes according to the

temporal encoder they use, i.e., time embedding (TE), time-dependent entity embedding
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(TEE), and deep temporal representation (DTR). TE approaches learn a representation
for each discrete timestamp to model the temporal dynamics. In contrast, TEE approaches
assume that entities evolve over time, and thus, allow the entity embeddings to drift over
time. Additionally, DTR approaches apply various advanced deep learning approaches,
i.e., graph neural networks, recurrent neural networks, and transformers, to relational
learning on tKGs. The common belief is that TEE approaches are well motivated and more
powerful than TE approaches. Thus, many recent works [26, 07, [06] have been devoted
to this direction. However, our published work in Chapter 5| found that the primitive
TE approaches such as TTransE [56] can outperform the more recent TEE approaches
when trained with advanced learning techniques and tuned appropriately. Large-scale
empirical experiments with nearly 19000 GPU hours show that training strategies play a
significant role in the model’s performance and may account for a substantial fraction of
the effectiveness of TEE approaches. Thus, future research should raise awareness when
developing TEE approaches to ensure whether the time-dependent entity representations

are truly helping boost the model’s performance.

In the next section, we will introduce the training strategies that are often applied to

temporal knowledge graph models for reaching state-of-the-art outcomes.

2.4.3 Training Techniques and Evaluation Metrics
Negative Sampling

Temporal knowledge graphs usually only contain valid quadruples that correspond to true
events but do not explicitly incorporate negative information in the form of invalid quadru-
ples. However, learning temporal knowledge graph models requires negative samples. To
generate negative samples, the Local Closed World Assumption [7] is often applied, where
an observed quadruple (e, p, e,,t) is assumed to be false if (€, p, e,,t) or (€., p,e,,t) has
been observed. A common implementation is generating a fixed number of negative quadru-
ples by corrupting positive quadruples in a training batch. Borders et al. [11] proposed a
procedure to corrupt positive triples, which is extended to corrupt positive quadruples in
most tKG representation learning approaches. In particular, It is first randomly decided
to corrupt the subject entity or object entity of a positive quadruple (e, p, €,,t). If the
subject entity is selected, e, is replaced with an entity e/, randomly selected from & and
generate a negative sample (el p, e, t). A similar strategy can be applied to the object

entity if selected.
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Loss Functions

Several loss functions for training tKG embedding have been introduced in the literature.
Here, we review three of them, which are most frequently applied in tKG models.
Pairwise margin ranking (MR) loss is usually used in tKG models with translation-

based interaction functions [56, 17], which is

£MR = Z Z maX(’Y + f(es;pa 607t) - f(€;7p7 €;,t), 0)7 (230)

(es:p,€0,t) €0 (€5,p:6,t) EN (e preo )
where N, ., denotes the set of corrupted quadruples given a positive quadruple (es, p, €,, ),
f(+) represents the interaction function of translation-based models, and v > 0 is a margin
hyperparameter.

The categorical cross-entropy (CE) loss and the binary cross-entropy (BCE) loss are
other two loss functions that are usually applied to bilinear models [55], 23], 30]. The cross-
entropy loss applies a softmax function [70] to the score of each quadruple and models
the difference between the softmax distribution over all entity candidates and the data

distribution, which is

exp (¢ (s, p, €0, 1)) exp (¢ (es, D, €, 1))
Lo =— lo +lo ,
v (%,p;)eo g (23{965 eXp (¢ (€g7p, 607t)) g Zeggfj eXp (¢ (687p7 e/o7t))
(2.31)

where ¢(-) denotes the score function, log(-) and exp(+) represent the logarithmic function

and exponential function, respectively.
The binary cross-entropy loss applies a sigmoid function to mapping the score of each
quadruple into the interval of [0, 1] and uses the cross-entropy between the resulting prob-

ability and the quadruple’s label as a loss. This is defined as follows,

Locp=— Y |log(o(¢(csp,eot))) +log > (1 =0 (6 (el p,e0:1)))

(es,p,e0,t) €0 (els’Pzelo’t)GN(es,p,eo,t)

(2.32)

where o(-) denotes the sigmoid function.

Inverse Relations

Adding inverse relations into tKG embedding training is another training technique that
is widely applied in recent works [20, 55]. The idea of inverse relations is to associate each
relation with two different embeddings and thus, have different scores for subject entity
prediction (7, p, e,,t) and object entity prediction (eg, p,?,t). In particular, for a relation
pER, (ep L, es,t) will be true if (e, p, e,,t) holds.
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Evaluation Metrics

As introduced in Section [2.3] queries of both tKG completion task and tKG forecasting task
are in the form of subject entity prediction and object entity prediction, i.e., (7, p, e,,t) and
(es,p,7,t). Thus, a tKG model needs to predict the subject entity or the object entity for
all quadruples in the test set given other three components by ranking all entities from £.
Given a test quadruple (eg, p, €,,1), let ¢, and 1), represent the rank for subject entity e
and object entity e,, respectively. The standard evaluation metrics include mean reciprocal
rank and Hits@k(k € {1,3,10}). MRR is defined as follows,

1 1 1

— —+ —), 2.33
2|gtest| qegtest('@bes 77ZJ80) ( )

mean reciprocal rank(M RR) =

where Gt denotes the test set. HitsQk is defined as the percentage of times that the true
entity candidate appears in the top k of ranked candidates.

However, the above metrics would be flawed if multiple entity candidates hold true.
These entity candidates can be ranked above the ground truth entity from the test quadru-
ple, but this should not be seen as an error. To prevent such a misleading result, Bordes
et al. [I1] proposed a filtered version of evaluation metrics for semantic knowledge graphs
that removes from the list of corrupted triples all the triples that appear either in the
training, validation, or test set. Some recent works, e.g., Trivedi et al. [85] and Jin et
al. [46], use this filtering setting for reporting their results on learning temporal knowledge
graphs. However, our published work in Chapter |3 argued that this filtering strategy is
inappropriate for evaluating temporal KG models. For example, there is a test quadruple
(Angela Merkel, visit, Turkey, 2021-10-16), and we perform the object prediction (Angela
Merkel, visit, 7, 2021-10-16). Besides, we have observed the quadruple (Angela Merkel,
visit, US, 2021-07-15) in the training set. According to the filtering strategy proposed by
[T1], (Angela Merkel, visit, US) will be considered as a genuine triple and be filtered out
when computing MRR and Hits@QK because the triple is included in the quadruple (Angela
Merkel, visit, US, 2021-07-15) in the training set. However, it is only temporally valid on
2021-07-15 but not on 2021-10-16. Thus, this filtering strategy is not proper for tKG mod-
els. Therefore, our work [31] proposed another filtering scheme, which is more appropriate
for temporal KG models, called time-aware filtering. In this case, the temporal information
is taken into account, which means only triples that are genuine at the timestamp of the
query will be filtered out. Continuing with the above example, since (Angela Merkel, visit,
US, 2021-07-15) does not exist in the dataset, it is considered corrupted and will be filtered

out.
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2.5 Learning Knowledge Graph Representations on

S~

Non-Euclidean Spaces

Figure 2.5: The left figure shows the Poincaré disc model with three hyperbolic straight
lines (geodesics), which are orthogonal to the disc boundary. The right figure shows the
Lorentz model (the hyperboloid model), which is represented by the upper sheet of a
two-sheeted hyperboloid.

Like many other networks, knowledge graphs always exhibit power-law or scale-free
degree distributions [53], often traced back to hierarchical structures [73]. To provide
high-quality embeddings for scale-free networks, their properties have been extensively in-
vestigated. In particular, Krioukov et al. [9] showed that scale-free networks naturally
emerge in hyperbolic spaces, which was further exploited in various works [67, 27]. Thus,
hyperbolic space has the potential to naturally capture the topological information and
logical patterns of knowledge graphs. Furthermore, a considerable amount of relations
appearing in knowledge graphs exhibit hierarchical or tree-like properties [58]. It is chal-
lenging to preserve hierarchical structures in a linear embedding space [64]. In contrast,
hyperbolic spaces have shown promise for high-fidelity and parsimonious representations
for embedding such hierarchical data [15].

2.5.1 Models of Non-Euclidean Spaces

While the Euclidean geometry fulfills Euclid’s axioms [37], Non-Euclidean geometries reject
the fifth Euclid’s axioms, which states that, for a given point x and a line [, there is a
unique line /5 parallel to [; passing through x. The curvature of a non-Euclidean geometry
describes how much the geometry twist from being flat, where the Euclidean geometry has

constant curvature of zero. The hyperbolic geometry is a non-Euclidean geometry with
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negative curvature. There exist multiple equivalent models of hyperbolic space, where the
Poincaré-ball model and Lorentz model are among the most widely used. We illustrate
them in Figure 2.5

The Poincaré-ball model is a d-dimensional Riemannian manifold P%¢ = (Bdc, 95);
where B*¢ = {x € RY| ||z||3 < —1} is a d-dimensional unit ball, || - |2 denotes the

Euclidean norm, and g is a Riemannian metric tensor

go(x) = (#)f (234)

1+ cf[x][3

where x € B%¢ and ¢g¥ denote the Euclidean metric tensor [67]. The hyperbolic distance

d°(x,y) between two points x and y on B%¢ is defined as

[Ix — ylI3 )
(L= Il = [lyl3) ™

Intuitively, the hyperbolic distance on the Poincaré-ball model has locality properties.

d(x,y) = arccosh(1 + 2 (2.35)

Specifically, the hyperbolic distance between two points grows very fast when moving
the two points from the origin to the boundary of the Poincaré ball, even though their
Euclidean distance remains unchanged. Thus, the hyperbolic space is especially suitable
for hierarchical relations and tree-like structures, where we can embed the root node near
the origin and the leaf node close to the boundary. In a tree structure, the number of child
nodes grows exponentially with their distance to the tree’s root. While a high-dimensional
Euclidean space is required to accommodate a large amount of leaf nodes, the hyperbolic
space can easily model the tree structure in two dimensions. This is because the hyperbolic
disc area and circle length grow exponentially with their radius [54].

The Poincaré ball has the conformal property, which means the angle between two
adjacent vectors is the same as that in the Fuclidean space. Thus, the Poincaré-ball model
is well-suited for gradient-based optimization [68]. However, its distance function may
cause numerical instabilities, which is its main drawbacks. In comparison, the Lorentz
model avoids such issues. In particular, it defines the hyperbolic space via the Lorentz

scalar product (-). as follows,
H* = {x € R : (x,x); = —(—¢)2, 70 > 0}, (2.36)

where (X,y). = —xoyo+2f:1 z;; and ¢ > 0. H% denotes the upper sheet of a two-sheeted
hyperboloid in d+ 1 dimensional vector space. The distance function on the Lorentz model
is then given as

di(x,y) = arccosh(—(x,y)z) (2.37)
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2.5.2 Relational Learning in Non-Euclidean Spaces

Hyperbolic space has recently been intensively studied to model relational data. Nickel et
al. [67] proposed an approach to learning hyperbolic embeddings of unweighted undirected
graphs based on the Poincaré-ball model. Later, the authors find learning hyperbolic
embeddings based on the Lorentz model is more suited for Riemannian optimization since
the Lorentz model does not have the issue of numerical instabilities [6§]. In contrast to
simple look-up embeddings learned in [67, [68], Liu et al. [59] used deep learning techniques
to learn hyperbolic embeddings by extending graph neural networks (GNN) to operate in
hyperbolic space.

Multi-relational data such as knowledge graphs often exhibit hierarchical patterns,
which should be considered by learning embeddings. To this end, Balazevi¢ et al. [3]
extended the hyperbolic representation learning to multi-relational data. The authors pro-
posed a well-suitable score function for learning hyperbolic knowledge graph embeddings by
taking both bilinear KG models and translation-based KG models into account. In parallel
to [3], Kolyvakis et al. [53] extended the translation-based models into the Poincaré-ball
model of hyperbolic space, which improves the performance of translation-based models
significantly. Chami et al. [15] argued that previous hyperbolic embedding methods cannot
well capture the logical patterns in KGs. Since RotatE [83] showed its full expressiveness to
encode relation patterns of symmetry, antisymmetry, inversion, and composition, Chami
et al. worked on extending RotatE in hyperbolic space. Specifically, they defined two
operations, i.e., rotation and reflection, in the Poincaré-ball model of hyperbolic space and
applied the attention mechanism to the representations resulted from the two operations.

The proposed ATTH model achieves new state-of-the-art on several benchmark datasets.

Nevertheless, the above non-Euclidean KG models cannot deal with time-evolving
multi-relational data, such as temporal knowledge graphs. Besides, they learn representa-
tions in hyperbolic space with a constant negative curvature. But most knowledge graphs
exhibit a wide variety of structures instead of a uniform structure. To this end, our pub-
lished work [30] in Chapter @ proposed a novel embedding approach in a product manifold
combining multiple non-Euclidean spaces. The proposed approach simultaneously cap-
tures heterogeneous geometric structures and temporal dynamics on temporal knowledge
graphs. Following our work, Montella et al. [61] further investigated time-aware KG rep-
resentations in non-Euclidean space. They extended the static KG model, ATTH [15], to
a time-aware version by learning the curvature of a manifold depending on both relation
and time. While our work [30] treats manifold curvatures as hyperparameters, Montella et

al. assigned each relation-timestamp pair a corresponding manifold curvature that can be
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learned via gradient-based optimization, leading to a more efficient training procedure.
This section on non-Euclidean KG representation learning methods completes the back-
ground material of this thesis. The remainder of this dissertation continues with our pub-

lications on temporal knowledge graph relational learning.



36

2. Background




Chapter 3

Explainable Subgraph Reasoning for

Forecasting on Temporal Knowledge

Graphs

This chapter contains the publication
Explainable Subgraph Reasoning for Forecasting on Temporal Knowledge Graphs.
In Proceedings of the International Conference on Learning Representations (ICLR),
Virtual Conference, May 2021. Openreview.net: pdf?id=pGIHqlm7PU.



Published as a conference paper at ICLR 2021

EXPLAINABLE SUBGRAPH REASONING FOR FORE-
CASTING ON TEMPORAL KNOWLEDGE GRAPHS

Zhen Han2, Peng Chen*?>, Yunpu Ma'', Volker Tresp''?

nstitute of Informatics, LMU Munich 2 Corporate Technology, Siemens AG
3Department of Informatics, Technical University of Munich
zhen.han@campus.lmu.de, peng.chen@tum.de
cognitive.yunpu@gmail.com, volker.tresp@siemens.com

ABSTRACT

Modeling time-evolving knowledge graphs (KGs) has recently gained increasing
interest. Here, graph representation learning has become the dominant paradigm
for link prediction on temporal KGs. However, the embedding-based approaches
largely operate in a black-box fashion, lacking the ability to interpret their predic-
tions. This paper provides a link forecasting framework that reasons over query-
relevant subgraphs of temporal KGs and jointly models the structural dependen-
cies and the temporal dynamics. Especially, we propose a temporal relational at-
tention mechanism and a novel reverse representation update scheme to guide the
extraction of an enclosing subgraph around the query. The subgraph is expanded
by an iterative sampling of temporal neighbors and by attention propagation. Our
approach provides human-understandable evidence explaining the forecast. We
evaluate our model on four benchmark temporal knowledge graphs for the link
forecasting task. While being more explainable, our model obtains a relative im-
provement of up to 20 % on Hits@1 compared to the previous best temporal KG
forecasting method. We also conduct a survey with 53 respondents, and the results
show that the evidence extracted by the model for link forecasting is aligned with
human understanding.

1 INTRODUCTION

Reasoning, a process of inferring new knowledge from available facts, has long been considered an
essential topic in Al research. Recently, reasoning on knowledge graphs (KG) has gained increasing
interest (Das et al., 2017; Ren et al., 2020; Hildebrandt et al., 2020). A knowledge graph is a graph-
structured knowledge base that stores factual information in the form of triples (s, p, 0), e.g., (Alice,
livesIn, Toronto). In particular, s (subject) and o (object) are expressed as nodes and p (predicate) as
an edge type. Most knowledge graph models assume that the underlying graph is static. However,
in the real world, facts and knowledge can change with time. For example, (Alice, livesIn, Toronto)
becomes invalid after Alice moves to Vancouver. To accommodate time-evolving multi-relational
data, temporal KGs have been introduced (Boschee et al., 2015), where a temporal fact is represented
as a quadruple by extending the static triple with a timestamp ¢ indicating the triple is valid at ¢, i.e.
(Barack Obama, visit, India, 2010-11-06).

In this work, we focus on forecasting on temporal KGs, where we infer future events based on past
events. Forecasting on temporal KGs can improve a plethora of downstream applications such as
decision support in personalized health care and finance. The use cases often require the predic-
tions made by the learning models to be interpretable, such that users can understand and trust the
predictions. However, current machine learning approaches (Trivedi et al., 2017; Jin et al., 2019)
for temporal KG forecasting operate in a black-box fashion, where they design an embedding-based
score function to estimate the plausibility of a quadruple. These models cannot clearly show which
evidence contributes to a prediction and lack explainability to the forecast, making them less suitable
for many real-world applications.

*Equal contribution.
fCorresponding authors.
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Explainable approaches can generally be categorized into post-hoc interpretable methods and inte-
grated transparent methods (Dosilovi¢ et al., 2018). Post-hoc interpretable approaches (Montavon
et al., 2017; Ying et al., 2019) aim to interpret the results of a black-box model, while integrated
transparent approaches (Das et al., 2017; Qiu et al., 2019; Wang et al., 2019) have an explainable
internal mechanism. In particular, most integrated transparent (Lin et al., 2018; Hildebrandt et al.,
2020) approaches for KGs employ path-based methods to derive an explicit reasoning path and
demonstrate a transparent reasoning process. The path-based methods focus on finding the answer
to a query within a single reasoning chain. However, many complicated queries require multiple
supporting reasoning chains rather than just one reasoning path. Recent work (Xu et al., 2019;
Teru et al., 2019) has shown that reasoning over local subgraphs substantially boosts performance
while maintaining interpretability. However, these explainable models cannot be applied to temporal
graph-structured data because they do not take time information into account. This work aims to
design a transparent forecasting mechanism on temporal KGs that can generate informative expla-
nations of the predictions.

In this paper, we propose an explainable reasoning framework for forecasting future links on
temporal knowledge graphs, XERTE, which employs a sequential reasoning process over local sub-
graphs. To answer a query in the form of (subject e, predicate p,, ?, timestamp ¢,), XERTE starts
from the query subject, iteratively samples relevant edges of entities included in the subgraph and
propagates attention along the sampled edges. After several rounds of expansion and pruning, the
missing object is predicted from entities in the subgraph. Thus, the extracted subgraph can be seen
as a concise and compact graphical explanation of the prediction. To guide the subgraph to expand
in the direction of the query’s interest, we propose a temporal relational graph attention (TRGA)
mechanism. We pose temporal constraints on passing messages to preserve the causal nature of the
temporal data. Specifically, we update the time-dependent hidden representation of an entity e; at a
timestamp ¢ by attentively aggregating messages from its temporal neighbors that were linked with
e; prior to t. We call such temporal neighbors as prior neighbors of e;. Additionally, we use an em-
bedding module consisting of stationary entity embeddings and functional time encoding, enabling
the model to capture both global structural information and temporal dynamics. Besides, we develop
a novel representation update mechanism to mimic human reasoning behavior. When humans per-
form a reasoning process, their perceived profiles of observed entities will update, as new clues are
found. Thus, it is necessary to ensure that all entities in a subgraph can receive messages from prior
neighbors newly added to the subgraph. To this end, the proposed representation update mechanism
enables every entity to receive messages from its farthest prior neighbors in the subgraph.

The major contributions of this work are as follows. (1) We develop XERTE, the first explainable
model for predicting future links on temporal KGs. The model is based on a temporal relational
attention mechanisms that preserves the causal nature of the temporal multi-relational data. (2)
Unlike most black-box embedding-based models, XERTE visualizes the reasoning process and pro-
vides an interpretable inference graph to emphasize important evidence. (3) The dynamical pruning
procedure enables our model to perform reasoning on large-scale temporal knowledge graphs with
millions of edges. (4) We apply our model for forecasting future links on four benchmark temporal
knowledge graphs. The results show that our method achieves on average a better performance than
current state-of-the-art methods, thus providing a new baseline. (5) We conduct a survey with 53
respondents to evaluate whether the extracted evidence is aligned with human understanding.

2 RELATED WORK

Representation learning is an expressive and popular paradigm underlying many KG models. The
embedding-based approaches for knowledge graphs can generally be categorized into bilinear mod-
els (Nickel et al., 2011; Yang et al., 2014; Ma et al., 2018a), translational models (Bordes et al.,
2013; Lv et al., 2018; Sun et al., 2019; Hao et al., 2019), and deep-learning models (Dettmers et al.,
2017; Schlichtkrull et al., 2018). However, the above methods are not able to use rich dynamics
available on temporal knowledge graphs. To this end, several studies have been conducted for tem-
poral knowledge graph reasoning (Garcia-Durdn et al., 2018; Ma et al., 2018b; Jin et al., 2019; Goel
et al., 2019; Lacroix et al., 2020; Han et al., 2020a;b; Zhu et al., 2020). The published approaches
are largely black-box, lacking the ability to interpret their predictions. Recently, several explainable
reasoning methods for knowledge graphs have been proposed (Das et al., 2017; Xu et al., 2019;
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Hildebrandt et al., 2020; Teru et al., 2019). However, the above explainable methods can only deal
with static KGs, while our model is designed for interpretable forecasting on temporal KGs.

3 PRELIMINARIES

Let £ and P represent a finite set of entities and predicates, respectively. A temporal knowledge
graph is a collection of timestamped facts written as quadruples. A quadruple ¢ = (es, D, €o,1)
represents a timestamped and labeled edge between a subject entity e, € £ and an object entity
eo € &£, where p € P denotes the edge type (predicate). The temporal knowledge graph forecasting
task aims to predict unknown links at future timestamps based on observed past events.

Definition 1 (Temporal KG forecasting). Let F represent the set of all ground-truth quadruples,
and let (eq,Dq, €0,tq) € F denote the target quadruple. Given a query (eq,pq,?,tq) derived from
the target quadruple and a set of observed prior facts O = {(e;,pi,€j,t1) € Flti < tg}, the
temporal KG forecasting task is to predict the missing object entity e,. Specifically, we consider
all entities in the set £ as candidates and rank them by their likelihood to form a true quadruple
together with the given subject-predicate-pair at timestamp t,'.

For a given query ¢ = (eq,pq, ?,tq), we build an inference graph Gy to visualize the reasoning
process. Unlike in temporal KGs, where a node represents an entity, each node in G, is an entity-
timestamp pair. The inference graph is a directed graph in which a link points from a node with an
earlier timestamp to a node with a later timestamp.

Definition 2 (Node in Inference Graph and its Temporal Neighborhood). Let £ represent all enti-
ties, F denote all ground-truth quadruples, and let t represent a timestamp. A node in an inference
graph Gy is defined as an entity-timestamp pair v = (e;,t),e; € E. We define the set of one-hop
prior neighbors of v as Ny—(e, 1y = {(e;,t')|(€i, P, €;,t') € F A (t' < t)}*. For simplicity, we
denote one-hop prior neighbors as N,. Similarly, we define the set of one-hop posterior neighbors
of vas Ny—(e, 1y = {(ej,t)|(ej, pr, €5, t) € F A (t' > t)}. We denote them as N, for short.

We provide an example in Figure 4 in the appendix to illustrate the inference graph.

4 OUR MODEL

We describe XERTE in a top-down fashion where we provide an overview in Section 4.1 and then
explain each module from Section 4.2 to 4.6.

4.1 SUBGRAPH REASONING PROCESS

Our model conducts the reasoning process on a dynamically expanded inference graph G, extracted
from the temporal KG. We show a toy example in Figure 1. Given query ¢ = (eq,pq, 7, 1), We
initialize G,y with node v, = (eq,t,) consisting of the query subject and the query time. The
inference graph expands by sampling prior neighbors of v,. For example, suppose that (eq, px, €;,t")
is a valid quadruple where ¢’ < ¢4, we add the node v; = (e;,t’) into Gj,r and link it with v, where
the link is labeled with p;, and points from v, to v;. We use an embedding module to assign each
node and predicate included in G;,r a temporal embedding that is shared across queries. The main
goal of the embedding module is to let the nodes access query-independent information and get a
broad view of the graph structure since the following temporal relational graph attention (TRGA)
layer only performs query-dependent message passing locally. Next, we feed the inference graph
into the TRGA layer that takes node embeddings and predicate embeddings as the input, produces
a query-dependent representation for each node by passing messages on the small inference graph,
and computes a query-dependent attention score for each edge. As explained in Section 4.7, we
propagate the attention of each node to its prior neighbors using the edge attention scores. Then we
further expand G;,s by sampling the prior neighbors of the nodes in G;,. The expansion will grow

!"Throughout this work, we add reciprocal relations for every quadruple, i.e., we add (e,,p~ ', es,t) for
every (es, p, €o,t). Hence, the restriction to predict object entities does not lead to a loss of generality.
?Prior neighbors linked with e; as subject entity, e.g., (€;, px, €;, t), are covered using reciprocal relations.
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Figure 1: Model Architecture. We take the second inference step (I = 2) as an example. Each
directed edge points from a source node to its prior neighbor. @ denotes nodes that have not been
sampled. a! means the attention score of node v; at the [*"* inference step. aﬁ, ; is the attention score

of the edge between node 7 and its prior neighbor j at the I** inference step. Note that all scores are
query-dependent. For simplicity, we do not show edge labels (predicates) in the figure.

rapidly and cover almost all nodes after a few steps. To prevent the inference graph from exploding,
we reduce the edge amount by pruning the edges that gain less attention. As the expansion and
pruning iterate, G, allocates more and more information from the temporal KG. After running L
inference steps, the model selects the entity with the highest attention score in G, as the prediction
of the missing query object, where the inference graph itself serves as a graphical explanation.

4.2 NEIGHBORHOOD SAMPLING

We define the set of edges between node v = (e;,t) and its prior neighbors N, as Q,, where

qv € Qy is a prior edge of v. To reduce the complexity, we sample a subset of prior edges 9, € 9,
at each inference step. We denote the remaining prior neighbors and posterior neighbors of node

v after the sampling as N, and N, respectively. Note that there might be multiple edges between
node v and its prior neighbor u because of multiple predicates. If there is at least one edge that
has been sampled between v and u, we add u into N,,. The sampling can be uniform if there is no
bias, it can also be temporally biased using a non-uniform distribution. For instance, we may want
to sample more edges closer to the current time point as the events that took place long ago may
have less impact on the inference. Specifically, we propose three different sampling strategies: (1)
Uniform sampling. Each prior edge ¢, € Q, has the same probability of being selected: P(q,) =
1/]1Qy]|- (2) Time-aware exponentially weighted sampling. We temporally bias the neighborhood
sampling using an exponential distribution and assign the probability P(q, = (e;,pk,€;,t')) =
exp(t' —t)/ Z(ehpl’em)t,/) co, exp(t” —t) to each prior neighbor, which negatively correlates with
the time difference between node v and its prior neighbor (e;,t’). Note that ¢ and ¢ are prior to
t. (3) Time-aware linearly weighted sampling. We use a linear function to bias the sampling.
Compared to the second strategy, the quadruples occurred in early stages have a higher probability
of being sampled. Overall, we have empirically found that the second strategy is most beneficial to
our framework and provide a detailed ablation study in Section 5.2.

4.3 EMBEDDING

In temporal knowledge graphs, graph structures are no longer static, as entities and their links evolve
over time. Thus, entity features may change and exhibit temporal patterns. In this work, the embed-
ding of an entity e; € £ at time ¢ consists of a static low-dimensional vector and a functional rep-
resentation of time. The time-aware entity embedding is defined as e;(t) = [&;||®(¢)]7 € Rds+dr,
Here, &; € R% represents the static embedding that captures time-invariant features and global
dependencies over the temporal KG. ®(-) denotes a time encoding that captures temporal depen-
dencies between entities (Xu et al., 2020). We provide more details about ®(-) in Appendix L. ||
denotes the concatenation operator. dg and d represent the dimensionality of the static embedding
and the time embedding, which can be tuned according to the temporal fraction of the given dataset.
We also tried the temporal encoding presented in Goel et al. (2019), which has significantly more
parameters. But we did not see considerable improvements. Besides, we assume that predicate
features do not evolve. Thus, we learn a stationary embedding vector pj, for each predicate py.



Published as a conference paper at ICLR 2021

4.4 TEMPORAL RELATIONAL GRAPH ATTENTION LAYER

Here, we propose a temporal relational graph attention (TRGA) layer for identifying the relevant
evidence in the inference graph related to a given query ¢. The input to the TRGA layer is a set
of entity embeddings e;(t) and predicate embeddings py. in the given inference graph. The layer
produces a query-dependent attention score for each edge and a new set of hidden representations
as its output. Similar to GraphSAGE (Hamilton et al., 2017) and GAT (Velickovi¢ et al., 2017), the
TRGA layer performs a local representation aggregation. To avoid misusing future information, we
only allow message passing from prior neighbors to posterior neighbors. Specifically, for each node
v in the inference graph, the aggregation function fuses the representation of node v and the sampled
prior neighbors N, to output a time-aware representation for v. Since entities may play different
roles, depending on the predicate they are associated with, we incorporate the predicate embeddings
in the attention function to exploit relation information. Instead of treating all prior neighbors with
equal importance, we take the query information into account and assign varying importance levels
to each prior neighbor u € N, by calculating a query-dependent attention score using

€ (@ i) = Wiy (|3 B, 1) Wy (o [l oG ), (1)

where €., (¢, px,) is the attention score of the edge (v, px, u) regarding the query ¢ = (eq, pq, 7, tq)s
Py, corresponds to the predicate between node v and node v, py and p, are predicate embeddings.
h!~! denotes the hidden representation of node v at the (I — 1) inference step. When ! = 1, i.e.,
for the first layer, h = W ,e;(t) + b, where v = (e;,t). W', ; and Wob] are two weight matrices
for capturing the dependencies between query features and node features. Then, we compute the
normalized attention score o, (¢, px) using the softmax function as follows

exp (€4 (4 Pk))
ZwENv szepvw X p( vw(%pz))’

ol (g,p) = )

where P, represents the set of labels of edges that connect nodes v and w. Once obtained, we
aggregate the representations of prior neighbors and weight them using the normalized attention

scores, which is written as
= > > (@bl (g)- 3)
ueN PrEPuu

We combine the hidden representation h!~!(g) of node v with the aggregated neighborhood repre-

sentation h! (¢) and feed them into a fully connected layer with a LeakyReLU activation function
o(+), as shown below

h},(q) = o(W},(vhi " (a) + (1 = 7)hi(a) + b})), @)

where h! (¢) denotes the representation of node v at the [*" inference step, and 7 is a hyperparameter.
Further we use the same layer to update the relation embeddings, which is of the form pk =

Wip 4 bl . Thus, the relations are projected to the same embedding space as nodes and can be
utlhzed in the next inference step.

4.5 ATTENTION PROPAGATION AND SUBGRAPH PRUNING

l

After having the edges’ attention scores in the inference graph, we compute the attention score a,, ,

of node v regarding query ¢ at the I* inference step as follows:

= > Y adwlap)d,. )

uENU P2 E€Puy

Thus, we propagate the attention of each node to its prior neighbors. As stated in Definition 2, each
node in inference graph is an entity-timestamp pair. To assign each entity a unique attention score,
we aggregate the attention scores of nodes whose entity is the same:

alei’q = g(ai’qh)(e) =¢;), forveVg,, (6)
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where a! o denotes the attention score of entity e;, Vg,, is the set of nodes in inference graph
Ging- v(e ) represents the entity included in node v, and g(- ) represents a score aggregation function.
We try two score aggregation functions g(+), i.e., summation and mean. We conduct an ablation
study and find that the summation aggregation performs better. To demonstrate which evidence is
important for the reasoning process, we assign each edge in the inference graph a contribution score.
Specifically, the contribution score of an edge (v, i, u) is defined as ¢y, (g, pr) = al, (¢, pr)al, 4.
where node w is a prior neighbor of node v associated with the predicate pi. We prune the inference
graph at each inference step and keep the edges with K largest contribution scores. We set the
attention score of entities, which the inference graph does not include, to zero. Finally, we rank all
entity candidates according to their attention scores and choose the entity with the highest score as
our prediction.

4.6 REVERSE REPRESENTATION UPDATE MECHANISM

When humans perform a reasoning process, the perceived profile of an entity during the inference
may change as new evidence joins the reasoning process. For example, we want to predict the
profitability of company A. We knew that A has the largest market portion, which gives us a high
expectation about A’s profitability. However, a new evidence shows that conglomerate B enters this
market as a strong competitor. Although the new evidence is not directly related to A, it indicates
that there will be a high competition between A and B, which lowers our expectation about A’s prof-
itability. To mimic human reasoning behavior, we should ensure that all existing nodes in inference
graph G, can receive messages from nodes newly added to G;,r. However, since Gi,r expands once
at each inference step, it might include I-hop neighbors of the query subject at the I*" step. The
vanilla solution is to iterate the message passing ! times at the I* inference step, which means that
we need to run the message passing (1 + L) - L/2 times in total, for L inference steps. To avoid the
quadratic increase of message passing iterations, we propose a novel reverse representation update
mechanism. Recall that, to avoid violating temporal constraints, we use prior neighbors to update
nodes’ representations. And at each inference step, we expand G;,r by adding prior neighbors of
each node in G;,r. For example, assuming that we are at the fourth inference step, for a node that has
been added at the second step, we only need to aggregate messages from nodes added at the third
and fourth steps. Hence, we can update the representations of nodes in reverse order as they have
been added in G;,s. Specifically, at the I inference step, we first update the representations of nodes
added at the (I — 1)*" inference step, then the nodes added at (I — 2)*", and so forth until I = 0, as
shown in Algorithm 1 in the appendix. In this way, we compute messages along each edge in G,y
only once and ensure that every node can receive messages from its farthest prior neighbor.

4.7 LEARNING

We split quadruples of a temporal KG into train, validation, and test sets by timestamps, ensuring
(timestamps of training set)<(timestamps of validation set)<(timestamps of test set). We use the
binary cross-entropy as the loss function, which is defined as

ok o
- IQI Z \5mf| 2 (yei’qlog(zf’qL) + (1 = Yei.q) log(1 — “‘ZL)> 7

et ejecind Qe q Zeje&’;"f aej.q
q

where Sg”f represents the set of entities in the inference graph of the query g, v., , represents
the binary label that indicates whether e; is the answer for ¢, and @ denotes the set of training
quadruples. al 4 denotes the attention score of e; at the final inference step. We list all model
parameters in Table 2 in the appendix. Particularly, we jointly learn the embeddings and other
model parameters by end-to-end training.

5 EXPERIMENTS

5.1 DATASETS AND BASELINES

Integrated Crisis Early Warning System (ICEWS) (Boschee et al., 2015) and YAGO (Mahdisoltani
et al., 2013) have established themselves in the research community as benchmark datasets of tem-
poral KGs. The ICEWS dataset contains information about political events with time annotations,
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e.g., (Barack Obama, visit, Malaysia, 2014-02-19). We evaluate our model on three subsets of
the ICEWS dataset, i.e., ICEWS14, ICEWS18, and ICEWS05-15, that contain event facts in 2014,
2018, and the facts from 2005 to 2015, respectively. The YAGO dataset is a temporal knowledge
base that fuses information from Wikipedia with the English WordNet dataset (Miller, 1995). Fol-
lowing the experimental settings of HyTE (Dasgupta et al., 2018), we use a subset and only deal with
year level granularity by dropping the month and date information. We compare our approach and
baseline methods by performing the link prediction task on the ICEWS14, ICEWS18, ICEWS0515,
and YAGO datasets. The statistics of the datasets are provided in Appendix C.

We compare XxERTE with benchmark temporal KG and static KG reasoning models. From the
temporal KG reasoning models, we compare our model with several state-of-the-art methods, in-
cluding TTransE (Leblay & Chekol, 2018), TA-DistMult/TA-TransE (Garcia-Duran et al., 2018),
DE-SimplE(Goel et al., 2019), TNTComplEx (Lacroix et al., 2020), CyGNet(Zhu et al., 2020), and
RE-Net (Jin et al., 2019). From the static KG reasoning models, we choose TransE (Bordes et al.,
2013), DistMult (Yang et al., 2014), and ComplEx (Trouillon et al., 2016).

5.2 EXPERIMENTAL RESULTS AND ABLATION STUDY

Datasets | ICEWS14 - filtered | ICEWS05-15 - filtered | ICEWS18 - filtered YAGO - filtered

Model MRR HITS@1 HITS@3 HITS@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10
TransE 22.48 13.36 25.63 41.23 22.55 13.05 25.61 42.05 12.24 5.84 12.81 25.10 11.69 10.37 11.96 13.83
DistMult 27.67 18.16 31.15 46.96 28.73 19.33 32.19 47.54 10.17 4.52 10.33 21.25 11.98 10.20 12.31 14.93
ComplEx 30.84 21.51 34.48 49.58 31.69 2144 35.74 52.04 21.01 11.87 2347 39.87 1207 1042 1236 14.82
TTransE 13.43 3.11 17.32 34.55 15.71 5.00 19.72 38.02 8.31 1.92 8.56 21.89 5.68 1.42 9.04 11.21
TA-DistMult | 26.47 17.09 30.22 45.41 24.31 14.58 27.92 44.21 16.75 8.61 18.41 33.59 11.50  10.21 11.90 13.88
TA-TransE 17.41 0.00 29.19 47.41 19.37 1.81 31.34 50.33 12.59 0.01 17.92 37.38 6.74 2.13 11.01 12.28
DE-SimplE 32.67 24.43 35.69 49.11 35.02 2591 38.99 52.75 19.30 11.53 21.86 34.80 11.73 10.70 12.10 13.51
TNTComplEx | 32.12 23.35 36.03 49.13 27.54 19.52 30.80 42.86 21.23 13.28 24.02 36.91 12.00 11.12 12.13 13.57
CyGNet? 3273 23.69 36.31 50.67 3497 2567 39.09 52.94 2493 1590 28.28 42.61 1248 11.00 12.66 14.82
RE-Net 38.28 28.68 41.34 54.52 4297 31.26 46.85 63.47 28.81 19.05 32.44 47.51 54.87 4751 57.84 65.81
XERTE | 40.79 32.70 45.67 57.30 | 46.62  37.84 5231 6392 | 2931 21.03 3351 4648 | 53.62 4853 58.42 60.53

Table 1: Results of future link prediction on four datasets. Compared metrics are time-aware filtered
MRR (%) and Hits@1/3/10 (%). The best results among all models are in bold.

Comparison results Table 1 summarizes the time-aware filtered results of the link prediction
task on the ICEWS and YAGO datasets*. The time-aware filtering scheme only filters out triples
that are genuine at the query time while the filtering scheme applied in prior work (Jin et al., 2019;
Zhu et al., 2020) filters all triples that occurred in history. A detailed explanation is provided in
Appendix D. Overall, XERTE outperforms all baseline models on ICEWS14/05-15/18 in MRR and
Hits@1/3/10 while being more interpretable. Compared to the strongest baseline RE-Net, xERTE
obtains a relative improvement of 5.60% and 15.15% in MRR and Hits@1, which are averaged
on ICEWS14/05-15/18. Especially, XERTE achieves more gains in Hits@1 than in Hits@10. It
confirms the assumption that subgraph reasoning helps XERTE make a sharp prediction by exploiting
local structures. On the YAGO dataset, XERTE achieves comparable results with RE-Net in terms
of MRR and Hits@1/3. To assess the importance of each component, we conduct several ablation
studies and show their results in the following.

Representation update analysis We train a model without the reverse representation update
mechanism to investigate how this mechanism contributes to our model. Since the reverse repre-
sentation update ensures that each node can receive messages from all its prior neighbors in the
inference graph, we expect this mechanism could help nodes mine available information. This up-
date mechanism should be especially important for nodes that only have been involved in a small
number of events. Since the historical information of such nodes is quite limited, it is very chal-
lenging to forecast their future behavior. In Figure 2a and 2b we show the metrics of Hits@1 and
Hits@ 10 against the number of nodes in the inference graph. It can be observed the model with the
reverse update mechanism performs better in general. In particular, this update mechanism signif-
icantly improves the performance if the query subject only has a small number of neighbors in the
subgraph, which meets our expectation.

3We found that CyGNet does not perform subject prediction in its evaluation code and does not report
time-aware filtered results. The performance significantly drops after fixing the code.
“Code and datasets are available at https://github.com/TemporalK GTeam/xERTE
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Figure 2: Ablation Study. Unlike in Table 1 that reports results on the whole test set, here we filter
out test quadruples that contain unseen entities. (a)-(b) We compare the model with/without the re-
verse representation update in terms of raw Hits @ 1(%) and Hits @ 10(%) on ICEWS 14, respectively.
(c) Temporal embedding analysis on YAGO. We refer the model without temporal embeddings as
XxERTE-Static. (d) Attention score aggregation function analysis on ICEWS14: raw MRR (%) and
Hits@1/3/10(%). (e) Inference time (seconds) on the test set of ICEWS14 regarding different in-
ference step settings L € {1,2,3,4}. (f) Raw MRR(%) on ICEWS 14 regarding different inference
step settings L.

Time-aware representation analysis and node attention aggregation To verify the importance
of the time embedding, we evaluate the performance of a model without time encoding. As shown in
Figure 2c, removing the time-dependent part from entity representations sacrifices the model’s per-
formance significantly. Recall that each node in inference graph G;, is associated with a timestamp,
the same entity might appear in several nodes in G;,r with different timestamps. To get a unified
attention score for each entity, we aggregate the attention scores of nodes whose entity is the same.
Figure 2d shows that the summation aggregator brings a considerable gain on ICEWS14.

Sampling analysis We run experiments with different sampling strategies proposed in Section 4.2.
To assess the necessity of the time-aware weighted sampling, we propose a deterministic version of
the time-aware weighted sampling, where we chronologically sort the prior edges of node v in terms
of their timestamps and select the last [V edges to build the subset Q,. The experimental results are
provided in Table 3 in the appendix. We find that the sampling strategy has a considerable influence
on model’s performance. Sampling strategies that bias towards recent quadruples perform better.
Specifically, the exponentially time-weighted strategy performs better than the linear time-weighted
strategy and the deterministic last-N-edges strategy.

Time cost analysis The time cost of XERTE is affected not only by the scale of a dataset but also
by the number of inference steps L. Thus, we run experiments of inference time and predictive
power regarding different settings of L and show the results in Figures 2e and 2f. We see that the
model achieves the best performance with L = 3 while the training time significantly increases as
L goes up. To make the computation more efficient, we develop a series of segment operations for
subgraph reasoning. Please see Appendix G for more details.

5.3 GRAPHICAL EXPLANATION AND HUMAN EVALUATION

The extracted inference graph provides a graphical explanation for model’s prediction. As intro-
duced in 4.7, we assign each edge in the inference graph a contribution score. Thus, users can trace
back the important evidence that the prediction mainly depends on. We study a query chosen from
the test set, where we predict whom will Catherine Ashton visit on Nov. 9, 2014 and show the final
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Figure 3: The inference graph for the query (Catherine Ashton, Make a visit, ?, 2014-11-09) from
ICEWSI14. The biggest cyan node represents the object predicted by XERTE. The cyan node with
the entity Catherine Ashton and the timestamp 2014-11-09 represents the given query subject and
the query timestamp. The node size indicates the value of the node attention score. Also, the edges’
color indicates the contribution score of the edge, where darkness increases as the contribution score
goes up. The entity at an arrow’s tail, the predicate on the arrow, the entity and the timestamp at the
arrow’s head build a true quadruple.

inference graph in Figure 3. In this case, the model’s prediction is Oman. And (Catherine Ashton,
express intent to meet or negotiate, Oman, 2014-11-04) is the most important evidence to support
this answer.

To assess whether the evidence is informative for users in an objective setting, we conduct a survey
where respondents evaluate the relevance of the extracted evidence to the prediction. More con-
cretely, we set up an online quiz consisting of 7 rounds. Each round is centered around a query
sampled from the test set of ICEWS14/ICEWS05-15. Along with the query and the ground-truth
answer, we present the human respondents with two pieces of evidence in the inference graph with
high contribution scores and two pieces of evidence with low contribution scores in a randomized
order. Specifically, each evidence is based on a chronological reasoning path that connects the query
subject with an object candidate. For example, given a query (police, arrest, ?, 2014-12-28), an
extracted clue is that police made statements to lawyers on 2014-12-08, then lawyers were criticized
by citizens on 2014-12-10. In each round, we set up three questions to ask the participants to choose
the most relevant evidence, the most irrelevant evidence, and sort the pieces of evidence according
to their relevance. Then we rank the evidence according to the contribution scores computed by our
model and check whether the relevance order classified by the respondents matches that estimated
by our models. We surveyed 53 participants, and the average accuracy of all questions is 70.5%.
Moreover, based on a majority vote, 18 out of 21 questions were answered correctly, indicating that
the extracted inference graphs are informative, and the model is aligned with human intuition. The
complete survey and a detailed evaluation are reported in Appendix H.

6 CONCLUSION

We proposed an explainable reasoning approach for forecasting links on temporal knowledge graphs.
The model extracts a query-dependent subgraph from a given temporal KG and performs an attention
propagation process to reason on it. Extensive experiments on four benchmark datasets demonstrate
the effectiveness of our method. We conducted a survey about the evidence included in the extracted
subgraph. The results indicate that the evidence is informative for humans.
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Figure 4: The inference graph for the query (eg,p1,7,ts). The entity at an ar-
row’s tail, the predicate on the arrow, the entity and the timestamp at the arrow’s head
build a true quadruple. Specifically, the true quadruples in this graph are as follows:
{(e0,p1,€1,t1), (€0, P2 €1,t2), (€0, p3, €2,t2), (€0, P1,€2,%0)}.  Note that ¢3 is posterior to
to, t1, t2.

Algorithm 1 Reverse Representation Update at the L*" Inference Step

Input: Inference graph G;,s, nodes in the inference graph V, nodes that have been added into G, at
the [*" inference step V', sampled prior neighbors N, hidden representation at the (L-1)*" step
hl~1 entity embeddings e;, weight matrices WL | Wfbj, and WE, query ¢ = (eq,pq, 7, 1)
update ratio .

Output: Hidden representations h’ at the L'" inference step, Vv € V.

I: fori=L—1,...,0do

2. forv e V' do

3 for u € N, do

4 evu(@,pr) = WE, (Wi [pr| [0l ) W h (b~ k| [bE 1 [pg),
. L _ exp(el, (¢,px))

5 Ol Pr) = s ek

6: end for

7 h5 (q) = ZUGNH ZOZGPM azl;u (Q7p/€)£15_1(q)5

8 hl(q) = (W[ (yhi ™ (q) + (1 — v)hf(q) + bf))

9 end for
10: end for
11: Return hZ vv e V.

Parameter Symbol
static entity embeddings €;
frequencies and phase shift of time encoding w, ¢
predicate embeddings Pk
weight matrices of TRGA Wi, Wi o wi
bias vector of TRGA L
weight matrix and bias of node embeddings W,, b,

Table 2: Model parameters.
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Sampling Strategies MRR Hits@1 Hits@3 Hits@10

Uniform 36.26  27.66 41.39 53.96

Time-aware exponentially weighted 41.56  32.49 47.27 59.63
Time-aware linearly weighted 38.21  29.25 43.77 56.07
Last-N-edges 39.84  31.31 45.04 57.40

Table 3: Comparison between model variants with different sampling strategies on [CEWS14 : raw
MRR (%) and Hits@1/3/10 (%). In this ablation study, we filter out test triples that contain unseen
entities.

A RELATED WORK

A.1 KNOWLEDGE GRAPH MODELS

Representation learning is an expressive and popular paradigm underlying many KG models. The
key idea is to embed entities and relations into a low-dimensional vector space. The embedding-
based approaches for knowledge graphs can generally be categorized into bilinear models (Nickel
et al., 2011; Balazevi¢ et al., 2019), translational models (Bordes et al., 2013; Sun et al., 2019), and
deep-learning models (Dettmers et al., 2017; Schlichtkrull et al., 2018). Besides, several studies
(Hao et al., 2019; Lv et al., 2018; Ma et al., 2017) explore the ontology of entity types and relation
types and utilize type-based semantic similarity to produce better knowledge embeddings. However,
the above methods lack the ability to use rich temporal dynamics available on temporal knowledge
graphs. To this end, several studies have been conducted for link prediction on temporal knowledge
graphs (Leblay & Chekol, 2018; Garcia-Duran et al., 2018; Ma et al., 2018b; Dasgupta et al., 2018;
Trivedi et al., 2017; Jin et al., 2019; Goel et al., 2019; Lacroix et al., 2020). Ma et al. (2018b)
developed extensions of static knowledge graph models by adding timestamp embeddings to their
score functions. Besides, Garcia-Durdn et al. (2018) suggested a straight forward extension of some
existing static knowledge graph models that utilize a recurrent neural network (RNN) to encode
predicates with temporal tokens derived from given timestamps. Also, HyTE (Dasgupta et al., 2018)
embeds time information in the entity-relation space by arranging a temporal hyperplane to each
timestamp. However, these models cannot generalize to unseen timestamps because they only learn
embeddings for observed timestamps. Additionally, the methods are largely black-box, lacking the
ability to interpret their predictions while our main focus is to employ an integrated transparency
mechanism for achieving human-understandable results.

A.2 EXPLAINABLE REASONING ON KNOWLEDGE GRAPHS

Recently, several explainable reasoning methods for knowledge graphs have been proposed (Das
et al., 2017; Xu et al., 2019; Hildebrandt et al., 2020) . Das et al. (2017) proposed a reinforcement
learning-based path searching approach to display the query subject and predicate to the agents and
let them perform a policy guided walk to the correct object entity. The reasoning paths produced
by the agents can explain the prediction results to some extent. Also, Hildebrandt et al. (2020)
framed the link prediction task as a debate game between two reinforcement learning agents that
extract evidence from knowledge graphs and allow users to understand the decision made by the
agents. Besides, and more related to our work, Xu et al. (2019) models a sequential reasoning
process by dynamically constructing an input-dependent subgraph. The difference here is that these
explainable methods can only deal with static KGs, while our model is designed for forecasting on
temporal KGs.

B WORKFLOW

We show the workflow of the subgraph reasoning process in Figure 5. The model conducts the
reasoning process on a dynamically expanding inference graph G;,s extracted from the temporal KG.
This inference graph gives an interpretable graphical explanation about the final prediction. Given
aquery ¢ = (eq,pq, ?,tq), we initialize the inference graph with the query entity e, and define the
tuple of (eq,t,) as the first node in the inference graph (Figure 5a). The inference graph expands by

14



Published as a conference paper at ICLR 2021

%0 0%5¢ ?/.’
. ® @ ®
o0 0850 o400

(a) Initialization. (b) Expansion. (c) Pruning. (d) New Expansion.

of
S5

Figure 5: Inference step by step illustration. Node attention scores are attached to the nodes. Gray
nodes are removed by the pruning procedure.

sample neighbors that have been linked with e, prior to t,, as shown in Figure 5b. The expansion
would go rapidly that it covers almost all nodes after a few steps. To prevent the inference graph
from exploding, we constrain the number of edge by pruning the edges that are less related to the
query (Figure 5¢) . Here, we propose a query-dependent temporal relational attention mechanism
in Section 4.4 to identify the nodes’ importance in the inference graph for query ¢ and aggregate
information from nodes’ local neighbors. Next, we sample the prior neighbors of the remaining
nodes in the inference graph to expand it further, as shown in Figure 5d. As this process iterates,
the inference graph incrementally gains more and more information from the temporal KG. After
running L inference steps, the model selects the entity with the highest attention score in G, as
the prediction of the missing query object, where the inference graph itself serves as a graphical
explanation.

2

C DATASET STATISTICS

Dataset Ntra'm Nvalid Ntest Nent Nrel Ntimestamp Time granularity
ICEWS14 63685 13823 13222 7128 230 365 day
ICEWS18 373018 45995 49545 23033 256 304 day

ICEWS0515 322958 69224 69147 10488 251 4017 day

YAGO 51205 10973 10973 10038 10 194 year

Table 4: Dataset Statistics

Dataset — [Er|  [Erl/IE]  |Etrtoar| €]
ICEWS14 6180  86.7 6710 7128
ICEWSI8 21085 915 21995 23033

ICEWSO0515 8853  84.4 9792 10488

YAGO 7904 787 9008 10038

Table 5: Unseen entities (new emerging entities) in the validation set and test set. |E;,| denotes the
number of entities in the training set, |E+-1q1| represents the number of entities in the training set
and validation set, |£| denotes the number of entities in the whole dataset.

We provide the statistics of datasets in Table 4. Since we split each dataset into subsets by times-
tamps, ensuring (timestamps of training set) < (timestamps of validation set) < (timestamps of test
set), a considerable amount of entities in test sets is unseen. We report the number of entities in each
subset in Table 5.
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D EVALUATION PROTOCOL

For each quadruple ¢ = (es,p, €,,t) in the test set G5, We create two queries: (es,p, ?,t) and
(eo,p~ %, ?7,t), where p~! denotes the reciprocal relation of p. For each query, the model ranks all
entities Eé"f in the final inference graph according to their attention scores. If the ground truth entity
does not appear in the final subgraph, we set its rank as |£| (the number of entities in the dataset).
Let 9., and 1., represent the rank for e; and e, of the two queries respectively. We evaluate our
model using standard metrics across the link prediction literature: mean reciprocal rank (MRR):

m qugtm(ﬁ + ﬁ) and HitsQk(k € {1,3,10}): the percentage of times that the true

entity candidate appears in the top k of the ranked candidates.

In this paper, we consider two different filtering settings. The first one is following the ranking
technique described in Bordes et al. (2013), where we remove from the list of corrupted triples
all the triples that appear either in the training, validation, or test set. We name it static filtering.
Trivedi et al. (2017), Jin et al. (2019), and Zhu et al. (2020) use this filtering setting for reporting their
results on temporal KG forecasting. However, this filtering setting is not appropriate for evaluating
the link prediction on temporal KGs. For example, there is a test quadruple (Barack Obama, visit,
India, 2015-01-25), and we perform the object prediction (Barack Obama, visit, ?, 2015-01-25).
We have observed the quadruple (Barack Obama, visit, Germany, 2013-01-18) in the training set.
According to the static filtering, (Barack Obama, visit, Germany) will be considered as a genuine
triple at the timestamp 2015-01-25 and will be filtered out because the triple (Barack Obama, visit,
Germany) appears in the training set in the quadruple (Barack Obama, visit, Germany, 2015-01-18).
However, the triple (Barack Obama, visit, Germany) is only temporally valid on 2013-01-18 but not
on 2015-01-25. Therefore, we apply another filtering scheme, which is more appropriate for the
link forecasting task on temporal KGs. We name it time-aware filtering. In this case, we only filter
out the triples that are genuine at the timestamp of the query. In other words, if the triple (Barack
Obama, visit, Germany) does not appear at the query time of 2015-01-25, the quadruple (Barack
Obama, visit, Germany, 2015-01-25) is considered as corrupted and will be filtered out. We report
the time-aware filtered results of baselines and our model in Table 1.

E IMPLEMENTATION

We implement our model and all baselines in PyTorch (Paszke et al., 2019). We tune hyperparam-
eters of our model using a grid search. We set the learning rate to be 0.0002, the batch size to be
128, the inference step L to be 3. Please see the source code’ for detailed hyperparameter settings.
We implement TTransE, TA-TransE/TA-DistMult, and RE-Net based on the code® provided in (Jin
et al., 2019). We use the released code to implement DE-SimplE’, TNTComplEx®, and CyGNet’.
We use the binary cross-entropy loss to train these baselines and optimize hyperparameters accord-
ing to MRR on the validation set. Besides, we use the datasets augmented with reciprocal relations
to train all baseline models.

F REVERSE REPRESENTATION UPDATE MECHANISM FOR SUBGRAPH
REASONING

In this section, we explain an additional reason why we have to update node representations along
edges selected in previous inference steps. We show our intuition by a simple query in Figure 6 with
two inference steps. For simplicity, we do not apply the pruning procedure here. First, we check
the equations without updating node representations along previously selected edges. h! denotes the

Shttps://github.com/TemporalK GTeam/xERTE
Shttps://github.com/INK-USC/RE-Net
"https://github.com/BorealisAl/de-simple
8https://github.com/facebookresearch/tkbc
“https://github.com/CunchaoZ/CyGNet
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lth

hidden representation of node ¢ at the [*" inference step.

First inference step: h(lj = f(h),h? h, hY)
= f(h})
= f(h3)
h3 = f(h)

Second inference step: h3 = f(h},h}, hi hi)
= f(hg, (1Y), f(h3), f(h3))
= f(hy, hy, hy)
= f(hy,h, hg)
h%— f(b3,hg)

Note that h3 is updated with h?, h9, hJ and has nothing to do with h}, h}, h} hl hl, i.., two-hop
neighbors. In comparison, if we update the node representations along previously selected edges,
the update in second layer changes to:

Second inference step part a: h2 = f(f(m9)

f(f(hY))

hg = f(f(hY))

h? = f(f(h?))

hs = f(f(hY))
Second inference step part b: f(hi, h3 h3)
(h§7 h? hy)

h§ = f(h3, hg)

Second inference step part c:  h3 = f(h},h? h3 h3)

Thus, the node 1~3 receive messages from their one-hop prior neighbors, i.e. h? = f(hi, h3, h2).
Then they pass the information to the query subject (node 0), i.e., h3 = f(h{, h?, h3, h3).

G SEGMENT OPERATIONS

The degree of entities in temporal KGs, i.e., ICEWS, varies from thousands to a single digit. Thus,
the size of inference graphs of each query is also different. To optimize the batch training, we define
an array to record all nodes in inference graphs for a batch of queries. Each node is represented by a
tuple of (inference graph index, entity index, timestamp, node index). The node index is the unique
index to distinguish the same node in different inference graphs.

Note that the inference graphs of two queries may overlap, which means they have the same nodes
in their inference graphs. But the query-dependent node representations would be distinct in differ-
ent inference graphs. To avoid mixing information across different queries, we need to make sure
that tensor operations can be applied separately to nodes in different inference graphs. Instead of
iterating through each inference graph, we develop a series of segment operations based on matrix
multiplication. The segment operations significantly improve time efficiency and reduce the time
cost. We report the improvement of time efficiency on ICEWS14 in Table 6. Additionally, we list
two examples of segment operations in the following.
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Figure 6: A simple example with two inference steps for illustrating reverse node representation
update schema. The graph is initialized with the green node. In the first step (the left figure), orange
nodes are sampled; and in the second step (the right figure), blue nodes are sampled. Each directed
edge points from a source node to its prior neighbor.

Computations Time Cost using Iterator Time Cost using Segment Operation
Aggregation of Node Score 11.75s 0.004s
Aggregation of Entity Score 3.62s 0.026s
Softmax 1.56s 0.017s
Node Score Normalization 0.000738s 0.000047s

Table 6: Reduction of time cost for a batch on ICEWS14

Segment Sum Given a vector x € R? and another vector s € R that indicates the segment
index of each element in x, the segment sum operator returns the summation for each segment. For
example, we have x = [3,1,5]7 and s = [0,0, 1], which means the first two element of x belong
to the 0*" segment and the last elements belongs to the first segment. The segment sum operator
returns [4,5]7 as the output. It is realized by creating a sparse matrix Y € R™*?, where n denotes
the number of segments. We set 1 in positions {(s[i],7), Vi € {0,...,d}} of Y and pad other
positions with zeros. Finally, we multiply Y with x to get the sum of each segment.

Segment Softmax The standard softmax function ¢ : RX — RX is defined as:
exp (z;)

Z]K:I exp(z;)

The segment softmax function has two inputs: z € R contains elements to normalize and s € R¥
denotes the segment index of each element. It is then defined as:

O'(Z)i =

exp ()
je{k|sp=s:,Vke{0,..., K}}eXp(Zj)

o(z); = 5

, where s; denotes the segment that z; is in.

The segment softmax function can be calculated by the following steps:

1. We apply the exponential function to each element of z and then apply the segment sum
operator to get a denominator vector d. We need broadcast d such that it aligns with z,
which means d[¢] is the summation of segment s|[].

2. We apply element-wise division between d and z.
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mSome College but No Degree m Bachelor's Degree

mMale mFemale = Under 20 = 20-40 = Over 40

Master's Degree m Doctoral Degree

Gender distribution. b) Age distribution.
(a) Gender distribution ®) Ag (c) Education level.

Figure 7: Information about the respondent population.

H SURVEY

In this section, we provide the online survey (see Section 5.3 in the main body) and the evaluation
statistics based on 53 respondents. To avoid biasing the respondents, we did not inform them about
the type of our project. Further, all questions are permuted at random.

We set up the quiz consisting of 7 rounds. In each round, we sample a query from the test set
of ICEWS14/ICEWS0515. Along with the query and the ground-truth object, we present the users
with two pieces of evidence extracted from the inference graph with high contribution scores and two
pieces of evidence with low contribution scores in randomized order. The respondents are supposed
to judge the relevance of the evidence to the query in two levels, namely relevant or less relevant.
There are three questions in each round that ask the participants to give the most relevant evidence,
the most irrelevant evidence, and rank the four pieces of evidence according to their relevance. The
answer to the first question is classified as correct if a participant gives one of the two statements with
high contribution scores as the most relevant evidence. Similarly, the answer to the second question
is classified as correct if the participant gives one of the two statements with low contribution scores
as the most irrelevant evidence. For the relevance ranking task, the answer is right if the participant
ranks the two statements with high contribution scores higher than the two statements with low
contribution scores.

H.1 POPULATION

We provide the information about gender, age, and education level of the respondents in Figure 7.

H.2 AIQuIZ

You will participate in a quiz consisting of eight rounds. Each round is centered around an interna-
tional event. Along with the event, we also show you four reasons that explain why the given event
happened. While some evidence may be informative and explain the occurrence of this event, oth-
ers may irrelevant to this event. Your task is to find the most relevant evidence and most irrelevant
evidence, and then sort all four evidence according to their relevance. Don’t worry if you feel that
you cannot make an informed decision: Guessing is part of this game!

Additional Remarks: Please don’t look for external information (e.g., Google, Wikipedia) or talk to
other respondents about the quiz. But you are allowed to use a dictionary if you need vocabulary
clarifications.

Example

Given an event, please rank the followed evidence according to the relevance to the given event.
Especially, please select the most relevant reason, the most irrelevant reason, and rank the relevance
from high to low.

Event: French government made an optimistic comment about China on 2014-11-24.
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A. First, on 2014-11-20, South Africa engaged in diplomatic cooperation with Morocco. Later,
on 2014-11-21, a representative of the Morocco government met a representative of the French
government.

B. First, on 2014-11-18, the Chinese government engaged in negotiation with the Iranian govern-
ment. Later, on 2014-11-21, a representative of the French government met a representative of the
Chinese government.

C. On 2014-11-23, the French hosted a visit by Abdel Fattah Al-Sisi.

D. A representative of the French government met a representative of the Chinese government on
2014-11-21.

Correct answer

Most relevant: D Most irrelevant: A Relevance ranking: D B C A

Tasks
1. Event: On 2014-12-17, the UN Security Council accused South Sudan.
A. South Africa engaged in diplomatic cooperation with South Sudan on 2014-12-11.

B. First, on 2014-11-17, Uhuru Muigai Kenyatta accused UN Security Council. Later, on 2014-11-
26, the UN Security Council provided military protection to South Sudan.

C. On 2014-12-16, UN Security Council threatened South Sudan with sanctions.

D. South Sudan hosted the visit of John Kerry on 2014-12-16.

Most relevant: ~ Most irrelevant: ~ Relevance ranking:

2. Event: Indonesia police arrested and retained an Indonesia citizen at 2014-12-28.

A. The Indonesia police claimed that an attorney denounced the citizen on 2014-12-10.

B. Zaini Abdullah endorsed the Indonesia citizen on 2014-12-25.

C. The Indonesia police made an optimistic comment on the citizen on 2014-12-14.

D. The Indonesia police investigated the citizen on 2014-12-08.

Most relevant: ~ Most irrelevant: ~ Relevance ranking:

3. Event: A citizen from Greece protested violently against the police of Greece on 2014-11-17.

A. The Greek head of government accused the political party “Coalition of the Radical Left” on
2014-05-25.

B. Greek police refused to surrender to the Greek head of government on 2014-10-15.
C. Greek citizens gathered support on behalf of John Kerry on 2014-11-17.

D. Greek police arrested and detained another Greek police officer on 2014-11-04.
Most relevant: Most irrelevant: Relevance ranking:

4. Event: Raul Castro signed a formal agreement with Barack Obama on 2014-12-17.

A. First, on 2009-01-28, Dmitry A. Medvedev made statements to Barack Obama. Later, on 2009-
01-30, Raiil Castro negotiated with Dmitry A. Medvedev.

B. Ral Castro visited Angola on 2009-07-22.
C. Raul Castro hosted a visit of Evo Morales on 2011-09-19.

D. First, on 2008-11-05, Evo Morales hosted a visit of Barack Obama. Later, on 2011-09-19, Raul
Castro appeal for de-escalation of military engagement to Evo Morales.

Most relevant: Most irrelevant: Relevance ranking:
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5. Event: The head of the government of Ukraine considered to make a policy option with Angela
Merkel on 2015-07-10.

A. First, on 2014-07-04, the armed rebel in Ukraine used unconventional violence to the military of
Ukraine. Later, on 2014-07-10, the head of government of Ukraine made statements to the armed
rebel in Ukraine.

B. The head of the government of Ukraine expressed intent to meet with Angela Merkel on 2014-
10-30.

C. First, on 2014-07-04, the armed rebel in Ukraine used unconventional violence to the military of
Ukraine. Later, on 2014-07-19, the head of government of Ukraine made statements to the armed
rebel in Ukraine.

D. The head of the government of Ukraine consulted with Angela Merkel on 2015-06-06.
Most relevant: Most irrelevant: Relevance ranking:
6. Event: On 2014-08-09, Ukraine police arrested a member of the Ukraine military.

A. First, on 2014-07-23, a member of Ukraine parliament consulted the head of the Ukraine govern-
ment. Later, on 2014-07-24, the head of government made a statement to the Ukraine police.

B. First, on 2014-06-25, the military of Ukraine used violence to an armed rebel that occurred in
Ukraine. Later, on 2014-07-10, the armed rebel used violence to the Ukraine police.

C. First, on 2005-02-20, the military of Ukraine made a statement to the head of the government
of Ukraine. Later, on 2005-07-18, the head of government of Ukraine appealed for a change in
leadership of the Ukraine police.

D. On 2014-07-31, the head of the Ukraine government praised the Ukraine police.
Most relevant: Most irrelevant: Relevance ranking:

7. Event: The Office of Business Affairs of Bahrain negotiated with the Labor and Employment
Ministry of Bahrain on 2015-07-16.

A. First, on 2014-07-27, the undersecretary of Bahrain made statements to the Labor and Employ-
ment Ministry of Bahrain. Later, on 2015-01-21, an officer of Business Affairs of Bahrain signed a
formal agreement with the undersecretary of Bahrain.

B. On 2012-01-21, the office of Business Affairs of Bahrain expressed intent to provide policy
support to the employees in Bahrain.

C. First, on 2006-11-01, the employees in Bahrain made statements with the special Rapporteurs of
the United Nation. Later, on 2011-05-11, the office of Business Affairs of Bahrain reduced relations
with the employees in Bahrain.

D. A representative of the Labor and Employment Ministry of Bahrain consulted with a representa-
tive of the Office of Business Affairs of Bahrain on 2014-01-31.

Most relevant: Most irrelevant: Relevance ranking:

H.3 GROUND TRUTH ANSWERS

Question 1:

Most relevant: B/C Most irrelevant: A/D
Relevance ranking: BCAD/BCDA/CBAD/CBDA
Question 2:

Most relevant: A/D Most irrelevant: B/C
Relevance ranking: ADBC/ADCB/DABC/DACB
Question 3:

Most relevant: B/D Most irrelevant: A/C

21



Published as a conference paper at ICLR 2021

Relevance ranking: BDAC/BDCA/DBAC/DBCA
Question 4:

Most relevant: A/D Most irrelevant: B/C
Relevance ranking: ADBC/ADCB/DABC/DACB
Question 5:

Most relevant: B/D Most irrelevant: A/C
Relevance ranking: BDAC/BDCA/DBAC/DBCA
Question 6:

Most relevant: B/C. Most irrelevant: A/D
Relevance ranking: BCAD/BCDA/CBAD/CBDA
Question 7:

Most relevant: A/D Most irrelevant: B/C
Relevance ranking: ADBC/ADCB/DABC/DACB

H.4 EVALUATION

The evaluation results of 53 respondents are shown in Figure 8.
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Figure 8: The accuracy of the survey questions.
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I ADDITIONAL ANALYSIS OF TIME-AWARE ENTITY REPRESENTATIONS

We use a generic time encoding (Xu et al, 2020) defined as ®(t) = Llcos(wit +

1), ..., cos(wat + ¢q)] to generate the time-variant part of entity representations (please see Sec-
tion 4.2 for more details). Time-aware representations have considerable influence on the temporal
attention mechanism. To make our point, we conduct a case study and extract the edges’ attention
scores from the final inference graph. Specifically, we study the attention scores of the interactions
between military and student at different timestamps in terms of the query (student, criticize, 7, Nov.
17,2014). We list the results of the model with time encoding in Table 7 and the results of the model
without time encoding in Table 8.

As shown in Table 7, by means of the time-encoding, quadruples that even have the same subject,
predicate, and object have different attention scores. Specifically, quadruples that occurred recently
tend to have higher attention scores. This makes our model more interpretable and effective. For
example, given three quadruples {(country A, accuse, country B, ¢1), (country A, express intent
to negotiate with, country B, ¢5), (country A, cooperate with, country B, ¢3)}, country A probably
has a good relationship with B at ¢ if ({7 < t2 < t3 < t) holds. However, there would be a
strained relationship between A and B at ¢ if (¢ > ¢; > ¢2 > t3) holds. Thus, we can see that
the time information is crucial to the reasoning, and attention values should be time-dependent. In
comparison, Table 8 shows that the triple (military, use conventional military force, student) has
randomly different attention scores at different timestamps, which is less interpretable.

Subject  Object Predicate Timestamp Attention Score
Military ~ Student Use conventional military force Jan. 17,2014 0.0123
Military ~ Student Use conventional military force May 22, 2014 0.0186
Military ~ Student Use conventional military force Aug. 18,2014 0.0235
Military ~ Student Use unconventional violence (reciprocal relation)  Aug. 25,2014 0.0348

Table 7: Attention scores of the interactions between military and student at different timestamps
(with time encoding).

Subject  Object Predicate Timestamp Attention Score
Military ~ Student Use conventional military force Jan. 17,2014 0.0152
Military ~ Student Use conventional military force May 22, 2014 0.0122
Military ~ Student Use conventional military force Aug. 18,2014 0.0159
Military ~ Student  Use unconventional violence (reciprocal relation)  Aug. 25, 2014 0.0021

Table 8: Attention scores of the interactions between military and student at different timestamps
(without time encoding).
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Abstract

There has been an increasing interest in in-
ferring future links on temporal knowledge
graphs (KG). While links on temporal KGs
vary continuously over time, the existing ap-
proaches model the temporal KGs in discrete
state spaces. To this end, we propose a novel
continuum model by extending the idea of neu-
ral ordinary differential equations (ODEs) to
multi-relational graph convolutional networks.
The proposed model preserves the continuous
nature of dynamic multi-relational graph data
and encodes both temporal and structural in-
formation into continuous-time dynamic em-
beddings. In addition, a novel graph transition
layer is applied to capture the transitions on the
dynamic graph, i.e., edge formation and disso-
lution. We perform extensive experiments on
five benchmark datasets for temporal KG rea-
soning, showing our model’s superior perfor-
mance on the future link forecasting task.

1 Introduction

Reasoning on relational data has long been consid-
ered an essential subject in artificial intelligence
with wide applications, including decision sup-
port and question answering. Recently, reasoning
on knowledge graphs has gained increasing inter-
est (Ren and Leskovec, 2020; Das et al., 2018).
A Knowledge Graph (KG) is a graph-structured
knowledge base to store factual information. KGs
represent facts in the form of triples (s, r, 0), e.g.,
(Bob, livesIn, New York), in which s (subject) and
o (object) denote nodes (entities), and r denotes
the edge type (relation) between s and o. Knowl-
edge graphs are commonly static and store facts in
their current state. In reality, however, the relations
between entities often change over time. For exam-
ple, if Bob moves to California, the triple of (Bob,
livesin, New York) will be invalid. To this end,
temporal knowledge graphs (tKG) were introduced.

*Equal contribution.
t Corresponding author.

cognitive.yunpu@gmail.com
volker.trespl}@siemens.com,

yujia.gul@tum.de

A tKG represents a temporal fact as a quadruple
(s,7,0,t) by extending a static triple with time ¢,
describing that this fact is valid at time ¢. In recent
years, several sizable temporal knowledge graphs,
such as ICEWS (Boschee et al., 2015), have been
developed that provide widespread availability of
such data and enable reasoning on temporal KGs.
While lots of work (Garcia-Duran et al., 2018; Goel
et al., 2020; Lacroix et al., 2020) focus on the tem-
poral KG completion task and predict missing links
at observed timestamps, recent work (Jin et al.,
2019; Trivedi et al., 2017) paid attention to forecast
future links of temporal KGs. In this work, we
focus on the temporal KG forecasting task, which
is more challenging than the completion task.

Most existing work (Jin et al., 2019; Zhu et al.,
2020) models temporal KGs in a discrete-time do-
main where they take snapshots of temporal KGs
sampled at regularly-spaced timestamps. Thus,
these approaches cannot model irregular time inter-
vals, which convey essential information for analyz-
ing dynamics on temporal KGs, e.g., the dwelling
time of a user on a website becomes shorter, indicat-
ing that the user’s interest in the website decreases.
KnowEvolve (Trivedi et al., 2017) uses a neural
point process to model continuous-time temporal
KGs. However, Know-Evolve does not take the
graph’s structural information into account, thus
losing the power of modeling temporal topological
information. Also, KnowEolve is a transductive
method that cannot handle unseen nodes. In this
paper, we present a graph neural-based approach
to learn dynamic representations of entities and
relations on temporal KGs. Specifically, we pro-
pose a graph neural ordinary differential equation
to model the graph dynamics in the continuous-
time domain.

Inspired by neural ordinary differential equations
(NODEs) (Chen et al., 2018), we extend the idea
of continuum-depth models to encode the continu-
ous dynamics of temporal KGs. To apply NODEs
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to temporal KG reasoning, we employ a NODE
coupled with multi-relational graph convolutional
(MGCN) layers. MGCN layers are used to cap-
ture the structural information of multi-relational
graph data, while the NODE learns the evolution
of temporal KGs over time. Specifically, we in-
tegrate the hidden representations over time us-
ing an ODE solver and output the continuous-time
dynamic representations of entities and relations.
Unlike many existing temporal KG models that
learn the dynamics by employing recurrent model
structures with discrete depth, our model lets the
time domain coincide with the depth of a neural
network and takes advantage of NODE to steer
the latent entity features between two timestamps
smoothly. Besides, existing work simply uses the
adjacency tensor from previous snapshots of the
tKG to predict its linkage structure at a future time.
Usually, most edges do not change between two
observations, while only a few new edges have
formatted or dissolved since the last observation.
However, the dissolution and formation of these
small amounts of edges always contain valuable
temporal information and are more critical than
unchanged edges for learning the graph dynamics.
For example, we know an edge with the label eco-
nomicallyCooperateWith between two countries
x and y at time t, but this dissolves at t + At;.
Additionally, there is another edge with the label
banTradesWith between these two countries that
are formated at ¢ + At (Aty > Aty). Intuitively,
the dissolution of (x, economicallyCooperateWith,
y) is an essential indicator of the quadruple (x,
banTradesWith, y, t + Ats). Thus, it should get
more attention from the model. However, suppose
we only feed the adjacency tensors of different ob-
servation snapshots into the model. In that case, we
do not know whether the model can effectively cap-
ture the changes of the adjacency tensors and puts
more attention on the evolving part of the graph.
To let the model focus on the graph’s transitions,
we propose a graph transition layer that takes a
graph transition tensor containing edge formation
and dissolution information as input and uses graph
convolutions to process the transition information
explicitly.

In this work, we propose a model to perform
Temporal Knowledge Graph Forecasting with Neu-
ral Ordinary Equations (TANGO+%). The main
contributions are summarized as follows:

* We propose a continuous-depth multi-

relational graph neural network for forecast-
ing future links on temporal KGs by defining
a multi-relational graph neural ordinary differ-
ential equation. The ODE enables our model
to learn continuous-time representations of en-
tities and relations. We are the first to show
that the neural ODE framework can be ex-
tended to modeling dynamic multi-relational
graphs.

* We propose a graph transition layer to model
the edge formation and dissolution of tem-
poral KGs, which effectively improves our
model’s performance.

* We propose two new tasks, i.e., inductive link
prediction and long horizontal link forecast-
ing, for temporal KG models. They evaluate
a model’s potential by testing the model’s per-
formance on previously unseen entities and
predicting the links happening in the farther
future.

* We apply our model to forecast future links
on five benchmark temporal knowledge graph
datasets, showing its state-of-the-art perfor-
mance.

2 Preliminaries and Related Work

2.1 Graph Convolutional Networks

Graph convolutional networks (GCNs) have shown
great success in capturing structural dependencies
of graph data. GCNs come in two classes: i) spec-
tral methods (Kipf and Welling, 2016; Defterrard
et al., 2016) and 7i) spatial methods (Niepert et al.,
2016; Gilmer et al., 2017). However, common
GCNs can only deal with homogeneous graphs.
To distinguish between different relations, R-GCN
(Schlichtkrull et al., 2017) introduces relation-
specific weight matrices for message transforma-
tions. However, the number of parameters in R-
GCN grows rapidly with the number of relations,
easily leading to overfitting. Vashishth et al. (2019)
proposed a multi-relational GCN, which is compat-
ible with KGs and leverages various entity-relation
composition operations from KG embedding tech-
niques. Additionally, some work combines GCN
with temporal graphs (Yan et al., 2018; Li et al.,
2020). However, they are designed for homoge-
neous graphs but not for multi-relational graphs.
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2.2 Neural Ordinary Differential Equations

Neural Ordinary Differential Equation (NODE)
(Chen et al., 2018) is a continuous-depth deep neu-
ral network model. It represents the derivative of
the hidden state with a neural network:

da(t) _
o= J(at)..). 1)

where z(t) denotes the hidden state of a dynamic
system at time ¢, and f denotes a function parame-
terized by a neural network to describe the deriva-
tive of the hidden state regarding time. # represents
the parameters in the neural network. The output
of a NODE framework is calculated using an ODE
solver coupled with an initial value:

t1
z(t1) = z(to) + t f(z(t),t,0)dt. (2)
0
Here, t is the initial time point, and ¢; is the output
time point. z(¢1) and z(¢o) represent the hidden
state at ¢; and tg, respectively. Thus, the NODE
can output the hidden state of a dynamic system at
any time point and deal with continuous-time data,
which is extremely useful in modeling continuous-
time dynamic systems.

Moreover, to reduce the memory cost in the back-
propagation, Chen et al. (2018) introduced the ad-
joint sensitivity method into NODEs. An adjoint
isa(t) = 82—(%, where £ means the loss. The gradi-
ent of £ with regard to network parameters 6 can
be directly computed by the adjoint and an ODE
solver:

ac _/to a(t)Taf(z(t)’t’g)dt.

o ), 0 ©)

In other words, the adjoint sensitivity method
solves an augmented ODE backward in time and
computes the gradients without backpropagating
through the operations of the solver.

2.3 Temporal Knowledge Graph Reasoning

Let V and R represent a finite set of entities and re-
lations, respectively. A temporal knowledge graph
(tKG) G is a multi-relational graph whose edges
evolve over time. At any time point, a snapshot
G(t) contains all valid edges at ¢. Note that the time
interval between neighboring snapshots may not
be regularly spaced. A quadruple ¢ = (s,7,0,1)
describes a labeled timestamped edge at time ¢,
where » € ‘R represents the relation between a
subject entity s € V and an object entity o € V.

Formally, we define the tKG forecasting task as
follows. Let (sq, 74, 04, tq) denote a target quadru-
ple and F represent the set of all ground-truth
quadruples. Given query (sq,7q,7,t,) derived
from the target quadruple and a set of observed
events O = {(s,r,0,t;) € Flt; < t4}, the tKG
forecasting task predicts the missing object entity
04 based on observed past events. Specifically, we
consider all entities in set V' as candidates and rank
them by their scores to form a true quadruple to-
gether with the given subject-relation-pair (sq, r4)
at time ¢,. In this work, we add reciprocal relations
for every quadruple, i.e., adding (0,771, s,t) for
every (s,r,0,t). Hence, the restriction to predict
object entities does not lead to a loss of generality.

Extensive studies have been done for temporal
KG completion task (Leblay and Chekol, 2018;
Garcia-Duran et al., 2018; Goel et al., 2020; Han
et al., 2020a). Besides, a line of work (Trivedi
et al., 2017; Jin et al., 2019; Deng et al., 2020; Zhu
et al., 2020) has been proposed for the tKG fore-
casting task and can generalize to unseen times-
tamps. Specifically, Trivedi et al. (2017) and Han
et al. (2020b) take advantage of temporal point
processes to model the temporal KG as event se-
quences and learn evolving entity representations.

3 Our Model

Our model is designed to model time-evolving
multi-relational graph data by learning continuous-
time representations of entities. It consists of a
neural ODE-based encoder and a decoder based on
classic KG score functions. As shown in Figure 1b,
the input of the network will be fed into two paral-
lel modules before entering the ODE Solver. The
upper module denotes a multi-relational graph con-
volutional layer that captures the graph’s structural
information according to an observation at time ¢.
And the lower module denotes a graph transition
layer that explicitly takes the edge transition ten-
sor of the current observation representing which
edges have been added and removed since the last
observation. The graph transition layer focuses on
modeling the graph transition between neighbor-
ing observations for improving the prediction of
link formation and dissolution. For the decoder, we
compare two score functions, i.e., DistMult (Yang
et al., 2014) and TuckER (Balazevic et al., 2019).
In principle, the decoder can be any score function.
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Multi-relational
Graph Convolutional Layer n

Multi-relational

H(t) > Graph Convolutional Layer1 | * * * ——>Hygeon(t)

f MGCN

(@) fmoeen

H(t) D ODE Solver H(t+1)
(b) franco
Figure 1: (a) The structure of fygen: stacked

multi-relational graph convolutional layers (the orange
block). H(t) denotes the hidden representations of en-
tities and relations at time ¢. Hugen(t) denotes the out-
put of the stacked multi-relational graph convolutional
layers. (b) The architecture of TANGO that parameter-
izes the derivatives of the hidden representations H().
In addition to fycen, @ graph transition layer fi,,s is
employed to model the edge formation and dissolution.

3.1 Neural ODE for Temporal KG

The temporal dynamics of a time-evolving multi-
relational graph can be characterized by the follow-
ing neural ordinary differential equation

d};it) = franco(H(t), T(t),G(t), )
=fmeen(H(t), G(1),1) @)
+ wftranS(H(t)v T(t)’ g(t)v t)’

where H € R(IVI+2RD*d denotes the hidden rep-
resentations of entities and relations. frango rep-
resents the neural network that parameterizes the
derivatives of the hidden representations. Besides,
fMacen denotes stacked multi-relational graph con-
volutional layers, fians represents the graph tran-
sition layer, and G(t) denotes the snapshot of the
temporal KG at time ¢. T(¢) contains the informa-
tion on edge formation and dissolution since the
last observation. w is a hyperparameter controlling
how much the model learns from edge formation
and dissolution. We set H(¢ = 0) = Emb(V, R),
where Emb(), R) denotes the learnable initial em-
beddings of entities and relations on the temporal
KG. Thus, given a time window At, the repre-
sentation evolution performed by the neural ODE

assumes the following form

H(t + At) — H(t)

t+At
:/ franco(H(7), T(7),G(7), 7) dT
tt—‘,—At (5)
- / (moen(H(r), G(7),7)

+ w fians(H(7), T(7), 7))dT.

In this way, we use the neural ODE to learn the
dynamics of continuous-time temporal KGs.

3.2 Multi-Relational Graph Convolutional
Layer

Inspired by (Vashishth et al., 2019) and (Yang et al.,
2014), we use the entity-relation composition to
model relational information. Specifically, we pro-
pose a multi-relational graph convolutional layer
as follows. At time ¢, for every object entity o € V
with NV(o) = {(s,7)|(s,7,0,t) € G(t)}, its hid-
den representation evolves as

Z Wl(hi(t> * hT)7
(s,r)EN (o) (6)

h% () = bl (8) + do(hy (1),

~1+1 1

o )= X))

where h.1(¢) denotes the hidden representation
of the object o at the (I 4+ 1)** layer, W' repre-
sents the weight matrix on the [*" layer, * denotes
element-wise multiplication. h’(#) means the hid-
den representation of the subject s at the [*" layer.
h'=0(t) = h,(t) is obtained by the ODE Solver
that integrates Equation 4 until ¢. J is a learnable
weight. In this work, we assume that the relation
representations do not evolve, and thus, h,. is time-
invariant. We use ReLU () as the activation func-
tion o(-). From the view of the whole tKG, we
use H(?) to represent the hidden representations
of all entities and relations on the tKG. Besides,
we use fmagen to denote the network consisting of
multiple multi-relational graph convolutional lay-
ers (Equation 6).

3.3 Graph Transition Layer

To let the model focus on the graph’s transitions,
we define a transition tensor for tKGs and use graph
convolutions to capture the information of edge for-
mation and dissolution. Given two graph snapshots
G(t — At) and G(t) at time ¢t — At and t, respec-
tively, the graph transition tensor T'(¢) is defined
as

T(t) = A(t) — A(t — At), @)
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where A(t) € {0, 1}VIXIRIXVl is a three-way ad-
jacency tensor whose entries are set such that

{1, if the triple (s, 7, 0) exists at time ¢,
Asro = .
0, otherwise.

®)
Intuitively, T(t) € {—1,0, 1}VIXIRI*Vl contains
the information of the edges’ formation and disso-
lution since the last observation G(t — At). Specif-
ically, Ts,o(t) = —1 means that the triple (s, r,0)
disappears at ¢, and Ty,,(t) = 1 means that the
triplet (s, r, 0) is formatted at ¢. For all unchanged
edges, their values in T(¢) are equal to 0. Addi-
tionally, we use graph convolutions to extract the
information provided by the graph transition tensor:

~l+1
ho,trans (t) = Wtrans (Tsro(t> (h‘lS (t) * hr))

1
N7 (0)| 2

(s,r)eNT(0)

~1+1
ho,trans (t)

)
Here, Wy 1S a trainable diagonal weight matrix
and N7 (o) = {(s,7)|Tsro(t) # 0)}. By employ-
ing this graph transition layer, we can better model
the dynamics of temporal KGs. We use firans to de-
note Equation 9. By combining the multi-relational
graph convolutional layers fycen with the graph
transition layer fians, we get our final network that
parameterizes the derivatives of the hidden repre-
sentations H(t), as shown in Figure 1b.

l
hoﬁrlans (t) =0

3.4 Learning and Inference

TANGO +# is an autoregressive model that fore-
casts the entity representation at time ¢ by utilizing
the graph information before t. To answer a link
forecasting query (s, r,?,t), TANGO takes three
steps. First, TANGO computes the hidden represen-
tations H(¢) of entities and relations at the time t.
Then TANGO uses a score function to compute the
scores of all quadruples {(s,r,0,t)|o € V} accom-
panied with candidate entities. Finally, TANGO
chooses the object with the highest score as its
prediction.

Representation inference The representation in-
ference procedure is done by an ODE Solver, which
is H(t) = ODESOIVCI'(H(t — At), fTANGO7 t —
At, t, O1aNGO, G). Adaptive ODE solvers may in-
cur massive time consumption in our work. To keep
the training time tractable, we use fixed-grid ODE
solvers coupled with the Interpolated Reverse Dy-
namic Method (IRDM) proposed by Daulbaev et al.

Table 1: Score Functions. hg, h,., h, denote the entity
representations of the subject entity s, object entity o,
and the representation of the relation r, respectively. d
denotes the hidden dimension of representations. YW €
R¥*dxd ig the core tensor specified in (Balazevic et al.,
2019). As defined in (Tucker, 1964), x1, X9, X3 are
three operators indicating the tensor product in three
different modes.

Method Score Function
Distmult (Yang et al., 2014) < hg,h,, h, >
TuckER (Balazevic et al., 2019) W x; hg x2 h, x3h,

h, € R?
h, e RY

hg, h,
hg, h,

(2020). IRDM uses Barycentric Lagrange interpo-
lation (Berrut and Trefethen, 2004) on Chebyshev
grid (Tyrtyshnikov, 2012) to approximate the so-
lution of the hidden states in the reverse-mode of
NODE. Thus, IRDM can lower the time cost in the
backpropagation and maintain good learning accu-
racy. Additional information about representation
inference is provided in Appendix A.

Score function Given the entity and relation rep-
resentations at the query time ¢4, one can compute
the scores of every triple at ¢,. In our work, we take
two popular knowledge graph embedding models,
i.e., Distmult (Yang et al., 2014) and TuckER (Bal-
azevic et al., 2019). Given triple (s, 7, 0), its score
is computed as shown in Table 1.

Parameter Learning For parameter learning,
we employ the cross-entropy loss:

>

(s,r0,t)EF

—IOg(f(OIS,T,t,V», (10)

exp(score(hg(t),hy,ho(t)))

>~ exp(score(hs(t),hr,he(t)))
ecV

e € V represents an object candidate, and score(-)
is the score function. F summarizes valid quadru-
ples of the given tKG.

where f(o|s,r,t,V) =

4 Experiments

4.1 Experimental Setup

We evaluate our model by performing future link
prediction on five tKG datasets'. We compare
TANGO’s performance with several existing meth-
ods and evaluate its potential with inductive link
prediction and long horizontal link forecasting. Be-
sides, an ablation study is conducted to show the
effectiveness of our graph transition layer.

'Code and datasets are available at
https://github.com/TemporalKGTeam/TANGO.
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4.1.1 Datasets

We use five benchmark datasets to evaluate
TANGO: 1) ICEWS14 (Trivedi et al., 2017) 2)
ICEWS18 (Boschee et al., 2015) 3) ICEWSO05-15
(Garcia-Duran et al., 2018) 4) YAGO (Mahdisoltani
et al., 2013) 5) WIKI (Leblay and Chekol, 2018).
Integrated Crisis Early Warning System (ICEWS)
(Boschee et al., 2015) is a dataset consisting of
timestamped political events, e.g., (Barack Obama,
visit, India, 2015-01-25). Specifically, ICEWS14
contains events occurring in 2014, while ICEWS18
contains events from January 1, 2018, to Octo-
ber 31, 2018. ICEWS05-15 is a long-term dataset
that contains the events between 2005 and 2015.
WIKI and YAGO are two subsets extracted from
Wikipedia and YAGO3 (Mahdisoltani et al., 2013),
respectively. The details of each dataset and the
dataset split strategy are provided in Appendix D.

4.1.2 Evaluation Metrics

We use two metrics to evaluate the model per-
formance on extrapolated link prediction, namely
Mean Reciprocal Rank (MRR) and Hits@1/3/10.
MRR is the mean of the reciprocal values of the
actual missing entities’ ranks averaged by all the
queries, while Hits@1/3/10 denotes the proportion
of the actual missing entities ranked within the
top 1/3/10. The filtering settings have been imple-
mented differently by various authors. We report
results based on two common implementations: )
time-aware (Han et al., 2021) and ¢) time-unaware
filtering (Jin et al., 2019). We provide a detailed
evaluation protocol in Appendix B.

4.1.3 Baseline Methods

We compare our model performance with nine base-
lines. We take three static KG models as the static
baselines, including Distmult (Yang et al., 2014),
TuckER (Balazevic et al., 2019), and COMPGCN
(Vashishth et al., 2019). For tKG baselines, we
report the performance of TTransE (Leblay and
Chekol, 2018), TA-Distmult (Garcia-Duran et al.,
2018), CyGNet (Zhu et al., 2020), DE-SimplE
(Goel et al., 2020), TNTComplEx (Lacroix et al.,
2020), and RE-Net (Jin et al., 2019). We provide
implementation details of baselines and TANGO
in Appendix C.

4.2 Experimental Results

4.2.1 Time-aware filtered Results

We run TANGO five times and report the averaged
results. The time-aware filtered results are pre-

sented in Table 2, where % denotes TANGO. As
explained in Appendix B, we take the time-aware
filtered setting as the fairest evaluation setting. Re-
sults demonstrate that TANGO <% outperforms all
the static baselines on every dataset. This implies
the importance of utilizing temporal information
in tKG datasets. The comparison between Dist-
mult and TANGO-Distmult shows the superiority
of our NODE-based encoder, which can also be
observed by the comparison between TuckER and
TANGO-TuckER. Additionally, TANGO achieves
much better results than COMPGCN, indicating
our method’s strength in incorporating temporal
features into tKG representation learning.

I with graph transition layer 264298
64
M without graph transition layer

Time-aware Filtered MRR

35

ICEWS05-15  ICEWS05-15 WIKI WIKI
TANGO-TuckER TANGO-Distmult TANGO-TuckER TANGO-Distmult

Figure 2: Time-aware filtered MRR of TANGO with
or without the graph transition layer on subsets of
ICEWS05-15 and WIKI. We split the graph snapshots
into two groups, where the transition tensor’s norm
[|IT(¢)||L1 of each graph snapshot in the first group is
larger than that of all graph snapshots in the second
group. Since the graph transition layer is tailored to
graph changes, we show the results of the first group
here. The corresponding result of the ablation study
on the whole test sets are presented in Figure 8 in the
appendix.

Similarly, TANGO outperforms all the tKG base-
lines as well. Unlike TTransE and TA-Distmult,
RE-Net uses a recurrent neural encoder to capture
temporal information, which shows great success
on model performance and is the strongest baseline.
Our model TANGO implements a NODE-based
encoder in the recurrent style to capture temporal
dependencies. It consistently outperforms RE-Net
on all datasets because TANGO explicitly encodes
time information into hidden representations while
RE-Net only considers the temporal order between
events. Additionally, we provide the raw and time-
unaware filtered results in Table 5 and 4 in the
appendix.
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| Datasets | ICEWS05-15 - aware filtered | ICEWS14 - aware filtered |

ICEWSIS - aware filtered |

WIKI - aware filtered | YAGO - aware filtered |

| Model | MRR Hits@1 Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10 |
Distmult 2475 1610 2767 4242 | 1449 815 1531  27.66 | 1669 9.68 1812 3121 |49.66 4617 5281 5413 |5484 4739 5981 6852
TuckER 2713 1701 2993 47.81 | 1896 1123 2077 3394 [20.68 1258 2260 3727 |S0.01 4612 5360  54.86 |5486 4742 59.63  68.96
CompGCN | 29.68 2072 3251 4787 |17.81 1012 1949 3311 [2056 1201 2296 3815 |49.88 4578 5291 5558 |5435 4672 5926  68.29
TTransE 2124 498 3148 4988 | 967 125 1229 2837 | 808 184 825 2129 [2927 2167 3443 4239 [3119 1812 4091 5121
TA-DistMult | 2439 1477 2780 4422 | 1034 472 1054 2148 | 1138 558 1204 2282 |44.53 3992 4873  SL71 [5492 4815 5961 6671
CyGNet 3579 2609  40.18 5448 |2283 1428 2536 3997 | 2493 1590 2828 4261 |338) 2906 3610 4186 |5207 4536 5612  63.77

DE-SimplE 3557 2633 39.41 53.97 |21.58 13.77 23.68 37.15 | 19.30
TNTComplEx | 35.88  26.92 39.55 5343 | 2381 1558 26.27 40.12 | 21.23

11.53  21.86 34.80 | 4543 426 47.71 49.55 | 5491 51.64  57.30 60.17
13.28  24.02 3691 |45.03 4004 4931 5203 |5798 5292 6133 66.69

RE-Net 4023 3030  44.83 59.59 |25.66 16.69  28.35 43.62 | 2790 1845 31.37 46.37 | 49.66 46.88 51.19 5348 |58.02 5306 61.08 66.29
%-TuckER 4286 3272 4814 6234 | 2625 1730  29.07 44.18 | 2897 1951 32.61 4751 | 51.60 49.61 5245 54.87 | 6250 5877 @ 64.73 68.63
+02 +£03 +02 +02 |4+01 £0.1 +0.1 +0.1 |£02 =£0.1 +02 +03 |+£03 +02 +£03 +03 |[£05 £02 +0.1 +04
4 -Distmult 40.71  31.23 45.33 5895 |2470 1636  27.26 41.35 | 27.56 18.68 30.86 4494 |53.04 5152 53.84 5546 | 63.34 60.04  65.19 68.79
+£03 £04 £0.1 +05 | £01 £0.1 +0.1 +£01 |£02 £02 +02 +03 |+£03 +£04 £02 +£01 |£04 £04 £0.1 +02

Table 2: Extrapolated link prediction results on five datasets. Evaluation metrics are time-aware filtered MRR (%)
and Hits@1/3/10 (%). % denotes TANGO. The best results are marked in bold.

4.2.2 Ablation Study

To evaluate the effectiveness of our graph transi-
tion layer, we conduct an ablation study on two
datasets, i.e., ICEWS05-15 and WIKI. We choose
these two datasets as the representative of two types
of tKG datasets. ICEWS05-15 contains events that
last shortly and happen multiple times, i.e., Obama
visited Japan. In contrast, the events in the WIKI
datasets last much longer and do not occur periodi-
cally, i.e., Eliran Danin played for Beitar Jerusalem
FC between 2003 and 2010. The improvement of
the time-aware filtered MRR brought by the graph
transition layer is illustrated in Figure 2, showing
that the graph transition layer can effectively boost
the model performance by incorporating the edge
formation and dissolution information.

3168
3000

2400

1841

1800

1200

Total Training Time (min)

592
600

255

TANGO  TANGO
TuckER  Distmult

° TTranst TA-Distmult RE-Net

Figure 3: Time cost comparison on ICEWSO05-15.
Columns marked as orange denote the time consumed
by our model.

4.2.3 Time Cost Analysis

Keeping training time short while achieving a
strong performance is significant in model eval-
uation. We report in Figure 3 the total training time
of our model and the baselines on ICEWS05-15.
We see that static KG reasoning methods generally
require less training time than temporal methods.
Though the total training time for TTransE is short,
its performance is low, as reported in the former

sections. TA-Distmult consumes more time than
our model and is also beaten by TANGO in per-
formance. RE-Net is the strongest baseline in per-
formance; however, it requires almost ten times as
much as the total training time of TANGO. TANGO
ensures a short training time while maintaining the
state-of-the-art performance for future link predic-
tion, which shows its superiority.

4.3 New Evaluation Tasks
4.3.1 Long Horizontal Link Forecasting

Given a sequence of observed graph snapshots un-
til time ¢, the future link prediction task infers the
quadruples happening at ¢ + At. At is usually
small, i.e., one day, in standard settings (Trivedi
et al., 2017; Jin et al., 2019; Zhu et al., 2020).
However, in some scenarios, the graph informa-
tion right before the query time is likely missing.
This arouses the interest in evaluating the temporal
KG models by predicting the links in the farther
future. In other words, given the same input, the
model should predict the links happening at t+ AT,
where AT >> At. Based on this idea, we define
a new evaluation task, e.g., long horizontal link
forecasting.

43.. T T T T
—u— TANGO-TuckER
~ - RE-Net
e 42
s
] L \§
8 4lr g N
T =
o [ § N
g 4A0) ~a_ :
< N
3 = |
=) - y
.= 39 + : 5 - R
= = -
~
| 1 | | 1 |
381 2 3 4 5 6 7 8

AT (Day)

Figure 4: Long horizontal link forecasting: time-aware
filtered MRR (%) on ICEWSO05-15 with regard to dif-
ferent At.
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[ Datasets [ ICEWS05-15 - raw [

ICEWS05-15 - aware filtered |

ICEWS05-15 - unaware filtered |

| Model | MRR Hits@! Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@! Hits@3 Hits@10 |
RE-Net 496 220 539 1042 | 502 229 549 1012 | 550 295 593  10.26
4 TuckER wodtrans | 513 258 567 991 | 518 264 570 994 | 598 334 671 1067
4-Distmult wotrans | 372 205 380 676 | 376 209 38 677 | 409 246 417 699
4-TuckER 574 307 648 1074 | 581 316 652 1078 | 675 411  7.60 1154
4-Distmult 500 270 567 916 | 505 278 569 917 | 569 345 627  9.69

Table 3: Inductive future link prediction results on ICEWS05-15. Evaluation metrics are raw, time-aware filtered,
and time-unaware filtered MRR (%), Hits@1/3/10 (%). w.o.trans means without the graph transition layer. The

best results are marked in bold.

To perform long horizontal link forecasting, we
adjust the integral length according to how far the
future we want to predict. As described in Figure
5, the integration length between the neighboring
timestamps is short for the first £k steps, e.g., inte-
gration from (¢ — t) to (¢t — t; + At). However,
for the last step, e.g., integration from ¢ to ¢t + AT,
the integration length becomes significantly large
according to how far the future we want to predict.
The larger AT is, the longer the length is for the
last integration step.

1 step of prediction

inference
CreNCe (me—u) H(— b + 1) H()

N H(t + AT)
input

inference
output

Timeline ¢ —t; t—t + At t t+ AT

J

~
k steps of prediction

Figure 5: Graphical illustration of long horizontal link
forecasting. Given a sequence of graph snapshots G =
{G(t—tk),...,G(t)}, whose length is k, test quadruples
att + AT are to be predicted.

We report the results corresponding to different
AT on ICEWS05-15 and compare our model with
the strongest baseline RE-Net. In Figure 4, we ob-
serve that our model outperforms RE-Net in long
horizontal link forecasting. The gap between the
performances of the two models diminishes as AT
increases. This trend can be explained in the fol-
lowing way. Our model employs an ODE solver to
integrate the graph’s hidden states over time. Since
TANGO takes the time information into account
and integrates the ODE in the continuous-time do-
main, its performance is better than RE-Net, which
is a discrete-time model. However, TANGO as-
sumes that the dynamics it learned at ¢ also holds
at t + AT. This assumption holds when AT is
small. As AT increases, the underlying dynamics
at t+ AT would be different from the dynamics at .
Thus, the TANGO’s performance degrades accord-
ingly, and the advancement compared to RE-Net

also vanishes.

4.3.2 Inductive Link Prediction

New graph nodes might emerge as time evolves in
many real-world applications, i.e., new users and
items. Thus, a good model requires a strong gen-
eralization power to deal with unseen nodes. We
propose a new task, e.g., inductive link prediction,
to validate the model potential in predicting the
links regarding unseen entities at a future time. A
test quadruple is selected for the inductive predic-
tion if either its subject or object or both haven’t
been observed in the training set. For example, in
the test set of ICEWS05-15, we have a quadruple
(Raheel Sharif, express intent to meet or negotiate,
Chaudhry Nisar Ali Khan, 2014-12-29). The en-
tity Raheel Sharif does not appear in the training
set, indicating that the aforementioned quadruple
contains an entity that the model does not observe
in the training set. We call the evaluation of this
kind of test quadruples the inductive link prediction
analysis.

We perform the future link prediction on these in-
ductive link prediction quadruples, and the results
are shown in Table 3. We compare our model with
the strongest baseline RE-Net on ICEWS05-15.
We also report the results achieved by TANGO <4
without the graph transition layer to show the per-
formance boost brought by it. As shown in Table 3,
TANGO-TuckER achieves the best results across
all metrics. Both TANGO-TuckER and TANGO-
Distmult can beat RE-Net, showing the strength
of our model in inductive link prediction. The re-
sults achieved by the TANGO models are much
better than their variants without the graph transi-
tion layers, which proves that the proposed graph
transition layer plays an essential role in inductive
link prediction.

5 Conclusions

We propose a novel representation method,
TANGO+#, for forecasting future links on tem-
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poral knowledge graphs (tKGs). We propose a
multi-relational graph convolutional layer to cap-
ture structural dependencies on tKGs and learn
continuous dynamic representations using graph
neural ordinary differential equations. Especially,
our model is the first one to show that the neural
ODE can be extended to modeling dynamic multi-
relational graphs. Besides, we couple our model
with the graph transition layer to explicitly capture
the information provided by the edge formation
and deletion. According to the experimental results,
TANGO achieves state-of-the-art performance on
five benchmark datasets for tKGs. We also pro-
pose two new tasks to evaluate the potential of link
forecasting models, namely inductive link predic-
tion and long horizontal link forecasting. TANGO
performs well in both tasks and shows its great
potential.
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Appendix
A Representation Inference

Assume we want to forecast a link at £. We take
the graph histories between the timestamp (¢ — )
and the timestamp ¢ into account, where t; indi-
cates the length of history. To infer the hidden
representations H(t), we first use the initial em-
beddings Emb(V, R) to approximate the hidden
representations H(¢ — ¢;). Then we take H(t — 1)
as the NODE input at the timestamp (¢ — ¢ ), and
integrate it with an ODE solver ODESolver(H(t —
tr), fraNGo, t—tk, t, ©TaNGo, G) over time. As the
hidden state evolves with time, it learns from differ-
ent graph observations taken at different time. The
whole process is described in Figure 6 and Algo-
rithm 1. In Figure 6, set_graph and set_transition
stand for two functions used to feed graph snap-
shots and the transition tensors into the neural net-
work frango. They are called at every observation
time before integration.

Hidden Representations | H(t - t) H(t -t + A1) H(t - AY) H(Y)

Timeline ¢t t—te + At t— At t
Figure 6: Illustration of the inference procedure. The
shaded purple area represents the whole architecture of
TANGQO. It is a Neural ODE equipped with a GNN-
based module frango. Dashed arrows denote the input
and the output path of the graph’s hidden state. Red
solid arrows indicate the continuous hidden state flows
learned by TANGO. Black solid lines represent that
TANGQO calls the function set_graph and set_trans. The
corresponding graph snapshots G and transition tensors
T are input into frango for learning temporal dynam-
ics.

B Evaluation Metrics

We report the results in three settings, namely raw,
time-unaware filtered, and time-aware filtered. For
time-unaware filtered results, we follow the fil-
tered evaluation constraint applied in (Bordes et al.,
2013; Jin et al., 2019), where we remove from
the list of corrupted triplets all the triplets that ap-
pear either in the training, validation, or test set ex-
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[Datasets | TCEWS05-15 - raw [ ICEWS14 - raw [ TCEWSIS - raw [ WIKI - raw YAGO - raw \
| Model | MRR Hits@! Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR HITS@1 HITS@3 HITS@I0 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 |
Distmult | 2455 1585 2753 4217 | 1400 772 1465 2716 |1630 925  17.67 3093 |[42.08 3429 4869 5325 |47.66 3659 5589  67.45
TuckER 2695 1681  29.69 4761 [1839 1069 2001 3342 |2020 1208 2199 3691 |4250 3441 4941 5390 [4748 3620 5555  68.07
COMPGCN | 2041 2041 3217 4765 |17.13 936 1884 3254 | 1998 1145 2225 3773 |4233 3402 4865 5463 |47.08 6536 6690 6831
TTransE | 2089 488 301 4966 | 921 LI12 1119 2746 | 792 175 8.00 2002|1953 1234 2301 3247 [2618 1236 3616  48.00
TA-DistMult | 2403 1437 2736 4404 | 992 439 999 2090 |1105 524 1172 2255 |27.33 1994 3205 3942 |4554 3654 5108 6215
RE-Net 3031 2888 4440 5938 |23.84 1460 2648 4258 |2662 1691 3026 4582 |31.10 2531 3413 4133 |4628 3752 5177 6155
TTTuckER | 4182 3110 4755 6219 | 2436 15.12 2715 4307 |27.59 1777 3140 4692 |31.99 2574 3500 4261 |4931 4078 55.12  63.73
S-Distmult_| 4023 30.53 4495 5905 |22.87 1422 2543 4032 |2621 1692 2977 4441 |3253 2633 3575  43.07 | 4949 4090 5542 63.74

Table 4: Future

link prediction results on benchmark datasets.

Evaluation metrics are raw MRR (%) and

Hits@1/3/10 (%). “ denotes TANGO. The best results are marked in bold.

[ Datasets [ ICEWS05-15 - unaware filtered | ICEWS14 - unaware filtered | ICEWSI8 - unaware filtered | WIKI - unaware filtered [ YAGO - unaware filtered |

| Model | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10 |
Distmult 4877 4385 5122 5799 [3388 27.86 36.16 4514 |4028 3604 4178 4836 |5322 5261 5341 5420 |67.55 6676 6749 6911
TuckER 5860 5474 5982 6657 |4651 d4L11 4945 5734 |4450 3833 4611 5371 |5397 5270 5415 5494 |6740 6622 67.62  69.84
COMPGCN |49.60 43.13 5285 6159 [38.15 31.04 4100 5144 [3568 27.87 3938 4994 |53.54 5229 5361 5576 |66.66 6536 6690  68.81
TTransE  [2881 583 4867 6038 |1595 157 2598 4267 [1052 301 1198 2616 |31.94 2482 3691 4355 [3373 2099 4351 5261
TA-DistMult [ 38.54 2994 4292 5481 [1874 1197 2032 3195 [1627 1022 1739 2791 [50.18 4865 5141 5237 |6606 6436 6678  68.74
RE-Net 5766 5186 6040  68.60 |d4524 3782 4853 5892 |4302 3626 4561 5603 |5227 5092 5273 5357 |6468 6294 6511 6782
TTuckER | 5993 5499  62.65  69.64 | 4642 3804 5025 5980 |4456 3787 4746 5706 | 5328 5221 5361 5484 6721 6556 6759  70.04
4Distmult_| 5889 5442 6076 6747 | 4668 4120 4864  57.05 |4400 3864 4578 5427 |5405 5152 5384 5546 | 6834 6705 6839  70.70

Table 5: Future link prediction results on benchmark datasets. Evaluation metrics are time-unaware filtered MRR

(%) and Hits@1/3/10 (%). % denotes TANGO. The best results are marked in bold.

cept the triplet of interest. Time-unaware filtering
setting is inappropriate for temporal KG reason-
ing, while the time-aware filtering setting provides
fairer results. For time-aware filtered results, we
follow the setting proposed by (Han et al., 2021)
by only removing from the list of corrupted triplets
all the triplets that appear at the query time ¢,. The
following example illustrates the reason why the
time-aware filtered results are fairer than the time-
unaware filtered results. Assume we have a test
quadruple of interest (Xi Jinping, make a visit, New
Zealand, 2014-11-26) in the test set, and we de-
rive an object prediction query (Xi Jinping, make a
visit, 7, 2014-11-26) from this quadruple where the
query time is 2014-11-26. Additionally, we have
another quadruple (Xi Jinping, make a visit, South
Korea, 2014-07-05) in the test set. According to
the time-unaware filtering setting (Bordes et al.,
2013), (Xi Jinping, make a visit, South Korea) will
be filtered out since it appears in the test set. How-
ever, it is unreasonable because (Xi Jinping, make
a visit, South Korea) is not valid at 2014-11-26.
Therefore, we use the time-aware filtered setting,
which, in our example, will only filter the triplets
(Xi Jinping, make a visit, o) appearing at 2014-11-
26. Here, o denotes all the objects from triplets
accompanied with Xi Jinping, Make a visit, and the
date 2014-11-26.

C Implementation Details

We train TANGO with the following settings. We
tune the model across a range of hyperparameters
as shown in Table 7. We do 432 trials, and each
trial runs 20 epochs. We select the best-performing

configuration according to filtered MRR on val-
idation data. The best configuration will be fur-
ther trained until its convergence. We run the
selected configuration five times and obtain an
averaged results. Specifically, we use a fixed-
grid ODE solver, fourth-order Runge-Kautta, as the
ODE solver, and implement the interpolated re-
verse dynamic method (Daulbaev et al., 2020) with
3 Chebyshev nodes to keep training time tractable
while maintaining high precision. To improve the
ODE solver’s precision, we re-scale the time range
of each dataset from 0 to 0.01 (or 0.1). This step
restricts the length of ODE integration, preventing
the high error induced by ODE solvers. For each
query, we set the time range of the input history ¢,
to 4 days for the ICEWS datasets. For WIKI and
YAGO, we set t; to 4 years. Besides, we choose
different values for the transition coefficient w for
different datasets. Our model is implemented with
PyTorch (Paszke et al., 2019), and the experiments
are run on GeForce RTX 2080 Ti. A detailed report
of the best configuration is provided in Table 8.
We implement Distmult in PyTorch and use the
binary cross-entropy loss for learning parameters.
We use the official implementation of TuckER?,
COMPGCN?, and RE-Net*. For a fair comparison,
we choose to use the variant of RE-Net with ground
truth history during multi-step inference, and thus
the model knows all the interactions before the time
for testing. Besides, we set the history length of
RE-Net to 10 and use the max-pooling in the global

Zhttps://github.com/ibalazevic/TuckER
3https://github.com/malllabiisc/CompGCN
*https://github.com/INK-USC/RE-Net
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[Datasets |  ICEWS05-15 - aware filtered | ICEWS18 - aware filtered [ WIKI - aware filtered [ YAGO - aware filtered |

| Model | MRR Hits@1 Hits@3 Hits@10 | MRR Hits@l Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10 | MRR Hits@1 Hits@3 Hits@10 |
%-TuckER | 4457 3440 4994 6395 |30.68 2075 3461 5043 |6229 59.54 6392  66.63 |69.29 6433 7240  77.63
%-Distmult | 43.33 3346 4845 6205 |29.62 20.18 3335 4836 | 6393 62.14 6474 6706 |70.79 66.15 7404  78.18

Table 6: Validation results on benchmark datasets regarding our model. Evaluation metrics are time-aware filtered
MRR (%) and Hits@1/3/10 (%). < denotes TANGO. The best results are marked in bold. ICEWS14 has no

validation set.

model. Additionally, we use the implementation of
TTransE and TA-Distmult provided in (Jin et al.,
2019). For TA-Distmult, the vocabulary of tempo-
ral tokens consists of year, month, and day for all
the datasets. We use the released code to imple-
ment DE-SimplE?, TNTComplEx®, and CyGNet’.
All the baselines are trained with Adam Optimizer
(Kingma and Ba, 2017), and the batch size is set to
512.

Table 7: Search space of hyperparameters. w repre-
sents the weight controlling how much the model learns
from edge formation and dissolution. Scale represents
the time range re-scaling parameter as introduced in C.

Hyperparameter Search space
Embedding size {200, 300}
#MGCN layer {2, 3}

Decoder {TuckER, Distmult}
Scale {0.001, 0.01, 0.1}

w {0.01,0.1, 1}
Dropout {0.3, 0.5}

History length {4,6, 10}

Table 8: Best hyperparameter settings on each dataset.

Datasets ICEWS14 ICEWS18 ICEWS05-15 WIKI YAGO

Hyperparameter

Embedding size 200 200 200 200 300

#MGCN layer 2 2 2 2 3

Decoder TuckER TuckER TuckER Distmult  Distmult

Scale 0.01 0.1 0.1 0.1 0.1

w 0.01 1 0.01 1 1

Dropout 0.3 0.3 0.3 0.3 0.3

History length 4 4 4 4 4
D Datasets

Table 9 We follow the data preprocessing method
and the dataset split strategy proposed in (Jin et al.,
2019). Specifically, we split each dataset except
ICEWS14 in chronological order into three parts,
e.g., 80%/10%/10% (training/validation/test). For
ICEWS14, we split it into the training set and test-
ing set with 50%/50% since ICEWS 14 is not pro-
5 https://github.com/BorealisAl/de-simple

®https://github.com/facebookresearch/tkbc
"https://github.com/CunchaoZ/CyGNet

vided with a validation set. As explained in (Jin
et al., 2019), the difference between the first type
(ICEWS) and the second type (WIKI and YAGO)
of tKG datasets is that the first type datasets are
events that often last shortly and happen multiple
times, i.e., Obama visited Japan four times. In con-
trast, the events in the second type datasets last
much longer and do not occur periodically, i.e., Eli-
ran Danin played for Beitar Jerusalem FC between
2003 and 2010.

Dataset Neain Nualia Nest VI IR[ Nows

ICEWS14 (Trivedi et al., 2017) 323,895 — 341,409 12,498 260 365
ICEWSI18 (Boschee et al., 2015) 373,018 45,995 49,545 23,033 256 304
ICEWS05-15 (Garcia-Durén et al., 2018) 369,104 46,188 46,037 10,488 251 4,017
WIKI (Leblay and Chekol, 2018) 539,286 67,538 63,110 12,554 24 232
YAGO (Mahdisoltani et al., 2013) 161,540 19,523 20,026 10,623 10 189

Table 9: Dataset statistics. Niain, Nvalid> NVest T€pPresent
the number of quadruples in the training set, validation
set, and test set, respectively. Nops denotes the number
of observations, where we take a snapshot of the tKG
at each observation.

E Impact of Past History Length

As mentioned in A, TANGO utilizes the previous
histories between (¢ — t;) and ¢ to forecast a link
at t, where t, is a hyperparameter. Figure 7 shows
the performance with various lengths of past his-
tories along with the corresponding training time.
When TANGO uses longer histories, MRR is get-
ting higher. However, a long history requires more
forwarding inferences. The choice of history length
is a trade-off between the performance and com-
putational cost. We observe that the gain of MRR
compared to the training time is not significant
when the length of history is four and over. Thus,
the history length of four is chosen in our experi-
ments.

F Analysis on Temporal KGs with
Irregular Time Intervals

Most existing tKG reasoning models cannot prop-
erly deal with temporal KGs with irregular time
intervals, while TANGO model them much bet-
ter due to the nature of Neural ODE. We verify
this via experiments on a new dataset. We call it
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Figure 7: Time-aware filtered MRR (%) and Training
Time (seconds) on ICEWSO05-15 corresponding to dif-
ferent history length (days).

M with graph transition layer 53.04
I without graph transition layer 51 3251~60

Time-aware Filtered MRR

35 ICEWS05-15

ICEWS05-15 WIKI WIKI
TANGO-TuckER TANGO-Distmult TANGO-TuckER TANGO-Distmult

Figure 8: Time-aware filtered MRR of TANGO with
or without the graph transition layer on the whole test
sets of ICEWS05-15 and WIKI.

ICEWSO05-15_continuous. We sample the times-
tamps in ICEWS05-15 and keep the time intervals
between each two of them in a range from 1 to 4.
We only keep the temporal KG snapshots at the
sampled time and extract a new subset. ICEWS05-
15_continuous fits the setting when observations
are taken non-periodically in continuous time. The
dataset statistics of ICEWSO05-15_continuous is re-
ported in Table 11. We train our model and baseline
methods on it and evaluate them with time-aware
filtered MRR. As shown in Table 10, we validate
that TANGO performs well on temporal KGs with
irregular time intervals.

G Average runtime for each approach

Table 12 show the average runtime for each model.

[ Datasets [ ICEWS05-15 continuous - aware filtered | ICEWS05-15 - aware filtered |

| Model | MRR His@l Hits@3  Hits@l0 | MRR His@l Hits@3 Hits@10 |
TTransE 20.55 536 29.80 47.54 2124 498 3148 49.88
CyGNet 3413 2506 3785 51.94 3579 2609  40.18  54.48
DE-SimplE [ 3356 2479  37.32 50.63 3557 2633 3941 5397
TNTComplEx | 3396 2493  37.86 51.30 3588 2692 3955 5343
4-TuckER [ 37.69 2801  45.00 59.05 4286 3272 4814 6234
#-Distmult | 3691 2691  40.28 54.34 4071 3123 4533 5895

Table 10: Future link prediction results on ICEWSO05-
15 continuous dataset. Evaluation metrics are time-
aware filtered MRR (%) and Hits@1/3/10 (%). % de-
notes TANGO. The best results are marked in bold.

Dataset Nirain Nyalid Niest VI IRl Nobs
ICEWSO05-15 continuous 149,001 17,962 17,902 10,488 251 1,589

Table 11: Dataset statisticS. Nyain, Nvalids Niest T€pre-
sent the number of quadruples in the training set, vali-
dation set, and test set, respectively. Nops denotes the
number of observations, where we take a snapshot of
the tKG at each observation.

Table 12: Average training time (second) until conver-
gence

Datasets ICEWS14 ICEWS18 ICEWS05-15 WIKI  YAGO
Model Runtime Runtime Runtime Runtime Runtime
Distmult 743 1,365 401 2,245 3,310
TuckER 730 3,147 1,626 5,093 2,795
COMPGCN 9,226 6,432 1,607 5,810 2,233
TTransE 15,840 23,894 35,520 19,337 5,395
TA-Distmult 6,232 112,188 110,460 83,999 27,833
RE-Net 33,313 46,068 190,076 42,983 27,489
4-TuckER 5,796 3,786 15,301 9,218 2,355
4-Distmult 3,593 2,883 11,085 15,086 5,106
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Chapter 5

Time-dependent Entity Embedding is
not All You Need: A Re-Evaluation

of Temporal Knowledge Graph
Completion Models under a Unified

Framework

This chapter contains the publication
Time-dependent Entity Embedding is not All You Need: A Re-Evaluation of Tem-
poral Knowledge Graph Completion Models under a Unified Framework. In Pro-
ceedings of the Conference on Empirical Methods in Natural Language Processing
(EMNLP), Online and in Dominican Republic, Nov. 2021. DOI: 10.18653/v1/2021c.emnlp-
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Abstract

Various temporal knowledge graph (KG) com-
pletion models have been proposed in the re-
cent literature. The models usually contain
two parts, a temporal embedding layer and a
score function derived from existing static KG
modeling approaches. Since the approaches
differ along several dimensions, including dif-
ferent score functions and training strategies,
the individual contributions of different tem-
poral embedding techniques to model perfor-
mance are not always clear. In this work, we
systematically study six temporal embedding
approaches and empirically quantify their per-
formance across a wide range of configura-
tions with about 4000 experiments and 19000
GPU hours. We classify the temporal em-
beddings into two classes: (1) timestamp em-
beddings and (2) time-dependent entity embed-
dings. Despite the common belief that the
latter is more expressive, an extensive exper-
imental study shows that timestamp embed-
dings can achieve on-par or even better per-
formance with significantly fewer parameters.
Moreover, we find that when trained appro-
priately, the relative performance differences
between various temporal embeddings often
shrink and sometimes even reverse when com-
pared to prior results. For example, TTransE
(Leblay and Chekol, 2018), one of the first
temporal KG models, can outperform more
recent architectures on ICEWS datasets. To
foster further research, we provide the first
unified open-source framework for temporal
KG completion models with full composabil-
ity, where temporal embeddings, score func-
tions, loss functions, regularizers, and the ex-
plicit modeling of reciprocal relations can be
combined arbitrarily.

1 Introduction
The Knowledge Graph (KG), a graph-structured
knowledge base, has gained increasing interest as

*Equal contribution.
t Corresponding author.

gengyuanmax@gmail.com
volker.tresp@siemens.com

a promising way to store factual knowledge. KGs
represent facts in the form of triples (s, r, 0), e.g.,
(Bob, livesIn, New York), in which s (subject) and
o (object) denote nodes (entities) and r denotes
the edge type (relation) between s and 0. Knowl-
edge graphs are commonly static and store facts
in their current state. In reality, however, the rela-
tions between entities often change over time. For
example, if Bob moves to California, the triple of
(Bob, livesin, New York) will be invalid. To this
end, temporal knowledge graphs (tKGs) have been
introduced to capture temporal aspects of facts in
addition to their multi-relational nature. A tKG
represents a temporal fact as a quadruple (s, r, 0, 1)
by extending a static triple with time ¢, describing
that this fact is valid at time ¢{. Figure 2 in the
appendix depicts an exemplary temporal KG. To
address the inherent incompleteness of temporal
KGs, Tresp et al. (2015) proposed the first tKG
model. Afterwards, a line of work emerged that
extends static KG completion models by adding
temporal embeddings, e.g., TTransE (Leblay and
Chekol, 2018), TA-TransE (Garcia-Duran et al.,
2018), DE-SimplE (Goel et al., 2019), TNTCom-
plEx (Lacroix et al., 2020), ConT (Ma et al., 2018),
and many more. The models generally consist of
two parts, a temporal embedding layer to capture
the evolving features of tKGs and a score function
to examine the plausibility of a given quadruple.

Temporal embeddings are crucial in temporal
KG completion models for storing the evolving
knowledge; without them, the temporal aspect can-
not be captured. The PEs can be generally catego-
rized into three classes: (1) timestamp embeddings
(TEs): the models learn an embedding for each
discrete timestamp in the same vector space as
entities and relations (Tresp et al., 2017; Leblay
and Chekol, 2018; Dasgupta et al., 2018; Lacroix
et al., 2020). (2) time-dependent entity embeddings
(TEEs): the models define entity embedding as a
function that takes an entity and a timestamp as
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input and generates a time-dependent representa-
tion for the entity at that time (Goel et al., 2019;
Xu et al., 2019; Han et al., 2020a). (3) deep repre-
sentation learning (DTRs): the models incorporate
temporal information into advanced deep learning
models, e.g., Recurrent Neural Network and Graph
Neural Network, to learn time-aware representa-
tions of entities and relations (Garcia-Duran et al.,
2018). In many cases, the introduction of new tem-
poral embedding approaches went along with new
score functions and new training methods (regu-
larization, the explicit modeling of reciprocal rela-
tions, etc.). Ablation studies were provided, but not
investigated thoroughly. Besides, some temporal
embedding papers introduced new datasets. They
commonly tune model architecture and hyperpa-
rameters of old temporal embedding approaches
on new datasets using grid search on a small grid
involving hand-crafted parameter ranges or settings
known to work well from prior studies. A grid suit-
able for one dataset may be suboptimal for another,
however. It is often difficult to attribute the incre-
mental improvements in performance reported with
each new state-of-the-art (SOTA) model to the pro-
posed temporal embeddings or other components.

In this work, we investigate the significance of
previously reported temporal embeddings with sev-
eral thousands of experiments and 19000 GPU
hours. First, we aim to study which temporal em-
bedding approach can generally outperform other
temporal embedding approaches regardless of dif-
ferent score functions and different datasets. We
choose one representative from bilinear score func-
tions, i.e., SimplE (Kazemi and Poole, 2018), and
one from translation-based score functions, i.e.,
TransE (Bordes et al., 2013). Then we benchmark
six temporal embedding approaches on two sub-
sets of ICEWS (Boschee et al., 2015) and a sub-
set of GDELT(Leetaru and Schrodt, 2013) with
the two representative score functions through an
extensive set of experiments. Second, we per-
formed an extensive benchmark study on well-
known temporal KG completion models using pop-
ular model architectures and training strategies in
a unified experimental setup. Following the work
(Ruffinelli et al., 2020), we considered many train-
ing strategies as well as a large hyperparameter
space, and we performed model selection using
a quasi-random search followed by Bayesian op-
timization, which has been shown to be able to
find good model configurations with relatively low

effort.

Regarding the first aim, we surprisingly find that
the TE proposed by Leblay and Chekol (2018) out-
performs other temporal embedding approaches
on the ICEWS subsets and achieves on-par results
on GDELT. Leblay and Chekol (2018) represent
timestamps in the same vector space as entities and
relations and learn embeddings for each discrete
timestamp. While achieving better results, the TE
models only require about half of the model pa-
rameters as much of TEEs. However, the common
belief is that the TEEs are more expressive and can
better capture the evolving knowledge. Recall that
models with TEEs learn an embedding function for
each entity that takes time as input and provides
an entity representation as output. In particular,
it has been proven that TEEs are fully expressive
for tKG completion in combination with certain
score functions (Goel et al., 2019), and thus, they
should perform better than TEs, which is in con-
trast to our findings. We argue that the sparsity
of temporal KG data may cause the undesirable
empirical performance of TEEs. Every entity has
the same dimensionality of time-dependent embed-
dings, but the majority of entities are only involved
in a small number of quadruples. As a result, the
TEEs may suffer from the overfitting problem. To
verify our assumption, we learn a unique temporal
embedding function for all entities instead of learn-
ing entity-specific embedding functions. We re-
fer to it as UTEE. Empirical study shows that the
UTEE achieves similar or even better results than
all other TEEs variants, emphasizing the overfitting
problem of TEEs.

Besides, we empirically find that the perfor-
mance of a fine-tuned baseline can by far exceed
the performance observed in all previous studies.
For example, T-TransE (Leblay and Chekol, 2018),
one of the first temporal KG completion models,
achieves superior performance metric in our study
that is more than doubled to that reported in recent
papers (Garcia-Durén et al., 2018; Goel et al., 2019;
Lacroix et al., 2020; Xu et al., 2019). Thus, it is
competitive to or even outperforms current SOTA
models such as DE-SimplE (Goel et al., 2019) and
TComplEx (Lacroix et al., 2020). This suggests
that training strategies significantly affect the per-
formance of temporal KG models and are responsi-
ble for a substantial fraction of the progress made
in recent years. Thus, to fairly compare the effec-
tiveness of different temporal KG models, it is nec-
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essary to evaluate them on a unified framework. To
this end, our study realizes the first fair benchmark-
ing by investigating the interplay between temporal
KG interaction models, loss functions, regulariza-
tion methods, the use of reciprocal relations, and
other training techniques in a unified open-source
framework!. To ensure the composability of the
framework, the temporal embedding layer, score
functions, and various training strategies are im-
plemented as independent submodules. Thus, one
can easily assess the individual benefit of a novel
temporal embedding approach via our framework.
Additionally, we perform an extensive experimen-
tal study in which well-known temporal KG mod-
els are fine-tuned by popular training strategies and
a wide range of hyperparameter settings. The re-
ported results can be directly used for comparison
in future work.

2 Preliminaries and Related Work

2.1 Temporal Knowledge Graph Completion

Temporal knowledge graphs (tKGs) are multi-
relational, directed graphs with labeled times-
tamped edges between entities. Let £, R, and T
represent a finite set of entities, relations, and times-
tamps, respectively. Each fact can be denoted by
a quadruple ¢ = (eg, 1, €,, ), representing a times-
tamped and labeled edge between a subject entity
es € £ and an object entity e, € £ regarding a rela-
tion r € R at a timestamp ¢t € 7. Let F represents
the set of all quadruples that are facts, i.e., real
events in the world, the tKG completion (tKGC)
is the problem of inferring F based on a set of
observed facts O, which is a subset of F. Specifi-
cally, the task of tKGC is to predict either a missing
subject entity (7,7, e,,t) given the other three com-
ponents or a missing object entity (es, 7,7, t).

Our study focuses solely on temporal knowledge
graph embedding models for the completion task,
which do not exploit temporal knowledge graph
embedding models for the forecasting task (Trivedi
et al., 2017; Han et al., 2020b, 2021).

2.2 Temporal KG Embedding Models

A tKG embedding (tKGE) model embeds each en-
tity e € £ and relation » € R in a vector space.
To capture temporal aspects, each model either
embeds discrete timestamps into a vector space
or learns time-dependent representations for each
entity. Besides, each model has a score function

that takes the temporal information and the em-
beddings of the subject, relation, and object as
the input and computes a score for each potential
quadruple. The higher the quadruple score, the
more plausible it is considered to be true by the
model. Taking the object prediction as an example,
we consider all entities in £ and learn a score func-
tion ¢(es, r, €0,t) = f(es(t),r,e,(t)), for models
with TEEs and ¢(eg, 1, €,,t) = f(es,r,€,,t) for
models with TEs. The bold symbols denote the
embeddings of the corresponding entities, relation,
and time.

2.2.1 Temporal Embeddings

tKGE models differ in their temporal embeddings
and score functions. Temporal embedding ap-
proaches come in three categories: timestamp em-
beddings (TEs), where the models learn a represen-
tation for each discrete timestamp; time-dependent
entity embeddings (TEEs), where an entity embed-
ding function takes time and an entity as inputs
and provides a hidden representation as output;
and deep temporal representations (DTRs), where
the models incorporate time information into deep
learning frameworks.

The best known TE is the vanilla TE (abbrevi-
ated to T by its authors) proposed by Leblay and
Chekol (2018) where each timestamp is mapped
in the same vector space as entities and relations.
Later, Lacroix et al. (2020) introduced a new regu-
larization scheme to smooth the representation of
neighboring timestamps. Another well-known TE
is HyTE (Dasgupta et al., 2018), which associates
each timestamp with a corresponding hyperplane
and projects the embeddings of entities and rela-
tions onto timestamp-specific hyperplanes to incor-
porate temporal information in entity embeddings:

eit)=e; Lw;=¢; — (thei)wt.
e; represents the global embedding of entity e;, L
represents the projection operator, and w; repre-
sents the normal vector of the hyperplane associ-
ated with timestamp ¢.

A well-known variants of TEEs is the diachronic
entity embeddings (DE) proposed by Goel et al.
(2019) that defines the temporal embeddings of
entity e; at timestamp ¢ as

DE )2 [n] if1 <n<nd,
© (t) [n] N {aei [n] Sin(w&; [n]t + bei [n]) else.

"https://github.com/TemporalKGTeam/A_Unified_Framework_of_Temporal_Knowledge_Graph_Models )
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ePE(t)[n] denotes the n'" element of the embed-
dings of entity e; at time ¢. a.,, we,, be; are entity-
specific vectors with learnable parameters. The
first vd elements of the vector in Equation 1 cap-
ture static features, and the other (1 —)d elements
capture temporal features. ATiSE (Xu et al., 2019)
is another popular TEE that adds time information
into entity/relation representations by using addi-
tive time series decomposition, where the entity
representation is defined as

eMSE (1) = e; + e, Wit )
+ B, sin(2rwe,;t) + N (0, Xe,).

The term e; -+, we;t is the trend component where
the coefficient denotes the evolutionary rates, and
the vector w,, represents the corresponding evo-
lutionary direction. 3, sin(27wwe;t) is the corre-
sponding seasonal component, and the Gaussian
noise term N (0, X,) denotes the random compo-
nent. In principle, other temporal embedding ap-
proaches can also be converted into a probabilistic
approach by adding Gaussian noise. Thus, to fairly
compare with other temporal embeddings and sim-
plify our study, we do not take the noise term into
account. The representation of relations in ATiSE
is also time-dependent and defined similarly to the
entity representation.

A representative of DTRs is the TA-approach
(Garcia-Duran et al., 2018) that utilizes recurrent
neural networks to learn time-aware representa-
tions of relations. Specifically, the relation rep-
resentation is obtained by r74(t) = LST M (r,t),
where the timestamp (date) ¢ is tokenized into digits
(year, month, and day). The sequence of tempo-
ral tokens and the relation r is used as input to the
LSTM. In addition to the five PEs mentioned above,
we propose a new TEE where we learn a unique
temporal embedding function for all entities to in-
vestigate the overfitting problem of DE. We refer
to it as UTEE, which is defined as follows:

UTEE (i _ aln] ifl<n<~d,
i (t)[n] {a[n] sin(wn]t + b[n]) else.

where the amplitude vector a, frequency vector w,
and bias b are identical for all entities.

2.2.2 Score Functions

A large number of score functions have been devel-
oped for the KG completion task. A class of these
models is the translation-based approaches corre-
sponding to variations of TransE (Bordes et al.,

2013; Wang et al., 2014; Nguyen et al., 2016)
that models relations as a translation of subject
to object embeddings, i.e., sTTE (ey 7 e,) =
—||les + r — e,||2. Another line of work is bilinear
score functions (Nickel et al., 2011; Yang et al.,
2014; Trouillon et al., 2016; Kazemi and Poole,
2018) that define product-based functions over
embeddings, i.e., sPFSCAL(e 1 e,) = e/ Re,,
where relation matrix R € R?*¢ contain weights
r;,; that capture the interaction between the i-th
latent factor of e, and the j-th latent factor of e,.
Among the bilinear models, SimplE (Kazemi and
Poole, 2018) a simple yet fully expressive model
that represents each entity e; € £ by two vectors
e; s and e; ,. Depending on whether e; partici-
pates in a triple as the subject or object entity, ei-
ther e; 5 or e;, is used. To address the indepen-
dence of the two vectors for each entity, SimplE
takes advantage of reciprocal relations and uses
3((eis.T,€j0) + (€5, 171, €;,)) as the score of
(ei, 7, €;), where 7! is the reciprocal relation of .

In the rest of the paper, we examine the above
six temporal embeddings in terms of the two repre-
sentative score functions (TransE and SimplE) on
two benchmark tKG datasets. We refer to a specific
combination of temporal embedding approach and
score function as an interaction model.

2.3 Reciprocal Relations

Lacroix et al. (2018) and Dettmers et al. (2018) in-
troduced the use of reciprocal relation for training
knowledge graph embeddings. For every quadruple
(es,7, €0, 1) in the dataset, we add (e,, 7!, e, t),
where 7! denotes the reciprocal relation of 7. The
idea of reciprocal relations is to use separate scor-
ing functions for object prediction and subject pre-
diction. Reciprocal relations can help translation-
based approaches model symmetric patterns and
help bilinear approaches model anti-symmetric and
inverse patterns (Kazemi and Poole, 2018).

2.4 Related Work

Previous benchmarking studies (Kadlec et al.,
2017; Akrami et al., 2020; Rossi et al., 2021) only
focus on static knowledge graph models. For ex-
ample, Ruffinelli et al. (2020) and Ali et al. (2020)
realize a fair benchmarking by re-implementing
static KGE models and performing an extensive
empirical study with a massive search space. How-
ever, they do not take temporal knowledge graph
models into account. To this end, we provide a
unified framework that covers relevant tK GE mod-
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els and investigate the influence of temporal em-
beddings on model performance as well as other
components. To the best of our knowledge, this is
the first benchmarking study for tKGE models.

3 Experimental Study

In this section, we first introduce the design of
our unified framework that enables us to evaluate
a large set of different combinations of interac-
tion models, loss functions, regularization methods,
the usage of of explicitly modeling reciprocal rela-
tions and position-aware entity embeddings. Then
we split our experimental study into two parts. In
the first part, we examine six temporal embedding
methods combined with two representative score
functions by performing an extensive set of exper-
iments using advanced training strategies and a
wide range of hyperparameter settings via the uni-
fied framework. In the second part, we re-evaluate
various well-known tKG models from prior studies.
We provide evidence that several old tKG models
can obtain results competitive to or even better than
the SOTA when configured carefully. We present
the best configuration of each model and report its
best performance on each benchmark that future
research can directly use for comparison.

3.1 Composable Unified Framework

In the proposed framework, a tKGE model is con-
sidered as a composition of six modules that can
flexibly be combined: a temporal embedding layer,
a static embedding layer, a score function, a loss
function, a regularization method, and the usage
of reciprocal relations. In particular, the frame-
work can automatically optimize the embedding
method: the temporal embeddings can be either
combined with entity embeddings or relation em-
beddings or both; there are different ways to com-
bine static embeddings and temporal embeddings,
i.e., addition, concatenation and element-wise mul-
tiplication. The framework supports six temporal
embedding approaches as introduced in Section
2.2.1, seven score functions, i.e., TransE(Bordes
et al., 2013), SimplE(Kazemi and Poole, 2018),
DistMult(Yang et al., 2014), three loss functions
(MR, CE, and BCE), four regularization methods
(L1/L2/L3-norm , and dropout), and two initializa-
tion methods (Xavier uniform and Xavier normal).
For interaction models with TEs, a smoothness reg-
ularization for timestamp embeddings is applied,
enforcing neighboring timestamps to have close

representations (Lacroix et al., 2020). Additionally,
Kazemi and Poole (2018) distinguished an entity
between as a head or as a tail entity and learns
two embeddings for each entity, which we term
position-aware entity embedding and extend to all
interaction models. Position-aware entity embed-
dings can enhance the model’s expressiveness. For
example, it can help Distmult (Yang et al., 2014) to
model anti-symmetric relations: without it, all rela-
tions are enforced to be symmetric since (h, 7, ¢, T)
and (t,r, h, T) share the same score regardless of
properties of .

3.2 Experimental Setup

Datasets Integrated Crisis Early Warning Sys-
tem (ICEWS) (Boschee et al., 2015) dataset has
established itself in the research community as rep-
resentative samples of tKGs and has been widely
applied in recent tKG studies. The ICEWS dataset
contains information about political events with
specific time annotations, e.g. (Barack Obama,
visit, India, 2010-11-06). We apply our model
on two subsets of the ICEWS dataset: ICEWS14
contains events in 2014, and ICEWS11-14 corre-
sponds to the facts between 2011 to 2014. Besides,
we also used a subset of the Global Database of
Events, Language, and Tone (GDELT) (Leetaru
and Schrodt, 2013) dataset as a benchmark. To
make the extensive configuration search feasible,
we extracted a subset named GDELT-m10 consist-
ing of factual events in October, 2015. The statis-
tics and further details are provided in Appendix
C.

Hyperparameters We used a large hyperpa-
rameter search space to ensure that suitable
hyperparameters for each model can be cov-
ered. We consider seven embedding dimensions
{64,100, 128,256,512, 1024, 2048}. The learn-
ing rate can be randomly selected from (0,0.1].
We use separate weights for regularization of em-
beddings of entities, relations, and timestamps. A
detailed report of the search space is provided in
Appendix B.

Interaction models In the first part, we evaluate
six temporal embedding methods combined with
two representative score functions. The formulas of
these twelve interaction models are listed in Table
1. Additionally, we select DE-SimplE/TransE(Goel
et al., 2019), TNTComplEx(Lacroix et al., 2020),
ATiSE(Xu et al.,, 2019), TTransE(Leblay and
Chekol, 2018), TA-TransE (Garcia-Duran et al.,
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Table 1: Formulas of a given quadruple (e;, 7, e;,t).

e; s denotes the embedding of e; when the entity is the

subject while e; , denotes the embedding of e; when the entity is the object. In comparison, e; represents the
shared embedding of entity e; for both subject and object. t, r represent the embedding of timestamp ¢ and relation
r, respectively. L represents the projection operator. e;(t) denotes the temporal embedding of e; at t.

Temporal Embeddings ‘ TransE SimplE

T [le; +r+t—ej| L({eis. 1.t 50) + (&), 7L t €5 0))

DE lleP?(t) +r —eP" (1)l 3((€2F (1), x, el P (1) + (e (1), r ", elf (1))

UTEE eUTEE(r) 4 x — o TEE(r) | 3 UTEE (1), ., UTPE (1)) + (el TPE (1), x) el TEE (1))

HyTE lei Lwe+r Lw—e; Lw 1((61"5 Lwyr Lwejo L w4+ (ejs Lwe,r Lw e, L wy))
ATiSE Hef‘TiSE(t) + rA’[iSE(t) _ ej\’l‘iSE (f)H %((e’-ﬂ‘iSE(t)’ rA’l‘iSE(t)’ ejA;‘iSEu» 4 <eﬁz_szE(t)7 r—l,ATz‘SE(t)! efg'iSE(t»)
TA llei +x74(t) — el 3((eis, TTA(t), €50) + (€76, 1 TA(E), €40))

2018), and HyTE (Dasgupta et al., 2018) for the
second part of our study, which are the most famous
tKGE models.

Evaluation All models are evaluated on link pre-
diction task. For each test quadruple (s, 7, 0,t), we
create a subject prediction query (7,7, 0,t) and an
object prediction query (s, ,?,t). Taking the ob-
ject prediction as an example, all entities e; € £
are ranked according to the score s(s,r, e;,t). We
filter from the candidate list all the entities but the
ground truth that form a valid quadruple with s, 7,
and ¢, i.e., the quadruple occurs either in the train-
ing, validation, or test data. We report filtered Mean
Reciprocal Ranks (MRR) and Hits@1, 3, 10 aver-
aged over subject prediction and object prediction.
For detailed definitions please see Appendix A.

Computational resources and model selection.
We perform large-scale benchmarking with about
4000 experiments and 19000 GPU hours of com-
putation time. All experiments are run on NVIDIA
Tesla T4. For each dataset and interaction model,
we first randomly generate 40 different configura-
tions from the search space using the Ax frame-
work?. After the random hyperparameter search,
we search 60 new configurations based on Bayesian
optimization to tune the numerical hyperparame-
ters further. Each trial runs for 100 epochs, and
an early stopping strategy with a patience of 30
epochs is employed. We select the best-performing
configuration according to filtered MRR on vali-
dation data. The best configuration will be further
trained until its convergence.

3.3 Examining Temporal Embeddings

Performance in prior studies vs. in our study.
Table 3 shows the filtered MRR and filtered

“https://ax.dev/

Table 2: Selected hyperparameters of best performing
configurations of selected tKG models on ICEWS14.
A full description of hyperparameters are reported in
Table 12 in the appendix.

‘TTransE T-SimplE DE-TransE DE-SimplE

Emb. size 512 256 256 128
Ir. Te-3 9e-3 2e-3 4e-3
loss CE CE CE BCE
Reciprocal Yes Yes Yes Yes
Position-aware ent. emb. Yes Yes Yes Yes

Hits@1/3/10 on test data of various temporal em-
beddings on ICEWS14 and ICEWS11-14 datasets.
We found that the relative performance differences
between various temporal embeddings often shrink
and sometimes even reverse compared to published
results. For example, T-TransE was first run on
ICEWS14 by (Garcia-Duran et al., 2018), achiev-
ing a filtered MRR of 25.5%. This number is
relatively low compared to today’s standards. In
comparison, T-TransE achieves a superior MRR
of 55.3% in our study, which has been improved
significantly. Studies that report the lower per-
formance number of T-TransE (i.e., 25.5%) thus
do not fairly compare the temporal embedding ap-
proaches. Similar remarks hold for DE-TransE and
HyTE-TransE. (Goel et al., 2019) proposed DE-
TransE and report an MRR of 32.6% on ICEWS14
while it achieves an MRR of 50.8 % in our study.
Similarly, the achieved MRR of HyTE-TransE
on ICEWSI14 is 42.9% in our study, which sig-
nificantly improves the reported results (29.7%)
in previous studies (Goel et al., 2019; Sadeghian
et al., 2021). The results suggest that the perfor-
mance of old temporal embedding approaches can
be largely improved by advanced training strate-
gies and hyperparameter-tuning, which may ac-
count for a large fraction of the progress made in
recent years. Figure 1 shows the distribution of
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Table 3: Link prediction results of six temporal embedding approaches with two representative score functions on
ICEWS datasets: MRR (%) and Hits@1/3/10 (%). The best results in group are in bold.

| ICEWS11-14

‘ TransE ‘ SimplE

Temporal Embeddings ‘ MRR Hits@1 Hits@3 Hits@10 ‘ MRR Hits@1 Hits@3 Hits@10 ‘ MRR Hits@l Hits@3 Hits@10 ‘ MRR

Hits@l Hits@3 Hits@10

Dataset | ICEWS14

Score function ‘ TransE ‘ SimplE
T 553 43.7 62.7 76.5 539 43.9 59.4
DE 50.8 38.7 59.0 724 539 425 61.2
UTEE 52.6 40.5 60.3 74.7 537 425 60.8
HyTE 479 35.8 54.1 71.8 52.3 41.9 58.9
ATiSE 47.1 34.7 53.8 71.2 46.6 34.7 534
TA 223 14.4 25.0 37.5 37.1 253 422

73.0 57.8 46.0 65.5 79.5 60.2 51.3 65.2 75.5
74.6 54.1 42.1 60.9 77.1 54.2 423 61.0 67.8

74.8 55.2 43.0 63.3 71.5 56.1 452 62.9 76.4
71.4 48.2 363 54.1 72.0 54.9 43.1 61.7 77.4
69.7 51.0 38.8 57.7 745 49.3 375 56.1 722

61.4 263 183 28.6 43.0 334 24.0 37.6 512

Table 4: Link prediction results of six temporal em-
bedding approaches with two representative score func-
tions on the GDELT-m10 dataset: MRR (%) and
Hits@1/3/10 (%). The best results in group are in bold.

Dataset | GDELT-m10

Score function | TransE | SimplE

Temporal Embeddings ‘ MRR Hits@1 Hits@3 Hits@10 ‘ MRR Hits@l Hits@3 Hits@10
T 316 227 34.0 48.9 30.8 21.6 335 48.8
DE 25.9 17.1 28.1 43.0 34.4 24.9 375 53.0
UTEE 26.1 16.9 28.3 44.1 28.5 18.9 30.9 474
HyTE 30.8 21.9 332 483 27.4 17.8 29.9 46.9
ATiSE 253 16.7 27.3 421 29.6 20.6 322 473
TA 11.6 1.0 16.1 29.8 19.9 12.4 21.1 343

filtered MRR for each model on ICEWS14. Each
distribution consists of 100 different hyperparam-
eter configurations. We can see that some models
show a wide dispersion, and only very few configu-
rations achieve good results. Generally, the impact
of the hyperparameter choice is more pronounced
on TransE-based models (higher variance) than on
SimplE-based models. The hyperparameters of
the best performing models are reported in Table
2 (selected hyperparameters) and Table 12 in the
appendix (all parameters). Perhaps unsurprisingly,
we find that the optimum choice of hyperparame-
ters is often model- and dataset-dependent. Thus, a
grid search on a small search space is not suitable
to compare model performance because the result
may be considerably affected by the specific grid
points being used. Besides, we find that the use
of reciprocal relations (RR) and position-aware
entity embeddings (PEE) often improve model per-
formance. To investigate their impacts, we conduct
ablation studies where we do not use RR (or PEE)
and keep other hyperparameters same to the best
configuration. We report the reduction of filtered
metrics in Table 5, which confirms our findings.

TE vs. TEE Since the timestamp embeddings
(TE) are independent of entities, they can only cap-
ture global patterns at each timestamp. In com-
parison, the time-dependent entity embedding ap-
proaches (DE, ATiSE) learn entity-specific tempo-
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Figure 1: Distribution of filtered MRR (%) on
ICEWS14 over the hyperparameter configurations ex-
plored in our study.

ral functions (e.g., frequency, amplitude, etc.) as
shown in Equation 1 and 2. The time-dependent
entity embeddings are expected to capture entity-
specific temporal features, and thus, being more
expressive. However, we see that the simple
timestamp embedding approach (T) proposed by
(Leblay and Chekol, 2018) achieves overall the
best performance. In particular, it outperforms
the time-dependent entity embedding approaches
(DE, ATiSE), which is in contrast to the common
belief. Table 6 provides the number of learnable
parameters of each model, showing that the inter-
action model with timestamp embeddings (T) has
significantly fewer model parameters than time-
dependent entity embeddings (DE, ATiSE). We
argue that the existing time-dependent entity em-
beddings are overfitting to temporal signals. To
this end, we propose the unique time-dependent en-
tity embeddings (UTEE), where we learn a unique
(global) entity embedding function for all entities to
investigate the overfitting problem of DE. In other
words, all entities have the same temporal embed-
ding part. Notably, the model parameter of DE is
often more than three times than UTEE. As shown
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Table 5: Impact of reciprocal relations and position-aware entity embeddings on ICEWS14. The number in paren-
thesis shows the performance reduction if the best configuration doesn’t use the reciprocal relation or position-

aware embeddings.

with/without reciprocal relation

with/without position-aware entity embeddings

Models MRR(%) Hits@1(%) Hits@3(%) Hits@10(%) MRR(%) Hits@1(%) Hits@3(%) Hits@10(%)
T-TransE 51.7(-3.6) 39.4(-43)  59.1(-3.6) 75.0(-1.5)  31.2(-24.1) 10.6(-33.1) 44.8(-17.9)  68.4(-8.1)
HyTE-TransE ~ 40.1(-7.0)  28.4(-9.9) 44.9(-12.2) 643(-7.7)  27.7(-19.4) 9.6(-32.3)  38.2(-20.7)  62.2(-7.5)
HyTE-SimplE  41.2(-11.1) 28.9(-13.0) 47.3(-11.6)  65.4(-4.3) 51.2(-1.1)  40.9(-1.0)  57.7(-1.2) 70.2(-1.2)

in Table 3, the UTEE achieves competitive or even
better performance with both translation-based and
bilinear score functions on both datasets. Addi-
tionally, Table 4 shows the evaluation metrics on
the GDELT-m10 dataset. Compared to the ICEWS
datasets, the number of entities and relations on
GDELT-m10 is much fewer while the amount of
timestamped edges is about three times more than
the ICEWS14 dataset. Thus, the data sparsity is-
sue is alleviated in the GDELT-m10 dataset. Since
TEE approaches need dense data for training, their
performance has been improved on the GDELT-
m10 dataset, which is better than TEs. The results
suggest that even though DE has theoretical full
expressiveness and provides more freedom degrees
of the temporal movements of each entity represen-
tation, their performance would deteriorate signifi-
cantly on sparse data. We tried to add regularization
to entity-specific parameters, e.g., amplitude and
frequency, and adjust the portion v of the tempo-
ral embeddings. However, there are no significant
improvements. Thus, the time-dependent entity
embeddings need to be revisited to realize their
theoretical expressiveness.

Table 6: Model parameters number: million (M).

Dataset ICEWS14 ICEWS11-14 GDELT-m10

Score function TransE SimplE TransE SimplE TransE SimplE
T 7.72M  386M  7.89M  394M  0.55M  0.55M
UTEE 7.54M  377M  2857M  7.14M  0.55M  0.55M
DE 162M  12.0IM 1845M 146M 0.82M 2.11M
HyTE 3.86M  3.86M 1.54M  394M 0.55M 0.27M
ATiSE 189M  472M  894M  698M  0.67M  0.67TM
TA 0.78M  0.78M 0.5M 0.5M 0.22M  0.22M

Findings on other temporal embeddings. Be-
sides, we find HyTE is sensitive to the choice of
score functions. With the translation-based score
function (TransE), HyTE only achieves a relatively
low number by today’s standards while it obtains
a competitive number with the bilinear score func-
tion (SimplE). This suggests that the score function
has a considerable impact on model performance
and may account for a large fraction of the progress.

Thus, if a new temporal embedding technique is
proposed, it should be evaluated on different score
functions to assess its benefits. Additionally, we see
that the TA-approach (Garcia-Durén et al., 2018)
achieves overall relatively low numbers by today’s
standards, showing its limited capacity. Moreover,
we find that the performance of ATiSE consider-
ably deteriorates in our study compared to the prior
study. The difference is that we do not cover the
Gaussian noise component in our study. This result
suggests that taking temporal uncertainty into ac-
count would significantly improve the tKG models.
Thus, it is worth extending other deterministic KG
models into probabilistic approaches.

3.4 Benchmarking tKGE Models

Table 7: Link prediction results of well-known tKG
models on ICEWS14. The number outside the paren-
theses is the performance achieved in our study. The
number in the parentheses is the best performance
results obtained in prior studies. We list the refer-
ences indicate where the performance number was
reported: TTransE/TA-TransE (Garcia-Durédn et al.,
2018), HyTE/DE-TransE/DE-SimplE (Goel et al,
2019), TNTComplEx (Lacroix et al., 2020), ATiSE
(Xu et al., 2019). For ATiSE and HyTE, we use the
same score function (KL divergence and TransE, re-
spectively) as reported in their original papers.

Models MRR (%) Hits@1 (%) Hits@10 (%)
TTransE 55.3(25.5) 43.7(7.4) 76.5(60.1)
HyTE 47.9(29.7)  35.8(10.8) 71.8(65.5)
DE-TransE 50.8(32.6) 38.7(12.4) 72.4(68.6)
DE-SimplE 53.9(52.6) 42.5(41.8) 74.6(72.5)
ATiSE 55.1(55.0) 42.5(43.6) 75.0(75.0)
TNTComplEx  60.6(62) 51.6(52) 77.3(76)
TA-TransE 26.3(27.5) 18.3(9.5) 43.0(62.5)

Table 7 depicts the best performance of well-
known tKGE models from prior studies (numbers
in the parentheses) and that found in our study
(numbers outside the parentheses). The configu-
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ration of the best performing models are reported
in Table 13 in the appendix. First, we find that
the performance of a single model can vary wildly
across studies. For example, DE-TransE, T-TransE,
and HyTE have been significantly improved using
advanced training strategies and hyperparameter-
tuning. Besides, we see that some recent models
cannot consistently outperform old models in con-
trast to the conclusion in prior studies. In particular,
T-TransE, which constitutes one of the first tKGE
models, achieves results competitive to advanced
models, i.e., ATiSE and DE-SimplE, in our study.
Even compared to TNTComplEx, which is a very
large models with 25.12 million learnable parame-
ters (3 times more than TTransE), the performance
difference is not large. We provide explanation for
the performance gap between our study and prior
study regarding TA-TransE and TNTComplEx in
Appendix D.

4 Conclusion

We assess well-known temporal embeddings of
tKGE models via an extensive experimental study.
We found that when trained appropriately, the naive
timestamp embedding approach performs simi-
larly or even outperforms the more advanced time-
dependent entity embedding (TEE) approaches,
which is in contrast to the results in prior stud-
ies. We contribute to the community in at least
two ways: i) we provide a unified framework to
enable an insightful assessment for novel temporal
embedding approaches; i7) reveal the weakness of
TEE approaches.
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Figure 2: Exemplary temporal KG: nodes represent
entities and edges their respective relations.

Appendix

Table 8: Link prediction results of well-known tem-
poral KG models on ICEWS11-14: MRR (%) and
Hits@1/3/10 (%).

Models MRR Hits@1 Hits@3 Hits@10
TTransE 57.8 46.0 65.5 79.5
HyTE 49.8 37.6 56.2 74.0
DE-TransE 54.1 42.1 60.9 77.1
DE-SimplE 54.2 423 61.0 67.8
TNTComplEx  63.5 55.4 68.5 78.8
ATiSE 53.3 40.3 61.4 77.9

A Evaluation Metrics

For each test quadruple (es, 7, €,,t), wWe create a
subject prediction query (7,7, e,, t) and an object
prediction query (eg,r, 7, t). Let 1., and 1), rep-
resent the rank for ground truth subject e; and
ground truth object e, of the subject prediction
query and object prediction query, respectively.
We evaluate our models using standard metrics
across the link prediction literature: mean recipro-
cal rank (MRR): m qugtest(w—:; + ﬁ) and
HitsQk(k € {1,3,10}): the percentage of times
that the true entity candidate appears in the top k
of ranked candidates.

There are two common filtering settings. The
first one is following the ranking technique de-
scribed in (Bordes et al., 2013), where we remove
from the list of corrupted triples all the triples that
appear either in the training, validation, or test set.
We name it static filtering. Trivedi et al. (2017), Jin
et al. (2019), and Zhu et al. (2020) use this filtering
setting for reporting their results on temporal KG
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Figure 3: Distribution of filtered MRR (%) on
ICEWS11-14 over the hyperparameter configurations
explored in our study.

forecasting. However, this filtering setting is not
appropriate for evaluating the link prediction on
temporal KGs. For example, there is a test quadru-
ple (Barack Obama, visit, India, 2015-01-25), and
we perform the object prediction (Barack Obama,
visit, 7, 2015-01-25). We have observed the quadru-
ple (Barack Obama, visit, Germany, 2013-01-18)
in training set. According to the static filtering,
(Barack Obama, visit, Germany) will be considered
as a genuine triple at the timestamp 2015-01-25
and will be filtered out because the triple (Barack
Obama, visit, Germany) appears in the training set
in the quadruple (Barack Obama, visit, Germany,
2015-01-18). However, the triple (Barack Obama,
visit, Germany) is only temporally valid on 2013-
01-18 but not on 2015-01-25. To this end, another
filtering scheme was introduced, which is more ap-
propriate for the link forecasting task on temporal
KGs. We name it time-aware filtering. In this case,
we only filter out the triples that are genuine at
the timestamp of the query. In other words, if the
triple (Barack Obama, visit, Germany) does not
appear at the query time of 2015-01-25, the quadru-
ple (Barack Obama, visit, Germany, 2015-01-25)
is considered as corrupted. In this paper, we focus
on time-aware filtering.

B Additional Information of
Hyperparameter Search Space

Loss functions Various loss functions are used
in training temporal knowledge graphs. Dasgupta
et al. (2018); Leblay and Chekol (2018) used mar-
gin ranking (MR) loss for training, where each pair
consists of a positive quadruple and one of its neg-
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ative quadruple. The margin 7 is a hyperparameter.
Goel et al. (2019); Garcia-Duran et al. (2018) treat
the entity prediction task as a categorical classifi-
cation problem and utilize the cross entropy (CE)
loss to align the model distribution and the data dis-
tribution. Han et al. (2020a) proposed to use binary
cross entropy (BCE) loss that applies a sigmoid
function to the score of each positive or negative
quadruples and takes the cross entropy between
the resulting probability and that quadruple’s label
as the loss. It has been shown in (Ruffinelli et al.,
2020; Mohamed et al., 2019) that the loss func-
tion has a significant impact on the performance
of static KGE models. To provide additional ev-
idence on temporal KGE models, we search the
best choice of loss functions for each model on
each dataset.

Regularization methods L2 regularization is
widely used in literature (Leblay and Chekol, 2018).
Besides, (Dasgupta et al., 2018) proposed to use L1-
norm in the regularization term. And (Lacroix et al.,
2020) used L3-norm for CP-decomposition. Addi-
tionally, (Lacroix et al., 2020) proposed a smooth-
ness regularization for timestamp embeddings that
enforce neighboring timestamps to have close rep-
resentations. Moreover, (Goel et al., 2019) used
dropout in its hidden layers. AiTSE normalized the
static embeddings e;, the trend component w,, to
unit norm after each update.

Other hyperparameters For models with di-
achronic entity embedding as its temporal encoding
heads, we extend the static feature ratio as an ex-
tra searchable hyperparameter. The negative sam-
ple ratio of the negative sampling policy is 500.
Namely, for each positive sample (s, p, o, t), we
corrupt the subject and object entity via uniformly
sampling from T, where T' = {(s',p,0,t)|s' €
E\s} U ({(¢,p,0,t)|t' € E\o}. We set our batch
size to be 512. Besides, since Adam (Kingma and
Ba, 2014) optimizer performs well for the major-
ity of the models (Ali et al., 2020), we decided to
progress only with Adam in order to reduce the
computational costs. Additionally, for translational
models, we set the margin  to be 100 in the score
function.

C Datasets

Dataset statistics including subset split information
are described in Table 11. We follow the data pre-
processing method used in the original papers. For

Table 9: The average runtime of each training epoch:
seconds (s).

Dataset ICEWS14 ICEWS11-14 GDELT-m10
Score function TransE SimplE TransE SimplE TransE SimplE
T 99s 64s 80s 105s 290s 321s
UTEE- 128s 75s 450s 262s 1230s 638s
DE- 196s 145s 375s 302s 438s 518s
HyTE- 208s 212s 146s 105s 360s 382s
ATiSE- 317s 75s 212s 175s 380s 390s
TA- 730s 365s 730s 365s 2696s 3751s

example, DE-SimplE (Goel et al., 2019) takes the
date (day/month/year) as timestamp input while
AiTSE (Xu et al., 2019) converts dates into consec-
utive integers.

D Reproducibility Studies

We were not able to reproduce the results of TA-
TransE on ICEWS14. A reason might be differ-
ences in the implementation details of the frame-
works used to train and evaluate the models. Since
there exists no official implementation for TA-
TransE, it is not possible to check the implementa-
tion difference. Also, Garcia-Durén et al. (2018)
did not report the full setup, which impedes the
reproduction of results. For example, the regular-
ization method and initialization method have not
been reported, which can have a significant effect
on the results.

Lacroix et al. (2020) provides an official imple-
mentation of TNTComplEx. However, we were
not able to reproduce the same metric number as
reported in their paper. Similarly, Sadeghian et al.
(2021) also did not successfully reproduce the re-
sults of TNTComplEx. The initialization of the
embeddings might be a reason.

E Average Runtime of each Approach

Table 9 shows the average runtime of each training
epoch for each interaction model.
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Table 10: Hyperparameter search space used in our study.

Hyperparameter

Search space

Embedding
Embedding dimension
Embedding initialization
Training
Reciprocal relation
Position-aware entity embeddings

{64, 100, 128, 256, 512, 1024, 2048}
{ Xavier Uniform, Xavier Normal }

{True, False}
{True, False}

Loss function {CE, BCE, MR}
Learning rate (0.0, 0.1]
Regularization
Entity regularization type {None, L1, L2, L3}
Entity regularization weight (0.0, 0.1]
Relation regularization type {None, L1, L2, L3}
Relation regularization weight (0.0, 0.1]
Timestamp smoothness regularization weight (0.0, 0.1]
Dropout [0.0, 0.6]
Data set Nirain  Nyatid  Ntest Nret Ntimestamp Time granularity

ICEWS14 72826 8941 8963
ICEWSI11-14 118766 14859 14756 6738
GDELT-m10 221132 27608 27926

230 365 day
235 1461 day
20 30 day

Table 11: Dataset Statistics
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Chapter 6

DyERNIE: Dynamic Evolution of
Riemannian Manifold Embeddings
for Temporal Knowledge Graph

Completion.

This chapter contains the publication
DyERNIE: Dynamic Evolution of Riemannian Manifold Embeddings for Temporal
Knowledge Graph Completion. In Proceedings of the Conference on Empirical Meth-
ods in Natural Language Processing (EMNLP), Virtual Conference, Nov 2020. DOI:
10.18653/v1/2020.emnlp-main.593.
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Abstract

There has recently been increasing interest
in learning representations of temporal knowl-
edge graphs (KGs), which record the dynamic
relationships between entities over time. Tem-
poral KGs often exhibit multiple simultane-
ous non-Euclidean structures, such as hierar-
chical and cyclic structures. However, exist-
ing embedding approaches for temporal KGs
typically learn entity representations and their
dynamic evolution in the Euclidean space,
which might not capture such intrinsic struc-
tures very well. To this end, we propose Dy-
ERNIE, a non-Euclidean embedding approach
that learns evolving entity representations in a
product of Riemannian manifolds, where the
composed spaces are estimated from the sec-
tional curvatures of underlying data. Product
manifolds enable our approach to better re-
flect a wide variety of geometric structures on
temporal KGs. Besides, to capture the evo-
lutionary dynamics of temporal KGs, we let
the entity representations evolve according to
a velocity vector defined in the tangent space
at each timestamp. We analyze in detail the
contribution of geometric spaces to represen-
tation learning of temporal KGs and evaluate
our model on temporal knowledge graph com-
pletion tasks. Extensive experiments on three
real-world datasets demonstrate significantly
improved performance, indicating that the dy-
namics of multi-relational graph data can be
more properly modeled by the evolution of em-
beddings on Riemannian manifolds.

1 Introduction

Learning from relational data has long been con-
sidered as a key challenge in artificial intelligence.
In recent years, several sizable knowledge graphs
(KGs), e.g. Freebase (Bollacker et al., 2008) and
Wikidata (Vrandeci¢ and Krotzsch, 2014), have

*Corresponding author.

peng.chen@tum.de
volker.tresp@siemens.com

been developed that provide widespread availabil-
ity of such data and enabled improvements to a
plethora of downstream applications such as rec-
ommender systems (Hildebrandt et al., 2019) and
question answering (Zhang et al., 2018). KGs are
multi-relational, directed graphs with labeled edges,
where each edge corresponds to a fact and can be
represented as a triple, such as (John, lives in, Van-
couver). Common knowledge graphs are static and
store facts at their current state. In reality, however,
multi-relational data are often time-dependent. For
example, the political relationship between two
countries might intensify because of trade fights.
Thus, temporal knowledge graphs were introduced,
such as ICEWS (Boschee et al., 2015) and GDELT
(Leetaru and Schrodt, 2013), that capture temporal
aspects of facts in addition to their multi-relational
nature. In these datasets, temporal facts are repre-
sented as a quadruple by extending the static triplet
with a timestamp describing when these facts oc-
curred, i.e. (Barack Obama, inaugurated, as presi-
dent of the US, 2009). Since real-world temporal
KGs are usually incomplete, the task of link predic-
tion on temporal KGs has gained growing interest.
The task is to infer missing facts at specific time-
stamps based on the existing ones by answering
queries such as (US, president, ?, 2015).

Many facts in temporal knowledge graphs in-
duce geometric structures over time. For instance,
increasing trade exchanges and economic coopera-
tion between two major economies might promote
the trade exports and economic growths of a series
of countries in the downstream supply chain, which
exhibits a tree-like structure over time. Moreover,
an establishment of diplomatic relations between
two countries might lead to regular official visits
between these two countries, which produces a
cyclic structure over time. Embedding methods in
Euclidean space have limitations and suffer from
large distortion when representing large-scale hier-
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archical data. Recently, hyperbolic geometry has
been exploited in several works (Nickel and Kiela,
2017; Ganea et al., 2018) as an effective method
for learning representations of hierarchical data,
where the exponential growth of distance on the
boundary of the hyperbolic space naturally allows
representing hierarchical structures in a compact
form. While most graph-structured data has a wide
variety of inherent geometric structures, e.g. par-
tially tree-like and partially cyclical, the above stud-
ies model the latent structures in a single geometry
with a constant curvature, limiting the flexibility
of the model to match the hypothetical intrinsic
manifold. Thus, using a product of different con-
stant curvature spaces (Gu et al., 2018) might be
helpful to match the underlying geometries of tem-
poral knowledge graphs and provide high-quality
representations.

Existing non-Euclidean approaches for knowl-
edge graph embeddings (Balazevic et al., 2019;
Kolyvakis et al., 2019) lack the ability to cap-
ture temporal dynamics available in underlying
data represented by temporal KGs. The difficulty
with representing the evolution of temporal KGs
in non-Euclidean spaces lies in finding a way to
integrate temporal information to the geometric rep-
resentations of entities. In this work, we propose
the dynamic evolution of Riemannian manifold
gmbaidings (DyERNIE), a theoretically founded
approach to embed multi-relational data with dy-
namic relationships on a product of Riemannian
manifolds with different curvatures. To capture
both the stationary and dynamic characteristics of
temporal KGs, we characterize the time-dependent
representation of an entity as movements on man-
ifolds. For each entity, we define an initial em-
bedding (at ¢y) on each manifold and a velocity
vector residing in the tangent space of the initial
embedding to generate a temporal representation
at each timestamp. In particular, the initial embed-
dings represent the stationary structural dependen-
cies across facts, while the velocity vectors capture
the time-varying properties of entities.

Our contributions are the following: (i) We intro-
duce Riemannian manifolds as embedding spaces
to capture geometric features of temporal KGs. (ii)
We characterize the dynamics of temporal KGs as
movements of entity embeddings on Riemannian
manifolds guided by velocity vectors defined in the
tangent space. (iii) We show how the product space
can be approximately identified from sectional cur-

vatures of temporal KGs and how to choose the di-
mensionality of component spaces as well as their
curvatures accordingly. (iv) Our approach signifi-
cantly outperforms current benchmarks on a link
prediction task on temporal KGs in low- and high-
dimensional settings. (v) We analyze our model’s
properties, i.e. the influence of embedding dimen-
sionality and the correlation between node degrees
and the norm of velocity vectors.

2 Preliminaries

2.1 Riemannian Manifold

An n-dimensional Riemannian manifold M" is a
real and smooth manifold with locally Euclidean
structure. For each point x € M?"”, the metric
tensor g(x) defines a positive-definite inner product
g(x) = (ot TM™ X TeM™ — R, where
TxM™ is the tangent space of M" at x. From
the tangent space 7xM", there exists a mapping
function expy(v) : TxM"™ — M" that maps a
tangent vector v at x to the manifold, also known as
the exponential map. The inverse of an exponential
map is referred to as the logarithm map log,(-).

2.2 Constant Curvature Spaces

The sectional curvature K (7x) is a fine-grained no-
tion defined over a two-dimensional subspace 7 in
the tangent space at the point x (Berger, 2012). If
all the sectional curvatures in a manifold M"™ are
equal, the manifold then defined as a space with a
constant curvature K. Three different types of con-
stant curvature spaces can be defined depending on
the sign of the curvature: a positively curved space,
a flat space, and a negatively curved space. There
are different models for each constant curvature
space. To unify different models, in this work, we
choose the stereographically projected hypersphere
S’ for positive curvatures (/X > 0), while for neg-
ative curvatures (X < 0) we choose the Poincaré
ball P, which is the stereographic projection of
the hyperboloid model:

% ={xeR": {(x,x), > -1/K}
E" =R, if K = 0
% ={xeR": (x,x), < -1/K}

M =

Both of the above spaces Si and Px are equipped
with the Riemannian metric: ¢5%x = g¢bx =
(AE)24E, which is conformal to the Euclidean met-
ric g® with the conformal factor A\ = 2/(1 +
K||x||3) (Ganea et al., 2018). As explained in
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(Skopek et al., 2019), Sk and Px have a suitable
property, namely the distance and the metric ten-
sors of these spaces converge to their Euclidean
counterpart as the curvature goes to 0, which makes
both spaces suitable for learning sign-agnostic cur-
vatures.

2.3 Gyrovector Spaces

An important analogy to vector spaces (vector ad-
dition and scalar multiplication) in non-Euclidean
geometry is the notion of gyrovector spaces (Un-
gar, 2008). Both the projected hypersphere and
the Poincaré ball share the following definition of
Mébius addition:

XPry =
(1-2K{x,y), — Kllyll3)x + (1 + K|[x][3)y
1 — 2K (x,y), + K2||x[3]|yl]3

where we denote the Euclidean norm and inner
product by || - || and (-, -),, respectively. Skopek
et al. (2019) show that the distance between two
points in S or Px is equivalent to their variants
in gyrovector spaces, which is defined as

2

dpmy (%,y) = mtan?(lelH—X@KY\b),

where tang = tan if X > 0 and tang = tanh
if K < 0. The same gyrovector spaces can be
used to define the exponential and logarithmic
maps in the Poincaré ball and the projected hy-
persphere. We list these mapping functions in Ta-
ble 8 in the appendix. As Ganea et al. (2018) use
the exponential and logarithmic maps to obtain the
Mobius matrix-vector multiplication: M ®x x =
expll (M logk (x)), we reuse them in hyperbolic
space. This operation is defined similarly in pro-
jected hyperspherical space.

2.4 Product Manifold

We further generalize the embedding space of la-
tent representations from a single manifold to a
product of Riemannian manifolds with constant
curvatures. Consider a sequence of Riemannian
manifolds with constant curvatures, the product
manifold is defined as the Cartesian product of &k
component manifolds M™ = X le/\/l?gz where
n; 1s the dimensionality of the ¢—th component,
and K; indicates its curvature, with choices M’}gﬁ €
{P%,,E"i, S 3. We call {(n;, k;) k | the signa-
ture of a product manifold. Note that the nota-
tion E™ is redundant in Euclidean spaces since

the Cartesian product of Euclidean spaces with dif-
ferent dimensions can be combined into a single
space, i.e. E®" = X le [E™i. However, this equality
does not hold in the projected hypersphere and the
Poincaré ball. For each point x € M"™ on a product
manifold, we decompose its coordinates into the
corresponding coordinates in component manifolds
x = (xM, ..., x®), where x() € M . The dis-
tance function decomposes based on its definition
A (x,y) = Sk di/t’}g‘, (x®,y@). Similarly,
we decompose the metric 3[ensor, exponential and
logarithmic maps on a product manifold into the
component manifolds. In particular, we split the
embedding vectors into parts x(%), apply the desired
operation on that part f}?ﬁ (x(i)), and concatenate
the resulting parts back (Skopek et al., 2019).

2.5 Temporal Knowledge Graph Completion

Temporal knowledge graphs (KGs) are multi-
relational, directed graphs with labeled times-
tamped edges between entities. Let £, P, and T
represent a finite set of entities, predicates, and
timestamps, respectively. Each fact can be denoted
by a quadruple g = (e, p, €,,t), where p € P rep-
resents a timestamped and labeled edge between a
subject entity e; € £ and an object entity e, € £
at a timestamp t € 7. Let F represents the set
of all quadruples that are facts, i.e. real events in
the world, the temporal knowledge graph comple-
tion (tKGC) is the problem of inferring F based
on a set of observed facts O, which is a subset of
F. To evaluate the proposed algorithms, the task
of tKGC is to predict either a missing subject en-
tity (7, p, e,,t) given the other three components
or a missing object entity (es, p, 7, t). Taking the
object prediction as an example, we consider all
entities in the set £, and learn a score function
¢:ExPxExT — R. Since the score function
assigns a score to each quadruple, the proper object
can be inferred by ranking the scores of all quadru-
ples {(es, p, €o,,1), €0, € £} that are accompanied
with candidate entities.

3 Related work

3.1 Knowledge Graph Embedding

Static KG Embedding Embedding approaches
for static KGs can generally be categorized into
bilinear models and translational models. The bi-
linear approaches are equipped with a bilinear score
function that represents predicates as linear trans-
formations acting on entity embeddings (Nickel
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et al., 2011; Trouillon et al., 2016; Yang et al.,
2014; Ma et al., 2018a). Translational approaches
measure the plausibility of a triple as the distance
between the translated subject and object entity em-
beddings, including TransE (Bordes et al., 2013)
and its variations (Sun et al., 2019; Kazemi and
Poole, 2018). Additionally, several models are
based on deep learning approaches (Dettmers et al.,
2018; Schlichtkrull et al., 2018; Hildebrandt et al.,
2020) that apply (graph) convolutional layers on
top of embeddings and design a score function as
the last layer of the neural network.

Temporal KG Embedding Recently, there have
been some attempts of incorporating time informa-
tion in temporal KGs to improve the performance
of link prediction. Ma et al. (2018b) developed
extensions of static knowledge graph models by
adding a timestamp embedding to the score func-
tions. Also, Leblay and Chekol (2018) proposed
TTransE by incorporating time representations into
the score function of TransE in different ways.
HyTE (Dasgupta et al., 2018) embeds time infor-
mation in the entity-relation space by arranging a
temporal hyperplane to each timestamp. The num-
ber of parameters of these models scales with the
number of timestamps, leading to overfitting when
the number of timestamps is extremely large.

3.2 Graph Embedding Approaches in
non-Euclidean Geometries

There has been a growing interest in embedding
graph data in non-Euclidean spaces. Nickel and
Kiela (2017) first applied hyperbolic embedding
for link prediction to the lexical database WordNet.
Since then, hyperbolic analogs of several other ap-
proaches have been developed (De Sa et al., 2018;
Tifrea et al., 2018). In particular, Balazevic et al.
(2019) proposed a translational model for embed-
ding multi-relational graph data in the hyperbolic
space and demonstrated advancements over state-
over-the-art. More recently, Gu et al. (2018) gen-
eralized manifolds of constant curvature to a prod-
uct manifold combining hyperbolic, spherical, and
Euclidean components. However, these methods
consider graph data as static models and lack the
ability to capture temporally evolving dynamics.

4 Temporal Knowledge Graph
Completion in Riemannian Manifold

Entities in a temporal KG might form different ge-
ometric structures under different relations, and

these structures could evolve with time. To cap-
ture heterogeneous and time-dependent structures,
we propose the DyERNIE model to embed enti-
ties of temporal knowledge graphs on a product of
Riemannian manifolds and model time-dependent
behavior of entities with dynamic entity represen-
tations.

4.1 Entity Representation

In temporal knowledge graphs, entities might have
some features that change over time and some
features that remain fixed. Thus, we represent
the embedding of an entity e; € & at instance
¢t with a combination of low-dimensional vectors
ej(t) = (e (t),.... el (1)) with &/ () € M,
where M7 e {Py 8", S} } is the i-th compo-
nent manifold, K; and n; denote the curvature and
the dimension of this manifold, respectively. Each
component embedding eg-l) (t) is derived from an
initial embedding and a velocity vector to encode
both the stationary properties of the entities and
their time-varying behavior, namely

e§i) (t) = exp{){i <log£(i (é§i)) + ve@t) , (D)
J

where égi) € M?(ZL represents the initial embedding

that does not change over time. vV o) € ’76/\/1%

represents an entity-specific Velocitijector that is
defined in the tangent space at origin 0 and cap-
tures evolutionary dynamics of the entity e; in its
vector space representations over time. As shown
in Figure 1 (a), we project the initial embedding
to the tangent space 76/\/17;;1_ using the logarithmic

map log{fi and then use a velocity vector to obtain
the embedding of the next timestamp. Finally, we
project it back to the manifold with the exponen-
tial map exp{fi. Note that in the case of Euclidean
space, the exponential map and the logarithmic
map are equal to the identity function. By learn-
ing both the initial embedding and velocity vector,
our model characterizes evolutionary dynamics of
entities as movements on manifolds and thus pre-
dict unseen entity interactions based on both the
stationary and time-varying entity properties.

4.2 Score Function

Bilinear models have been proved to be an effective
approach for KG completion (Nickel et al., 2011;
Lacroix et al., 2018), where the score function is a
bilinear product between subject entity, predicate,
and object entity embeddings. However, there is
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Figure 1: (a) Evolution of an entity embedding on the i-
th component manifold (left). For convenience in draw-
ing, the tangent space T MY is defined at é;z). (b)
Geodesics in the Poincaré disk (right), where red dots
represent nodes on the disk.

no clear correspondence of the Euclidean inner-
product in non-Euclidean spaces. We follow the
method suggested in Poincaré Glove (Tifrea et al.,
2018) to reformulate the inner product as a func-
tion of distance, i.e. (x,y) = (d(x,y)+|[z|]* +
|ly]|?) and replace squared norms with biases by
and by,. In addition, to capture different hierarchical
structures under different relations simultaneously,
Balazevic et al. (2019) applied relation-specific
transformations to entities, i.e. a stretch by a diago-
nal predicate matrix P € R™*" to subject entities
and a translation by a vector offset p € P™ to object
entities.

Inspired by these two ideas, we define the score
function of DyERNIE as

n.
; K
K3

k
¢(€sapa €o,t) = _d/\/( i (P(Z) ®K1 eg) (t)a
=1
AN 2

e (t)@x, pV) + b0 + 1)

where e (t) and e{’(t) e M are embed-
dings of the subject and object entities e; and
e, in the 7-th component manifold, respectively.
p® e M is a translation vector of predicate p,

and P(9) e R™*"i represents a diagonal predicate
matrix defined in the tangent space at the origin.
Since multi-relational data often has different struc-
tures under different predicate, we use predicate-
specific transformations P and p to determine the
predicate-adjusted embeddings of entities in differ-
ent predicate-dependent structures, e.g. multiple
hierarchies. The distance between the predicate-
adjusted embeddings of e; and e, measures the
relatedness between them in terms of a predicate p.

4.3 Learning

The genuine quadruples in a temporal KG G are
split into train, validation, and test sets. We add

21 400
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Figure 2: Histogram of sectional curvatures at each
timestamps on ICEWSI14 (left), and ICEWSO05-15
(right).

reciprocal relations for every quadruple, which is a
standard data augmentation technique commonly
used in literature (Balazevic et al., 2019; Goel
etal., 2019), i.e. we add (e,,p~ !, es,t) for every
(es, D, €0, t). Besides, for each fact (es, p, o, ) in
the training set, we generate n negative samples by
corrupting either the object (e, p, €/, t) or the sub-
ject (e, p~ 1, €., t) with a randomly selected entity
from £. We use the binary cross-entropy as the loss
function, which is defined as

L=
—1

N
m

M=

(ym IOg(pm) + (1 - ym) log(l - pm)) )
1

where N is the number of training samples, v,
represents the binary label indicating whether a
quadruple g, is genuine or not, p,, denotes the
predicted probability o(¢(gy,)), and o(-) repre-
sents the sigmoid function. Model parameters are
learned using Riemannian stochastic gradient de-
scent (RSGD) (Bonnabel, 2013), where the Rie-
mannian gradient Ay~ L is obtained by multiply-
ing the Euclidean gradient Ag with the inverse of
the Riemannian metric tensor.

4.4 Signature Estimation

To better capture a broad range of structures in
temporal KGs, we need to choose an appropriate
signature of a product manifold M", including the
number of component spaces, their dimensions,
and curvatures. Although we can simultaneously
learn embeddings and the curvature of each com-
ponent during training using gradient-based opti-
mization, we have empirically found that treating
curvature as a trainable parameter interferes with
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the training of other model parameters. Thus, we
treat the curvature of each component and the di-
mension as hyperparameters selected a priori. In
particular, we use the parallelogram law’ deviation
(Gu et al., 2018) to estimate both the graph cur-
vature of a given temporal KG and the number of
components. Details about this algorithm can be
found in Appendix A. Figure 2 shows the curva-
ture histograms on the ICEWS14 and ICEWSO05-15
datasets introduced in Section 5.1. It can be noticed
that curvatures are mostly non-Euclidean, offering
a good motivation to learn embeddings on a product
manifold. Taking the ICEWS05-15 dataset as an
example, we see that most curvatures are negative.
In this case, we can initialize the product manifold
consisting of three hyperbolic components with dif-
ferent dimensions. Then we conduct a Bayesian op-
timization around the initial value of the dimension
and the curvature of each component to fine-tune
them. Finally, we select the best-performing signa-
ture according to performance on the validation set
as the final choice.

5 Experiments

5.1 Experimental Set-up

Datasets Global Database of Events, Language,
and Tone (GDELT) (Leetaru and Schrodt, 2013)
dataset and Integrated Crisis Early Warning System
(ICEWS) (Boschee et al., 2015) dataset have estab-
lished themselves in the research community as rep-
resentative samples of temporal KGs. The GDELT
dataset is derived from an initiative database of
all the events across the globe connecting people,
organizations, and news sources. We use a sub-
set extracted by Jin et al. (2019), which contains
events occurring from 2018-01-01 to 2018-01-31.
The ICEWS dataset contains information about po-
litical events with specific time annotations, e.g.
(Barack Obama, visit, India, 2010-11-06). We ap-
ply our model on two subsets of the ICEWS dataset
generated by Garcia-Durdn et al. (2018): ICEWS14
contains events in 2014, and ICEWS05-15 corre-
sponds to the facts between 2005 to 2015. We
compare our approach and baseline methods by
performing the link prediction task on the GDELT,
ICEWS14 and ICEWSO05-15 datasets. The statis-
tics of the datasets are provided in Appendix C.

Baselines Our baselines include both static and
temporal KG embedding models. From the static
KG embedding models, we use TransE (Bordes

etal.,2013), DistMult (Yang et al., 2014), and Com-
pIEx (Trouillon et al., 2016) where we compress
temporal knowledge graphs into a static, cumula-
tive graph by ignoring the time information. From
the temporal KG embedding models, we compare
the performance of our model with several state-
of-the-art methods, including TTransE (Leblay and
Chekol, 2018), TDistMult/TComplEx (Ma et al.,
2018b), and HyTE (Dasgupta et al., 2018).

Evaluation protocol For each quadruple ¢ =
(es, D, €o,t) in the test set Giesr, We create two
queries: (es,p,?,t) and (eo,p~!,?,t). For each
query, the model ranks all possible entities £ ac-
cording to their scores. Following the commonly
filtered setting in the literature (Bordes et al., 2013),
we remove all entity candidates that correspond to
true triples' from the candidate list apart from the
current test entity. Let 1., and 1., represent the
rank for e; and e, of the two queries respectively,
we evaluate our models using standard metrics
across the link prediction literature: mean recipro-
cal rank (MRR): m qugtest(ﬁes + wljo) and
HitsQk(k € {1,3,10}): the percentage of times
that the true entity candidate appears in the top k
of ranked candidates.

Implementations We implemented our model
and all baselines in PyTorch (Paszke et al., 2019).
For fairness of comparison, we use Table 2 in sup-
plementary materials to compute the embedding
dimension for each (baseline, dataset) pair that
matches the number of parameters of our model
with an embedding dimension of 100. Taking
HyTE as an example, its embedding dimension is
193 and 151 on the ICEWS14 and GDELT dataset,
respectively. Also, we use the datasets augmented
with reciprocal relations to train all baseline mod-
els. We tune hyperparameters of our models using
the quasi-random search followed by Bayesian op-
timization (Ruffinelli et al., 2020) and report the
best configuration in Appendix E. We implement
TTransE, TComplEx, and TDistMult based on the
implementation of TransE, Distmult, and ComplEx
respectively. We use the binary cross-entropy loss
and RSGD to train these baselines and optimize hy-
perparameters by early stopping according to MRR
on the validation set. Additionally, we use the im-
plementation of HyTE?. We provide the detailed

'The triplets that appear either in the train, validation, or
test set.
*https://github.com/malllabiisc/Hy TE

7306



Table 1: Link prediction results: MRR (%) and Hits@1/3/10 (%). The best results among all models are in bold.
Additionally, we underline the best results among models with the same embedding dimension.

Datasets | ICEWS14 - filtered |

ICEWS05-15 - filtered ‘ GDELT - filtered

Rank (n) | Model

‘Manifold MRR Hits@] Hits@3 Hils@lO‘Maniﬁ)ld MRR Hits@] Hits@3 Hils@lO‘Manifold MRR Hits@1 Hits@3 Hits@10

TransE 300 148 42.7 60.1 304 133 424 61.1 17.7 7.9 229 36.8
100 DistMult E 575 469 64.2 77.9 E 471 336 55.1 725 E 226 139 26.1 39.2
ComplEx 493 36.6 56.2 74.2 390 229 49.2 68.4 188 105 222 34.9
TTransE 344 257 38.3 51.3 356 154 51.1 67.6 18.2 0.0 30.7 46.2
TDistMult 331 254 36.2 478 498 411 54.3 66.4 283 162 30.7 47.1
100 TComplEx E 318 129 45.7 63.0 E 451 363 492 62.0 E 306 210 34.7 48.1
HyTE 33.1 6.8 54.5 73.6 38.1 7.6 65.0 80.4 224 0.0 39.5 54.2
DyERNIE-Prod P3 462 360 511 66.3 P3 589 505 63.2 75.1 s? 363 294 38.3 49.5
10 DyERNIE-Sgl P 433 333 47.6 62.9 P 580  49.2 62.8 745 S 357 287 37.7 489
DyERNIE-Euclid E 398 30.6 43.6 58.2 E 519 434 56.1 67.9 E 302 238 31.8 425
DyERNIE-Prod P3 539 442 58.9 72.7 P3 642 565 68.2 79.0 s? 400 332 42.0 53.1
20 DyERNIE-Sgl P 513 414 56.1 70.3 P 638 559 67.9 78.7 S 392 326 41.1 52.1
DyERNIE-Euclid E 477 383 52.0 66.2 E 573 494 61.1 724 E 329 262 34.7 45.7
DyERNIE-Prod P3 58.8  49.8 63.8 76.1 P3 689  61.8 72.8 82.5 S? 430 363 45.1 56.0
40 DyERNIE-Sgl P 56.6 473 61.3 74.6 P 67.3  60.2 71.1 81.1 S 425 358 44.6 55.6
DyERNIE-Euclid E 537 442 58.6 719 E 603 527 64.1 74.7 E 384 318 404 511
DyERNIE-Prod P3 669 599 71.4 79.7 P3 739 679 713 85.5 s? 457 390 479 58.9
100 DyERNIE-Sgl P 657 582 70.2 79.4 P 712 64.8 74.6 83.4 S 454 386 47.6 58.4
DyERNIE-Euclid E 633 549 67.9 79.2 E 662 59.0 69.9 79.8 E 26 361 445 55.1

settings of hyperparameters of each baseline model
in Appendix B.

5.2 Comparative Study

Table 2: Filtered MRR for different choices of the dis-
tance function with K = —1 and n = 40 on ICEWS14.

Distance function MRR
d(P ®e4(t),e,(t) ®p) 55.87
cosh(d(P ®es(t),e,(t) ®p)) 54.00

AP ®es(t),P®eyt)) 52.23

dP®ey(t),P®e,(t) ®p) 54.55
d(P ®e4(t),e,(t)) 47.24
d(es(t), eo(t) ®p) 51.36

Model variants To compare the performance of
non-Euclidean embeddings with their Euclidean
counterparts, we implement the Euclidean version
of Equation 4.2 with dy(x,y) = dr(x,y). We
refer to it as DyERNIE-Euclid. Besides, we train
our model with a single non-Euclidean component
to compare embeddings in a product space and in
a manifold with a constant curvature. We refer
to them as DyERNIE-Prod and DyERNIE-Sgl, re-
spectively. For DyERNIE-Prod, we generate model
configurations with different manifold combina-
tions, i.e. P x S x E,P3. Details about the search
space are relegated to Appendix E.

Link prediction results We compare the base-
lines with three variants of our model: DyERNIE-
Prod, DyERNIE-Sgl, and DyERNIE-Euclid. We re-
port the best results on the test set among all model

configurations in Table 1. Note that the number
of parameters of all baselines matches our model’s
with an embedding dimension of 100. Thus, we see
that both DyERNIE-Prod and DyERNIE-Sgl sig-
nificantly outperform the baselines and DyERNIE-
Euclid on all three datasets with the same number
of parameters. Even at a low embedding dimension
(n = 10), our models still have competitive perfor-
mance, demonstrating the merits of time-dependent
non-Euclidean embeddings. Besides, DyERNIE-
Prod generally performs better than DyERNIE-
Sgl on all three datasets. On the ICEWS14 and
ICEWSO05-15 datasets, we can observe that the
best performing configuration of DyERNIE-Prod
at each dimensionality only contains hyperbolic
component manifolds. This observation confirms
the curvature estimation shown in Figure 2, where
most sectional curvatures on the ICEWS14 and
ICEWSO05-15 datasets are negative.

Table 3: Filtered MRR for different choices of en-
tity representations with K = —1 and n = 40 on
ICEWS14, where A; and w; represent the amplitude
vector and the frequency vector, respectively. ¢; de-
notes the phase shift.

Entity Representations MRR
exp(log(&;) + vit) 55.87
exp(log(&;) + A;sin(w;t + ¢;)) 52.50
exp(log(&;) + vit + A;sin(w;t + ¢;))  53.52

Ablation study We show an ablation study of
the distance function and the entity representations
in Table 2 and 3, respectively. For the distance
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Figure 3: Scatter plot of distances between entity em-
beddings and the manifold’s origin v.s. node degrees on
ICEWSO05-15. Each point denotes an entity e;. The x-
coordinate gives its degree accumulated over all times-
tamps, and the y-coordinate represents d(e;, 0).

= =
=) 5

velocity norm
o
w

o
[

10t 102 10°
degree (log-scale)

Figure 4: Scatter plot of velocity norms v.s. node de-
grees on [ICEWSO05-15. Each point denotes an entity.

function, we use p and P to get predicate-adjusted
subject and object embeddings and compute the
distance between them. We found that any change
to distance function causes performance degrada-
tion. Especially, removing the translation vector p
most strongly decrease the performance. For the en-
tity representation function, we measure the impor-
tance of a linear trend component and a non-linear
periodic component. We attempt adding trigono-
metric functions into entity representations since a
combination of trigonometric functions can capture
more complicated non-linear dynamics (Rahimi
and Recht, 2008). However, experimental results
in Table 3 show that using only a linear transfor-
mation works the best, which indicates that finding
the correct manifold of embedding space is more
important than designing complicated non-linear
evolution functions of entity embeddings. Addi-
tionally, we found the performance degrades signif-
icantly if removing the dynamic part of the entity
embeddings. For example, on the ICEWS0515
dataset, the Hits@ 1 metric in the static case is only
about half of that in the dynamic case, clearly show-
ing the gain from the dynamism. Details of this
ablation study are provided in Appendix G.

Intrinsic hierarchical structures of temporal
KGs To illustrate geometric, especially the hi-
erarchical, structures of temporal KGs, we focus

other " other
Barack Obama Barack Obama
Dmitry Anatolyevich Medvedev Dmitry Anatolyevich Medvedev

Figure 5: Learned two-dimensional hyperbolic entity
embeddings of ICEWS05-15 on the first timestamp
2005-01-01 (left) and the last timestamp 2015-12-31
(right).

on the Poincaré ball model with a dimension of 20
and plot the geodesic distance d (-, 0) of learned
entity embeddings to the origin of the Poincaré
ball versus the degree of each entity in Figure 3.
Note that the distance is averaged over all times-
tamps since entity embeddings are time-dependent.
We observe that entities with high degrees, which
means they got involved in lots of facts, are gener-
ally located close to the origin. This makes sense
because these entities often lie in the top hierarchi-
cal levels. And thus, they should stand close to the
root. Under the same settings, we plot the veloc-
ity norm of each entity versus the entity degree in
Figure 4. Similarly, we see that entities with high
degrees have a small velocity norm to stay near the
origin of the manifold.

Relative movements between a node pair Fig-
ure 5 shows two-dimensional hyperbolic entity em-
beddings of the ICEWS05-15 dataset on two times-
tamps, 2005-01-01 and 2015-12-31. Specifically,
we highlight a former US president (in orange) and
a former prime minister of Russia (in purple). We
found that the interaction between these two enti-
ties decreased between 2005 and 2015, as shown
in Figure 9 in the appendix. Accordingly, we ob-
serve that the embeddings of these two entities were
moving away from each other. More examples of
learned embeddings are relegated to Appendix F.

6 Conclusion

In this paper, we propose an embedding approach
for temporal knowledge graphs on a product of Rie-
mannian manifolds with heterogeneous curvatures.
To capture the temporal evolution of temporal KGs,
we use velocity vectors defined in tangent spaces
to learn time-dependent entity representations. We
show that our model significantly outperforms its
Euclidean counterpart and other state-of-the-art ap-
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proaches on three benchmark datasets of temporal
KGs, which demonstrates the significance of geo-
metrical spaces for the temporal knowledge graph
completion task.
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Appendices

A Graph Curvature Estimation
Algorithm

We use Algorithm 1 to estimate the sectional cur-
vatures of a dataset developed by Bachmann et al.
(2019).

B Implementation Details of Baselines

Note that the embedding dimension for each (base-
line, dataset) pair matches the number of parame-
ters of our models with an embedding dimension
of 100. We use Table 4 and 12 to compute the rank
for each (baselines, dataset) pair. Besides, for fair-
ness of results, we use the datasets augmented with
reciprocal relations to train all baseline models.

Static knowledge graph embedding models
We use TransE (Bordes et al., 2013), DistMult
(Yang et al., 2014), and ComplEx (Trouillon et al.,
2016) as static baselines, where we compress tem-
poral knowledge graphs into a static, cumulative
graph by ignoring the time information. We use
the cross-entropy loss and Adam optimizer with a
batch size of 128 to train the static baselines. Be-
sides, we use uniform sampling to initialize the
embeddings of entities and predicates. Other hy-
perparameters of the above baselines are shown in
Table 5.

Temporal knowledge graph embedding models
We compare our model’s performance with sev-
eral state-of-the-art temporal knowledge graph em-
bedding methods, including TTransE (Leblay and
Chekol, 2018), TDistMult/TComplEx (Ma et al.,
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Table 4: Number of parameters for each model consid-
ered when using reciprocal relations: d represent the
dimension of embeddings.

Model # Parameters
ComplEx (21E| +4|P|) - d

TransE (IE| +2|P)) - d
DistMult (€] +2|P|) - d
TComplEx (2|&| + 4P|+ 2|T|) - d
TTransE (1] +2|P|+|T])-d
TDistMult IE| +2|P|+|T])-d

(
HyTE  (|€] + 2[P| +|7]) - d
DyERNIE  2(|€] + 2|P|) - d + 2|€|

2018b), and HyTE (Dasgupta et al., 2018). We
use the ADAM optimizer (Kingma and Ba, 2014)
and the cross-entropy loss to train the temporal KG
models. We set learning rate = 0.001, negative sam-
ples pro fact = 500, number of epochs = 500 , batch
size = 256, and validate them every 50 epochs to
select the model giving the best validation MRR.
For the GDELT dataset, we use a similar setting but
with negative samples pro fact = 50 due to the large
size of the dataset. The embedding dimensions of
the above dynamic baselines on each dataset are
shown in Table 6.

Table 5: Hyperparameter settings of static baselines.

Model ‘ TransE DistMult ComplEx
Embedding dimension
ICEWS14 202 202 101
ICEWS05-15 202 202 101
GDELT 202 202 101
Negative Sampling 253 657 1529
Learning rate 3e-4 0.16 0.18

C Datasets

Dataset statistics are described in Table 12. Since
the timestamps in the ICEWS dataset are dates
rather than numbers, we sort them chronologically
and encode them into consecutive numbers.

Table 6: Embedding dimensions of dynamic baselines.

Model ‘ TTransE TDistMult TComplEx HyTE
Embedding dimension
ICEWS14 193 193 96 193
ICEWS05-15 148 148 74 148
GDELT 151 151 76 151

D Evaluation metrics

Let v, and v, represent the rank for e; and
e, of the two queries, respectively. We eval-
uvate our models using standard metrics across
the link prediction literature: mean reciprocal
rank (MRR): 55— Y cg,.., (g + po) and
HitsQk(k € {1,3,10}): the percentage of times
that the true entity candidate appears in the top k
of ranked candidates.

E Implementation Details of DyERNIE

Signature search On the ICEWS subsets, we
try all manifold combinations with the number
of components of {1,2,3}. Due to the large size
of data samples on the GDELT dataset, we only
try manifold combinations with the number of
components of {1,2}. Specifically, the candi-
dates are {P"*, S™, E"} for single manifolds, {P" x
Smi PR x P SMox ST P x B S™ x B}
for a product of two component manifolds, and
{Pri x P x P Pox S™ox E™S™ox S™ox
St P xP™ox 8™ P ox S™ox S P x P x
Emi S™ x S™ x E"} for a product of three com-
ponent manifold. For each combination, we use
the Ax-framework? to optimize the assignment of
dimensions to each component manifold and the
curvatures. The assignment of the best-performing
models are shown in Table 9, 10, and 11. We report
the best results on each dataset in Table 1 in the
main body.

Hyperparameter configurations for best-
performing models We select the loss function
from binary cross-entropy (BCE), margin ranking
loss, and cross-entropy (CE). BCE and CE give a
similar performance and outperform the margin
ranking loss. However, when using the BCE
loss, we could use a large learning rate (Ir > 10)
to speed up the training procedure. In contrast,
models with the CE loss incline overfitting by
large learning rates. Given the BCE loss, we
found the learning rate of 50 works the best for
all model configurations. Furthermore, increasing
negative samples can improve the performance
to some extent, while this impact is weakening
gradually as the number of negative samples
become larger. However, the number of negative
samples largely affect the runtime of the training
procedure. We empirically found that the negative
sample number of 50 is a good compromise

3https://ax.dev
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between the model performance and the training
speed. Besides, there is no statistically significant
difference in the model performance when using
different optimizers, such as Riemannian Adam
(RADAM) and Riemannian stochastic gradient
descent (RSGD). Thus, for the model’s simplicity,
we decide to use RSGD.

Average runtime for each approach & Number
of parameters in each model Table 13 shows
the number of parameters and the average runtime
for each model.

F Visualization

We plot the geodesic distance d4(e;, 0) of learned
entity embeddings with a dimension of 20 to the
manifold’s origin versus the degree of each entity
in Figure 6, where d,(e;, 0) is averaged over all
timestamps since e; is time-dependent. Also, the
degree of each entity is accumulated over all times-
tamps. Each point in the upper plot represents an
entity where the x-coordinate gives their degree,
and the y-coordinate gives their average distance
to the origin. The plot clearly shows the tendency
that entities with high degrees are more likely to
lie close to the origin. The bottom plot shows the
same content but with a sampling of 20% points.
The gray bar around each point shows the variance
of the distance between the entity embedding and
the origin over time.

Figure 7 shows two-dimensional hyperbolic en-
tity embeddings of the ICEWS05-15 dataset on
four timestamps. We highlight some entities to
show the relative movements between them. The
number of interactions between the selected entities
are depicted in Figure 8 and 9, which evolves over
time. Specifically, we highlight Nigerian citizens,
the Nigerian government, head of the Nigerian gov-
ernment, other authorities in Nigeria, and Nigerian
minister in the first row of subplots. Furthermore,
we show the relative movements between the en-
tity embeddings of Barack Obama, Xi Jinping, and
Dmitry Anatolyevich Medvedev in the second row
of subplots. We can see that two entities are get-
ting closer in the Poincare disc if the number of
interactions between them increases.

G Additional Ablation Study

To assess the contribution of the dynamic part of
entity embeddings, we remove the dynamic part
and run the model variant on static knowledge

graphs. Specifically, we compress ICEWS05-15
into a static, cumulative graph by ignoring the
time information. As shown in Table 7, the per-
formance degrades significantly if the entity em-
beddings only have the static part. For example,
on the ICEWS0515 dataset, the Hits@ 1 metric of
DyERNIE-Sgl in the static case is less than half of
that in the dynamic case, clearly showing the gain
from the dynamism.

Table 7: Filtered MRR for dynamic/static entity repre-
sentations with dim = 20 on ICEWS05-15. Note that
we run the static model variant on static ICEWS05-15.

Entity Representations MRR Hits@1 Hits@3 Hits@10
With dynamic part 63.8 55.9 67.9 8.7
Without dynamic part  38.6 28.3 42.8 59.2
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Figure 6: Each point in the upper plot represents an entity whose x-coordinate gives their degree accumulated over
all timestamps and y-coordinate gives their distance to the origin averaged over all timestamps. The plot clearly
shows the tendency that entities with high degrees are more likely to lie close to the origin. The bottom plot shows
the same content but with a sampling of 20% points. The gray bar around each point shows the variance of the
distance over all timestamps.
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(2005-01-01) (2007-09-28) (2010-06-24) (2013-03-20)

Figure 7: Evolution of entity embeddings over time. We highlight Nigerian citizens, the Nigerian government,
the head of Nigerian government, other authorities in Nigeria, and Nigerian minister in the first row; and Barack
Obama, Xi Jinping, and Dmitry Anatolyevich Medvedev in the second row.
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Algorithm 1: Curvature Estimation

Input :Number of iterations n;;.,, number of timestamps 7, Graph Slices {Gi}?j{”e of a
temporal knowledge graph, Neighbor dictionary .
Output : { K;}"'me

for i = 1to nyjme do
for m € G; do
for j = 1 to ner do
b,c ~UN(m)) and a ~ U(G;\{m})
;i(m,b,c,a) = m (2dg, (a,m) + dg, (b, ¢)/4 — dE (a,b)/2 + dZ, (a,c)/2)

end
wi (m) = Z;h:tir wj (m7 b, c, a)
end
Ki =2 neq, Yi(m)
end
Table 8: Exponential and logarithmic maps in Poincaré ball and projected hypersphere.
trigonometric functions tang () = tan(-) if K > 0; tanh(-) if K <0
. VIKNE
Exponential map . expX (v) 2= X @ (taan( 1] 5 [vll2 ) \/F‘Illvllz) i
1 i - 2 - — _—XDKV
Logarithmic map logy (v) = JIRDE tany (/| K||| — x @k v||2) EErin
Table 9: Hyperparameter configurations for best-performing models on the ICEWS14 dataset.
Model DyERNIE-Sgl | DyERNIE-Prod | DyERNIE-Euclid
Embedding size 10 20 40 100 ‘ 10 20 40 100 ‘ 10 20 40 100
Curvature
Component A -0.172 -0.171 -0.171 -0.170 | -0.044 -0.114 -0.177 -0346 |0 0 O O
Component B - - - - -0.128 -0.286 -0.281 -0.137 |- - - -
Component C - - - - -0.371 -0.422 -0.470 -0.855 | - - - -
Dimension scale
Component A 10 20 40 100 3 14 20 20 10 20 40 100
Component B - - - - 1 8 21 - - - -
Component C - - - - 6 2 12 59 - - - -

Table 10: Hyperparameter configurations for best-performing models on the ICEWS05-15 dataset.

Model DyERNIE-Sgl ‘ DyERNIE-Prod ‘ DyERNIE-Euclid
Embedding size 10 20 40 100 ‘ 10 20 40 100 ‘ 10 20 40 100
Curvature
Component A -0.180 -0.181 -0.179 -0.178 | -0.102 -0.122 -0.298 -0453 |0 O O O
Component B - - - - -0.135 -0.163 -1.243 -0.216 | - - - -
Component C - - - - -0.214 -0.191 -1.819 -0.938 | - - - -
Dimension scale
Component A 10 20 40 100 7 10 31 32 10 20 40 100
Component B - - - - 2 8 5 52 - - - -
Component C - - - - 1 2 4 16 - - - -
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Table 11: Hyperparameter configurations for best-performing models on the GDELT dataset.

Model DyERNIE-Sgl | DyERNIE-Prod | DyERNIE-Euclid
Embedding size 10 20 40 100 ‘10 20 40 100 ‘10 20 40 100
Curvature
Component A 0.279 0.336 0.259 0.197 | 0.213 0.241 0202 03420 O 0 O
Component B - - - - 0.291 0.336 0.291 0.336 | - - - -
Dimension scale
Component A 10 20 40 100 | 8 10 68 10 20 40 100
Component B - - - - 2 12 30 32 - - - -
Table 12: Datasets Statistics
Dataset Name  |£]| [Pl |T] 4 ltrainl  lvalidation!  Itestl
ICEWS14 7,128 230 365 90,730 72,826 8,941 8,963
ICEWS05-15 10,488 251 4,017 479,329 386,962 46,275 46,092
GDELT 7,691 240 2975 2,278,405 1,734,399 238,765 305,241

Table 13: Average runtime and parameter number for each approach: runtime is in seconds.

Datasets | ICEWS14 | ICEWS05-15 | GDELT
Rank (d) ‘ Model ‘ Manifold Runtime Parameters ‘ Manifold Runtime Parameters ‘ Manifold  Runtime  Parameters
TransE 3,800 1,531,856 15,200 2,218,976 85,600 1,649,582
100 DistMult E 9,900 1,531,856 E 31,500 2,218,976 E 132,700 1,649,582
ComplEx 4,300 1,531,856 14.100 2,218,976 76,000 1,649,582
TTransE 55,000 1,531,856 430,000 2,218,976 1,500,000 1,649,582
TDistMult 85,000 1,531,856 680,000 2,218,976 2,040,000 1,649,582
100 TComplEx E 65,000 1,531,856 E 520,000 2,218,976 E 1,500,000 1,649,582
HyTE 45,000 1,531,856 360,000 2,218,976 1,100,000 1,649,582
DyERNIE-Prod P3 44,500 1,531,856 P3 343,800 2,218,900 S? 1,259,400 1,649,582
100 DyERNIE-Sgl P 42,000 1,531,856 P 341,900 2,218,976 S 1,208,300 1,649,582
DyERNIE-Euclid E 19,000 1,531,856 E 38,000 2,218,976 E 388,800 1,649,582
DyERNIE-Prod P3 35500 621,296 P3 229,500 900,176 s? 800,000 669,062
40 DyERNIE-Sgl P 32,000 621,296 P 225,000 900,176 S 740,000 669,062
DyERNIE-Euclid E 11,000 621,296 E 25,000 900,176 E 262,000 669,062
DyERNIE-Prod P3 32,500 317,776 P 225,000 460,576 S? 700,000 342,222
20 DyERNIE-Sgl P 31,500 317,776 P 220,000 460,576 S 676,000 342,222
DyERNIE-Euclid E 9,500 317,776 E 22,000 460,576 E 240,000 342,222
DyERNIE-Prod P3 20,500 166,016 p3 165,000 240,776 S? 420,000 178,802
10 DyERNIE-Sgl P 20,500 166,016 P 150,000 240,776 S 400,000 178,802
DyERNIE-Euclid E 6,500 166,016 E 15,000 240,776 E 180,000 178,802
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Chapter 7
Conclusion

In this thesis, we studied relational machine learning on time-evolving multi-relational
data from the perspectives of explainability, continuous-time modeling, and non-Euclidean
embedding. The example of time-evolving multi-relational data considered here is tempo-
ral knowledge graphs (tKGs) that store temporal facts such as news and events. In the
following, we summarize our main contributions.

In Chapter [3]| we presented an explainable tKG forecasting model that extracts a query-
dependent subgraph from a given tKG and applies a temporal graph attention mechanism
over it. The extracted subgraph can be considered a graphical interpretation of the model’s
prediction. By means of a survey about the evidence included in the extracted subgraph,
we found that the evidence is informative for humans. Besides, the model showed its
superiority compared to other strong baselines on four benchmark datasets.

In Chapter[d], we proposed another tKG forecasting model that is able to learn continuous-
time knowledge embedding using a novel graph neural ordinary differential equation (ODE).
In particular, the model is the first one to show that the neural ODE can be used to en-
hance relational learning on tKGs. Moreover, we showed that using a graph transition
layer can effectively boost the model’s performance by explicitly taking edge formation
and deletion into account.

In Chapter [5], we examined the individual contribution of well-known temporal encod-
ing methods through large-scale experiments with nearly 19,000 GPU hours. We found
that some early time encoding approaches achieve competitive performance as advanced
techniques when appropriately trained, suggesting the training strategies account for a
considerable fraction of the progress made in recent years. To help future research assess
whether their temporal encoding is truly helping boost performances, we proposed the

first unified open-source framework for tKG completion models with full composability of
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different training strategies, encoding and decoding techniques.

In Chapter [0 we learned geometric embedding of tKGs on a product of Riemannian
manifolds with heterogeneous curvatures. In particular, we assigned each entity an initial
embedding in the product manifold and learned velocity vectors in tangent spaces to let
entity embedding evolve over time and thus, capture their temporal dynamics. The pro-
posed embedding approach significantly outperforms its Euclidean counterpart and other
state-of-the-art baselines on three benchmark datasets of tKG completion, demonstrating
the merit of temporal geometric knowledge embedding.

This thesis has only discussed a small portion of relational machine learning on temporal
knowledge graphs. However, machine learning for time-evolving multi-relational data is an
extensive and active research area that remains a lot to be explored for future research.

We outline exciting and challenging future research in the following directions:

e Typical temporal knowledge graphs, e.g., GDELT and ICEWS, were constructed
using information extraction techniques that extract structured information from
textual data. However, some information would be lost during the extraction pro-
cedure due to incomplete schema. Thus, introducing textual information is helpful
to enrich the temporal knowledge representations and address the sparseness and
incompleteness issues of temporal knowledge graphs. A natural question would be
how to inject knowledge from textual data into temporal knowledge embedding. For
instance, our ongoing work [33] utilizes pre-trained language representation models to
learn contextualized language representation from unstructured textual descriptions
and enhance temporal knowledge embedding using informative language represen-
tations. In particular, we align the contextualized language representations with
temporal knowledge embeddings using a novel knowledge-text prediction task, where
we pair quadruples with their textual descriptions and design the prediction task as
an extended masked language modeling task by randomly masking words in texts

and entity or predicates in quadruples.

e Since joint models often benefit both sides, another interesting research is to investi-
gate whether temporal knowledge embeddings can improve language representations
as well as some downstream tasks where time information is needed, such as temporal

question answering [44] and time-aware recommender systems [102].

e Existing large-scale temporal knowledge databases often have large noise caused by
retrieving structured knowledge from unstructured data. Thus, proposing more ad-

vanced construction methods for temporal knowledge graphs is needed in future
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research. There is a line of work [104] 99, [103] of event extraction that can identify
arguments, including actors, locations, and time, from textual data with a pre-defined
schema. Such methods can potentially be adapted for constructing temporal knowl-
edge graphs.

Since temporal knowledge graphs develop over time, it is natural to encounter unseen
entities at inference time. However, existing approaches for temporal knowledge
graphs do not explicitly tackle this problem, i.e., to be inductive. An interesting
research question is how to learn the representations of unseen entities and give
an uncertainty measure for queries involving such newly emerged entities, which is

crucial for safety-critical tasks, i.e., in the medical domain.

In many industrial scenarios, both static and dynamic multi-relational data are nec-
essary to support decision-making. Taking predictive maintenance as an example, we
need to jointly consider both the static machinery structural dependencies, such as
hyponymy relations between different parts and the temporal information from the
sensors on the parts to predict which parts should be replaced. However, existing
approaches can model either static or temporal knowledge but cannot jointly model
both. For example, existing temporal KG approaches explicitly process every graph
snapshot. If we adapt them to model static facts, they will consume high compu-
tational resources for redundant information since the static facts appear in every
snapshot. Thus, further research is needed to be able to effectively model both static

and dynamic multi-relational data in a unified framework.
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