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Abstract
Multimodal optical microscopy correlated with spectroscopy (micro-spectroscopy) is a
powerful tool, known for a wide variety of method combinations and sample systems
reported in literature [1–10]. The combination of different modalities from the fields
of fluorescence, nonlinear optical microscopy, and spectroscopy on the same platform,
enables the simultaneous monitoring of multiple parameters, such as tracking endoge-
nous fluorophores with respect to the surrounding collagen network [1–4]. Therefore the
investigation of correlations in highly complex sample systems becomes possible such
as detailed studies of the cellular metabolism or the process of collagen deposition dur-
ing wound healing [5–7]. However, most reported systems are specialized for a specific
combination of techniques only [1–10], which limits their flexibility. Moreover, most
multimodal methods focus on biological systems only. A combined multimodal optical
micro-spectroscopy platform, capable of investigating systems with biological and inor-
ganic background in vivo and in situ in equal fashion, has not yet been reported.
In this thesis, a prototype of such a multimodal setup is presented. It is dedicated
for Multimodal Optical Spectroscopy And Imaging Correlation analysis, or MOSAIC
analysis in short. First, the potential of multimodal analysis for correlating particle
morphology-property relationships in inorganic samples will be demonstrated. The fast
growing material class of metal-organic framework (MOF) was studied, focusing on the
uptake of guest molecules into the carrier structures. In particular, the influence of
defects and heterogeneities in MOF crystals on the application of atmospheric water
harvesting was the focus of the research leading to the development of a novel Raman
scattering based method for obtaining single crystal isotherms. In the second part of the
thesis, projects with biological sample systems will be presented. The sensitivity of the
setup was pushed from large tissue sections to single cells. A combination of label-free
imaging and Raman spectroscopy enabled localization and identification of embedded
inorganic particles, such as microplastic, in maritime sponge tissue. The suitability of
the platform for fluorescence imaging was demonstrated by measuring the import of the
Yes-associated protein (YAP) in HeLa cell spheroids. The feasibility of the platform
for state of the art live-fluorescence techniques was shown by monitoring a fluorescent
cGAMP analogue in single THP-1 cells using Phasor-fluorescence lifetime imaging mi-
croscopy (FLIM). The presented projects demonstrate the wide varieties of applications
of the developed analysis platform ranging from material science to biological systems,
from water adsorption at defect sites in single crystals to FLIM studies in single cells.
The multimodal study unveiled correlations that are not accessible otherwise, highlight-
ing the potential of the technique for further investigations on similar systems, such as
guest-host interactions of gases in reticular frameworks [11,12] and particle-cell interac-
tions in drug-delivery processes [13].
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Chapter 1.

Motivation
When asked to describe a microscope, most people will picture an optical light micro-
scope. And for good reason: optical microscopy has been the most prominent tool in
research for at least three centuries [14]. It is based on the enhancement of images
created by illumination with light. This bright-field (BF) microscopy enabled the obser-
vation of microorganisms like microfungi, protozoa, and bacteria (between 1665-83, by
R. Hooke and A. Leeuwenhoek [15]), the first recording of living cells (1913, Comandon
et al. [16]), and other fundamental building blocks of life on the microscopic level.

In the following years, microscopes were continuously advanced in the optical materials
that are available and in their design. Illuminating the complete field-of-view at once
(widefield) has the disadvantage of high signal contribution from out-of-focus planes and
the requirement of high average field intensities. Focusing the laser light onto a single
spot in the sample vastly reduces the required excitation power. Images can then be
acquired by scanning the sample point-by-point. When the emission signal from the
focus is refocused onto a pinhole in front of the detector, out-of-focus contributions are
almost completely blocked (see section 2.4.1). Since both the sample and the pinhole are
simultaneously in focus, the technique is named confocal microscopy [17]. In parallel,
new optical microscopy methods, based on a variety of light-matter interactions, were
developed. In non- or low light-absorbing materials the originally applied, broad light
sources interact with the sample matter almost non-specific regarding the material. This
made the distinction between different types of materials very challenging. To accom-
plish higher specificity for a material of interest, staining dyes were developed1. A deeper
understanding of the nature of light and its spectral composition enabled monochromatic
excitation and multiplexing of staining materials [19]. The so-called Stokes shift occur-
ring in the fluorescence emission of dyes can be exploited in the vast field of fluorescence
microscopy (section 2.2.1 [20]): the development of pulsed light sources made it possible
to monitor the fluorescence decay over time with high spatial resolution, enabling fluores-
cence lifetime imaging microscopy FLIM. Fluorescence methods, like Phasor-FLIM [21],
raster image correlation spectroscopy (RICS) [22], fluorescence (cross) correlation spec-
troscopy (F(C)CS) [23], or pulsed-interleaved excitation (PIE) [24] pushed the sensitivity
for investigation in live science applications.

The development of high-intensity light field sources (section 2.1) in combination with
1The first dye applied for staining, was saffron in 1673 by the Dutchman Anton van Leeuwenhoek. [18]
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Chapter 1. Motivation

confocal microscopes expanded optical analysis methods by enabling significant higher-
order light-matter interactions, referred to as nonlinear optics (NLO) microscopy [25].
Fluorescent imaging with NLO microscopy is possible via multi-photon excitation of
fluorescent compounds. The simplest example is two-photon excitation (2PE). Many
of these techniques allow for the blue-shifted emission of the fluorescent signal of a dye
or an auto-fluorescent specimen [26, 27]). A further NLO technique, that also leads to
spectral signatures at higher frequencies but without the requirement of a fluorescent
label is second harmonic generation (SHG) (see section 2.2.2 [28]). SHG is used to mon-
itor non-centrosymmetric materials or surfaces based on the frequency-doubling of the
incident light. Both the fluorescent and the label-free NLO techniques frequently employ
light sources in the infra-red (IR), which provide high penetration depths in tissue and
a lower risk of photodamage [29] while still enabling detection in the ultraviolet (UV)-
visible (VIS) spectral range. Further information can be acquired by analysing the
interaction of the sample with the excitation light in a spectral manner. Newton was
the first reported scientist to show that light, which appears white, consists of a su-
perposition of different wavelength [30]. The analysis of the spectral composition of
light after interaction with a sample is the field of optical spectroscopy. Its methods are
numerous and belong to the staples of research methodology (section 2.4 [30]). The sub-
category of vibrational optical spectroscopy, namely Raman [31] and IR spectroscopy,
utilize the interaction of light with molecular bond vibrations for substance identifi-
cation. The combination of Raman spectroscopy with confocal microscopy enables a
spatial analysis of the chemical composition of a sample. This approach, termed hy-
perspectral Raman imaging, is a powerful, label-free characterization method applied,
for example, to study the chemical composition of HeLa cells depending on the exter-
nal pH around the cells [32]. The technique is limited by the relatively weak Raman
signal strength, requiring high excitation powers and long measurement durations per
image (section 2.3.3 [33]). It is possible to enhance the effect by several orders of mag-
nitude, either by resonance to electronic transitions or by applying additional electric
fields in close proximity (see section 2.3.4 [34]). The enhanced Raman scattering enables
chemically sensitive imaging without the need for additional staining, with methods like
coherent anti-Stokes Raman scattering (CARS) [35, 36] and stimulated Raman scatter-
ing (SRS) [37,38].

The optical micro- and spectroscopy techniques are powerful, established methods with
individual advantages but also limitations: fluorescence enables chemically specific imag-
ing with a good signal-to-noise ratio, but requires labels or auto-fluorescent processes.
SHG is label-free, but restricted to non-centrosymmetric materials and surfaces. Ra-
man spectroscopy is chemically sensitive, but requires long measurement times and high
laser intensities. Therefore, a single optical characteristic is often not sufficient to re-
solve complex processes. The combination of multiple optical modalities allows one to
(1) correlate the acquired information and resolve multiple influences in an interaction
and (2) counter-check one modality with another method to validate the results. The
combination makes it possible to study processes in a highly heterogeneous environment
using multiple parameters to correlate the measured informations. Biological processes
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Chapter 1. Motivation

have, almost exclusively, a high level of complexity and highly heterogeneous environ-
ments, especially when studying cells or cell clusters. Multimodal optical microscopy is
therefore a prominent tool for the study of biological systems. A common combination
is simultaneous detection of 2PE and SHG since excitation sources and microscopes
are very similar. The combination allows the observation of endogenous fluorophores,
like NADH, flavins, or retinol [1–4,7] with respect to the surrounding collagen network,
imaged by SHG. This enabled detailed studies of cellular metabolism and collagen depo-
sition during wound healing [5–7]. The correlation of SHG and CARS images can provide
insight into the internal structure and molecular organization of tissue, as shown by the
study of starch grains by Slepkov et al. [7, 10]. The benefit of combining a high-speed
modality like fluorescence with a highly-specific modality, like Raman spectroscopy, was
demonstrated by Kong et al. [39, 40]. Barcal cell clusters were scanned with auto-
fluorescence imaging and areas of interest were identified. Raman spectra were collected
at the selected points and compared with classification models of basal cell carcinoma.
The combination achieved an objective, label-free classification of potentially cancerous
tissue in 20-60 minutes, significantly faster than conventional histopathology. The power
of this approach was demonstrated by identifying small residual tumors on the surface
of breast excision specimens intra-operativo [39, 41]. Similarly, Lin et al. developed an
approach for the in vivo identification of tumor sites in nasopharyngeal tissue [39, 42].
Current platforms have demonstrated the benefit of correlated multimodal analysis, but
most of the reported systems are optimized for a specific modality (e.g. SRS [7, 10])
or a specific combination of modalities [39, 40]. This limits the accessible information
that can be correlated and, therefore, the sample systems that can be investigated. The
need for an analysis platform, where all major modalities (fluorescence, non-linear and
spectroscopy-based) can be selected and combined according to the sample’s require-
ments, has not yet been (fully) addressed. Additionally, most systems are optimized
for biological samples only, rendering the correlated investigation of systems containing
inorganic and biological material challenging.

While biological systems can be monitored with live cell-imaging, the influence of the
inorganic materials requires a material science analysis. Heterogeneity can massively
alter inorganic material properties [43]. Therefore, it would be necessary to characterize
not only the cellular environment but also the heterogeneity of the inorganic material
on the microscopic level. Especially the interaction of inorganic particles with biological
system is an important field of modern research [13]. It can be involuntary, such as
with microparticulate pollutants (see project 3, section 5.1), or by design, as in the field
of drug delivery [44, 45]. Drug delivery requires the development of efficient nanometer
sizes particles for drug delivery and ideally also diagnostic monitoring of the transport
process. Here, porous materials including covalent- (COF) and metal-organic frame-
work (MOF) particles have been introduced as an exciting new class of carriers [13].
These crystalline, porous materials possess a high active surface area per volume ratio,
and, therefore, play an important role in a variety of applications such as heterogeneous
catalysis [46]. Originally, zeolites, an aluminiosilica mineral which can be synthetically
synthesised and altered [47], and ordered mesoporous silica [46] were applied as the
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Chapter 1. Motivation

reticular framework to host the catalyst. However, their adaptation capabilities were
limited, leading to the search for a more utilitarian crystalline material [48]. In 1995,
Yaghi et al. published the idea of constructing crystalline networks based on metal
(oxide)-centers connected by coordinated organic linkers [49]. These materials, referred
to as metal-organic frameworks (MOFs) allow for a wide variety of linker-metal combi-
nations. Their exact properties can be tuned by altering their topology, the morphology,
the chemistry of their constituents, and by post-synthetic modifications (either internal
or surface-only) [48]. The high degree of flexibility allows essentially limitless possible
combinations [50]. The strong coordination bonds of the charged linkers to the metal
center make MOFs stable even in harsh environments [51]. Their crystalline reticular
framework results in very high active surface areas. Over 7000 m2/g have been reported
in literature [52]. MOF materials were applied to various fields ranging from cataly-
sis [53–55], over CO2 storage [56], to biomedical applications, such as drug delivery [44],
photodynamic therapy [57], or biodiagnostics [58].

Since topology and morphology of the particles can heavily influence their properties,
the study of particle heterogeneity is of paramount importance [43]. However, most
common characterization techniques average over a multitude of particles to achieve a
high signal-to-noise ratio [59]. These bulk measurements makes studies of the influence
of heterogeneity on the individual particle properties difficult. To reveal the correlation,
in situ, single particle methods are required. While high-resolution diffraction methods
are unsurpassed in their spatial resolution, they are not suited for fast, in situ, multiple-
particle screening. Optical microscopy can also provide the required spatial resolution in
the higher nano to micrometer regime and is well-known for in situ studies. Photother-
mal induced resonance was applied to map the chemical complexity of multivariant
MIL-68(In) by Katzenmayer et al. [60]. The combination of atomic-force microscopy
(AFM) and IR spectroscopy allowed their team to spatially analyse the chemical com-
position of the MOF crystals with nanoscale resolution. A similar approach represented
the combination of Tip-enhanced Raman scattering (TERS) with AFM [61] for studying
crystalline heterogeneous catalysts, which posses high surface areas per volume ratios
comparable to MOFs. Jayachandrababu et al. [8] published a novel combination of
fluorescence confocal microscopy with nulear magnetic resonance (NMR) spectroscopy.
It allowed to study mixed MOF crystals of ZIF-8 and ZIF-90. SRS was used for fast
chemical mapping in Zn-exchanged ZSM-5 (zeolite) reticular framework particles. For
defect localization in the H-KUST-1 framework, Ameloot et al. [9] exploited the fact
that furfuryl alcohol becomes fluorescent during polymerization. Since only open metal
sites provide a polymerization seed for the alcohol, fluorescence imaging revealed their
location inside crystals after incubation with furfuryl alcohol. Schrimpf et al. monitored
the lifetime of labeled UiO-67(Zr) crystals to localize open metal sites [62]. In the pres-
ence of defect sites, the dyes are partly quenched resulting in a lower apparent lifetime.
Wolf et al. provided a label-free alternative for fast defect-site localization based on
NLO microscopy [63]. They applied a combination of NLO methods with Raman spec-
troscopy to visualize and classify defects in MOF-177, CoTPT, and γ-CD MOF. The
interaction with guest molecules was monitored with vibrational spectroscopy. [64,65]
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Chapter 1. Motivation

The published work mentioned above, highlights the potential of spectroscopic methods
for in situ studies of MOF systems. However, similar to the presented applications in
biological systems, most research is focused on either a very specific sample system or a
specific technique. The general applicability of correlative in situ spectroscopy and mul-
timodal optical microscopy for a wider variety of MOFs has not yet been demonstrated
in its full potential.

Figure 1.1.: Overview over the outlined selected requirements and the respective modalities combined
for the MOSAIC analysis platform. Abbreviations: SHG: second-harmonic generation;
SFG: sum-frequency generation; 1PE/2PE: one-/two photon excitation; FLIM: fluores-
cence lifetime imaging microscopy; FWM: four-wave mixing; CARS: coherent anti-Stokes
Raman scattering; UV/VIS: ultraviolet to visible absorption;

Multimodal optical micro-spectroscopy has great potential for the correlative and label-
free characterization of heterogeneous biological and inorganic systems. Therefore, the
aims of this work are:

• to design and construction of a multimodal optical analysis platform combining
state of the art fluorescence methods with NLO imaging and spectroscopic modal-
ities.

• to demonstrate the potential of such a platform to investigate heterogeneity in a
variety of MOF systems.
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Chapter 1. Motivation

• to investigate reticluar particles as well as biological systems on the same micro-
scope to prove the flexibility regarding sample systems of the analysis platform.

To address the first aim, the platform design should be capable of label-free and fluo-
rescence based imaging (including FLIM). To analyse heterogeneity in MOFs, surface-
specific imaging correlated with 3D imaging is needed to distinguish between effects
on material interfaces and heterogeneity inside a certain material. Chemically-sensitive
imaging allows for a label-free substance localization. Additionally, highly-sensitive sub-
stance identification and quantification modalities are required. All modalities would
have to be combined on a singular micro-spectroscopy platform, to correlate the ac-
quired information with sub-micrometer resolution.

In this thesis, the prototype of such a multimodal setup is presented. It is dedicated
for Multimodal Optical Spectroscopy And Imaging Correlation analysis, or MOSAIC
analysis in short. Figure 1.1 illustrates the selected methods for the platform. The
modalities are based on a variety of light-matter interaction. The first part of the thesis
provides a short introduction to the theoretical and technical backgrounds of the plat-
form and discusses the selected modalities in detail (chapter 2). The general design and
the technical realization of MOSAIC are laid out in chapter 3. The next chapters of
the thesis describes the application of MOSAIC analysis on reticular (chapter 4) and
biological systems (chapter 5):
First, the potential of the method for MOF materials was investigated (section 4.1).
To demonstrate the feasibility of multimodal analysis on MOF systems, UiO-67, a well
known MOF was investigated with all selected modalities. The influence of defect sites
and heterogeneity on extrinsic properties was exemplary investigated for light absorption
in MIL-88A microcrystals. The intrinsic property of guest-host interaction was studied
in MOF crystals of MOF-801, an atmospheric water harvesting material. The limited
techniques in researching heterogeneity of water adsorption in these systems lead to
the development of a novel Raman scattering based method for single crystal isotherms
(section 4.2). Following this work, projects with a biological background are presented.
The analysis platform can identify embedded inorganic particles in tissue (section 5.1)
and is well suited for state of the art fluorescent imaging in cell spheroids (section 5.2)
as well as in single cells (section 5.3).

7



Chapter 2.

Multimodal Optical Microscopy
Optical microscopy is based on the interaction of light with a specimen. When the exci-
tation photon flux is sufficiently high, higher-order interactions become significant and
can be exploited in microscopy and spectroscopy. Since a sample can exhibit a multitude
of linear and nonlinear interactions simultaneously, one can probe multiple properties
at the same time. This multimodal approach requires knowledge of the physical back-
ground of the interactions, a good characterization of the sample and high control over
the technical realization of the micro-spectroscopy platform. This chapter gives a brief
introduction to light-matter interactions in a historical context and provides a short
overview of nonlinear optics. Afterwards, the physical background of the modalities
implemented in our microscope will be discussed based on the order of the interaction.
In the last section, the underlying technical concepts of our analysis platform will be
introduced.

2.1. Interaction of light and matter
2.1.1. The nature of light - a brief excurse
In the very first lines of the book Genesis, during the act of creation of the heavens and
the earth, God declared “Let there be light;” (Genesis 1:3 [66]) and separated light from
darkness. Unfortunately, the following text does not state the nature of light, resulting
in a discourse between scientists for over two millennia.1 The earliest recorded system-
atic studies about the nature of light are from the Hellenistic period until ca. 320 BC.
They can be roughly divided into atomists, who believed that light consists of atoms
emitted by matter, and supporters of the extramission theory, where light consisted of
rays emitted by the eyes. The latter theory was stated by Plato and his supporters and
did last over a thousand years before it could be dismissed by one of the leading optical
scientists during the prime of the Islamic period, Alhazen in 1027. He could show that
light sources, here lanterns, create the light instead of the eye, but did not further specify
the nature of light. In the western world, after the dark ages faded away around the
15th century, the scientific revolution dawned. With Copernicus, Galileo and Kepler,
scientific methods were held in high regard again while scientists like Snell, Descartes
and Fermat continued expanding the knowledge about the behaviour of light [67]. Sir

1The following paragraph is a summary of A Very Brief History of Light, the first chapter in Optics
in our time by Zubairy, Al-Amri et al. [67]
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Chapter 2. Multimodal Optical Microscopy

Isaac Newton could first prove that light itself has an apparent color and that white
light is composed of all colors [30]. He proposed that light consists of small corpuscles
while matter consists of bigger corpuscles, postulating light as particles. His theory
was in opposition to the concept of light propagating as a wave, put forth by Grimaldi,
Young, and Fresnel who all observed distinct wave-like features of light propagation in
their experiments [67]. James Clerk Maxwell could describe light as an electromagnetic
wave in the equations named after him, explaining all previous experimental observa-
tions [68]. His description was proven experimentally by Hertz in 1888 [69], leading to
the conclusion that light indeed is an electromagnetic wave. But the question remained:
a wave in what medium? Already in Newton’s time, the concept of a luminiferous ether
was proposed, similar in function as air for sound waves but unknown in nature [70].
However, the existence of such an ether could never be proven, deeming its existence
highly unlikely. Additionally, more experiments [67] were published hinting at the par-
ticle nature of light. The apparent duality was explained by Einstein in 1905 [71]. He
applied the mathematical constant that Max Planck derived to describe the so-called
black body experiments [72], the Plank’s constant h, to postulate the relation E = h · ν
for describing the energy of light. Light was postulated as an electro-magnetic wave that
behaves as a particle. This particle-wave duality could finally settle the millennia-old
dispute over the nature of light and opened the field of quantum mechanics enabling a
deeper understanding of light-matter interactions.

To introduce the underlying physical principles for the selected multimodal effects in
this thesis, I will use the classical description2 of light as an electromagnetic wave with
a time-dependent, photon induced electric field E(t):

E(t) = E · e−iωt (2.1)

E is the absolute electric field strength, ω is the frequency, and t is the time. Variables
in bold indicate that the property is a vector. In the following chapters, a classical
description based on Boyd et al. [74] is employed to describe the selected effects.

2.1.2. Interaction with matter
Matter consists of atoms, which have electric and magnetic properties. Electric and
magnetic fields can, therefore, influence the charge and the magnetic moment of a ma-
terial. Maxwell developed the expressions to describe the entanglement of electric and
magnetic physical properties in his famous four Maxwell equations:

2The presented description follows Chapter 1 of "Electromagnetic Waves and Antennas" by S. Orfanidis
[73] and Nonlinear Optics by Boyd et al. [74]
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∇× E = −δB
δt

(2.2)

∇×H = J + δD
δt

(2.3)

∇ ·D = ρ (2.4)
∇ ·B = 0 (2.5)

where E and H are the electric and magnetic field intensities, D and B are the electric
and magnetic flux densities, and ρ and J refers to the volume charge density and the
current density.

Static electric and magnetic field intensities are related to the induced respective flux
densities via the so-called constitutive relations:

D = εE (2.6)
B = µH (2.7)

with ε and µ being the permittivity and the permeability of the material, in which the
flux densities are located. For a field intensity in a vacuum, permittivity and permeability
are constants (ε0 and µ0). This allows the materials’ permittivity and permeability to
be connected to its electric and magnetic susceptibility χ and χm.

ε = ε0(1 + χ) (2.8)
µ = µ0(1 + χm) (2.9)

The susceptibilities are dimensionless material properties. In isotropic materials they
are material constants while in anisotropic environments, they are tensors mediating
the direction-depending interaction between electric fields and matter. The following
paragraphs apply the more general vector notation for the susceptibility. By combining
equations 2.1, 2.6, and 2.8, one can derive an expression describing the time-dependent
electric flux D(t) induced by a light-induced electric field E(t) (the time-dependent
magnetic flux can be derived in the same way):

D(t) = ε0 · (1 + χ) · E · e−iωt (2.10)
The electric interaction is influenced by three main components: the material properties
(here described by the electric susceptibility χ), the frequency ω of the incident light
and the field strength E. For example, in dispersive materials, the electric susceptibility
is a function of the frequency χ(ω) resulting in the different refractive indexes for differ-
ent frequencies. To a good approximation, all sample systems studied in this thesis can
be described as non-magnetic, dielectric matter with a negligible magnetic-field contri-
bution. In dielectric materials, the electric susceptibility can depend on the excitation
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frequency and the excitation field strength. Equation 2.10, describing the interaction,
can be written as:

D(t) = ε0 · E(t) + ε0 · χ(ω,E) · E(t) (2.11)

The second part of the equation can be identified as the time-dependent polarization of
the dielectric material P(t).

P(t) = ε0 · χ(ω,E) · E(t) (2.12)

Light-matter interactions in dielectric materials are connected via the polarization. In
the following we will restrict ourselves to monochromatic excitation light sources. For
low photon fluxes, i.e. low E, the relation between P(t) and E(t) can be approximated
as linear. However, for high field intensities, this approximation is no longer sufficient
and equation 2.12 needs to be adapted accordingly. It can be expanded by a power series
of P(t) with the electric field E(t):

P(t) = ε0[χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...]
≡ P(1)(t) + P(2)(t) + P(3)(t) + ...

(2.13)

with χ(n) being the n-th order susceptibility. Since the n-th order effects depend on
the excitation field strength with the power of n, high intensities are required to induce
non-negligible nonlinear effects. Broadly speaking, the higher the non-linearity of the
optical effect, the more power is needed for a significant contribution. In this work, only
effects up to the third order are considered. Higher order effects would require laser
intensities that could cause photodamage in the specimens studied in this work.

The expression for dielectric samples, derived from Maxwell equations, allows one to
describe an observed light-matter interaction via its order of dependency on the exci-
tation field intensity. The nonlinear interactions are the foundation of the developed
multimodal optical microscopy setup. To induce a specific nonlinear effect, the exci-
tation light source must possess a high field intensity in a relatively narrow spectral
window. This requirement exceeds classical light sources like candles, the sun or electric
light bulbs.

In the year 1916, Albert Einstein published a re-evaluation of Planck’s law of radi-
ation [75] based upon the so-called Einstein coefficients. In this work, he described
the processes of photon-absorption and photon-emission (spontaneous and stimulated),
based on the formulas developed by Planck [76] and Maxwell [77]. The stimulated
emission, where a photon that hits an electronically excited system will create another
photon with the same properties, was the basis for his proposal for a monochromatic
light source, which would be capable of intense field strengths. Such a device was tech-
nically challenging, needing 44 years until Maiman et al. published their work about
the first so-called light amplification by stimulated emission of radiation (laser) device
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in 1960 [78]. The invention of the laser is commonly known as the starting point of
nonlinear physics (although some nonlinear effects were reported before, such as the ob-
servation of saturation effects in the luminescence of dyes by Lewis et al. in 1941 [79]).
Only a year after the first laser system was published, the system was already successfully
applied to observe frequency-doubled light in quartz crystals by Franken et al. [28](SHG
is discussed in more detail in 2.2.2). The laser paved the way for nonlinear, multimodal
microscopy by allowing high control over the triggered effects.

The developed MOSAIC analysis platform (chapter 3) combines a suite of imaging and
spectroscopy methods. Light-matter interactions can result in a multitude of fundamen-
tally different signals. For this work, five modalities were selected: the surface-specific,
label-free sum-frequency generation (SFG) and SHG (1), the label-free four-wave mix-
ing (FWM) for unspecific imaging (2), Raman spectroscopy for substance identification
and quantification (3), and CARS for chemically sensitive imaging (4). These were com-
bined with the fluorescence emission based methods after one-photon excitation (1PE)
and 2PE (5). Figure 2.1 displays the energy diagrams for the different modalities ac-
cording to their dependence on the number of interacting light fields. The order n of
light-matter interaction is given by the number of electric fields due to the incident light
fields that lead to a modulation of the material’s polarization P(n) serving as source of
the newly created light field. It is frequently described by the order n of the electric sus-
ceptibility χ(n), as laid out above. While absorption and consecutively emission (1PE)
depend linearly on the electric field (figure 2.1a) of the incident light source, SFG and
SHG (figure 2.1b) are second order processes, i.e. they depend on the interaction of two
incident light fields with the sample. FWM, CARS and spontaneous Raman scattering
(figure 2.1c) result from third order interactions. Analog to Raman scattering, 2PE
induced absorption (2PE; figure 2.1a) is a dissipative process resulting in a excitation of
the involved material. For both processes, no direct excitation from the ground state to
the (vibrational or electronically) excited state are happening. The transition requires a
two-step process. It populates the excited state via an intermediate, virtual state lead-
ing to a third-order interaction. A full description of both processes requires a quantum
electrodynamic model [74,80].

In the following, the selected effects are presented in detail, related to their order of
light-matter interaction.

2.2. First and second order effects
The MOSAIC microscope utilizes the effect of 1PE fluorescence as a modality based on
a first-order light-matter interaction. It will be discussed in the following chapter with
a focus on multiplexing capabilities and lifetime analysis in fluorescence imaging which
are applied for projects 4 and 5 respectively. The second effect presented here will be
the surface-sensitive SFG and SHG as a derivative thereof.
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Figure 2.1.: Energy diagrams of the spectral signatures selected for MOSAIC. a) 1PE and 2PE in-
duced fluorescence are first and third-order interactions, respectively. The straight arrows
indicate photons and the curved arrows energy transfer without photon emission by in-
ternal conversion. b), c) Selected second- (b) and third order (c) interactions of light
and matter. Here, the straight arrows represent electric fields. The horizontal solid
and dashed lines represent the molecular and virtual energy levels, respectively. Figure
adapted from [81].

2.2.1. Fluorescence
The emission of a photon by an electronic system after absorbing a photon refers to
the process of photoluminescence. Figure 2.2 displays the process schematically using
a Jablonski diagram [82]. Electrons from the electronic ground state S0 can be excited
by photoabsorption to a higher electronic state, here S1 (figure 2.2, green). The excited
electron can convert energy into heat via vibrational relaxation (yellow). It can then
fall back to the ground state, emitting a photon with lower energy than the incident
absorbed photon. Consecutively, it relaxes to the vibrational ground state of S0. Since
the emission occurs from the lowest sub-state of the excited electronic state the shape of
the absorption and emission spectrum of a fluorescent system roughly mirror each other,
with a shift to lower energy in the emission compared to the excitation spectrum, due to
the vibrational relaxation (see figure 2.2). This spectral red-shift was first described by
Goerge G. Stokes in 1852 [20]. When absorption and emission can occur without a change
in the electron spin, the process is called fluorescence. Stokes observed it in fluorspar
and uranium glass. He coined the term based on fluorspar, similar to opalescence is
named after the gem opal [20].
Usually transitions with spin-inversion are forbidden. However, it is possible that an
electron converts from the excited singlet to an energetically close excited triplet state
T1. The process is referred to as inter-system crossing. The relaxation and photon emis-
sion from the triplet state is called phosphorescence (figure 2.2, black). The relaxation
to the ground state from either excited state can also occur without photon emission,
referred to as non-radiative decay or quenching.

Molecules where fluorescence can be observed are referred to as fluorophores (gener-
ally absorbing in the UV to VIS regime). High-performance synthetic fluorophores (e.g.,
Atto or Alexa dye series) and the discovery of native fluorescent proteins (first and
foremost the green fluorescent protein (GFP) [83]) greatly advanced the large field of
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Figure 2.2.: A Jablonski diagram showing processes involved in photoluminescence and quenching.
Straight arrows indicate photon absorption / emission processes, while curved arrows
indicate energy transfer or energy loss without photon emission. Solid lines are real
states, dotted lines are virtual energy levels. "S" and "T" represent the singlet and triplet
electronic states and sub-states. The two-photon excitation (2PE, lilac) is discussed in
section 2.3.2.

fluorescence microscopy. A powerful option is to label site-specific multiple targets with
different dyes and correlate the acquired information. This multiplexing requires that the
emission spectra of the fluorophores have little to no spectral overlap. Since the emission
spectra are usually relatively broad, it is challenging to have more than three different
labels per experiment. In project 4, we monitored the import of a photo-switchable
YAP correlated to the nucleus position, demonstrating the multiplexing capabilities of
our setup (chapter 5.2).

Fluorescence lifetime
The average time the system stays in the excited electronic state is the fluorescence
lifetime τ , described by the inverse sum of radiative and non-radiative emission rates
k(n)r.

τ = (kr + knr)−1 (2.14)
Typically, fluorescent lifetimes are between 1 to 10 nanoseconds, while phosphorescence
is decaying on a significantly longer time-scale (ranging from microseconds to hours or
even days) since the transition requires a spin-inversion. The fluorescence intensity decay
after excitation I(t) is representative of the dye and the current local environment. A
histogram of a single decay process (S1 → S0) can be described by eq.2.15 as a mono-
exponential decay:

I(t) = I0 · e
−t
τ (2.15)

where I0 is the initial fluorescence intensity and t the time. When scanning an image
point by point, one can extract a lifetime for every pixel. The resulting fluorescent life-
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time image allows access to the spatial distribution of the fluorescence lifetimes [84]. The
technique called FLIM is a powerful tool that expands the intensity-based fluorescent
imaging. For example, by applying FLIM in MOF materials it was shown that defect
sites in single crystals decrease the lifetime [62]. Defect localization in UiO-67 crystals
was possible by exploiting the lifetime reduction due to quenching in the proximity of
uncoordinated metal sites.

The Phasor approach
Fluorescence lifetime analysis provides information about the nano-environment around
the fluorophore with high sensitivity. It can monitor an accumulation of multiple fluores-
cent decay processes, where every component possesses a (different) mono-exponential
lifetime. The simultaneous detection of only two decay processes will already lead to
an apparent bi-exponential decay. When multiple components are contributing to the
detected lifetime histogram, the distinction between the different components by lifetime
fitting alone becomes challenging. It requires either prior knowledge of the system or
a high signal-to-noise ratio, usually leading to long measurement times. An alternative
is presented in the Phasor approach, introduced by the Weber group [86]. Here, the
lifetime is Fourier-transformed using eq. 2.16 and 2.17 (figure 2.3a, b).

s =
∫ T

0
I(t) · sin(nωt)dt/

(∫ T

0
I(t)dt

)
(2.16)

g =
∫ T

0
I(t) · cos(nωt)dt/

(∫ T

0
I(t)dt

)
(2.17)

The lifetime is projected from the time domain in the Fourier space, represented by
angular coordinates inside or on a unit half circle. In FLIM, this results in one point per
pixel of the image (figure 2.3c-e). Mono-exponential decays appear on the unit half circle
line. Bi-exponential decays are weighted vector additions of the two pure species vector
representations (figure 2.3f). The exact bi-exponential vector location is dependent on
the ratio of the two species. This holds true for multi-component systems. Figure 2.3f
and g show a schematic for a two- and three-component system respectively. The ad-
vantage of the Phasor technique is a high sensitivity for identifying contributions of a
substance even at low concentrations and low signal-to-noise ratios. If the substance of
interest has a distinct lifetime population in or on the half circle compared to the other
components of a mixture, it’s presence will result in a detectable shift towards the pure
compound location (figure 2.3g, purple dot). We applied this technique in the analysis
of the import of cthGAMP in THP1 cells (see project 5).
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Figure 2.3.: A Phasor analysis of fluorescence lifetime imaging data. a) Fluorescence lifetime decays
with different mono-exponential rates. b) A Phasor plot of the Fourier transformed
fluorescent curves in (a). c) A FLIM image of the autofluorescence of HeLa cells (color-
coded according to the lifetime extracted from the phasor plot). d) A schematic zoom into
the FLIM image in (c). The color value of every pixel is a representation of its position
in the Phasor plot. e) A schematic Phasor plot of the pixel wise lifetimes measured in
a confocal fluorescence microscope image using time-correlated single-photon counting
(TCSPC) based on the selection in panel (d). f) A theoretical phasor plot for a two-
component mix of component c1 and c2 with the ratio f1 to f2. The mixture (purple
dot) is the weighed vector sum and located on a line between the pure species locations.
The position is dependent on the ratio f1 to f2. g) A theoretical phasor plot of a three
component mix upon addition of a third fluorescent species c3 with long lifetime. The
purple population would be observed as mixed population between all three components.
Figure adapted from the publication Veth, Fuchs et al. [85], see section 5.3.
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2.2.2. Sum-frequency generation
In materials where the second order susceptibility χ(2) is non-zero, light fields can interact
with each other to create a field with another frequency, derived from the incident ones.
An example of this effect is sum-frequency generation (SFG): two light fields with the
frequencies ω1 and ω2 are annihilated in a non-linear material and create a new light
field with the frequency ωSFG,1 = ω1 + ω2. Contrary to fluorescence no energy transfer
from light to matter occurs, therefore, no real energy levels are required apart from the
ground state. Eq. 2.18 shows the second-order polarization in the case of SFG [74]:

P(2)
SFG(t) ∝ ε0χ

(2)2E1E2e
−i(ω1+ω2)t (2.18)

When the two interacting fields have the same frequency ω1 (i.e. the laser field interacts
with itself), the created light field possess double the frequency of the incident light
fields. This effect is refereed to as second harmonic generation (SHG) and is a special
degenerated case of SFG. Eq. 2.19 shows the second-order polarization in case of
SHG [74]:

P(2)
SHG(t) ∝ ε0χ

(2)E2
1e

−i2ω1t (2.19)

where ωSHG = 2ω1. The power dependency of the respective signals is therefore:

ISFG ∝ I1, I2 (2.20)
ISHG ∝ I2

1 (2.21)

The effect is based on a significant χ(2), which requires a non-inversion symmetric ma-
terial. Independent of the material, surfaces can never have inversion symmetry. There-
fore, SFG and SHG imaging are well suited for surface imaging in general, and for
specific substances with a high χ(2) in particular. A common example from the field
of life science is label-free collagen imaging [87–89]. In this work, SFG and SHG were
demonstrated on MOF crystals for surface specific imaging (section 3.1).

2.3. Third order effects
Most techniques employed for our system are based on third order non-linear interac-
tions, where three light fields interact. A wide variety of interaction can occur. In the
following, I will describe the modalities implemented on the presented setup: FWM
allows for (mostly) unspecific 3D imaging, 2PE for fluorescence excitation with IR laser
sources. Space-resolved chemical characterization is carried out using different imple-
mentations of Raman scattering. The suitability of spontaneous Raman micro- spec-
troscopy for quantitative analysis is the base for the developed method presented in
section 4.2. While label-free imaging with only spontaneous Raman spectroscopy is
possible (referred to as hyperspectral Raman imaging), it is slow (hours to days) and
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has a high risk of causing photodamage to the sample. Therefore, we additionally im-
plemented enhanced Raman methods for fast, label-free imaging, discussed in the last
paragraph of this section.

2.3.1. Four-wave mixing
In a nonlinear medium with a third-order susceptibility χ(3), up to three light fields with
different frequencies can interact with each other. Inelastic scattering in this medium can
lead to frequency mixing of all light fields, creating a fourth field with a new frequency
ωFWM [74]. When the three incident fields have distinct frequencies from each other
(ω1, ω2, ω3), nine distinct frequencies are generated by the FWM process. The numberm
of possible frequencies based on the FWM interaction of n fields with distinct excitation
frequencies is [90]:

m = (n2 · (n− 1))
2 (2.22)

At a sufficiently high photon flux the generated fields can also interact with each other,
leading to new FWM processes. This effect is exploited to generate spectrally broad
light fields in a photonic crystal fiber (PCF), as implemented in our setup to create the
probe beam [91].
When applying FWM for nonlinear imaging, typically only two different excitation
sources are applied. Theses incident light fields with the frequencies ω1 and ω2 cre-
ate the degenerated FWM signals at the frequencies:

ωFWM1 = 2ω1 − ω2 (2.23)
ωFWM2 = 2ω2 − ω1 (2.24)

When one of the laser fields intensities is significantly higher than the other, e.g. I1 »
I2, it will result in IFWM1 » IFWM2. On our microscope, this relation is exploited for
the FWM imaging modality.
The FWM signal intensity is proportional to χ(3) and the excitation fields intensity I1
and I2 [74]:

IFWM1 ∝ I2
1 , I2,χ(ω1, ω2) (2.25)

IFWM2 ∝ I2
2 , I1,χ(ω2, ω1) (2.26)

FWM is a universal, often unspecific tool for imaging, since it is possible to induce FWM
in (almost) every material. In homogeneous, crystalline materials, FWM imaging maps
the spatial distribution of χ(3) in the material. It is not restricted to surfaces, making
it a valuable modality for label-free, unspecific 3D imaging. Moreover, changes in χ(3)

caused by material inhomogeneities (such as defects in MOF crystals for example) will
result in local changes in the detected FWM intensity. This enables defect-localization
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in crystals, as shown by Wolf et al. [63]. In this work, the FWM modality was employed
for label-free imaging and to localize defects in MOF crystals, as discussed in projects 1
and 2 (chapter 4).

2.3.2. Two-photon excitation
The application of pulsed laser sources with high intensities provides the possibility
that the examined system absorbs two photons within a period of femtoseconds. Both
photons contain approximately half the energy needed for a transition into an excited
state. Two-photon excitation (2PE) allows the usage of near infra-red (NIR) excitation
sources for fluorescence imaging. Since biological matter absorbs and scatters less in the
NIR range [92], this enables deep tissue imaging and reduces the risk of photodamage [92]
from out-of-focus absorption. An additional advantage stems from the fact, that the 2PE
signal I2PE scales quadratically with the excitation power [74]:

I2PE ∝ I2
exc (2.27)

Only the photon flux in the focal plane is sufficient to induce 2PE and thereby creates a
detectable fluorescence signal. This massively reduces the out-of-focus excitation com-
pared to 1PE. Despite the increase in spatial resolution, 2PE suffers from a small cross
section [93]. Therefore, it requires high excitation field strengths, which are usually
achieved by exploiting the confocal beam geometry and applying pulsed laser sources in
the NIR region. The effect was theoretically predicted in 1931 by Göppert-Mayer [26],
but could, as mentioned, only be observed after the laser was invented (1961 by Kaiser
et al. [27]).

2.3.3. Spontaneous Raman scattering
Spontaneous Raman scattering is an inelastic interaction, where energy transfer between
a light field and matter occur, causing a vibrational transition of the material and a fre-
quency shift in the scattered light. Every distinct vibrational transition caused by the
inelastic scattering will create a unique frequency, referred to as Raman signal. The
amount and likelihood of vibrational transitions is correlated to the chemical composi-
tion of the sample. The scattering pattern can therefore be used to identify substances
enabling its application as Raman spectroscopy. The effect was first postulated in 1923
by A. Smekal [94] and 5 years later verified by Chandraskhara Venkata Raman [31]. It is
a common characterization tool in modern science due to the high information content
and the relatively easy implementation. It can be applied in situ, in vivo (usually in the
IR regime), and on solid, liquid, or gaseous samples. The scattering process can be de-
scribed with a classical approach, which will be laid out in the following paragraphs [74]:
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The angular frequency notation ω will be employed as a representation of the frequency,
with its relationship to the actual frequency ν as ω = 2πν. The frequency ν and the
wavelength λ of a photon are connected with ν = c

λ
(c equals the speed of light).

Lets now consider a diatomic molecule. The dipole moment p(t) of the molecule oscil-
lates in the presence of an electric field E(t), based on its polarizability α(t):

p(t) = α(t) · E(t) (2.28)

The polarizability α(t) depends on the vibration of the atom coordinates of a given
chemical bound. It can be approximated as the sum of a constant α0 and a time
dependent contribution, induced by the change in atomic positions of the molecule during
the vibration.

α(t) = α0 + ( δα
δQ

)0 ·Q(t) (2.29)

The latter part is dependent of the strength and frequency of the atomic displacement
Q(t). We can describe this periodic atom displacement Q(t) as a damped, harmonic
oscillator:

Q(t) = 2 ·Q0 · cos(ωνt+ θ) = Q0 · (e−iωνt−iθ + e−iωνt+iθ) (2.30)
Q0 is the vibration amplitude tensor, ων the resonance frequency of the bond and θ the
phase. When a light field with the frequency ω1 is scattered at the material, a description
of the process can be derived by inserting eq. 2.1, eq. 2.29, and 2.30 in eq. 2.28:

p(t) = (α0 + ( δα
δQ

)0 ·Q0 · (e−iωνt−iθ + e−iωνt+iθ)) · E · e−iω1t) (2.31)

This can be simplified to eq. 2.32:

p(t) = α0 · E · e−iω1t + ( δα
δQ

)0 ·Q0 · (e−i(ω1+ων)t−iθ + e−i(ω1−ων)t+iθ) · E (2.32)

The description of the scattering process reveals three possible frequency combina-
tions: elastic Rayleigh scattering without energy transfer ωout = ω1 (first term) and
inelastic Raman scattering (second term). The light field can receive energy from a
molecule vibration in an excited state, so that the frequency of the scattered light ωout
is ωout = ω1 + ων (referred to as Anti-Stokes scattering). Alternatively, a photon can
excite a vibration by transferring energy to the material. The scattered photon then
has the frequency ωout = ω1 − ων (referred to as Stokes scattering). Since vibrational
levels are thermally populated according to the Boltzmann distribution [95], Raman
scattering on the Anti-Stokes Side is less likely to occur than on the Stokes side. This
leads to a spectral intensity difference in the scattering pattern below and above the
excitation wavelength, i.e. a higher average Raman intensity towards lower frequencies
than towards higher frequencies relative to the incident excitation frequency.
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The frequency of the Raman scattered photons is centred around the excitation fre-
quency ω1. Since Raman scattering is usually exploited for substance identification, i.e.
as a spectroscopic method, an excitation independent notation of the Raman spectrum
is needed. Here, the relative wavenumber ν̃ is introduced with:

∆ν̃ = (ωout − ω1)
c

· 1
2π = 1

λout
− 1
λ1

(2.33)

By converting the measured Raman peak positions from wavelength in [nm] into rel.
wavenumbers in [cm−1], Raman spectra can be compared independent of the excitation
wavelength.

The intensity of a Raman signal IR depends on several parameters outlined in detail in
the publication to project 2 (section 4.2). In brief, it depends linearly on the laser field
intensity IE and the concentration of the scattering substance c:

IR ∝ IE, c (2.34)
Typically, the probability of a Raman scattered photon is low compared to the absorp-
tion probability in fluorescent dyes. Even good Raman scatterer have a low occurrence
for inelastic scattering compared to fluorescent materials. Therefore, high excitation
field intensities are necessary, usually tens of milliwatts average power, whereas confocal
fluorescent methods operate between <1 to tens of microwatts [93]. Since the Raman
signal intensity scales linear with the excitation source intensity, photodamage occurs
when the excitation power exceeds the damage threshold of the sample. This can lead
to long measurement times, especially in hyperspectral Raman imaging [93]. Since the
data collection per pixel ranges in the second regime, the overall time per image can
be several hours. While our hyperspectral datasets were usually recorded in ca. 2 1/2
hours, up to 38 hours per field of view can be found in literature [33].

2.3.4. Enhanced Raman scattering
The main hindrance for employing the Raman effect for chemically sensitive, label-free
imaging is the low probability of the process to occur. Hence, several strategies have been
developed to enhance its likelihood and, therefore, increase the achievable sensitivity and
acquisition speed. These processes exploit the enhancement by electronic resonance,
plasmonic and metal surface enhancement, or laser coherence:3:

• Resonant Raman scattering

• Surface-enhanced Raman scattering (SERS) / Tip-enhanced Raman scattering
(TERS)

• Coherent Raman scattering (CRS)
3Paragraph follows the review by Jones et al. [34]
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Resonant Raman scattering occurs when the energy of (at least) one of the electric fields
involved in the Raman scattering process is in close proximity to the energy gap of an
electronic transition of the sample material. The Raman bands which are energetically
close to the transition experience an increase in scattering probability and a subsequent
enhancement in intensity up to 106 [34]. The enhancement is usually confined to a small
spectral region of a Raman spectrum. The study of resonant Raman substances can be
performed at low concentrations [96].

A less substance-specific approach is SERS. Here, nanostructures excited by a light
field can induce local surface plasmons. The plasmons generate an additional electric
field, where the local field strength is defined by the nanostructure shape. Apexes and
sharp edges can locally concentrate the plasmonic field strength. Raman scatterers in
close proximity experience a strong enhancement of the scattering process. SERS can
be combined with atomic force microscopy (AFM) where a small metal tip is close to
the sample surface [97]. While this tip-enhanced Raman scattering (TERS) enables fast
surface imaging and enhanced Raman spectroscopy combined with nanometer resolu-
tion, the technique is limited to surface analysis only and is technically challenging to
implement. Moreover, even stronger enhancement can be found when Raman scatter-
ers are located between two or more nanostructures close to one another [98]. These
create electric fields with very high local strength, so called "hot spots". In addition to
the plasmon induced field enhancement, the close proximity of the scattering particle
to the nanostructure can result in hybridization of orbitals, enabling a resonant Raman
enhancement on top [34]. This contribution is mainly reported for organic molecules
close to noble metal nanostructures. With both effects present, SERS increases the
Raman signal up to a factor of 1011 [34]). The strong enhancement make even single
Raman scatterer detectable [99]. Therefore, SERS is ideal for screening and sensing
applications, such as detection of pathegeneous materials [100], aerosol pollutants [101],
or unmodified DNA [102].

While SERS provides single-molecule sensitivity, the method requires multiple nanos-
tructures in close proximity to the substance of interest. A completely label-free alter-
native is provided by methods based on coherent Raman scattering (CRS): when the
difference in energy of two light fields matches the energy of a vibrational transition,
the probability of Raman scattering at this bond vibration is increased. This enhanced
Raman scattering is now coherent to the driving excitation light fields in contrast to
the incoherent spontaneous Raman scattering. coherent Raman scattering (CRS) is a
resonant FWM process and therefore also requires high photon fluxes and high field
strengths.

The coherently enhanced Raman scattering on the Stokes and Anti-Stokes transitions
are referred to as coherent Stokes Raman scattering (CSRS) (pronounced "scissors") and
CARS respectively. In CARS, photons are blue-shifted with respect to the excitation
lasers making the technique ideal for combination with biological fluorescent imaging
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Figure 2.4.: Schematic spectra for Raman scattering, CARS, and SRS. a) Spontaneous Raman scat-
tering. The green curve represents a schematic excitation laser signal, the grey curves
a typical spontaneous Raman scattering spectrum (selected peaks from the polystyrene
spectrum). b) Resonant, degenerate FWM as the basis for CARS and SRS effects. When
the difference in energy between the wavelength of the pump (ωpump, lilac curve) and
probe beam (ωprobe, pink) is equivalent to a Raman active transition, the resonant CARS
signal is created. In addition, the pump beam intensity experiences stimulated Raman
loss (SRL) and the probe beam the equivalent stimulated Raman gain (SRG) (indicated
by the dotted lines). The latter process is referred to as SRS. Intensities of the signals
are chosen for clarity since the Raman scattering signals are much less intense and would
not have been visible in this representation.

(see figure 2.4b). Since its revival4 in 1999 by Zumbusch et al. [36], CARS has been ap-
plied to a multitude of research projects, i.e. in brain tumour detection [103], to study
skeletal stem cells [104], and to track organelles in living cells [105]. Over the last two
decades, CARS has proven to be a robust and flexible tool for label-free, chemically-
sensitive imaging. It is well suited for biological and inorganic imaging and therefore
an important addition to the platform presented here. Nevertheless, both CSRS and
CARS can be extremely challenging to apply for the quantitative analysis of unknown
sample substances. This is, one the hand, due to the quadratic dependence on the
sample concentration and, on the other hand, due to non-resonant signal contribution:
since CARS is a FWM process, the generated signal is composed of a resonant compo-
nent and a non-resonant background. Both are created at the same time in the same

4Although Duncan et al. published a working CARS microscope in 1982 [35], the visible lasers he
applied were introducing high backgrounds, rendering a broader application impossible. Zumbusch
et al. solved this problem, by switching to excitation sources in the NIR, allowing a significantly
better signal-to-noise ratio.
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confocal volume at the same wavelength, rendering the distinction of the signal ori-
gin challenging. One option is the separation them via the signal phase, applying the
Kramers-Kronig relation [106–108]. However, these techniques are technically highly
demanding and restrict applications of the excitation sources for other modalities. An-
other approach is to exploit differences in the polarization of the signals [109,110]. The
CARS signal The polarization of the non-resonant and the resonant components de-
pends on the polarization of the excitation laser fields. Linearly polarized excitation
lasers result in linear polarization of both, the resonant and non-resonant component.
The angle between these components is a function of the angle between the excitation
laser polarizations. When adjusting this angle between the excitation lasers to 71.6°,
the resonant and non-resonant component polarizations are perpendicular to each other.
By blocking the linearly polarized, non-resonant component with a polarizer in front of
the detector it becomes possible to transmit only the resonant signal contribution, the
CARS signal. The technique is referred to as polarization coherent anti-Stokes Raman
scattering (pCARS) [110] and is implemented on our microscopy platform. When block-
ing the non-resonant signal, we acquired the CARS images. By rotating the polarizer by
90° the resonant component is blocked and the non-resonant FWM signal is transmitted.
The polarizer position allows us to map the same area in both modalities and compare
the resonant, chemically-sensitive image to the unspecific, non-resonant χ(3) mapping.
We applied the combination to localize water molecules in a MOF framework in chapter
4 and correlate them to defect site positions.

While the non-resonant background can be minimized, the quadratic dependence on
the sample concentration still limits the application of CARS for quantitative analy-
sis [37]. Another CRS effect holds more promise: stimulated Raman scattering SRS.
When the two laser fields interact in resonance with a Raman vibration, energy is trans-
ferred from the higher energy pump to the probe laser field. This results in a SRL for
the pump and a SRG for the probe beam (see figure 2.4b), known as SRS [37, 38]. The
power dependence is linear with the concentration and no non-resonant background is
present. SRS could be combined with the presented methods, and has been shown in
literature to pair very well with fluorescence imaging [111]. The SRS induced change in
intensity is very small compared to the total intensity of the laser fields and is challeng-
ing to detect against background noise. Retrieval of the SRS signal requires a specific
electronic detection scheme, revolving around a Lock-In Amplifier (LIA) [37, 38]. Here,
one of the laser lines is modulated with a distinct frequency frep. The LIA filters the
detected signal after the sample for intensity fluctuations at frep. The noise-induced
random fluctuations can, therefore, be vastly reduced. This detection scheme allows to
apply SRS as an effective imaging modality. The required electronical components are
already implemented in the setup and first test measurements were performed. However,
for the presented projects CARS was more then sufficient for chemically-sensitive imag-
ing of the sample systems investigated in this thesis (chapters 4 and 5). The additional
implementation of SRS will be the prospect of future development.

The selected effects are based on a variety of light-matter interactions. However, the
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requirements regarding instrumentation are relatively similar: high photon densities,
excitation in the VIS to NIR range, and a high control over the spectral composition
of excitation and emission light. The next section describes the key technical concepts
that can be applied to combine the described modalities onto a singular platform.
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2.4. Instrumentation for optical microscopy
Optical microscopy and spectroscopy have a wide variety in technical realizations. The
developed setup is composed of two modular units: a confocal optical microscope com-
bined with a spectrometer enabling the spectral analysis with spatial resolution. The
microscope base, an inverted confocal microscope, and the spectrometer are presented in
this section in context to optical microscopy in general and with respect to their spatial
and spectral resolution.

2.4.1. The optical microscope
Microscopy is the field of studying microscopic systems, literally meaning images, that
cannot be seen by the naked eye. The oldest known form of microscopy is optical mi-
croscopy based on enhancing images created by illumination with visible light [19]. The
optical image enhancement here is founded on the lensing effect. Lenses were employed
already early in human history, e.g. the Assyrian "Nimrud lens" [112], sculpted out
of crystalline rock with a focal length of ca. 12 cm, can be dated to ca. 700 BC.5
The earliest documented use of lenses for magnifying glasses, the most simple form of
a microscope, dates back to the 13th century. The widespread popularity of spectacles,
starting in Italy shortly before, had resulted in the fabrication of high quality glass
lenses [14] required for the magnifying glass. The microscope developed over the fol-
lowing years with the compound microscope where multiple lenses further enhanced the
maximum magnification. The actual inventor of the first optical compound microscope
is still under debate. Many potential candidates claim this title [14] (including Galileo
Galilei [113]). Due to conflicting sources regarding the inventor one can only be certain
that the first functioning devices were finished between 1590 and 1619. The origin of
the term "microscope", however, is known being coined by Giovanni Faber in 1625 as
analogue to the term "telescope" [14]. A compound microscope consists of at least two
lenses [14]: the objective lens focusses light onto the sample, and a ocular lens to cre-
ate the image for the observer. Our multimodal optical microscope includes a classic
bright field BF modality, wherein a spectrally broad light source shines on the object,
is collected by the objective and redirected onto the eyepiece. This approach, basically
the same design as in the 17th century, provides a fast and robust way to visualize the
sample in wide field geometry.

The investigation of complex systems in the micrometer to sub-micrometer regime with
optical microscopy required the development of more refined methods and optical ele-
ments (see chapter 1). The spatial resolution of the microscope defines the lower limit
of teh objects that can still be directly visualized. It depends on the numerical aperture
(NA) of the objective lens:

5Although whether it was actually applied for magnification, lighting fires, or just as a decorative inlay
can’t be verified with certainty, due to a lack of reliable sources from that time period.
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NA = sin(α) · n (2.35)

Here, α is the half-opening angle of the objective and n the reflective index of the
transmitting medium. The Rayleigh criterion [114] allows an estimate of the maximum
possible resolution laterally ∆x and axial ∆z to the illumination path of the incident
light [115]:

∆x = 0.61 · λ

NA
(2.36)

∆z = 2 · λ

(NA)2 (2.37)

Eq. 2.36 describes the minimum distance the centers of two point emitters need to be
apart to be considered resolvable by the Rayleigh criterion [114]. Typical resolutions
achievable using light microscopy with illumination sources in the visible spectral region
(ca. 380-750 nm) [116] and high NA objectives (NA > 1) are between ca. 200 to
350 nm. The axial resolution is significantly lower, around 1 µm. Moreover, out of focus
light blurs the acquired images. To minimize this distortion and increase the signal-
to-noise ratio in the so-called point microscopy, the incident light is focused on only
one point in the sample at a time instead of large sections. An image is created by
raster-scanning the sample and collecting the intensity at every point. Scanning can be
either performed by moving the sample with a stage or by moving the excitation source,
typically with electronically adjustable mirrors (galvanic mirrors). When the recollected
signal is focused onto a pinhole in the detection path the out-of-focus contributions can
be additionally reduced (see figure 2.5).
The so-called confocal principle was first published by Minsky et al. in 1961 [17]. The
excitation beam is focused onto the sample by the objective. The signal can be either
collected by a second objective on top of the first (forward detection) or by the same
objective (epi detection, see figure 2.5). The signal is then focused onto the detection
pinhole before being focused again onto the detector. Signal contributions from outside
of the focal volume are not focused onto the pinhole, leading to a significant reduction of
their contribution to the intensity measured by the detector. Since the selected sample
region and the pinhole are simultaneously in focus, the method is known as confocal
principle. The combination of confocal microscopy, laser excitation, and raster scanning
enabled high contrast, substance-specific, multiplexing imaging, making confocal laser
scanning microscopy (CLSM) a staple in modern optical microscopy.
Confocal microscopy is based on focusing the excitation laser light onto the diffraction
limited volume (typically in the range of femtolitre in modern microscopes), where high
field intensities can be created in the focal spot. Since high field intensities are a necessity
for the significant occurrence of the nonlinear interactions, we based our platform on a
CLSM. Additionally, the spatial confinement of the focal volume enables a point-by-
point spectral characterization, adding an additional dimension to the analysis options.
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Figure 2.5.: Schematic of confocal microscopy. The emission after laser excitation from the sample
is separated from the excitation light by a dicroic mirror. Signal from the focal plane is
focused through a pinhole with negligible loss in intensity and projected onto the detector.
Emission from out-of-focus regions is predominantly blocked by the pinhole, increasing
the image contrast.

2.4.2. Spectrum acquisition
To extend the CLSM from a singular modality to a multimodal setup it is desired to
distinguish between different spectral signatures. This can be achieved with dispersive
optical elements. While lenses manipulate light of every color in the same fashion,
optical elements like dichroic mirrors, prisms, and gratings are separating light depending
on the wavelength. Optical filters and dichroic mirrors transmit certain wavelength
regions and reflect the complementary regions. They are employed to separate different
spectral signatures according to their spectral range. Prisms and gratings spatially
disperse spectral components of light in space, with a wavelength dependent diffraction
angle. The effect enables the analysis of the spectral composition of an optical signal, a
field known as spectroscopy.6 A device to record spectra in a quantitative manner is a
spectrometer. It is comprised out of a spectrograph, which spatially divides a signal into
its spectral components, and a detector for recording the light. In early versions, the
detector was the eye of the observer whereas modern systems typically apply a multi-
pixel line detector.
Spectrometer can be realized in a variety of different designs. The spectrometer in our
microscope is based on the Czerny-Turner design (see figure 2.6a, [117]), which will be
exemplary presented in the following:
The collected light from the focal volume of the microscope is first focused onto the
entrance slit of the spectrometer. The light is recollimated by a focus mirror and re-
flected onto a diffraction grating at an angle α relative to the norm. Diffraction gratings

6From "spectrum" and "scope", meaning "observing the spectrum".
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Figure 2.6.: A Czerny-Turner spectrometer based on optical gratings. a) A schematic of a Czerny-
Turner Spectrometer. Light is focused through the entrance slit and recollimated by the
first focusing mirror. It is directed onto a grating with the angle α against the grating
norm (indicated by the dotted line). The diffraction angle β changes with respect to the
wavelength. The spectrum is projected onto the detector by a second focusing mirror. b)
Spectrum of a filament lamp diffracted by a blazed grating (blazed for 780 nm, 500 l/mm).
The diffraction orders are marked and the dotted line indicates the grating norm.

possess periodic, equally spaced, parallel grooves. The dispersion effects originates from
wavefront division and interference of the reflected radiation due to the periodic struc-
tures. One observe typically multiple reflection orders (figure 2.6b). While the zero
order reflection has no dispersion, the diffraction angle β of non-zero order reflections is
wavelength dependent. Usually, the first order reflection is focused by a second focusing
mirror onto the detector. By rotating the grating, different spectral components can
be imaged onto the limited detector area, significantly enhancing the available spectral
range at constant spectral resolution. Based on the desired application, a variety of
gratings are available. Commonly, blazed gratings are employed, due to their high in-
tensity in the first order of the reflection and the high total reflectivity. The shape of the
groove, the blaze angle, defines the wavelength with the maximum efficiency. The total
grating size and the grating line density define the grating resolution or the spectrometer.

The spectral chromatic resolution of a spectrometer, R, is defined as [118]:

R = | λ∆λ | (2.38)

The spectral resolution is influenced by the focal length of the focus mirrors F in the
spectrograph, the incident angle onto the grating α, the optical properties of the grating,
and the detector pixel size.F and α are defined by the spectrograph design and are
typically constant. If the detector is chosen with a significantly smaller pixel size than
the optical resolution defined by the other parameters, R is directly proportional to the
angular dispersion D of the grating [118]:
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D = δβ

δλ
= G ·m
cos(β) (2.39)

where G is the line density of the grooves and m the diffraction order (typically m =
1). The part of the spectrum that can be acquired without rotating the grating itself
λmax − λmin, is also dependent on the groove density [118]:

λmax − λmin = n ·Wp ·
cos(β)
F ·G ·m

(2.40)

where n is the number of pixels or pixel columns in the detector andWp the pixel width.
When selecting a spectrograph and detector combination, the grating line density G
connects the possible spectral resolution R and the spectral window λmax − λmin:

R ∝ G ∝ 1
λmax − λmin

(2.41)

When selecting a spectrometer for a multimodal, optical microscope, the implemented
grating is integral: lower line densities allow fast acquisition over a relatively wide spec-
tral range whereas high line densities enable high spectral resolutions. For example, a
grating with 300 lines per mm and an excitation wavelength of 532 nm can acquire spec-
tral ranges of > 1000 cm−1, but the resolution will be higher than 10 cm−1 (for a focal
length of 328 mm for the spectrograph and a detector pixel size of 16 µm). Therefore,
multiple peaks can be monitored directly in relation to each other allowing for faster
substance identification and direct interpretation of processes. However, small changes
in single peak shapes or the development of side shoulders is usually not observable at
this resolution, limiting the sensitivity for smaller changes in the sample system. For a
grating with 1200 lines per mm, the range reduces to several 100 cm−1, but the spectral
resolution typically increases ideally fourfold, enabling studies of spectral regions sensi-
tive to small changes. An automated turret, which can switch between different gratings,
provides the advantages of both and is one key component to a flexible spectroscopy unit
within our multimodal microscope (see section 3.2 for a detailed description).
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Chapter 3.

MOSAIC Analysis Platform
The following chapter describes the main focus of this thesis: the design and the technical
realization of the developed MOSAIC setup, as published in:

Fuchs, A., Mannhardt, P., Hirschle, P., Wang, H., Zaytseva, I., Ji, Z., Yaghi, O.,
Wuttke, S.*, Ploetz, E.*, Single Crystals Heterogeneity Impacts the Intrinsic
and Extrinsic Properties of Metal–Organic Frameworks. Adv. Mater. 2022,

34, 2104530.

The application of the developed multimodal system to study particle-property relations
in MOF systems, also presented in the publication above, will be shown in section 4.1.
Here, the combination and implementation of the selected imaging and spectroscopic
modalities (whose theoretical backgrounds were presented in the last chapter) on a mi-
croscopy platform will be presented. First, we show the general design of the microscope
and the spectral windows selected for the excitation sources and the subsequent modali-
ties. After the broad, general overview, the key components for the technical realization
of the microscope are highlighted in more detail.

3.1. General design of the microscope
All selected effects can provide imaging contrast in confocal microscopy. Therefore, an
inverted confocal microscope with a spectrometer extension was used as the basis for
the developed platform.

Basic microscope design

Figure 3.1 depicts the general design: continuous wave (cw) and pulsed laser sources
(details in the next sections) are combined and coupled into the microscope. The sam-
ple can be scanned with a three-axis piezo stage. For detection of the different imaging
modalities, an APD records the intensity at each scan point. In combination with a
TCSPC card, APDs provide single photon sensitivity and access to lifetime information.
Here, FLIM analysis can be performed. The detected signal is divided between two
APDs by a 610 nm short pass dicroic mirror, effectively splitting the signal between
green and red channels. This allows the simultaneous collection of different modalities,
e.g. SHG and CARS. In addition to the discussed modalities, a bright field (BF) channel
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Figure 3.1.: A schematic of the MOSAIC microscope design. The setup consists of three parts: the
excitation sources, the scanning confocal microscope, and the detection unit. The first
comprises two types of light sources: cw lasers and a synchronized, dual-output fs-laser
for nonlinear-imaging. They are all coupled into an inverted scanning microscope. The
microscope is equipped with a lamp and a camera for bright field (BF) imaging and two
avalanche photdiode (APD) for scanning images. The detection path can also be redi-
rected onto the spectrometer. The microscope is controlled with home-written software.
Legend: APD: avalanched photodiode; λ: Spectrometer; xyz: piezo-stage; ∆t: temporal
delay unit; DM: dichroic mirror; FM: flipping mirror; cw: continuous wave; PCF: pho-
tonic crystal fiber. Figure adapted from [81].

was implemented. A Xenon lamp illuminates the sample from above and is projected
onto a sCMOS camera. It provides a BF image of the sample area for ease of navigation.
A flip mirror can be applied to switch between the APDs and the BF channel. To obtain
spectral information, an automatic flip mirror can be applied to switch the output to
the spectrometer instead of the imaging detectors or the BF channel. The spectrometer
is discussed in detail in section 3.2. It is equipped with three different grating options
to provide the best compromise between acquisition speed and spectral resolution de-
pending on the requirements of the measurement.

The next step in combining fluorescence and Raman spectroscopy with non-linear imag-
ing modalities on the microscope was to select the excitation sources in a way that every
modality occurs in a similar spectral range but can still be separated.

Spectral design
The excitation sources and detected spectroscopic signatures were chosen to occur in the
VIS to NIR range of the spectrum based on the typical requirements for live-cell mea-
surements. For non-linear excitation (2PE, CARS, FWM, and SHG/SFG), a spectrally
narrow light source in the NIR range at 774 nm1, as well as a spectrally broad source
from circa 770 to 1100 nm, were implemented. According to the naming conventions
in the field of non-linear optics, the light source at 774 nm is referred to as the "pump
beam" or the "pump", while the broad light source is termed the "probe beam" in the
following. Additionally, a set of common cw lasers (532, 561, and 633 nm) is employed
for fluorescence excitation and Raman scattering. Usually, the 532 nm laser line serves

1The pulsed laser sources will be discussed in detail in section 3.2.
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Figure 3.2.: Spectral ranges for the employed modalities. SHG, SFG, and FWM (blue, purple, and
orange) were measured at the interface of a silica crystalline surface. The fluorescence
emission spectrum of Rhodamine B isothiocyanate (RBITC) after 2PE with the pump
laser is shown in green. The Raman spectrum between ca. 540 - 600 nm belongs to
UiO-67 MOF, and the broad peak around 650 nm to water (black). The CARS signal is
represents the CO stretch in UiO-67 (red). Figure adapted from [81].

as the excitation source for Raman spectroscopy in the presented projects, although all
cw lasers are implemented as potential Raman excitation sources. The optics necessary
for implementing additional laser lines at 488 nm and 785 nm have been included in the
cw beam path.

Figure 3.2 depicts the spectral regions selected for the addressed modalities: starting
from the UV, the frequency doubled SHG signal of the pump laser appears at 387 nm.
The SFG can be tuned between the two pulsed NIR laser lines, i.e. between 387-526 nm.2
Around 510 nm, the emission spectrum of a RBITC dye solution after 2PE is displayed
(green). Although fluorescence is a powerful tool, it is limited for multiplexing applica-
tions due to spectral broadness as can be observed here. In black, the Raman spectrum of
a MOF UiO-67 crystal after illumination with the 532 nm laser line (spectral position of
excitation indicated as dotted line) between ca. 500-1800 cm−1 is plotted. Additionally,
the typical water OH stretch vibration around 650 nm, is shown. This Raman signature
of water will be further addressed in the water adsorption related to projects 1 and 2
(chapter 4). The spectral range from 532 to ca. 750 nm corresponding up to 4800 cm−1,
providing access to the usual frequency range measured with Raman spectroscopy. The
current optics for separating the excitation source from the induced signals within the
microscope body are limiting the range from 500 to 4400 cm−1, which presents a hin-
drance especially in the study of iron-based MOFs since iron-oxide vibrations usually
occur between 50 and 500 cm−1 [119]. An IR laser source in combination with spectrum
collection in forward direction instead of the current backward detection, can resolve
this limitation.

2Based on the driving laser for creating the broad spectrum at 1053 nm, see also next section 3.2 for
more detail.
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Figure 3.3.: The power dependencies of the different spectral signatures. The respective intensities
as function of the laser power were either fitted with a linear or quadratic fit function
with respect to their theoretical dependence as described in chapter 2. a-b) Fluorescence
emission of 5 µM Atto532 in PBS as function of a) direct excitation at 532 nm and b)
two-photon excitation at 774 nm. c) Quadratic dependence of SHG intensity at 774 nm
excitation. d-e) Linear dependence of SFG intensity on the pump and probe power d)
with fixed probe power of 25.6 mW at 1053 nm and e) with a fixed pump power of 22.3 mW
at 774 nm measured in front of the microscope. f) Linear dependence of spontaneous
Raman scattering at 520 cm−1 determined at 532 nm excitation. g-h) Quadratic and
linear dependence of FWM intensity on the pump and probe power g) with fixed probe
power of 17.4 mW at 1050 nm and h) fixed pump power of 120.2 mW at 774 nm at the
sample. Mean values, standard deviations, and standard error of the mean represent the
average of triplicates. Figure adapted from [81].

For label-free imaging, the FWM modality is usually tuned to 612 nm, corresponding to
the interaction of the pump at 774 nm and the 1053 nm contribution in the probe beam.
The spectrally broad probe beam, originating from the PCF, is powered by the pulsed
laser line at 1053 nm. In the resulting broad spectrum, the highest laser power per spec-
tral window remained around this fundamental wavelength. Therefore, by addressing
the spectral window around 153 nm, it allows us to split the required laser power for
FWM quite evenly between the pump and the probe beam. Experiments showed, that
this reduces the risk of photo-damage among long measurements. A rotatable polarizer
in front of the detectors enables us to either block the FWM signal and measure pCARS
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Table 3.1.: Overview of the selected MOSAIC spectral signatures.
Modality Excitation source(s) Spectral region Power dependency
Fluo. 1PE cw 532/560/633 nm ca. 350-750 nm ∝ Icw
Fluo. 2PE 774 nm (pump) ca. 350-750 nm ∝ I2

pump

SHG 774 nm (pump) 387 nm ∝ I2
pump

SFG 774 nm (pump) + 770-1100 nm (probe) 387-527 nm ∝ Ipump, Iprobe
Raman cw 532 nm 535-750 nm ∝ I532
FWM/CARS 774 nm (pump) + 770-1100 nm (probe) 610-750 nm ∝ I2

pump, Iprobe

or transmit the FWM signals onto the detectors. Both effects occur between circa 610
and 750 nm, enabling CARS imaging for Raman peaks between 400 and 3500 cm−1.

Figure 3.4.: Multi-modal, nonlinear imaging on unlabeled UiO-67-MOFs. Bright-field, 2PE induced
autofluorescence and SHG show a smooth surface and well-defined edges of the particles.
Together with CARS imaging, spectral information on MOFs can be obtained over the
spectral range between 395 and 775 nm simultaneously. The chemical response is very
even as expected. Excitation power after the objective: pump: 3.8 mW, probe 4.2 mW
(measured at 1050 nm). All images are summed up over triplets with an integration time
of 720 ns/pixel. 2PE emission was detected using a 685/150 bandpass filter in combination
with 750 SP and 785/10 Notch filter to block the laser excitation. SHG was detected at
387 nm using a 377/50 bandpass filter in combination with 680 SP to block the laser
excitation. CARS at 1615 cm−1 (688.2 nm) was measured consecutively to 2PE and with
identical detection settings. All scale bars are 10 µm. Figure taken from [81]

The spectral orthogonality of the different modalities is the basis for the multimodal
analysis. The acquired information for the selected modalities can be correlated and even
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combined in an modular manner. To ensure the correct assignment of the signals to the
underlying physical processes, a power series for every effect in isolation was measured
(figure 3.3). Table 3.1 shows the expected power dependency as derived from the physical
discussion in chapter 2. All power series can be well represented by polynomial fits with
either strictly linear or quadratic exponents, in accordance with expectations. The series
are averaged over three repeats, the standard deviation is shown as shaded background.
We found a perfect overlay with the theoretical predictions, showing the clear distinction
between the different modalities in our system. With the presented design, it is possible
to excite and detect all desired modalities, as demonstrated for MOF UiO-67 (see figure
3.4, and project 1 in section 4.1).
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3.2. Technical realization
In this section details regarding the employed nonlinear light source, the developed
acquisition software, and the implemented electronics for multimodal experiments are
presented. It will focus on the key components of the microscope in context to the ad-
vantages and challenges of the technical realization for this MOSAIC analysis platform.
An extended summary can be found in the supplementary information file of [81].

Figure 3.5.: Schematic of the pulsed nonlinear excitation source of the MOSAIC microscope. a)
Schematic of the fiber-based fs-laser source based on a SESAM mode-locked ring oscillator
as a master oscillator that seeds two polarization-maintaining, high-power fiber amplifier.
b) Schematics of the available excitation sources. The direct excitation (Path 1 and 3)
is used for SHG, SFG, and 2PE imaging. Super-continuum generation at 1053 nm is
achieved in a PCF (Path 2) and serves as probe pulse for FWM/CARS applications. The
white light is chirped in an SF6 glass rod for spectral focusing. Legend: AOM: accusto-
optical modulator; CCU: cross-correlation unit; ∆τ : internal temporal delay unit; DM:
dichroic mirror; FM: flipping mirror; GDD: group-dispersion delay unit; PCF: photonic
crystal fiber; POL: polarizer; λ/2: half-wave plate; PPLN: periodically poled Lithium
Niobate crystal; SAM: saturable absorber mirror; SF6: Schwer-Flint 6 (SF6) glass rod.
Figure adapted from [81].

Nonlinear excitation laser
The nonlinear modalities FWM and CARS require two pulsed laser sources, synchro-
nised in time and space. For such a purpose, the company Toptica Photonics developed a
dual-color, femtosecond laser source prototype named FemtoFiber dichro bioMP. Figure
3.5a displays the internal architecture of the laser. An erbium (Er) doped fiber oscillator
seeds a ytterbium (Yb)- and a second erbium- doped fiber. The former produces a laser
line centred at 1053 nm, while the second laser line emits at 774 nm. Since both laser
lines are based on the same oscillator the emitted pulses possess the same repetition rate
(80 MHz) and an initial intrinsic temporal overlap. To control the temporal overlap at
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the sample the 774 nm laser line is equipped with a delay stage, allowing a temporal
delay of the pulses of up to 500 ps. The output power can be adjusted by two acusto-
optical modulators (AOMs). A group dispersion delay (GDD) unit, consisting of a series
of chirped mirrors, can be applied to adjust the temporal shape of both laser pulses.
The maximum average output power is ca. 1 W and 1.5 W for the 774 nm and 1053 nm
outputs, respectively, with pulse durations of ca. 180 and 135 fs (figure 3.5b, paths (3)
and (1)). To adjust the linear polarization angle and the power on the table in front
of the microscope both laser lines pass a lambda half-wave plate (λ/2) and a polarizer
(Pol). A more detailed description of the laser can be found in the supplementary in-
formation of the publication to project 1 (section 4.1).

CARS signals can only be created when the difference in energy between two light fields
matches the energy gap of a Raman transition. Therefore, the spectral difference be-
tween the laser lines defines the Raman band(s) that can be addressed with CARS. To
switch the CARS between specific Raman bands in a Raman spectrum of a sample, one
of the laser fields need to be spectrally broad while the other has a fixed wavelength.
This was achieved, by coupling the 1053 nm laser line into a photonic crystal fiber (PCF)
for super-continuum generation between 740 and 1100 nm (figure 3.5b, path (2)). The
output beam from the PCF will be addressed in the following as the probe beam, while
the laser line at 774 nm acted as the pump beam accordingly. To distinguish between
Raman bands of a sample, we need to control the interacting spectral components of the
probe and the pump beam. If all spectral components of the probe beam would interact
with the pump beam at the same time the resulting image would be an overlay of all
Raman bands present and no longer be specific for just one Raman band of interest.
By inducing a strong positive chirp in the probe (here, by a 20 cm SF6 glass rod), the
probe beam is stretched from ∼450 fs to >15 ps, while the pump beam possess a length
of 180 fs. By tuning the temporal overlap of the two beams different spectral regions
of the probe beam can be tuned to interact with the probe beam and thereby addres
different regions in the Raman spectrum for CARS imaging (see figure 3.6). This spec-
tral focusing approach [120] provides a theoretical resolution of ∼25 cm−1 over the full
CARS spectrum.
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Figure 3.6.: Spectral focusing defines spectral resolution in CARS microscopy. a) Schematic of spec-
tral focusing as function of the wavelength (λ) against relative delay between the probe
and pump beam (∆τ). The probe beam possess a broad spectrum and is strongly chirped.
By delaying the pump relative to the probe (grey arrows), different spectral regions of
the probe beam are interacting (dotted circle, dotted lines in right panel). The targeted
spectral region of the sample Raman spectrum can be selected (indicated by dotted lines
in upper panel). b) Temporal behaviour of the super continuum derived at 1053 nm after
a 20 cm SF6 glass rod.

Confocal detection and image construction
For lifetime acquisition, it is necessary to implement fast detectors with single-photon
sensitivity. We decided on two avalanche photodiodes (APDs, Count Blue / Count
Red; LaserComponents), one optimized for the blue to green region of the spectrum
and one for the red to NIR region. While other types of photodiodes possess a more
defined instrument response function (IRF) and are therefore superior in the detection
of short lifetimes, APDs provide the highest dynamic range of all available single-photon
counting detectors. In addition, the selected APDs have an automatic safety shut-off,
protecting the detection electronics against damage at high count rates. This was a nec-
essary requirement for our detectors, since the non-linear modalities require very high
photon-flux and can create large signal strength in some materials (especially for FWM).

The APD signals are collected by a time-correlated single photon counting (TCSPC)
card. The basis of TSCPC is the determination of photon arrival times with respect to
an external clock. The external signal is connected to the pulse rate of the excitation
laser source. The laser sends a start signal to the TCSPC card when releasing a pulse.
The card then counts the time until a photon arrives and converts it from an analogue
into a digital signal, the number of internal ticks nint. It stores this information and
resets for the next photon. Since the internal binning size ∆tint is a known constant the
photon arrival time after sample excitation, the so-called Microtime, can be calculated.
Additionally, the number of external clock ticks since the start of the experiment next
is recorded. By determining the excitation laser repetition frequency frep, one can cal-
culate the total photon arrival time relative to the start of the experiment, termed the
Macrotime as:
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Macrotime = next
frep

+ nint ·∆tint (3.1)

Since the storage buffer on the card is limited, the main program has to constantly read
and save the data from the TCSPC buffer. For every detected photon, a Microtime
and a Macrotime are available. The Microtime histogram of all photons from a region
of interest allows one to determine the lifetime (see section 2.2.1. When the scanning
timing is precisely known, we can calculate when the stage arrives and leaves a certain
pixel relative to the start of the measurement. This allows us to sort all photons into
the corresponding pixels based on their Macrotime. By combing the two pieces of in-
formation lifetime imaging is possible. In our system, we implemented the dual-channel
TCSPC card TH260 pico dual from PicoQuant.

There are two main challenges regarding the image reconstruction when raster-scanning.
The first is a timing uncertainty induced by the execution time of the code by the soft-
ware. While the scanning code written in Labview 2018 (National Instruments) is deter-
ministic, the surrounding C# (VisualStudio 2010, Microsoft) code is not. This results in
an uncertainty in the exact measurement start, leading to a constant pixel shift within
one frame and a variable pixel shift between the frames. This is solved, by inserting
artificial photon signals as markers into the recorded photon stream by the scanning
program itself. This marker signals can be inserted either at the start of a frame, the
first pixel of every line, at every pixel, or in any combination thereof. For high accuracy
without overloading the photon stream, we usually apply frame and line marker signals.
The artificial photons are marked by a special event marker in the stream, making it
possible to create a precise pixel time map and rduce the distortion in the image. Figure
3.7 displays an example with and without line markers.

Figure 3.7 also displays the second challenge during image acquisition: while the piezostage
is very accurate in movement precision, it’s response time is relatively slow. Every line
is scanned from the left side of the image in figure 3.7 to the right side. The image con-
struction routine already starts the acquisition for the first pixel of the next line while
the stage is still in transition to the start. The result is the highly condensed mirror
image on the left border of the right panel in figure 3.7. In addition, the movement
response of the piezo-crystals to changes in applied voltage is nonlinear in the beginning
of a new movement. This causing an additional "stretching" on the left side of the image
even at moderate scanning times. Both are a well known artefact of piezostages and is
usually dealt with by just omitting the affected region. We also applied this approach,
since we already planned to upgrade to galvanic mirrors for faster 2D scanning. They
can reach significantly faster imaging times without causing major distortions in the
image. The galvanic mirrors are currently implemented onto the microscope.
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Figure 3.7.: Influence of line marker signal on raster scan images. a) HeLa cells, stained with WGA488
(Image taken by Simon Wanninger) without line start synchronisation. The delay at line
start times is variable even between frames. A removal of the artefact (white arrow) is
very challenging, a comparability between scan images cannot be guaranteed. b) 2PE
images of HeLa cell cluster, nucleus stained with Hoechst dye (cyan) and cytosol with
Alexa Fluor 647 (magenta). Acquisition and scanning are synchronized at every line start.
The artefact is confined to the left image border and can be easily removed. Scale bars
10 µm

Spectrometer
An electronic flip mirror changes the detection path from the APDs to the spectrometer.
To ensure the maximum detection efficiency, the f-number of the spectrometer needs to
be matched. The spectrometer is a Kymera 328i from Andor, with a f-number of 4.1.
The focal length flens of the lens for focusing into the spectrometer was chosen to be
30 mm. The relation to the f-number is defined by equation 3.2 [118]:

f = flens
dbeam

(3.2)

To match the f-number, we implemented a telescope system to adjust the beam di-
ameter dbeam of the light emitted from the focal volume. In addition, a set of notch
filters, one for each possible Raman excitation laser, was implemented on a variable
filter wheel in front of the spectrometer. The spectrometer has a Czerny-Turner design,
with three gratings and a silver mirror on a rotatable turret. We chose blazed gratings,
optimised for 500 nm (Raman excitation at 532 nm). The gratings have 300, 600, and
1200 lines/mm corresponding to spectral resolutions of 15.4, 8.1, and 6.0 cm−1 for the
Raman band of a silica wafer at 520 cm−1. A grating with higher lines per mm will not
significantly enhance the spectral resolution since the detector pixel size becomes the
bottleneck. Therefore, we did not include a 1800 lines/mm grating. As a general ap-
proach, the grating was selected according to the sample requirements: for high quality
spectra of unknown substances, we choose the 1200 lines/mm, while, for fast spectra
where a good signal to noise ratio was crucial, the 300 lines/mm grating was selected.
The flexibility regarding grating and excitation wavelength makes the spectrometer a
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robust and sensitive device well suited for our platform.

An electron-multiplying charge coupled device camera (emCCD camera) was chosen
as the detector for the spectrometer. The camera is an Andor iXon 512 emCCD from
Andor with a 512x512 pixel grid as the detector. emCCD cameras allows for a detection
with very high sensitivity even at relatively fast frame rates, well suited for our purpose.
As a trade-off for the boost in sensitivity, however, a multiplicative noise is induced by
the amplification mechanism. The result is a non-linear background in the collected
spectra, that can be reasonably well described by a quadratic function. Since the back-
ground is (mostly) dependent on the chosen settings (mainly gain and acquisition time),
subtracting the spectrum of a region on the sample slide without the substance of in-
terest was usually sufficient to correct for the multiplicative noise. When the exact
Raman peak strength was crucial, for example for the quantitative analysis in chapter
4.2, we fitted the spectral regions without Raman peaks with a quadratic function and
subtracted the background prior to further analysis. This extended procedure negated
the influence of multiplicative noise and enabled the quantitative determination of guest
molecules in host frameworks.

Software
Image acquisition on the MOSAIC platform is controlled by a home-written software in
C#, based on a software package from the group called FabSurf. Since precise timing
and analogue output is non-ideal in C#, we implemented a Field-Programmable Gate
Array (FPGA, cRIO-9063; National Instruments) for the stage control, programmed in
Labview. The Labview program controls scanning and timing of the imaging modali-
ties, based on the intrinsic timing of the FPGA. I implemented a variety of scanning
options, including automated Z-stacks for 3D images and hyperspectral Raman imaging.
The Labview code is implemented in the C# framework as a dynamic link library (dll).
TCSPC data handling and saving is performed in C# and saved in a custom-desined
format. The TCSPC data analysis is performed in PAM [121], a Matlab (Matlab 2018b,
The MathWorks, Inc; Natick, MA, USA) based software, developed by the group. It
allows to add custom read-in routines, to import our specific file format in the software
and convert the recorded photon-stream into image files. In addition, the lifetime infor-
mation per pixel is calculated. With the developed software the Phasor FLIM analysis
for project 5 (section 5.3) was performed. Exported images could then be analysed with
Image J [122].

All spectra were recorded with the Andor Solis software package Andor Solis for Imag-
ing V4.30 (Oxford Instruments). As described, the spectrometer is a Kymera 328i with
an Andor Solis iXon 512 emCCD camera as the detector. The camera requires a spe-
cific hardware PCI card for the read-out, that could not be implemented on Windows
10 due to the unavailability of the correct drivers. Therefore, all spectra needed to be
recorded on a different computer running Windows 7. This posed a challenge for the
implementation of hyperspectral Raman imaging, since direct communication between a
commercial program on Windows 7 and our home-written in Windows 10 is not possible.
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The problem was solved by direct communication between the FPGA and the camera
detector. The contribution of the program of the spectrometer is written in Andor Ba-
sic, a programming language created for Andor Solis. Spectra are saved as plain text
and analysed with home-written programs in Matlab (Matlab 2018b, The MathWorks,
Inc; Natick, MA, USA). This made it possible to customize the spectrum analysis. For
example, the analysis software for the quantitative water uptake, is automatized by one
Matlab function for ease of execution and can be implemented in other Matlab based
software routines.

The software necessary just for controlling the main MOSAIC platform spans over two
computers (Windows 10 and 7), three programming languages (C#, Labview, and An-
dor Basic), and two separate programs (FabSurf and Andor Solis for Imaging). This was
necessary due to how the project developed but is not the ideal basis for a robust and
easily expendable platform. Therefore, we already laid the groundwork for a Labview
based replacement.

In summary, the spectral design was chosen in a way that the nonlinear spectral signa-
tures are detected in the UV/VIS/NIR range of the spectrum, for a high compatibility
with common live cell fluorescence imaging measurements. All imaging modalities were
combined on a single confocal microscope platform, which was extended to include Ra-
man spectroscopy. The technical realization of the design, while challenging, relied on
common and robust techniques. This allowed us to adapt the developed MOSAIC anal-
ysis platform with ease to new sample requirements while still allowing high control over
the triggered light matter interaction. Spatial control over the sample in combination
with the correlated modalities enables the study of complex sample systems as described
in the motivation. The following chapters 4 and 5 of this thesis presents five projects
over a variety of sample systems, where the different modalities of the MOSAIC analysis
platform were applied.
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Chapter 4.

Adsorption in Metal-organic
Frameworks
The MOSAIC analysis platform is capable of the combined chemical and spectral char-
acterization of synthetic materials in situ. To highlight the potential of the platform
for material science, correlated investigations of metal-organic frameworks (MOF) were
performed. The field of synthetic materials was accelerated by the recent advancements
in reticular chemistry, especially with the development of MOFs. The number of publi-
cations regarding MOFs has been growing rapidly since the first publication in 1995 [49],
from only 37 publications in the five years till 2000, up up until >27500 in the following
two decades [51]. While the number of reported frameworks is steadily growing, their
characterization on the single-particle level is limited. Typical characterization meth-
ods either look at the nanometer scale or the bulk material [51], rendering the study
of the influence of particle heterogeneity on the material properties challenging. Since
MOF nanoparticles are a promising tool for a myriad of applications, such as drug deliv-
ery [123–125], water harvesting [126–128] or catalysis [129], the potential of multimodal
analysis on the single-crystal level was demonstrated for the selected MOF systems
UiO-67, MIL-88A, and MOF-801. For the study of the water harvesting MOF system
MOF-801, there is currently no quantitative, single-particle sensitive method available
to compare crystal properties directly to the bulk performance. In the follow-up publi-
cation, such a methodology was developed based on Raman spectroscopy.
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4.1. Project 1:
"Single Crystals Heterogeneity Impacts the Intrinsic and

Extrinsic Properties of Metal-Organic Frameworks"
In this work, a multimodal, optical micro-spectroscopy platform for unveiling particle
diversity-property relations was presented. UiO-67 was studied, applying all available
optical modalities of the MOSAIC platform. For the drug-delivery system MIL-88A,
we correlated the extrinsic property of light absorption with the crystal morphology.
For the water harvesting material MOF-801, we applied a combination of four differ-
ent modalities (Raman, FWM, CARS, and 2PE) to reveal the nature of the defect sites
responsible for localized water clusters. The results were published in the following work:

Fuchs, A., Mannhardt, P., Hirschle, P., Wang, H., Zaytseva, I., Ji, Z., Yaghi, O.,
Wuttke, S.*, Ploetz, E.*, Single Crystals Heterogeneity Impacts the Intrinsic
and Extrinsic Properties of Metal–Organic Frameworks., Adv. Mater. 2022,

34, 2104530.

Figure 4.1.: Overview over the methods applied for single-particle analysis of MOFs combined on the
MOSAIC analysis platform. Figure adapted from [81].

Motivation and key results
To highlight the feasibility of the developed microscopy platform for MOF systems, a
multimodal study of UiO-67 was performed. UiO-67 consists of Zr6O4(OH)4 clusters
connected with biphenyl-4,4’-dicar-boxylate (BPDC) linkers. The single crystals are
colorless and have an octahedral shape with pronounced triangular faces. They can be
labelled with RBITC for fluorescence imaging [62], but exhibit also a small amount of
auto-fluorescence themselves. Additionally, they only show minor absorption in the VIS
to NIR range, making them well suited as a sample system for proof-of-concept experi-
ments with multimodal imaging.
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Figure 4.2.: Multimodal analysis of UiO-67 particles. Unlabeled UiO-67 particles imaged by bright
field (upper panels, grey) and nonlinear microscopy (middle panels), including SHG and
SFG, FWM at 3300 cm−1 (616 nm), and CARS at 1615 cm−1 (688.2 nm). The right
panels show BF (grey) and fluorescence images of RBITC-labeled particles after 1PE
and 2PE excited at 532 nm and 774 nm, respectively. Scale bars: 10 µm. Spontaneous
Raman signature of UiO-67 particles and their linker molecule biphenyl-4,4’-dicarboxylate
(BPDC) in the solid state phase (bottom panel). The spectral regions chosen for FWM
and CARS imaging are marked in red and orange, respectively. Figure adapted from [81].

Figure 4.2 displays UiO-67 crystals investigated with the implemented imaging modal-
ities and Raman spectroscopy. The spectral regions selected for FWM and CARS are
highlighted in the Raman spectrum. The spatial resolution, relative signal strength,
and spectroscopic signatures of the modalities corresponded very well with what was
expected. All crystals emit uniform signal intensities over the particle areas indicating
a high crystallinity. Cracks and defect sites are visible especially in the surface specific
images created with the modalities SHG, SFG, 1PE, and 2PE.
After we demonstrated the general suitability of the MOSAIC approach for MOF sys-
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tems exemplary on UiO-67 crystals (see chapter 3), we studied the effect of heterogeneity
on selected extrinsic and intrinsic properties of MOFs. Extrinsic properties are defined
by particle topology and morphology, physical attributes of surface structure, shape,
and size. The chemical properties of the framework constituents define the intrinsic
properties. Variety in the intrinsic properties can be caused by defect sites or changes
in crystallinity, or by design such as in multivariant MOF systems.

MIL-88A particles are frequently employed for sensing [130] and drug delivery [123–125],
due to their excellent biocompatibility. The iron metal centers of MIL-88A are known
to quench fluorescent markers making label-free imaging of the particles a necessity
for tracking them in biological systems. For this, the interaction with strong, pulsed
laser sources needs to be investigated. For live-cell 2PE imaging and tracking NIR
laser sources are typically applied. MIL-88A crystals showed no absorption in the NIR
wavelength regime. As they are dielectric materials, no strong plasmonic interaction can
occur. Therefore, the absorption of the particles is dictated by Mie interaction [131–133].
Mie absorption occurs when a particle is similar in size to the wavelength of the light
field. While imaging crystalline microparticles of MIL-88A with FWM we observed
that absorbing particles degraded and emitted a strong chemiluminescence (CL). The
multimodal images allowed us to correlate the shape and size of the crystals to their
absorption behaviour. Surprisingly, when studying the heterogeneous crystals, we found
a clear correlation between CL after adsorption and the crystal shape, but no significant
correlation to the actual size. Employing the fact, we showed that one can tune the
absorption threshold of micrometer MIL-88A crystals based on their shape alone, which
enables potential sorting of heterogeneous particle batches.

Figure 4.3.: Optical behavior of MIL-88A crystals for different morphologies. a) A BF image of
MIL-88A crystals shows a wide distribution in ellipticity and size. b) Schematic of the
observed correlation between CL and ellipticity depending on the excitation power at
EP1 = 1.9 mW. An increase in excitation power (EP2 = 3.0 mW) shifts the absorption
threshold to higher ellipticities, resulting in increased CL also for needle-like particles.
Figure adapted from [81].

The third MOF particle-property relation study that was presented in the publication,
was the influence of defect sites on MOF-801 water adsorption. MOF-801 is a promising
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material for atmospheric water harvesting. The shortage of clean water sources is an
impending problem and is becoming more threatening year by year with the increase
in world population [134]. Possible solutions, such as large-scale desalination or deep
water reservoirs, are cost expensive to set up and maintain, limiting their wide spread
application especially in regions with low infrastructure. A possible alternative is pro-
vided by harvesting water out of the air [134]. Large quantities of clean water can
potentially be gained directly from the atmosphere [135], bypassing the need of setting
up large infrastructure for clean water extraction and distribution. The efficiency of
these atmospheric water harvesting (AWH) devices is strongly dependent on the water
harvesting material in combination with the surrounding climatic conditions, especially
temperature and relative humidity (RH). MOF-801 is one of the most applied materials
for this task [126–128]. The development of MOF based AWH materials is based on
understanding the water uptake and release mechanism and the tuning the composure
of the material on the crystal structure level [136]. Heterogeneities caused by defect sites
can drastically alter the uptake behaviour, jeopardizing the desired performance [137].
By applying correlated FWM and CARS imaging, we found an uneven distribution of
water over a cluster of MOF-801 single crystals. With fluorescence and FWM imaging,
we could exclude missing linker defects as the sole source of the uneven distribution. By
recording Raman spectra of the water cluster sites and comparing them to the regular
single crystal spectra, we found clear indication for missing metal cluster defects in the
difference spectra. This correlation could only be accessed by a multimodal approach
demonstrating the power of MOSAIC microscopy for the MOF community.

Outlook
The study of particle diversity-property relations with the presented correlated multi-
modal analysis platform can be extended to a wide variety of MOF systems. It proved
especially beneficial for the study of sorption processes, where guest molecules are in-
teracting with the metal-organic framework, and to investigate the interaction of MOF
crystals with light. Due to the high active surface area per volume in combination
with the high flexibility in functionalization, MOF systems are prominent in many ap-
plications with guest-host interactions, most notably CO2 capturing and storage [11].
Regarding light-matter interaction studies, a current research direction is the develop-
ment of MOF up-conversion nanoparticles [138]. Based on the presented results from
this publication, MOSAIC analysis can be a powerful tool in characterizing materials
from these fields of research and unveil the influence of heterogeneity on these materials.
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4.2. Project 2:
"Water harvesting at the single crystal level"
While defect sites in MOF-801 crystals could be localized and identified in the previous
publication, their the influence on the performance of the water harvesting process could
not be quantified for this sub-micrometer regime. To this end, we expanded the available
toolbox in combination with the MOSAIC in this follow-up project. It presents a novel
methodology based on Raman spectroscopy that enables us to acquire single-particle
water adsorption isotherms and kinetic curves with sub-micrometer resolution. With
this technique, the influence of intra- and inter-particle effects on the water harvesting
performance of MOF-801 could be unveiled. We found a significantly faster kinetic
on the single-crystal level, compared to the bulk material. FWM and CARS imaging
revealed inter-particle condensation as the main source for this difference. The upper
limit of a MOF-801 crystal performance could produce around 91.9 L/kgMOF/day, which
is more then 360 times higher then previously reported water harvesting prototypes in
literature [127, 128]. The results are summarized in a manuscript, which is currently
under review:

Fuchs, A., Wang, H., Ji, Z., Knechtel, F., Wuttke, S., Yaghi, O.*, Ploetz, E.*, et al.,
Water harvesting at the single crystal level., submitted manuscript 2022.

Motivation and key results
In the previously presented publication (project 1, section 4.1), we visualized and quali-
tatively studied the effect of heterogeneity on water uptake. The quantitative influence
on the performance of the material could not be determined simply because there is
currently no method available for quantitative water sorption characterization with sub-
micrometer resolution. The water harvesting performance of a material is determined in
bulk. Differentiating between the material performance and alterations induced by intra-
particle effects, like defect sites and multi-crystalline areas, and inter-particle effects, like
condensation between particles, is therefore not possible. Raman spectroscopy enables
substance specific analysis with sub-micrometer resolution as well as quantitative analy-
sis, since Raman scattering scales linearly with the concentration. Based on this premise,
we developed a Raman-based methodology to quantitatively extract the uptake of water
in single crystals as volume per mass MOF. MOF-801 single crystals were characterized,
extracting isotherms and kinetic curves and compared them to defect-rich crystals and
bulk measurements. While intra-particle effects had relatively little influence isotherms
and kinetic curves, the bulk material showed an at least 20 times decrease in kinetic
rate compared to a regular single crystal. Multimodal imaging revealed the formation of
inter-particle layers of liquid water in the bulk during a ad- and desorption cycle. The
liquid water not only hinders the efficient exchange of humid and dry air of the nearby
crystals, but can also not be recovered on the same fast time scale as the gaseous water
molecules absorbed in the crystal pores. To quantify the influence of the effects, we
performed adsorption / desorption cycles in a single crystal of MOF-801 at the upper
limit of the materials performance capability (160 s cycling time). The measurement
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Figure 4.4.: Design and performance evaluation of atmospheric water harvesting MOF materials. A
schematic representation of intra- and inter-particle effects in MOF materials that can
influence the performance of the bulk material regarding uptake at a certain temperature
(isotherm) as well as ad- and desorption kinetics. To quantify the influence of these effects
one would need to directly compare the performance of a regular single crystal (middle,
top panel) to the (real) bulk material (lower,right panel).

revealed a potential maximum harvest of 91.9 L/kgMOF/day instead of the previously
reported 0.1 and 0.25 L/kgMOF/day in published prototypes [127,128].

Methods
For investigating water uptake in single MOF-801 crystals as VH2O

mMOF
, it was needed to

control the relative humidity (RH) around the sample and then to develop a methodol-
ogy for the quantification of the number of water molecules per MOF unit. The former
was achieved by a home-built gas mixer, the later by a ratiometric analysis of spatially
resolved Raman spectra. Figure 4.5a shows the implementation of a unit to control
the relative humidity around the MOF-801 crystals on the MOSAIC platform. Raman
spectra were acquired after excitation with the 532 nm cw laser. Direct integration over
the Raman peak corresponding to the OH-stretch vibration results in an unexpected
heterogeneity over a regular single crystal (figure 4.5b). The reason for this heterogene-
ity is a difference in scattering properties at the crystal interfaces, altering the peak
intensities (see figure 4.5c). The ratio of the OH-stretch peak strength (AOH) of water
to the CH-stretch of the framework (ACH) is independent from the scattering and uni-
form throughout the crystal (figure 4.5e). It is only dependent on the amount of water
molecules per unit cell MOF-801, NH2O(RH).
The ratio AOH

ACH
is connected to the volume water uptake VH2O

mMOF
by the density of the dry
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MOF material ρMOF , and a constant scaling factor, specific for the material Γ:

VH2O

mMOF

= AOH
ACH

· 1
ρMOF

· Γ (4.1)

The density of MOF-801 is known from literature [128]. To determine the scaling factor
Γ, a fit function for NH2O(RH) was derived using literature values [128]. The conversion
factor between the fit function and the volume water uptake, VH2O

mMOF
, was determined to

be 8.22:

VH2O

mMOF

= NH2O(RH) · 8.22 (4.2)

Since the ratio AOH
ACH

is also only dependent on NH2O(RH), Raman spectra of MOF-801
crystals were recorded for a variety of different RH values and the curve was fitted to
determine the conversion factor ffit (figure 4.5f):

AOH
ACH

= NH2O(RH) · ffit (4.3)

The general conversion factor Γ could be determined by combining equations 4.1 to 4.3:

Γ = 8.22 · ρMOF

ffit
= 0.0938± 0.0041 (4.4)

The standard deviation of the fit was found to be in the range of the intrinsic noise of
the measured Raman spectra. By applying equation 4.1 to measured Raman spectra,
we are able to obtain the single-crystal water sorption performance of MOF-801 (figure
4.5g).

Outlook
The presented methodology can be easily applied for quantitative monitoring of similar
guest-host interactions in MOF systems other than water uptake, for example the char-
acterization of heterogeneity in CO2 or H2 storage in MOF materials [12, 139]. In com-
bination with localization and identification of defect sites in materials, the developed
microscope enables the qualitative and quantitative characterization of the influence of
defects in the sorption processes.
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Figure 4.5.: Quantification of water uptake in MOF-801 at the single crystal level by Raman spec-
troscopy. a) A schematic of the micro-spectroscopy setup with a unit for controlling the
relative humidity over the sample. RH: relative humidity measuring stations. b) Univari-
ate analysis of a hyperspectral Raman data set in the water OH—stretch region reveals
an irregular water distribution in a regular single crystal of MOF-801. the crystal border
in the measurement plane is indicated as a dotted line. Raman mapping was carried out
using 5 s integration time. The scanning range was 20 x 20 µm with 40 pixels per line.
c) Raman spectra of selected pixels marked in (b). d) the background corrected, mean
spectrum over all pixels inside the crystal border is shown. The strength of the CH- (or-
ange) and the OH-stretch vibration (blue) are indicated as the area under the graph. e)
The ratiometric representation AOH / ACH calculated per pixel for the Raman data set
in (b) shows a uniform water distribution. f) The ratio AOH / ACH at varying relative
humidities between 0 and 77 %RH recorded for 7 regular single crystals (grey points) is
shown. By fitting the data set, it becomes possible to determine the number of water
molecules per unit cell, i.e. NH2O (RH). This allows us to get the quantitative water
uptake with sub-micrometer resolution. g) A schematic summary of the single crystal
performance analysis. 54





Chapter 5.

Localization and Identification of
Uptaken Material in Biological Systems
The selected modalities combined in the MOSAIC analysis are equally suited to study
uptake processes in vivo. The microscopy platform allows for the simultaneous fluores-
cent and label-free characterization of biological systems. In addition, it provides the
sensitivity to study uptaken material, for example small molecules like water (as dis-
cussed in the previous chapter), inorganic particles, but also dinucleotides or proteins
(as we will present in this chapter). To demonstrate the suitability of the developed mi-
croscopy platform for the study of biological systems, we pursued three different projects.
The sample systems range from large tissue sections over cell spheroids to single cells
and show the sensitivity and capability of the implemented imaging modalities.
First, unlabeled sponge samples from the Indonesian Sea were examined for micropar-
ticulate pollutants. 3D, label-free, 2PE induced autofluorescence imaging of large tissue
sections was performed to determine the location of uptaken, inorganic particles. It was
combined with Raman spectroscopy to distinguish between naturally occurring particles
and anthropogenic microparticluate pollutants. Next, the role of YAP in the cancerous
growth of cell spheroids was studied with multiplexed fluorescence imaging. Simultane-
ous 1PE and 2PE imaging of large HeLa cell spheroids in the millimeter range, revealed
that the translocation of YAP to the nucleus causes cancerous growth. In the third
project, we investigated the synthetic dinucleotide cthGAMP on the single-cell level.
cthGAMP, a fluorescent analogue of the important innate immune response messenger
cGAMP, was localized with a combination of 2PE imaging and Phasor-FLIM in THP1
cells. These projects demonstrated the feasibility of MOSAIC also for advanced fluores-
cence imaging methods.
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5.1. Project 3:
"Sponges as bioindicators for microparticulate

pollutants?"
Quantifying the extent of oceanic microparticluate pollutant stress is challenging due
to the small particle size. In this work, sponges were studied for their suitability as
unbiased microparticle filters. 2PE imaging combined with Raman spectroscopy was
applied to localize and identify microparticluate pollutants in sponge tissue collected in
the Indonesian Sea. The results indicate the high potential of sponges as bioindicators
for microparticulate pollutants around the world and are presented in the following pub-
lications:

Girard, E., Fuchs, A., Kaliwoda, M., Lasut, M., Ploetz, E., Schmal, W., Wörheide,
G.*, Sponges as bioindicators for microparticulate pollutants?, Environmental

Pollution 2020, 268, 115851.

The results were also summarized in German for the journal Laborpraxis in 2021 under
the title: Schwamm drüber? Schwämme als Bioindikatoren für Mikroplas-
tikverschmutzung in Gewässern.

Motivation and key results
Man-made pollution of the world’s oceans is bearing an increasing threat to our planet.
Current countermeasures against oceanic waste pollution mainly target macro-sized pol-
lutants (plastic waste, such as bags and wrappings). The micron seized pollutant par-
ticles, however, are more challenging to address since they are difficult to detect due to
their small size. To map the distribution of microparticulate pollutants one would need
a set of microparticle filters distributed worldwide. Despite the fact that it would be
technically challenging and very expensive, there is already a possible alternative: Phy-
lum Porifera, the common sponge is geographically widely spread and can be found near
almost any coast [141]. All sponges incorporate micrometer seized particles to stiffen
their structure [142]. Assuming the uptake is only based on particle size, a sample of
sponge tissue could reveal the microparticle composition of the surrounding environment
and provide insight into the local microparticulate pollutant stress level.
In collaboration with the group of Prof. Wöhrheide we investigated whether sponges are
suited as bioindicators for man-made microparticulate pollutants. 15 sponge samples,
belonging to three different sponge species, were collected around Bangka Island (North
Sulawesi, Indonesia, figure 5.1(1)). Thin slices (around 170 µm) were prepared (2) and
histologically analysed to identify the sponge species (3). BF and 2PE induced auto-
fluorescence imaging were used to localize inorganic particles in the sponge tissue (4).
For fast, high statistical analysis the organic components of the collected samples were
dissolved and the remaining inorganic particles identified and quantified using Raman
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Figure 5.1.: Work flow for characterizing the local microplastic pollution with sponges. On-site acqui-
esce of local sponge tissue (1) and preparation for further analysis (2). First, the sample
is classified according to its morphology, species and histology (3). Inorganic particles in
the tissue are localized using light microscopy (BF and 2PE) (4). Finally, the inorganic
particles are separated from the biological tissue and identified by Raman spectroscopy.
The results are then correlated to calculate the microparticulate pollutant induced stress
on the original sample collection site (5). The work flow shows exemplary the results from
the analysis of two of the three collected species. The work flow could enable a worldwide
mapping of microparticulate pollutant distribution. Figures adapted from [140].

spectroscopy (5). Sponges are reported to integrate micro-particles into their structure
to enhance their rigidity. Some species posses small fibers where particles can be stored
(e.g. keratose sponges), while others directly integrate the particles unspecific into their
cell tissues, the mesohyl. Sponges feed on micron-sized plankton particles which they
can digest in so-called chanozyte chambers. So far, no method for a specific identifi-
cation and localization of inorganic particles inside of sponge tissue sections has been
reported. Since the samples were collected and prepared for imaging analysis on-site, flu-
orescent labeling was no longer possible. To distinguish between the organic tissue and
the inorganic particles we exploited a difference in interaction after 2PE. The prepared
samples displayed a strong auto-fluorescence of the organic sponge tissue while the in-
organic foreign particles showed no emission. This allowed us to image and characterize
the sponge tissue label-free and identify incorporated micro-particles with respect to the
type of surrounding tissue. The imaging analysis revealed the highest particle density in
the spongin fibers of keratose sponges (figure 5.2a,d), enhancing the structural integrity
of the sponge. In the mesohyl less particles of smaller size were found (figure 5.2b,e).
While the tissue surrounding chanocyte chambers contained particles, none were found
inside of a chamber (figure 5.2c,f). A total of 1686 incorporated particles were chemically
identified by Raman spectroscopy, revealing 34 different materials. A comparison of the
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Figure 5.2.: Localization of inorganic particles embedded in sponge tissue. By combining BF (a-c)
and 2PE (d-f) imaging, we could identify inorganic particles of varying sizes (examples
marked by white arrows in the BF images) in different parts of the tissue: a,d fiber
channels, b,e mesohyl sections, and c,f chanozyte chambers. Scale bars 10 µm. Figures
adapted from [143].

chemical composition of the inorganic particles from the sponge tissue to the composition
of a sample from the surrounding beach sand, unveiled no material bias in the uptake
of micro-particles. Even in the small sample size of our experiment we could identify
multiple man-made pollutant particles including car paint and polystyrene. The results
strongly suggest that sponges are a potent bioindicators for monitoring microparticulate
pollutants. By exploiting the difference in the 2PE adsorption behaviour of biological
and inorganic materials, the MOSAIC platform could be applied for inorganic particle
localization in biological samples. The 3D imaging capabilities for large tissue sections
on the microscope could be demonstrated in the scope of this project.

Outlook
The methodology employed here can be applied to all sponge species, enabling a po-
tential worldwide mapping of the local micro-pollution. A further optimization of the
method would be to exploit the fact that anthropogenic polymer materials, in con-
trast to natural inorganic microparticles, typically possess Raman bands around 2700
to 4000 cm−1. Enhanced Raman methods, especially quantitative SRS imaging, would
therefore be ideal for specific high-throughput screening of the microplastic pollution.
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5.2. Project 4:
"Spatio-selective activation of nuclear translocation of

YAP with light directs invasion of cancer cell
spheroids"

After the label-free 3D imaging of sponge tissue sections, MOSAIC imaging was applied
to multiplexed 3D imaging of labeled HeLa cell spheroids. The combination of 1PE and
2PE fluorescence imaging could elucidate the role of the Yes-associated protein (YAP) in
the cancerous growth of cell spheroids. A YAP mutant (optoYAP) allowed us to trigger
the translocation of YAP into the cell nucleus at a specific point in time. We found
that this translocation temporary triggers cancerous growth of cells. After four days,
YAP is completely relocated back to the cytosol. The opto-YAP system in combination
with fluorescent imaging enabled direct observation of the influence of YAP on cellular
processes for the first time. These findings are summarized in the following publication:

Illes, B., Fuchs, A., Gegenfurter, F., Ploetz, E., Zahler, S., Vollmer, A., Engelke, H.*,
Spatio-selective activation of nuclear translocation of YAP with light

directs invasion of cancer cell spheroids, iScience 2021, 24, 102185.

Figure 5.3.: Schematics of the opto-genetic experiment and the optoYAP construct. Using photoac-
tivation, the localization of the opto-YAP construct can be switched from the cytosol to
the nucleus (upper panel) . OptoYAP is composed of the optoNLS with a caged lysine
and two GFP prepended to YAP Ser127Ala (lower panel). The optoNLS is activated
by uncaging the lysine with light leading to nuclear localization of optoYAP followed by
enhanced proliferation in the photo-activated area. Figures adapted from [144].
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Motivation and key results
Cancer is a leading cause of death worldwide, resulting in almost ten million deaths in
2020.1 Cancer originates from a spontaneous growth of abnormal cells (tumor), which
can spread consecutively over other parts of the body (metastasis), causing bodily harm
and can result in death. Uncovering the underlying process of tumor progression and
invasion is of utmost importance in developing potent cancer treatment drugs. The Yes-
associated protein (YAP) was identified as an important player in tumor progression.
While being cytoplasmic in non-invasive cells, it was found in the nucleus during cell
elongation and invasion [145,146]. In collaboration with the group of Prof. Engelke, we
set out to answer the question of whether translocation of YAP into the nucleus alone
is sufficient to cause directed cancerous growth.

Figure 5.4.: High resolution confocal microscopy imaging of the inside of a fixed HeLa spheroid trans-
fected with optoYAP. a) Quantification of the change in average spheroid size over three
days. Activated samples (light gray) show nearly a fourfold increase in their size (mea-
sured from the area in the central image plane) after three days while non-activated
samples (dark gray) grew only by a factor of 1.2. b) A fluorescence image of activated
YAP in a cell spheroid 24 h after activation. The spheroid is embedded in a collagen gel
and was completely illuminated for activation. c) BF and fluorescent images of a spheroid
fixed four days after activation. YAP appears concentrated in the cytosol. Scale bars: 5
µm. Figure adapted from [144].

1Numbers from the website of the World Health Organisation, 3rd February 2022
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As a readout, a photo-activatable YAP mutant (figure 5.3) called optoYAP was devel-
oped, where a genetically induced side-group with a caged lysine (OptoNLS) completely
inhibits nuclear import. Exposure with UV-light cleaves the OptoNLS group of op-
toYAP in the irradiated cells, triggering the import of YAP into the nucleus. If YAP
was directly responsible for the cancerous growths, this would lead to a localized burst
in cell proliferation (figure 5.4a). The position of YAP can be localized by GFPs, also
genetically inserted into the optoYAP construct, while the cell nuclei were located using
Hoechst dye. To simulate the conditions of tumorous cell clusters in the surrounding
tissue, spheroids of HeLa cancer cells containing optoYAP were cultivated and embed-
ded in a collagen gel matrix. The imaging method of choice (1) requires a high spatial
resolution in 3D to follow the import of YAP into the nucleus, and (2) needs to be robust
against scattering to image cells hundreds of µm above the slide surface. Our microscopy
platform is designed for fluorescent, 3D, multi-color imaging of tissue and is well suited
to tackle the required tasks. 2PE was applied to localize the Hoechst-stained nuclei
with high spatial resolution, and an additionally applied antibody staining with Alexa
Fluor 546 against GFP further enhanced our detection sensitivity for YAP. The later
was excited via 1PE by the 561 nm laser line while the Hoechst dye was imaged with
2PE at 774 nm, correlating information from linear and nonlinear fluorescent imaging on
our setup. YAP was localized in the nucleus of photo-activated cells in a cell spheroid,
resulting in directed growth into the surrounding matrix from the activated spot (figure
5.4b,c). The same photo-activation of cells without opto-YAP did not result in a change
of growth rate. The results confirmed the theory that YAP can directly trigger cancer-
ous growth.
However, contrary to expectations, we found the translocation of YAP into the nucleus
to be not permanent. When imaging cells four days after activation, YAP was completely
relocated into the cytoplasm (figure 5.4c). This relocation corresponds with a decrease
in growth rate back to the level measured before activation. This work demonstrates the
high suitability of the setup for state of the art, 3D fluorescence cell (spheroid) imaging.

Outlook
The developed opto-YAP system provides a novel route for studying the impact of YAP
on cellular processes. While the presented research focuses on cell clusters, the system
has the potential for investigations in organello and even in living animals, similar to
studies with artificial amino acids performed in zebrafish [147] and mice [148].
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5.3. Project 5:
"Chemical synthesis of the fluorescent, cyclic

dinucleotides cthGAMP"
To further push the MOSAIC detection sensitivity, 2PE imaging was complemented
with the Phasor-FLIM analysis. The following publications employs the new modality
to verify that synthetically manufactured 2’3’-cthGAMP can be applied for in cellular
applications:

Veth, S., Fuchs, A., Özdemir, D., Dialer, C., Drexler, J.D., Knechtel, F., Witte, G.,
Hopfner, K., Carell, T.*, Ploetz, E.* Chemical synthesis of the fluorescent,

cyclic dinucleotides cthGAMP., ChemBioChem 2022, 23, e202200005.

Figure 5.5.: The biological role of CDNs. a) Molecular activation and regulation of the cGAS-cGAMP-
STING pathway leading to interferon activation, inflammatory response and potential
cell death. b) Chemical structure of CDN 2’3’-cGAMP. c) Chemical structure of the
fluorescent analogue 2’3’-cthGAMP. Figure taken from [149].

Motivation and key results
Double-stranded DNA (dsDNA) in the cellular cytosol indicates danger for the cell,
usually caused by an infection or by tumorigenesis [150, 151]. The sensing of dsDNA
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in healthy cells triggers an innate immune response via the cyclic GMP-AMP synthase
(cGAS)-stimulator of interferon genes (STING) pathway (figure 5.5a). Even small devi-
ations in the pathway can lead to severe changes in the immune response [152]. Hence,
a detailed understanding of the cGAS-STING pathway is of high therapeutic potential.
It is known that the dinucleotide cyclic guanosine monophosphate-adenosine (cGAMP)
acts as the secondary messenger between cGAS and the STING receptor. Unfortunately,
in vivo studies of cGAMP with fluorescence microscopy have been hindered by the small
size of the dinucleotide: even small labels inhibit its biological functionality.

Figure 5.6.: Fluorescence microscopy investigation of the cellular uptake of 2’3’-cthGAMP in THP-1
cells. a,b) 2PE images (a) and average cell brightness (b) of THP-1 STING-KO cells in
the absence and presence of 2’3’-cthGAMP. Uptake of 2’3’-cthGAMP in STING knockout
cells leads to a fluorescence increase. The fluorescence emission was recorded between
417-477 nm and evaluated for 70-130 cells per condition. c) The Phasor representation of
the fluorescence signature of THP-1 wt cells and free 2’3’-cthGAMP in cell medium. The
angled dotted line (grey) marks the multicomponent autofluorescent background in THP-
1 wt cells. The center positions of the populations before (pink) and after (cyan) addition
of 2’3’-cthGAMP (e) are marked with dotted lines. d) The addition of the nonfluorescent
compound cGAMP triggers a shift in cellular autofluorescence towards shorter lifetimes
and reduces the brightness. e) The addition of 2’3’-cthGAMP leads to an off-axis shift
towards free 2’3’-cthGAMP (along the black line), confirming the successful uptake of
2’3’-cthGAMP. Figure adapted from [149].
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Recently the group of Yitzak Tor synthesized a fluorescent analogue of cGAMP by
replacing the guanosine with an emissive thieno[3,4-d]pyrimidine-based thG derivative
(figure 5.5b,c, [153]). However, even so the proof-of-concept measurement of the flu-
orescent base thG alone were promising (possessing excellent structural isomorphicity,
good quantum yield and long lifetime), the developed enzymatic syntheses route of this
cthGAMP was not able to produce the necessary amount of material for in vivo ap-
plications. In the presented publication together with the group of Prof. Carell, the
successful, efficient organic synthesis of cthGAMP is described. Both compounds, 2’3’-
cthGAMP and 3’3’-cthGAMP are co-synthesized with good yields. The binding affinities
to the STING receptor and the biological functionality of both cthGAMP could be evalu-
ated. 3’3’-cthGAMP showed no favourable binding affinity neither to human nor murine
STING. 2’3’-cthGAMP, on the other hand, while possessing a lower binding affinity than
natural cGAMP, retained its biological functionality. This enabled us to study its uptake
in THP-1 monocyte cells.
Using two-photon excited fluorescence lifetime imaging, we first characterized the spec-
tral and temporal properties of the designed fluorophore. We found that the spectro-
scopic properties of the compound change significantly in the cellular environment. The
lifetime decreases from 16.8 ns in water to 4.3 ns in THP-1 cell medium. In addition,
the 2PE induced an auto-fluorescent background in the THP-1 cells which spectrally
overlaps with the 2’3’-cthGAMP emission. Although, an increase in average fluorescence
intensity of STING knock-out (STING-KO) cells after addition of the compound was
observed (figure 5.6a,b), it could not be directly linked to the compound due to the
unknown background contribution. By applying Phasor-FLIM (see chapter 2.2.1), it
was possible to distinguish between the cellular auto-fluorescence and the 2’3’-cthGAMP
emission (figure 5.6c,d). The shift of the lifetime population towards that of pure dye
strongly indicates the successful import of 2’3’-cthGAMP into THP1 cells (figure 5.6e).
MOSAIC enabled the spectroscopic characterization of a novel compound. To address
the challenging project, the platform was combined with the optical modality of Phasor-
FLIM, demonstrating the suitability of the microscope for state of the art fluorescent
analysis methods.

Outlook
Due to its fluorescence properties in combination with biological activity, 2’3’-cthGAMP
has high potential as a fluorescent analogue for studies of the innate immune response.
However, the low binding affinity and the short lifetime are significant challenges, which
need to be overcome in future applications.
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Summary and Conclusion
In this thesis, a multimodal analysis platform, combining fluorescence techniques with
non-linear imaging and spectroscopy, was developed. It can correlate information from
a suite of different modalities, including 1PE fluorescence imaging, fluorescence lifetime
analysis, Raman spectroscopy, SFG, SHG, 2PE, FWM, and CARS, which were com-
bined on a single confocal microscopy platform referred to as MOSAIC. The design
and the technical realization of the platform were presented in detail (chapter 3). The
multimodal approach enabled the investigations a variety of different sample system,
ranging from the in situ investigation of reticular framework crystals (chapter 4), over
tissue sections and cell spheroids, to single cell studies (chapter 5).

The feasibility and advantage of this approach for the field of synthetic materials was
investigated by studying the influence of heterogeneity on reticular metal-organic frame-
work particles in situ (section 4.1). Firstly, all modalities were applied to UiO-67, high-
lighting the accessible spectral characteristics of MOF crystals. The general benefits of a
particle and heterogeneity sensitive method for MOF systems were demonstrated for the
extrinsic property of optical absorption in MIL-88A crystals. In particular, the influence
of morphology, regarding shape and size, on the microcrystal light absorption properties
was elucidated. We found that in the micrometer regime the shape alone dictates the
optical absorption. Surprisingly, no correlation between crystal size and light absorption
was found. This could potentially enable shape-specific sorting of MOF crystals.
For the intrinsic property of water adsorption in MOF-801 frameworks, an uneven water
adsorption behaviour at low relative humidities was found. Small clusters of water were
observed using CARS imaging, which are known to decrease the performance of the
material [137]. With a combination of multimodal imaging and Raman spectroscopy
we determined that missing metal-cluster defects were the reason for the water droplet
formation. After the qualitative analysis of the influence of heterogeneity on water ad-
sorption in MOF-801 we wanted to extend the investigation to quantitative studies.
However, there was currently no method available to compare the uptake and release
performance of a material in the sub-micrometer regime directly to the respective per-
formance in bulk. Therefore, the MOSAIC toolbox was extended with a Raman-based
method to determine the quantitative water uptake of single crystals as a function of
the RH (isotherm) and the time (kinetic curves) (section 4.2). By comparing regular
single crystals of MOF-801 to the bulk material it was possible to determine the quanti-
tative influence of inter-and intra-particle effects on the performance. It was found that
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current water harvesting devices based on MOF-801 perform significantly lower than
the observed performance of single MOF-801 crystals. Multimodal imaging revealed
inter-particle condensation of water as the most likely cause for the difference in bulk
performance, in agreement with literature [127]. Our results highlights the importance
of single-particle analysis in general and the characterization of heterogeneity and de-
fects in particular. The developed methodologies can potentially be applied to study
a wide variety of guest-host interactions, such as CO2 [11] and H2 storage [12] or to
quantify the impact of particle morphology and especially defect sites on heterogeneous
catalysis [154]. The recent development of multivariant MOF systems [155] is a next
step in the evolution of MOF materials, but demands even more awareness about the
influence of heterogeneity on the material properties [156]. Here, a multimodal charac-
terization will be of great value. Moreover, the potential sample systems are not limited
to MOFs. Similar analysis can be performed in other important reticular systems, such
as covalent-organic frameworks (COFs) [157], zeolites [46], or mesoporous silica [46].

MOSAIC was also applied to the study of uptaken material in biological systems. In
cooperation with the group of Prof. Wörheide, sponge samples collected in the In-
donesian Sea were investigated for their potential as bioindicators (section 5.1). 2PE
induced auto-fluorescence imaging localized inorganic particles inside the tissue sections
and Raman spectroscopy was applied for identification of the inorganic particles. Sev-
eral mircoparticulant pollutants were found including microplastic, demonstrating the
possibility of using sponges to map the oceanic pollutant stress. Fluorescence 3D imag-
ing of HeLa cell spheroids revealed the influence of YAP on the cancerous growth of
cells (section 5.2). A photoswitchable YAP-mutant (opto-YAP), developed by the team
of Prof. Engelke, enabled site-specific activation of enhanced growth by triggering the
transport of YAP into the nucleus. However, we found that the translocation was only
temporary. After four days, opto-YAP relocated into the cytosol and the growth rate
decreased to the pre-activation level. Opto-YAP can be applied as a tool to monitor
and understand the role of YAP in cellular processes. The potential of another syn-
thetic mimic of a biomolecule was investigated: 2’3’-cthGAMP and its import in THP-1
cells (section 5.3). This fluorescent analogue of the important messenger 2’3’-cGAMP
in the innate immune response was reported to be biologically active as well as fluores-
cent [153]. However, the reported enzymatic synthesis did not allow for high enough
yields to enable cellular measurements. The group of Prof. Carell developed an organic
synthesis route with a high yield, such that the import of 2’3’-cthGAMP in THP-1 cells
could be studied. Combining 2PE with Phasor-FLIM, MOSAIC could verify the import
and characterize the performance of the synthetic messenger analogue. Investigation
on uptaken synthetic materials in biological systems demonstrated the feasibility of the
microscope for state-of-the-art fluorescent techniques.

The presented projects highlight the flexibility of the platform regarding sample re-
quirements, and the general benefit of a multimodal characterization. The platform
is capable of in situ and in vivo techniques and equally suited for inorganic material
characterization and cell imaging. Therefore, the MOSAIC microscope has high po-
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tential to investigate the interaction of synthetic particles with surrounding biological
environment, e.g. in theranostic applications [45]. Especially unveiling the complex
cell chemistry response on the MOF particle degradation in situ [32] requires a corre-
lated investigation, which is now accessible with the selected modalities of the developed
MOSAIC analysis platform.
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over, they are often invasive,[2] require 
high vacuum,[3] or preclude real-space 
information,[4] thus preventing in situ 
studies of materials. These two characteri-
zation levels are also reflected in current 
research efforts, for instance, on metal–
organic frameworks (MOFs) that mainly 
focus on two distinct aspects: molecular 
structures being tuned and bulk proper-
ties being measured.[5] MOF chemists 
often vary the molecular building units 
(e.g., installation of a functional group) 
and examine the corresponding change 
in the performance of a bulk sample (e.g., 
gas adsorption isotherm). Alteration of 
MOF particle properties can be caused 
twofold: (1) by differences in “extrinsic 
properties”, that is, physical parameters 

like their particle size, shape, and surface structure, or (2) by 
variations in “intrinsic properties” ruled by chemical attributes 
of the framework. These include casual differences in the com-
position of building blocks,[6] crystallinity,[7] functionalization,[8] 
and defects,[2] but also designed variations as in multivariate 
MOFs. The interplay of both kinds of properties determines 
the overall performance for any application; the mutual impact 
of intrinsic and extrinsic variations correlated to any change in 
individual particle properties in situ is challenging to explore in 
a correlative manner.

At present, an enormous characterization gap exists between the study 
of the crystal structure of a material and its bulk properties. Individual 
particles falling within this gap cannot be fully characterized in a correla-
tive manner by current methods. The authors address this problem by 
exploiting the noninvasive nature of optical microscopy and spectroscopy 
for the correlative analysis of metal-organic framework particles in situ. 
They probe the intrinsic as well as extrinsic properties in a correlated 
manner. The authors show that the crystal shape of MIL-88A strongly 
impacts its optical absorption. Furthermore, the question of how homoge-
neously water is distributed and adsorbed within one of the most promising 
materials for harvesting water from humid air, MOF-801, is addressed. The 
results demonstrate the considerable importance of the particle level and 
how it can affect the property of the material.
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1. Introduction

An ongoing challenge in material science is to determine 
whether the bulk properties are represented by the individual 
particles. The difficulty arises because most common charac-
terization methods measure statistical averages over an entire 
sample to achieve an enhanced signal-to-noise ratio. While 
high-resolution imaging or diffraction techniques can access 
the single-particle level, they are unsuited for multiple-particle 
screening and often probe only one aspect of a sample.[1] More-
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Optical microscopy has proven to be a reliable approach 
for the characterization of MOF particles, beyond bulk experi-
ments.[9–11] Fluorescence microscopy, which relies on light-
emitting functional groups or molecules as readout, could 
reveal key properties and parameters of MOFs by studying 
the location, distribution, and interplay of luminescent probes 
with the hosting MOF scaffold.[9] Even the level of defects and 
heterogeneity within MOFs could be probed at the nano level 
with advanced fluorescence lifetime methods.[10,12] Label-free 
methods, including nonlinear microscopy,[13,14] and vibrational, 
microspectroscopic tools[15] based on Raman scattering or IR 
absorption, have demonstrated their strength by following  
guest molecules in MOFs across micrometer-sized crys-
tals while probing the surrounding environment and defect 
distributions.

Here, we report the development of a dedicated multifunc-
tional imaging system to monitor in situ how spatial variations 
and particle diversity influence the material properties of MOFs 
without the need to consecutively use separate methodologies. 
We combined space-resolved fluorescence and Raman spec-
troscopy with a suite of optical confocal imaging techniques, 
which we abbreviate as multimodal optical spectroscopy and 

in situ imaging correlating (MOSAIC) approach (Figure 1). 
The designed MOSAIC platform combines five modalities 
for correlative material characterization: (1) second harmonic 
generation (SHG) and sum-frequency generation (SFG) to 
visualize the surface texture of MOF crystals; (2) the electronic 
response generated by four-wave-mixing (FWM) to investi-
gate particle morphology and heterogeneity; (3) polarization-
sensitive coherent anti-Stokes Raman scattering (pCARS) for 
mapping the 3D distribution of chemical compounds within 
the reticular frameworks; (4) space-resolved vibrational spec-
troscopy, that is, spontaneous Raman scattering, to identify and 
quantify any changes within the modified host material; (5) 
two-photon-induced chemiluminescence as a reporter signal 
for direct targeting light-sensitive materials. All five modalities 
for imaging and spectroscopy are complementary to each other 
and extendable by modalities that provide, for example, higher 
spatial resolution or faster data acquisition.[16]

The power of the label-free MOSAIC platform was demon
strated first on the multimodal characterization of single 
crystals of UiO-67, an archetypical MOF, as a proof-of-concept. 
Next, we turned our attention toward probing MOFs’ extrinsic 
properties (i.e., particle-dependent interactions with light). 

Adv. Mater. 2022, 34, 2104530

Figure 1.  Graphic illustration of the MOSAIC analysis for the single-particle level characterization. The lower colored panels provide an overview of avail-
able MOSAIC methods, the observed particle characteristics, and the general modality behind the method. Images from left to right: crystal structure, 
brightfield image, and crystalline powder of MOF UiO-67. Abbreviations: SFG: sum-frequency generation; SHG: second harmonic generation; FWM: 
four-wave-mixing; CARS: coherent anti-Stokes Raman scattering; 2PE: two-photon excitation.
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Specifically, we investigated the photochemical behaviors of 
the MOF, MIL-88A, which can serve as nano-antennas and 
exhibit morphology-dependent responses. The micron-sized 
crystals resonate shape-dependently with incident laser irradia-
tion, allowing for a selective, optically triggered manipulation 
of crystals. Finally, we examined the intrinsic property (guest–
framework interaction) of water adsorption in MOF-801 and 
found that water adsorbs in clusters within the material, which 
is characterized by missing cluster defects. Thus, the label-free, 
multimodal platform developed here enables us to reveal the 
impact of crystal heterogeneities in MOFs.

2. Results and Discussion

2.1. Development of Multimodal Imaging and Spectroscopy

The developed multimodal setup is shown in Figure 2a 
(Experimental Section, Note  S1, Supporting Information) and 
based on a confocal laser-scanning microscope (CLSM) with 
two types of laser sources: (1) we implemented continuous 
wave (CW) lasers in the visible for fluorescence and sponta-
neous Raman scattering-based imaging and spectroscopy; and 
(2) we incorporated an all-fiber-based, jitter-free, dual-color 
femtosecond-laser in the near-infrared (NIR) for nonlinear 
imaging. The excitation laser at 774  nm was implemented as 
the pump laser, while the laser excitation at 1053  nm served 
for super-continuum generation between 770 and 1100  nm in 
a photonic crystal fiber (Note  S1, Supporting Information). 
Both NIR light sources (and their combinations) are dedicated 
to probing nonlinear optical responses in MOF crystals at the 
confocal volume. The nonlinear responses are detected by 
avalanched photodiodes (APD) and recorded via a dual-channel 
time-correlated single-photon counting (TCSPC) card. Spectral 
information originating from the confocal volume is collected 
in epi-direction by a spectrograph equipped with an emCCD 
camera. The sCMOS camera is implemented as the third 
detection alternative in epi-direction and used for bright-field 
imaging to position the sample on the confocal microscope.

The spectroscopic signatures of the imaging modalities are 
designed to occur between 390 and 750 nm (Figure 2b). They are 
orthogonally combinable and, hence, allow for probing different 
material properties simultaneously. Here, label-free processes are 
based on nonlinear interactions of the pulsed laser fields with 
the investigated material and are described by their higher-order, 
nonlinear susceptibility χ(n). The expected power dependencies 
for each spectroscopic signature were  experimentally confirmed 
(Note S2 and Figure S1, Supporting Information). A detailed over-
view of each method is given in Table S1, Supporting Information.

To characterize metal–organic framework particles spec-
troscopically in a label-free manner, we incorporated SHG 
and SFG (Figure  2c) using the fundamental laser lines at 774 
and 1053  nm of the dual-color fs-laser. The observed signals  
(Figure  2b) were  generated at ωSHG  =  2 · ωpump and  
ωSFG = ωpump  +  ωprobe and observed at 387 and 457.8 nm, respec-
tively. To probe the inner structure and chemical composition 
of MOF particles, we incorporated FWM and CARS imaging in 
the red to NIR spectral range. FWM occurs at ωFWM = 2 ωpump  
−  ωprobe (Figure 2c), that is, its spectral signature is blue-shifted 

with respect to the pump pulse at 774  nm. In this paper, we 
mainly use FWM at 612  nm, if not stated otherwise. To pro-
vide chemical sensitivity, we chose the wavelength of the probe 
pulse ωprobe, such that the energy difference between both light 
fields ωpump −  ωprobe coincides with a specific vibrational transi-
tion ωi of the material; in Figure 2b, it is illustrated for the CC 
stretch vibration in UiO-67 at 688  nm, that is, at 1614 cm–1. 
This resonantly enhanced FWM process is referred to as CARS 
(Figure  2c). To suppress any additional, non-resonant, elec-
tronic background, we exploited the polarization-dependence 
of the signal and implemented polarization-sensitive CARS 
(pCARS; Experimental Section).[17] In combination with spectral 
focusing,  [18] we established pCARS as a fast 3D chemical 
imaging tool that selectively maps characteristic Raman reso-
nances of MOFs. As the last imaging contrast, we incorporated 
one photon (1PE) and two-photon excitation (2PE) induced fluo-
rescence imaging at 532 and 774 nm (Figure 2c). These allowed 
mainly for addressing fluorescent probes or MOF materials 
emitting in the blue/green spectral range (Figure  2b) if com-
bined with other modalities probed by our MOSAIC approach.

Next, we demonstrated the strength of the MOSAIC plat-
form to correlatively image and spectrally characterize reticular 
materials, in particular, MOF at the single-particle level. In a 
proof-of-concept experiment, we studied the electronic and 
vibrational properties of UiO-67 particles (Note S4, Supporting 
Information) in a space-resolved manner. To probe the surface 
properties of unlabeled UiO-67 particles, we used both spectro-
scopic signatures: SHG and SFG. SHG allows for the mapping 
of surfaces or non-centrosymmetric materials and polariza-
tion information in crystalline structures (Table S1, Supporting 
Information). SFG as a second-order nonlinear optical response 
is equally sensitive to non-centrosymmetric species as it is usu-
ally the case for symmetry-breaking interfaces. As seen in both 
panels of Figure 2d, both types of imaging clearly show the sur-
face roughness of UiO-67 and reveal cracks and substructures 
of the particle surface, which are barely visible in bright-field 
images. Next, we tested two label-free imaging modalities to 
access the 3D structure of UiO-67, namely FWM and pCARS 
(Figure  2e,f). The spectral regions addressed for FWM (no 
spectral resonance) and pCARS (resonant to the strong peak 
at 1615  cm–1) are marked in Figure  2g. The particles show a 
very homogeneous signature and regular shape identical to the 
bright-field image, as it is expected from the crystalline, solid 
material with little to no defects. FWM and pCARS offer strong 
2D sectioning capabilities that restrict the detected signal to 
single cross-sections through the UiO-67 assembly. Consecu-
tively, it can reconstruct the inner structure of MOF crystals in 
3D (Figure S2, Supporting Information). To control the homog-
enous chemical composition of UiO-67, we further employed 
spontaneous Raman spectroscopy within the particle volume as 
well as at air–particle interfaces of the same particle in addi-
tion to CARS microscopy. (Figure S3, Supporting Information). 
A detailed assignment of vibrations in the solid-state Raman 
spectra of linker and UiO-67 (Figure  2g) is given in Table S2, 
Supporting Information. In line with space-resolved Raman 
mapping of the sample (Figure S4, Supporting Information), 
both measurements yielded no spectral differences in the 
recorded Raman signatures but concomitantly confirmed the 
crystallinity of the sample (Figure S5, Supporting Information).

Adv. Mater. 2022, 34, 2104530
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Figure 2.  MOSAIC analysis: physical background, technical realization, and characterization of UiO-67 crystals. a) Schematic of the multimodal, scan-
ning microscope. b) Incorporated imaging modalities are spectrally complementary: SHG and SFG occurs at 387 and 458 nm as shown on a silica 
wafer; 2PE induced emission of RBITC is centered around 510 nm; Raman scattering in UiO-67 and water after 532 nm excitation can be detected 
between 550 and 650 nm and FWM and pCARS in UiO-67 for example, at 612 and 688 nm. c) Energy diagrams of the implemented nonlinear processes, 
including SHG, SFG, FWM, CARS, and Stokes Raman scattering. d–f) Unlabeled UiO-67 particles imaged by bright field and nonlinear microscopy, 
including SHG and SFG (d), FWM at 3300 cm–1 (616 nm; e), and pCARS at 1615 cm–1 (688.2 nm; f), g) Spontaneous Raman signature of UiO-67 par-
ticles and their linker molecule BPDC in solid state phase. The spectral regions chosen for FWM and pCARS imaging in panel (e,f) are marked in red 
and orange, respectively. h) Brightfield and fluorescence images of RBITC-labeled particles after 1PE and 2PE induced emission at 532 and 774 nm. 
i) Corresponding energy diagrams for 1PE and 2PE induced fluorescence in panel (h). Scale bars: 10 µm. Arrows indicate the electric fields of exciting 
light sources and resulting signatures.
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To highlight the flexibility of the developed system, we further 
incorporated luminescence-based imaging with a high signal-
to-noise ratio. Figure  2h shows fluorescently labeled UiO-67 
particles after one-photon excitation (1PE, green; Figure  2i) 
at 532 nm and two-photon excitation (2PE, cyan; Figure 2i) at 
774  nm. These particles were  labeled with 2-RhodamineB-iso-
thiocyanate (RBITC) at the particle surface based on a linker-
exchange reaction,[10] while particles in Figure 2d–f were com-
pletely unlabeled. Due to the 1.6-fold better axial resolution as 
well as the centrosymmetric sensitivity of 2PE imaging, small 
cracks and defects at the surface are more visible. Nevertheless, 
intrinsic labeling of 3D structures is challenging and interferes 
with the original particle structure. Labeling alters the mate-
rial under investigation. Moreover, the fluorescence emission 
is inherently spectrally broad (Figure  2b), which significantly 
limits the multiplexing capabilities. Overall, the one- and two-
photon excitation images in Figure  2h highlight the resolu-
tion enhancement of nonlinear optical microscopy compared 
to one-photon CLSM. The developed multimodal microscope  
system can combine these modalities orthogonally, as demon
strated for simultaneous 2PE, SHG, and FWM imaging  
(Figure S6, Supporting Information).

2.2. Correlating MIL-88A Crystal Morphologies with Their 
Optical Properties

To illustrate the influence of extrinsic properties of MOF  
crystals, we investigate the correlation between the optical prop-
erties and different morphologies of MIL-88A via our MOSAIC 
platform. We draw our attention to MIL-88A since it is  
frequently employed for applications including drug delivery,[19] 
sensing,[20] and photocatalysis,[21] but also synthesized in a large 
variety of different morphologies.[22] We exploited the label-free 
modalities of our microscope in combination with spatially 
resolved spectroscopy since the quenching behavior of the iron 
centers in MIL-88A renders fluorescence-based single-particle 
studies challenging.

MIL-88A crystals can be synthesized in four different distinct 
morphologies:[22] as needle-like and bipyramidal microparticles 
with sizes of ≈1–4 µm, bipyramidal nanoparticles with diame-
ters ≈300–500 nm, and spherical nanoparticles of 50 nm in size 
(Note S4, Supporting Information). Independent of their mor-
phology, all particle types show an identical unit cell as seen 
from the XRD.[22] Similar findings were made using Raman 
spectroscopy (Figure S7, Supporting Information). While the 
Raman signature of linker molecules strongly differs from 
MIL-88A particles, it is remarkably similar for particles with 
different morphologies (Table S3, Supporting Information). No 
additional enhancement effects or shifts in Raman resonances 
due to varying particle geometries were observed. To study 
the influence of extrinsic properties on the optical properties 
of MOF crystals, we chose crystalline microparticles, which 
differ in morphology but share similar dimensions. Figure 3a,b 
shows the SEM images of both microparticle morphologies. 
We first determined the length and width distribution for both 
morphologies by label-free FWM imaging at ≈3400 cm–1 (i.e., at 
612.7 nm; Figure 3c; Figure S8, Supporting Information). The 
elongated needle-shaped particles have a length of 3.29 (±1.12) 

µm and a width of 0.79 (± 0.34) µm. The broad length distribu-
tion with an FWHM of 2.52 µm can be explained by the unsyn-
chronized stochastic growth during synthesis.

In contrast, the approximately spherical, bipyramidal micro-
particles show a narrow distribution 1.47 (± 0.23) µm in length 
and 1.26 (± 0.18) µm in width. Next, we imaged a mixture of 
both morphologies with FWM microscopy to study how this 
spatial variance of the MIL-88A morphologies influences their 
electronic response. While both types of particles are sensi-
tive to FWM (Figure  3d, upper panels), the observed FWM 
intensity of MIL-88A needles depends on two parameters: the 
volume of individual particles and the alignment with respect 
to the p-polarization of the excitation laser field. Horizontally 
aligned particles are maximally susceptible to FWM. Their 
observed intensity decreases with an increasing angle toward 
the horizontal orientation. It almost vanishes for particles with 
a vertical alignment as seen in the upper panels of Figure 3d. 
In contrast, bipyramids are strongly susceptible to FWM 
without any preferred orientation. In addition to FWM, they 
surprisingly exhibit chemiluminescence (CL; Figure  3d, blue, 
lower right panel) with a spectrally broad emission spectrum, 
easily distinguishable from the FWM response (Figure S9, Sup-
porting Information). This property is not observed for needle-
shaped MIL-88A particles at an identical excitation power (i.e., 
below 1.9 and 0.1  mW for the pump and probe laser pulses). 
The observed luminescence is accompanied by a strongly pro-
gressing degradation and consecutive splitting of particles 
(Figure 3d, left lower panel, marked particle). The degradation 
products are visible in the bright-field channel. They co-localize 
with the bipyramidal particles before the scanning and the 
detected CL signature during the imaging process.

Degradation and resulting chemiluminescence of the 
MIL-88A microcrystals can occur, when the absorbed energy 
provided by the pulsed, incident laser radiation is higher 
than the activation energy for the oxidation reaction with sur-
rounding oxygen (Figure S9c, Supporting Information). Here, 
the optical absorption of (sub-)micron-sized particles is not only 
dependent on the absorption coefficient of the material itself, 
but also on morphology-dependent resonances, so-called Mie 
modes.[23] Their contribution to absorption and scattering of 
light by small particles becomes most dominant when the light-
induced electromagnetic field inside the particle boundaries 
becomes resonant with the incident light fields. As predicted 
for elongated particles,[24] the absorption of micron-sized par-
ticles is dictated by their chemical composition, the incident 
laser field, the surrounding medium as well as their size and 
shape. Since the first conditions are identical for the different 
types of MIL-88A microcrystals, differences in absorption 
behavior are thought to only depend on the shape or size of the 
crystals (or both). As shown in Figure 3b, which highlights the 
major axis (length) and the minor axis (width) for needle and 
bipyramidal crystals, the overall shapes of the particles mainly 
differ in the width over length ratio. We, hence, introduced the 
ellipticity per particle as a ratiometric parameter to describe 
their morphology. It is given as 1 minus the width to length 
ratio and varies between 0 and 1 for spherical and elongated 
particles, respectively. The advisability of the ellipticity para-
meter is illustrated when comparing the volumes of needle-
like and bipyramidal particles, which can be approximately 
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described as ellipsoidal and spherical volume. Their distribu-
tion is depicted in Figure  3e,f (Note S5, Supporting Informa-
tion). While the needle-like particles feature a slightly larger 
volume of 1.08 (± 0.52) µm3 than bipyramids (1.18 ± 0.49 µm3) 
on average, they still share a similar distribution (Figure S8 and 

Table S4, Supporting Infomation). The overlap of both distribu-
tions is very high, dissuading the idea that size is the dominant 
factor for intrinsic particle absorption. It is further supported by 
the fact that bipyramidal crystals of varying sizes show chemi-
luminescence due to degradation, while needles of similar 

Adv. Mater. 2022, 34, 2104530

Figure 3.  Optical behavior of MIL-88A crystals for different morphologies. a,b) SEM images of particles in needle (a) and bipyramidal morphology (b). 
c) Label-free FWM imaging at 3400 cm–1 can determine length and width for every particle. d) Correlative imaging by brightfield, chemiluminescence 
(CL), and four-wave-mixing FWM. e) The volume and f) ellipticity distributions for each morphology clarify the difference in optical behavior. While 
both morphologies are comparable in volume (Needles: V = 1.08 ± 0.52 µm3; N = 246. Bipyramids: V = 1.18 ± 0.49 µm3; N = 115), they are distinguish-
able by their ellipticity (Needles: E = 0.81 ± 0.09; N = 246 / Bipyramids: E = 0.13 ± 0.04; N = 115). g) The wide distribution in ellipticity represents the 
variance in particle length of needle-like MIL-88A, also observed in brightfield. h) Schematic of the observed correlation between CL occurrence and 
ellipticity depending on the excitation power from panel (f) at EP1 = 1.9 mW. An increased excitation power (EP2 = 3.0 mW) is expected to shift the 
absorption threshold to higher ellipticities, resulting in increased CL for needle-like particles. i) BF, FWM, and CL images of needle-shaped crystals at 
EP2. Only the bipyramidal particle shows CL. Scale bars: 1 µm. j) Ellipticity distribution of needles showing only FWM (red, N = 75), needles showing 
CL at EP2 (lilac, N = 40), and bipyramidal particles (light blue, N = 115). The dashed lines indicate roughly the threshold for the respective excitation 
powers. Scale bar (except panel (i)): 2 µm.
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volume stay intact (Figure S10, Supporting Information). The 
ellipticity, on the other hand, clearly differentiates between the 
morphologies and varies between 0.81 (±0.09) for needles and 
0.13 (±0.04) in the case of bipyramids. Notably, the ellipticity 
distribution of the bipyramids is narrow, while the distribution 
of needle-like particles features a sharp peak around 0.85 and a 
broad width between 0.3 and 0.8.

Overall, needle-like particles show a wide distribution in 
size and shape (Figure  3g). As indicated by the additional 
chemiluminescence (Figure 3d), there might be a strong cor-
relation between the reduced ellipticity of particles and the 
enhanced interaction of the exciting laser field. Our results 
predict that more sphere-like particles with small ellipticity 
foster the coupling of the exciting laser field to the particle and 
consecutively, the emission of chemiluminescence by single 
MIL-88A crystals (Figure 3h). This implies we could generate 
chemiluminescence in needle-like particles by adjusting the 
incident excitation power and target MIL-88A crystals below 
a certain ellipticity threshold specifically. The observed FWM 
signature of MIL-88A results from a nonlinear interaction 
with two pulses laser sources: a spectrally broad but chirped 
probe beam at low intensity and a spectrally narrow pump 
beam at high intensities. While we used an excitation power 
of Iprobe  = 0.1  mW and Ipump  = 1.9  mW at first (Figure  3c–f; 
which we referred to as excitation power EP1), we increased 
the excitation power of the pump beam to 3.0  mW (EP2) to 
test our hypothesis in the following. When measuring parti-
cles with needle morphology at higher excitation power, we, 
indeed, found the same variance in absorption behavior for 
the particles as in the artificial mixture of needle and bipy-
ramidal morphologies depicted in Figure 3c. One fraction was 
susceptible to FWM only, while other particles showed addi-
tional chemiluminescence (Figure  3i). To exclude the possi-
bility that the luminescent particles have a different chemical 
composition, we additionally used single-particle-based spon-
taneous Raman spectroscopy (Figure S11, Supporting Infor-
mation). The spectrum clearly identified the luminescent par-
ticle as MIL-88A. When sorting the ellipticities of individual 
needle particles according to their absorption behavior, we 
could directly distinguish between the “FWM only” fraction 
and the luminescent fraction (Figure  3j). The group of par-
ticles only featuring an FWM signal as the optical response 
was characterized by a narrow distribution (FWHM = 0.07)  
of elongated needles centered with an ellipticity of ≈0.86 (± 0.015).  
The degraded particles (CL, lilac) featured a much broader 
distribution (FWHM = 0.33), centered around 0.63 (± 0.07). 
They comprise a mixture of particles with varying degrees 
of the needle and the bipyramidal morphology. The dashed 
grey lines in Figure 3j indicate the ellipticity threshold for the 
optical absorption at the two different excitation power levels. 
Of additional interest in ellipticity is the overlap of both  
fractions between 0.7 and 0.9. The existence of this group 
of particles can be explained by two scenarios, in which the 
intrinsic optoelectronic properties of well-defined needle 
particles are altered: (1) it depends on a coupling of mag-
netic fields by neighboring particles, similar to the reported 
behavior of dielectric silica rods.[25] This is dependent on the 
proximity and concentration of particles and should vanish 
for not-stationary particles in solution. Indeed, we found such 

enhanced light-induced degradation of MOF needles for over-
lapping MIL-88A particles (Figure S12a, Supporting Informa-
tion). (2) The absorption is caused by an increase in the mor-
phologic complexity as suggested by Kulachenkov et al.[26]  
Our findings indicate that the observed absorption 
might be the result of defects within the MOF structure 
(Figure S12b, Supporting Information). Hence, MOSAIC  
enabled us to unveil the relationship between the extrinsic 
property of particle morphology with their absorption 
behavior. To further highlight the impact of local variances 
on intrinsic properties, we investigated the water distribution 
in MOF-801 crystals.

2.3. Particle-Dependent Host–Guest Interactions of MOF-801

MOF-801 is an auspicious material for harvesting water from 
humid air.[27] It was reported that MOF-801 single crystals with 
lower volume have a higher affinity to water than larger-sized 
particles.[28] This difference, however, could not be explained by 
the crystal size alone nor correlated with the local morphology 
and intrinsic properties of the material. We, hence, investigated 
the position-dependent performance of water adsorption in 
MOF-801 particles in situ.

MOF-801 crystals feature an octahedral shape with sizes up 
to tenths of micrometers with triangular faces. They consist 
of zirconium oxide clusters and fumaric acid linkers arranged 
in a cubic framework (Note S4, Supporting Information).[28] 
Per unit cell, three water binding sites are reported: two tetra-
hedral and one octahedral binding site. Starting from the dry 
MOF material, water molecules attach first to primary binding 
sites, that is, the zirconium oxide clusters in the tetrahedral 
cavities. Consecutively, water molecules bridge the primarily 
bound molecules in the tetrahedral cavities before filling up 
the octahedral cavities until saturation is reached.[28] To eluci-
date the distribution of water in MOF-801, we employed Raman 
spectroscopy and hyperspectral imaging in combination with 
pCARS imaging, next. Figure 4a depicts the Raman spectrum 
of the evacuated MOF-801 (black curve). The MOF scaffold is 
characterized by its dominant bands at ≈1440 cm–1 (symmetric 
O-C-O stretching mode), ≈1666  cm–1 (C-C stretching mode), 
and ≈3150  cm–1 (C-H stretch vibration) and is in excellent 
agreement with the literature (Table S5, Supporting Informa-
tion). The stretch mode of μ3OH in Zr cluster is present as 
a sharp resonance at 3680 cm–1 (Figure 4b). Upon exposure to 
humid air, additional water molecules diffuse into the material 
and adsorb within the pores. This process alters the Raman 
spectrum, most dominantly between 3100 and 3700  cm–1 
(Figure 4a,b): the signature of the hydroxyl groups in the crystal 
lattice around 3680 cm–1 vanishes due to hydrogen bonding 
with adsorbed water molecules while a broad Raman resonance 
between 3200 and 3600 cm–1 appears due to the O-H stretch 
vibration of bridging water molecules (spectra at ≈33%RH). 
This broad peak is characteristic for liquid water and served 
to visualize the water adsorption in the framework via Raman 
based imaging.

We, therefore, addressed the question of how homogene-
ously water is distributed and adsorbed within MOF-801. 
To map the water distribution over a region of interest and 

Adv. Mater. 2022, 34, 2104530



www.advmat.dewww.advancedsciencenews.com

2104530  (8 of 12) © 2021 The Authors. Advanced Materials published by Wiley-VCH GmbH

quantify the absolute amount of water at 3%RH, we employed 
spatially-resolved pCARS imaging in addition to brightfield and 
FWM imaging. Figure 4c displays an example area of clustered 
crystals at 22.1 °C and 3%RH. While brightfield and FWM 
imaging showed a random clustering of crystals, the pCARS 
modality revealed an additional, surprisingly uneven distri-
bution of water molecules over the field of view. Most areas 
showed a similar level of uptaken water as observed by hyper-
spectral Raman imaging on homogeneously grown crystals 
(Figure S13, Supporting Information), but small, localized spots 
exhibited a significantly higher water content. We performed 
in situ Raman spectroscopy at selected points in the region of 
interest to exclude the possibility that this distribution could be 
an artifact introduced by the imaging modality or a potential 
nonlinear FWM background hampering a quantitative determi-
nation of uptaken water. Using the linear concentration depend-
ence of spontaneous Raman scattering, we determined the 
relative amount of water compared to MOF-801 (Figure 4c; Note 
S6, Supporting Information) and found a correlation between 
an increased level of adsorbed water and the increase in pCARS 
intensity (Figure  4d). Concomitantly, we observe a reduction 
in signal strength of the µ3-OH stretch in Zr cluster around 
3680 cm–1, which can be ascribed to the formation of hydrogen  
bonds between adsorbed water molecules and the µ3-H 
residue. Although less prominent, we equally observe localized 
water accumulations in samples exposed to higher humidity 
(Figure S14, Supporting Information). Water molecules tend to 
accumulate in small, confined areas (e.g., at measuring posi-
tion 5, Figure 4c). When comparing the results from brightfield 
and pCARS imaging of various particles in 3D, we could indeed 
identify locally confined volumes with enhanced, incorporated 
water (Figure S15, Supporting Information) that co-localized 
with deformed crystals visible in the brightfield channel.

Structural defects are ubiquitous and occur at various levels 
in MOFs,[29] starting at missing linkers and/or metal sites, 
substitutional defects over to crystal mismatches or amorphous 
particles, to name a few. In particular, extended defects in MOF, 
that is, at a grain boundary of two crystals or within polycrystal-
line areas, could contribute to the enhanced water uptake. To 
decipher the underlying mechanism of water collection and  
the chemical nature of the observed defects, we set out  
for various correlative approaches. We combined pCARS 
imaging for fast chemical identification, spontaneous Raman 
spectroscopy to probe the local chemical fingerprint of the 
material and/or the defects, fluorescence imaging for moni-
toring local cluster defects and FWM imaging, which allows to 
visualize structural defects[14] by probing the electronic response 
of the material.

Enhanced water incorporation is spatially confined in 3D 
as observed by pCARS (Figure 5a). FWM imaging can identify 
spatial inhomogeneities (as seen at locations 1–3), which  
frequently (but not conclusively) coincide with areas localized 
by pCARS. Confined water uptake below the dew point can 
only occur if additional space due to missing linker or metal 
sites is available. To answer the question, if enhanced FWM 
signals were due to unsaturated metal sites, we made use of 
the liquid-phase, acid-catalyzed self-condensation reaction[30] of 
furfuryl alcohol (FA). Oligomerization of the colorless FA takes 
place at accessible Brønsted acid sites leading to fluorescent 
products (see Note S7, Supporting Information). We employed 
two-photon excited fluorescence microscopy in correlation with 
FWM imaging to probe the spatial distribution of the FA con-
densation mediated by MOF-801 via fluorescence imaging and 
the material’s response by FWM (Figure  5b,c). As expected, 
we observed pronounced emission in the green channel  
(520–600  nm), at uneven surfaces and cracks (white area), as 

Adv. Mater. 2022, 34, 2104530

Figure 4.  Water adsorption in MOF-801. a) Raman spectrum of MOF-801 in dry (black) and humid environment (blue; 32%RH). Characteristic spectral 
contributions due to adsorbed water and the hydroxyl vibration within the Zr cluster are marked with arrows. b) Zoom-in of (a). The integrated bands 
serve to determine the relative amount of water and hydrogen bonding compared to MOF-801. c) Water distribution in MOF-801 crystals visualized 
by brightfield, FWM, and pCARS imaging at 10%RH. Numbered circles indicate measurement points in (d). Scale bar: 2 µm. d) Relative amount of 
adsorbed water observed by Raman spectroscopy at selected areas in panel (b).
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well as at sharp edges of MOF-801 crystals (Figure 5b; arrows). 
Here, unsaturated metal sites at the interface of three surfaces 
were freely accessible and featured strong catalytic activity. 
Enhanced polymerization was further observed at the interface 
of grain boundaries (Figure  5c; arrows), where different crys-
tals were growing into each other. While the fluorescence assay  
successfully reported extended defect sites due to missing 
linkers, the collected material response by FWM imaging 
hardly co-localized with the signature of polymerized FA mole-
cules, indicating that open metal sites are not the key element 
responsible for enhanced water incorporation.

Next, we combined pCARS imaging with in situ Raman 
spectroscopy to directly probe the local chemical environment 

around water clusters (Figure  5d–g). First, confined water 
clusters in MOF-801 were identified via pCARS imaging at 
38.5 %RH (marked by orange circles in Figure 5d). Afterward, 
the sample was dried for half an hour by a nitrogen flow to 
study the chemical differences without the influence of guest 
molecules. The chemical composition of MOF-801 in dry state 
was probed by spontaneous Raman spectroscopy. A compar-
ison (Figure  5d,e) between the spectral signature of a defect 
site (Position 2) and regular crystal (Position 1) reveals large 
chemical similarities of the MOF material probed within the 
confocal volume. Nevertheless, subtle changes in amplitude, 
that is, in the concentration of different species are apparent. 
Distinct changes in the fingerprint and water region become 

Adv. Mater. 2022, 34, 2104530

Figure 5.  Chemical characterization of water clustering sites in MOF-801. a) 3D localization of a confined water cluster in MOF-801 by pCARS at 
35.6%RH in comparison to FWM at 0%RH. b,c) Detection of open metal clusters by acid-site assisted polymerization of furfuryl alcohol (FA) in 
MOF-801 crystals using BF, FWM, and 2PE imaging. Enhanced polymerization is observed at b) edges and tips and c) areas of inter-crystal growth.  
d–f) Correlative characterization of the chemical environment at areas with enhanced water incorporation by d) pCARS imaging and e–g) spontaneous 
Raman spectroscopy. Water cluster sites and regular crystals were identified by pCARS imaging at 38.5 %RH (d). e) Raman spectra at positions 1 and 
2 that are marked in (d). f–g) Difference spectra between the Raman signature at defect sides and sites of normal crystal growth in the fingerprint 
region (f) and C-H stretch to water region (g). The mean values (line) and standard deviations (shaded area) represent the average over five locations 
each. Differences due to missing clusters (blue) and concomitant reduction in residual DMF (green) and uncaging of fumaric acid (red) are marked for 
the corresponding resonances. Arrows indicate the direction of spectral shift. h) Water distribution at different relative humidities mapped by pCARS 
imaging in correlation with FWM microscopy at 0%RH and Raman spectroscopy. i) For 0 %RH, the Raman signature at confined water clusters also 
shows a reduction of the Zr: µ3OH stretch vibration, indicating a smaller degree of metal clusters in MOF-801. Scale bars: 5 µm. Abbreviations: bright-
field (BF), four-wave mixing (FWM), two-photon excited fluorescence (2PE), polarization-sensitive coherent anti-Stokes Raman scattering (pCARS).
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visible in the difference spectrum (between defect sites to crys-
tals; Figure 5f,g). Negative signatures report on species that are 
more abundant in the regular crystalline material. Figure  5f 
reveals a decrease in Zr: µ3-OH stretch vibration intensity at 
3680 cm–1 and a reduction of the aliphatic C-H stretch vibra-
tion between 2830 and 2950 cm–1 due to fewer residual DMF 
molecules. Both findings hint toward missing metal sites that 
are complexed with residual organic solvent molecules in the  
regular material. As the vibrational signature of free fumaric 
acid significantly differs from complexed linker molecules in 
MOF-801 (Tables S3 and S5, Supporting Information), missing 
metal sites should cause shifts of the linker-associated reso-
nances. Indeed, we observe a broadening and shift of linker-
associated Raman resonances toward the signature of the free 
fumaric di-anion,[31] respectively linker molecule in the finger-
print region (Figure  5g). In particular, the broadening of the 
symmetric carboxyl stretch vibration at 1436  cm–1 showcases 
the coexistence of fully-coordinated and partially-coordinated 
linkers in the studied volume. Our findings indicate that 
missing clusters defects are majorly responsible for the macro-
pore formation and enhanced water incorporation, which is in 
line with a missing co-localization with FA polymers that form 
at metal clusters (Figure 5b,c).

On the other hand, it is unintuitive, as one might expect 
less binding events of water at missing cluster defects due 
to its higher affinity for hydrogen bonding to cluster than to  
carboxylate residues of the linker. As different kinds of defects 
might contribute at early and later stages of water uptake, we 
next probed the onset and progression of water adsorption in 
macropores by pCARS at different humidities. In combination 
with Raman spectroscopy to identify missing cluster defects 
and FWM to visualize the material response, the MOSAIC 
platform can correlate the results and enables in-depth studies 
of the influences of defect types on water uptake (Figure 5h,i). 
As expected, FWM shows a heterogeneous material response 
with strong signals at interfaces and edges (Figure  5h) and 
highly located defect sites. pCARS reveals already at 3.9 %RH, 
an overall broad uniform increase of water uptake mixed with 
confined areas that show an enhanced amount of water. While 
spontaneous Raman spectroscopy could confirm a reduced 
availability of metal centers at these sites (Figure  5i), pCARS 
imaging clearly shows a heterogeneous uptake of water with 
increasing exposure to humid air: we observed a gradual 
increase of water uptake, for example, at position 2, while water 
uptake at position 3 shows an almost stepwise response – which 
underlines, again, the heterogeneous chemical surrounding of 
each water cluster.

Overall, our findings give strong evidence that primarily 
missing metal clusters are responsible for extended defects, 
which provide additional bindings sites for water. Water can 
accumulate in the macro-pores created by the initial defects, 
which consecutively act as seeds for droplet formation and, 
hence, locally restricted compartments with high water con-
tent. Moreover, this example highlights the capability of the 
developed approach: while each of the applied spectroscopic 
techniques provides selective insights, MOSAIC allows for 
combining them in a full picture, in which macropores can 
be localized, chemically characterized, and water uptake moni-
tored in situ in a spatially resolved manner.

3. Conclusion

We presented a dedicated, correlative optical imaging approach 
combining nonlinear microscopy and spectroscopy to resolve 
hitherto unexplored property relations of MOF crystals at the 
single-particle level. Our method addresses the gap of mate-
rial characterization between the bulk and the unit-cell regime, 
allowing for studying heterogeneity in properties and their inter-
play across crystals and within a single crystal. The developed 
MOSAIC approach allows to study the physical and chemical vari-
ance of MOF particles in a label-free manner as shown for UiO-67, 
to answer how particle composition and morphology affect mate-
rial properties. To demonstrate this fundamental connection, we 
explored the orthogonal nature of FWM and degradation-induced 
chemiluminescence in MIL-88A crystals and could reveal an 
unexpected correlation between optical properties of the material 
and their morphology. In a second example, we investigated the 
chemical nature of extended defects in MOF-801 and showed by 
a correlative study in situ that heterogeneities in intrinsic proper-
ties such as defects in MOF-801 affect the host–guest interaction 
of the material. These two examples highlight the large versatility 
of the developed multimodal system, which is easily applicable to 
study further MOF systems and their heterogeneity with respect 
to host–guest interaction, multivariance in composition or defects 
combining information of separate methodologies in situ. Since 
the interplay of intrinsic and extrinsic properties determines the 
final performance of the synthesized material, we anticipate that 
the MOSAIC analysis giving direct access will turn into an impor-
tant tool for material characterization.

4. Experimental Section
Sample Preparation: Unlabeled UiO-67 crystals were synthesized from 

Zirconium(IV) chloride, biphenyl-4,4’-dicarboxylic acid, and benzoic acid 
following the procedure by Ko et  al.[32] Labeling of UiO-67 crystals with 
RBITC by linker exchange followed the protocol by Schrimpf et al.[10] Both 
particle types were evacuated after synthesis and stored in powder form. 
Crystalline MIL-88A particles as differently sized needles and pyramidal 
particles were synthesized from Iron(III) chloride hexahydrate and fumaric 
acid following the optimized procedures described in Hirschle et al.[22] 
They were stored in ethanol or DMF. A detailed description of the synthesis 
and sample preparation is given in Note S2, Supporting Information.

Multimodal Nonlinear Scanning Microscope: Images and spectra were 
taken on a home-built, confocal laser scanning microscope (Note S1, 
Supporting Information) equipped with three light sources: two CW lasers 
at 532 and 633 nm as well as a fiber-based, dual-color femtosecond laser 
system (FemtoFiber dichro bioMP, Toptica Photonics, Germany) with 
two synchronized pulse trains at 80 MHz. It provides laser pulses with  
≈180 fs pulse duration and 1 W output power at 774  nm. The second 
fs-laser has a central wavelength of 1053 nm, an output power of 1.5 W, 
and a transform-limited pulse duration of ≈135 fs. The unmodified laser 
pulses at 774 and 1053  nm serve for 2PE, SHG, and SFG imaging. For 
FWM and CARS microscopy, laser pulses at 774 nm are chosen as pump 
pulses. To coherently excite molecular vibrations in MOFs, the authors 
employed the 1053  nm excitation to derive a spectrally broad probe 
beam by super-continuum generation within a photonic crystal fiber 
(PCF, NL-1050-Zero-2, NKT Photonics; Note S1, Supporting Information) 
with spectral components between 770 and 1100  nm. The available 
supercontinuum was temporally stretched afterward using an SF6 glass 
rod for spectral focusing. The spectral resolution could be tuned between 
15 and 25 cm–1 depending on the added chirp. To address the full 
spectrum of MOF particles, the temporal delay between both laser pulses 
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was adjusted. The excitation power as well as the linear polarization 
at 774  nm (tuned for pCARS) were controlled by a half-wave plate in 
combination with a linear polarizer. The diameter of all exciting lasers was 
fourfold expanded to overfill the objective of the confocal microscope.

The CW laser lines were superimposed with the designed NIR laser 
pulses and coupled into the inverted scanning microscope by dichroic 
mirrors before focusing onto the sample with a water immersion 
objective (Plan APO VC   60×, 1.2 NA; Nikon). For widefield imaging, the 
authors used a mercury lamp in combination with an sCMOS camera. 
Surface scans were performed by using an XYZ-piezo stage with a 
200 × 200 × 200 µm travel range. Excitation and detection paths were 
decoupled via dichroic beam splitters depending on the chosen imaging 
modalities. The induced signals based on SHG, SFG, FWM, pCARS, and 
fluorescence in the sample were collected by the same objective, focused 
onto a 50  µm pinhole and spectrally separated. The authors used an 
additional notch filter to block the pump wavelength during nonlinear 
imaging. After suited filtering, the detected light was focused on APDs 
(Count Blue / Count Red; LaserComponents) for the blue (<620  nm) 
and red-shifted spectral region, respectively. The detector signal was 
registered by a dual-channel TCSPC card. The data was recorded using 
custom software written in Labview 2018 (National Instruments) and 
C# (VisualStudio 2010, Microsoft). The software employs an FPGA to 
synchronize the recording, the XYZ scanning via analog output signal, 
and the TCSPC card via digital TTL trigger. The pulsed signal of the laser 
(80 MHz) serves as a master clock and is used to trigger the TCSPC 
card detection intervals. Confocal data was extracted for further analysis 
using the software framework PAM.[33] It was further processed using 
Fiji[34] and Matlab 2018b (The MathWorks, Inc; Natick, MA, USA).

Nonlinear Imaging: The excitation power for SHF and SFG imaging 
amounted up to 20 mW for both channels. FWM and pCARS images of 
UiO-67 and MOF-801 were recorded with 11.2 mW for the probe pulses 
and 22.8 mW for the pump pulse, if not stated otherwise. FWM imaging 
of MIL-88A was performed with Iprobe = 0.1 mW and Ipump = 1.9 mW or 
Ipump  = 3.0  mW. For labeled samples, the excitation power was set to 
9.9 µW for one-photon excitation at 532 nm, and 2.7 mW for two-photon 
excitation at 774 nm at the microscope backport. For a good SNR, count 
rates were always kept between 150 and 400 kHz at an acquisition time per 
pixel of 180 µs. All images were averaged over three to four frames. For 
MIL-88A needles, 60 × 60 µm2 areas with 120 nm pixel-size were chosen 
as standard parameters (if not specified otherwise). UiO-67 particles were 
recorded with a pixel size of 160  nm over an area of 500 by 500 pixels 
(80 µm total image size). MOF-801 crystal clusters were imaged over 50 
× 50 µm2 areas with a pixel size of 100 nm. Single MOF-801 crystals were 
imaged over 20 × 20 µm2 areas with a pixel size of 40 nm and averaged 
over ten frames in z with a step size of 0.5 µm if not stated otherwise.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Supplementary Note 1. Multimodal spectroscopic imaging system  

1.1. Multimodal nonlinear scanning microscope  

The multi-modal imaging system is based on a home-built, confocal scanning microscope (Figure S1.1) 

equipped with two light sources: a dual-color, fs-laser in the NIR for nonlinear, label-free imaging in 

combination with CW excitation for single-molecule fluorescence and spontaneous Raman scattering 

spectroscopy and microscopy. Here, two CW lasers at 532 nm (Samba™100 04-01 Series; Cobolt) and 

633 nm (HeNe laser; Coherent) serve as the excitation source.  

 

 

Figure S1.1. MOSAIC imaging system. a) The setup consists of three parts: scanning confocal microscope, 

detection unit and laser excitation. The latter comprises two types of light sources: CW excitation and a 

synchronized, dual-output fs-laser for nonlinear-imaging that are coupled into an inverted scanning microscope. 

b) Schematic of the fiber-based fs-laser source based on a SESAM mode-locked ring oscillator as a master-

oscillator that seeds two polarization-maintaining, high-power fiber amplifier. c) Schematics of the available 

excitation sources. The direct excitation (Path 1 and 3) is used for SHG, SFG and 2PE imaging. Super-Continuum 

generation at 1053 nm is achieved in a PCF (Path 2) and serves as probe pulse for FWM/pCARS applications. 

The white light is chirped in an SF6 glass rod for spectral focusing. The pump pulse for pCARS imaging is derived 

after spectral clean-up at 774 nm (Path 4). d) Autocorrelation of laser pulses designed for nonlinear imaging. e) 

Temporal behavior of the super continuum derived at 1053 nm after a 20 cm SF6 glass rod. Legend: APD: 

avalanched photodiode; λ: Spectrometer; xyz: piezo-stage; Δt: temporal delay unit; DM: dichroic mirror; FM: 

flipping mirror; CW: continuous wave; PCF: photonic crystal fiber; λ/2: half-wave plate; BP: band pass filter; 

SP: short pass filter.  

 

The main light source for nonlinear imaging is a jitter-free, fiber-based, dual-color femtosecond laser 

system (FemtoFiber dichro bioMP, Toptica Photonics, Germany) with two synchronized pulse trains at 
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80 MHz (Figure S1.1b). In this custom-built light source, a SESAM mode-locked ring fiber oscillator 

seeds two polarization-maintaining, high-power fiber amplifier based on erbium and ytterbium. Laser 

pulses with a central wavelength at 774 nm are generated by frequency doubling in a PPLN crystal of 

the laser output of an erbium-based fiber amplifier. The resulting light sources has a power of ~ 1W and 

a transform-limited pulse duration of ~180 fs (Figure S1.1c-d). The second laser line is derived in an 

ytterbium-based fiber amplifier after soliton-based frequency shifting. It has a fixed central wavelength 

at 1053 nm, an output power of 1.5 W, and a transform-limited pulse duration of about 135 fs (Figure 

S1.1c-d). The precise pulse duration and temporal shape of both laser beams can be adjusted by chirped 

mirrors (free-space inside the laser) as part of motorized dispersion units (GDD; range – 20000 to 0 fs2). 

These compressor units are employed to pre-compensate for the chirp of the optical system, e.g. the 

microscope objective and are used to optimize the SHG, SFG, and 2PE signal at the scanning 

microscope. The output power of each laser beam is adjusted by acousto-optic modulators. For nonlinear 

imaging based on SFG, FWM and pCARS, the temporal overlap between the designed laser pulses is 

controlled by a linear stage in the 774-nm associated path (Figure S1.1a). In addition, a cross-correlation 

unit (CCU; Figure S1.1b) in the laser system itself locks the temporal overlap between both laser pulses 

reducing the temporal and spectral jitter and shift. Here, SFG between a small fraction of the amplified 

laser radiation at 774 nm and 1053 nm is monitored on a photodiode. The temporal overlap between 

both pulses is optimized in an active feedback loop by adjusting the delay stage in the laser such that 

the SFG intensity between 774 and 1053 nm excitation remains maximal.  

 

Laser pulses for nonlinear excitation are derived by manipulating the fs-laser output. Both lines are 

separated after the laser and recombined later via dichroic beam splitters (HR1064HT806; 

LaserComponents, Germany/ RT 785 rdc; AHF). The unmodified output at 1053 nm is e.g. used for 

2PE, SHG and SFG generation (Figure S1.1c; Path 1). Its excitation power and linear polarization are 

controlled by a half-wave plate (WPH10M-1053; Thorlabs) in combination with a linear polarizer 

(WP25M-UB, Thorlabs). For FWM and CARS microscopy we used two interacting, synchronized laser 

pulses, termed pump and probe pulses. In our realization, we use 1053 nm excitation to derive the probe 

beam by super-continuum generation within a photonic crystal fiber (PCF, Figure S1.1c, Path 2) with 

spectral components between 770-1100 nm. These allow us to coherently excite molecular vibrations in 

the spectral region between 0-3800 cm-1. Pump pulses are derived at 774 nm. To obtain the spectrally 

broad probe pulse, 500 mW of the laser output at 1053 nm (66% BS1064 nm, LaserComponents, 

Germany) is coupled into a photonic crystal fiber (NL-1050-Zero-2, NKT Photonics). A quarter-wave 

plate (WPQ10M-1053, Thorlabs) in combination with a half-wave plate (WPH10M-1053; Thorlabs) in 

front of the fiber ensure a maximum coupling efficiency. After re-collimation and spectral clean-up (LP 

775nm #80-689; SP 1150 #89-573; Edmund Optics), the available supercontinuum is temporally 

stretched using an SF6 glass rod for spectral focusing. Linear polarization of the continuum is ensured 

via a linear polarizer after the fiber (WP25M-UB, Thorlabs). The white light intensity is adjusted using 
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an additional, achromatic half-wave plate (AHWP10M-980; Thorlabs). The direct output at 774 nm 

serves either for 2PE, SHG, and SFG, or as pump pulse in CARS and FWM (Figure S1.1c; Path 3). For 

the later, two approaches were frequently employed to shape the excitation at 774 nm: (1) laser pulses 

were either spectrally narrowed to ~ 16.5 cm-1 FWHM, i.e., 1.5 ps (780/1, OD6; Alluxa; Figure S1.1c-

d; Path 4) in combination with broadband probe pulses, or (2) they are temporally confined to select 

spectral components within a temporally stretched supercontinuum during temporal overlap. Since this 

approach requires acquisition times in the millisecond range per pixel, we implemented the spectral 

focusing strategy to increase the imaging speed to ~ 5 µs per pixel using a point detector. We therefore 

chirped the super-continuum in SF6 glass rods (Figure S1.1c-d, Path 3) and address single Raman 

resonances within the chirped spectrum using this temporally narrow unmodified pump pulse with 185 

fs pulse duration. The spectral resolution can be tuned between 15-25 cm-1 depending on the added chirp 

(Figure S1.1e). To address the full spectrum of MOF particles, the temporal delay between both laser 

pulses is adjusted. The excitation power as well as the linear polarization at 774 nm (tuned for pCARS; 

Figure S1.1c; Path 3) are controlled by a half-wave plate (WPH10M-780, Thorlabs) in combination 

with a linear polarizer (WP25M-UB, Thorlabs). The diameter of the laser excitation is 4-fold expanded 

to overfill the objective of the confocal microscope before recombination with the Raman probe pulses 

or laser pulses derived from 1053 nm radiation.  

 

Both CW laser lines are superimposed with the designed NIR laser pulses and coupled into the inverted 

microscope (TE200; Nikon) by dichroic mirrors (zt532/640rpc; Chroma/ #69-219, EdmundOptics/ 

zt532/633/NIRrpc; Chroma) before focusing onto the sample with a water immersion objective (Plan 

APO VC 60x 1.2 NA; Nikon). Sample positioning is achieved via manual micrometer stage (manmicLP; 

PiezoConcept). For widefield imaging, we use a mercury lamp (LH-M 100CB-1; Nikon) in combination 

with a CMOS camera (DCC1545C; Thorlabs). Surface scans are performed by using an XYZ-piezo 

stage with a 200x200x200 µm3 travel range (BIO3.200; PiezoConcept). Excitation and detection paths 

are decoupled via dichroic beam splitters (DC1: zt532/642/NIRrpc, DC2: HC BS 749 SP and DC3: 

zt532/NIRrpc; AHF, Germany) depending on the chosen imaging modalities. The induced signals based 

on SHG, SFG, FWM, pCARS and fluorescence in the sample are collected by the same objective, 

focused onto a 50 µm pinhole and spectrally separated. We use an additional notch (Notch Filter 785 

nm, Edmund Optics) filter to block the pump wavelength during nonlinear imaging. After suited filtering 

(SHG: 377/50 BrightLine HC; SFG: 417/60 BrightLine HC; pCARS/FWM: HQ 685/150 M; 

Fluorescence: 680/42 BrightLine HC (red) / HC 680/SP (blue), AHF, Germany; CL: 560/40 ET, AHF, 

Germany), the detected light is focused on APDs (Count Blue / Count Red; LaserComponents) for the 

blue (< 620 nm) and red-shifted spectral region, respectively. The detector signal is registered by a dual-

channel TCSPC card (TH260 pico dual; PicoQuant). The data is recorded using custom software written 

in Labview 2018 (National Instruments) and C# (VisualStudio 2010, Microsoft). The software employs 

an FPGA (cRIO-9063; National Instruments) to synchronize the recording, the XYZ scanning via analog 
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output signal (NI9263; National Instruments) and the TCSPC card via digital TTL trigger (NI9401; 

National Instruments). The pulsed signal of the laser (80MHz) serves as a master clock and is used to 

trigger the TCSPC card detection intervals. Confocal data is extracted for further analysis using the 

software framework PAM.[1] It is further processed using Fiji [2] and Matlab 2018b (The MathWorks, 

Inc; Natick, MA, USA).  

 

1.2. Fluorescence spectroscopy 

Fluorescence emission was either collected by a water-immersion objective (Plan Apo VC 60x, 1.20 

NA; Nikon) in epi-detection or an air-objective (CFI Plan Apo 60x; Nikon) in transmission. It was 

spectrally separated from the excitation by long-pass edge filters in combination with two notch filters 

to block the Rayleigh scattering originating from the chosen laser lines. Spectra were taken on a 

spectrograph (Kymera 328i; Oxford Instruments) with 300 l/mm grating (Blaze 500 nm) using an 

emCCD camera (iXon 897, Andor; Oxford Instruments). Data were recorded using Andor Solis for 

Imaging V4.30 (Oxford Instruments). The acquisition time amounted to 100 s with an excitation power 

at the sample plane of 46 µW, and 2.15 mW for 532 and 774 nm excitation.  

 

1.3. Spontaneous Raman spectroscopy and Hyperspectral imaging 

Spontaneous Raman spectroscopy and hyperspectral Raman imaging were carried out using 532-nm 

and 633 nm excitation and a 60x 1.2 NA water immersion objective (Plan Apo VC 60x, 1.20 NA, 

Nikon). Excitation and detection paths are decoupled by a dichroic filter (zt532NIR rpc; AHF 

Analysentechnik) in combination with two filters to block shorter wavelengths including Rayleigh 

scattering at 532 nm (RET 537 LP, AHF Analysetechnik; 532nm Notch filter, OD6, Edmund Optics). 

Raman backscattered radiation was collected through the microscope objective and recorded via a 

spectrograph (Kymera 328i, Oxford Instruments) with an emCCD camera (iXon 897, Andor). The 

spectral resolution at 532 nm amounts to 7.2 and 3.4 cm-1 per pixel (Grating with 600 and 1200 l/mm 

and blazed at 500 nm). Data were recorded using Andor Solis for Imaging V4.30 (Oxford Instruments). 

For hyperspectral image acquisition, areas with 1 µm step-size were raster-scanned, while full Raman 

spectra were recorded at each pixel of the image. The acquisition time per pixel was set to 720 ms with 

an excitation power of 1.2 mW at the sample plane.  

 

The recorded Raman spectra were processed with Matlab 2018b (The MathWorks, Inc; Natick, MA, 

USA). All presented spectra were corrected for cosmic rays, Rayleigh scattering, and spurious 

background. If necessary, a linear gradient was additionally removed by spline subtraction. For Raman 

spectra of MIL-88A, the solvent spectrum of pure ethanol was determined separately and subtracted. 
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Supplementary Note 2. Setup performance 

2.1. Auto-Correlation  

We employed an intensity-based autocorrelation analysis to characterize the pulse duration of the 

individual excitation sources via a commercial autocorrelator (PulseCheck equipped with NIR optics 

set; APE). After coupling the near-infrared fs-pulses into the autocorrelator, these incoming laser pulses 

are split into two copies via a 50:50 beam splitter. Afterward, both laser pulses are focused onto a 

nonlinear crystal in a non-collinear fashion. The resulting second harmonic signal 𝐼(𝑡) is recorded as a 

function of the temporal delay between both pulse copies and yields the intensity autocorrelation 

function 𝐺𝐴𝐶𝐹(𝜏) given as [3] 

𝐺𝐴𝐶𝐹(𝜏) = ∫ 𝐼(𝑡)𝐼(𝑡 − 𝜏) 𝑑𝑡 Eq. (1) 

Under the assumption of Gaussian-shaped laser beams, the measured ACF function 𝐺𝐴𝐶𝐹(𝜏)  was 

approximated by a Gaussian function using Matlab2018b (The MathWorks, Inc; Natick, MA, USA) 

with a full width half maximum (FWHM) that is related to the pulse duration via:[3]  

Δ 𝜏𝑝𝑢𝑙𝑠𝑒
𝐹𝐻𝑊𝑀 =

1

1.41
 Δ 𝜏𝐴𝐶𝐹

𝐹𝑊𝐻𝑀 Eq. (2) 

 

2.2. Determination of power dependencies  

The power dependency of the various spectroscopic signatures (Supplementary Figure S1) available 

on the scanning microscope was verified using two different sample systems: (i) Atto532 dissolved in 

PBS in case of one- and two-photon excitation and (ii) silicon waver for all nonlinear effects. The 

resulting signals were either detected on an APD or the spectrometer with 600 lines/mm grating (see 

below) as a function of laser power. All determined power series are triplicates.  

 

2.2.1. One-photon fluorescence 

The fluorescence of a 5.3 µM Atto532 solution was measured on an APD (Count Blue; 

LaserComponents) in the spectral region between 545-615 nm (Filter combination: BP 580/70; SP 680; 

zt 532 NIR rdc) after 532 nm excitation. After a background measurement without excitation, the 

excitation power was varied between 0 and 70 µW laser power after the objective. The count rate was 

recorded over a time window of 30 s per point. Matlab 2018b (The MathWorks, Inc; Natick, MA, USA) 

and PAM [1] were employed afterward to analyze and linearly approximate the count rate as a function 

of laser power.  

 

2.2.2. Two-photon fluorescence 

The fluorescence of a 50 nM Atto532 solution was measured on an APD (Count Blue; 

LaserComponents) in the spectral region between 545-615 nm (Filter combination: BP 580/70; SP 680; 

BS 749 SP). Laser pulses centered at 774 nm with 150 fs temporal width served as excitation. The 
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excitation power was varied from 0 to 12 mW in 1 mW steps, which translates to 19.09 % output power 

as power after the objective. The count rate was recorded over a time window of 120 s per point, Matlab 

2018b (The MathWorks, Inc; Natick, MA, USA) and PAM [1] were employed afterward to analyze and 

quadratically approximate the count rate as a function of laser power.  

 

2.2.3. Spontaneous Raman scattering 

The spontaneous Raman signature of a crystalline silicon wafer was recorded on the spectrometer for 

CW excitation at 532 nm. After a background measurement without excitation, the excitation power 

was varied from 0.80 to 2.5 A in 0.1 A steps in the GUI of the laser controller software. This corresponds 

to a range of 0 to 150 mW output power. The intensity after the objective is 13.85 % of the laser output 

power. The data was recorded using Andor Solis for Imaging V4.30 (Oxford Instruments) (EM Gain: 

150, 1 x 6 s measurement time) and analyzed using a self-written script in Matlab 2018b (The 

MathWorks, Inc; Natick, MA, USA). After spectral background correction, the area under the peak at 

522 cm-1 was integrated as a function of applied laser power and approximated to a line.  

 

2.2.4. Sum-frequency generation 

The SFG signal at 450 nm generated in a crystalline silicon wafer was recorded on the spectrometer for 

excitation at 774 nm (185 fs) and 1053 nm (135 fs). The SFG signal was decoupled from the excitation 

via a dichroic mirror (BS 749 SP, AHF) and bandpass filter (HC 680/SP, AHF) that was mounted in 

front of the spectrometer. For the pump dependence, the laser output power was varied from 0 to 

100 mW in 10 mW steps, while the probe power remains fixed at 25.6 mW (measured at 1050 nm). 

Analog, the probe power range was 0 to 9 mW in 1 mW steps with a pump power of 117.5 mW. All 

powers were determined in the beam path after the telescope systems. The power conversion factor of 

the laser power at the focus was determined as 19.09 % for both laser lines. The data was recorded using 

Andor Solis for Imaging V4.30 (Oxford Instruments) (EM Gain: 200, 5 x 5 s measurement time per 

spectrum) and analyzed using a self-written script in Matlab 2018b (The MathWorks, Inc; Natick, MA, 

USA). After spectral background correction, the area under the peak at 450 nm was integrated as a 

function of applied laser power and linearly approximated. 

 

2.2.5. Second-harmonic generation 

The SHG signal at 387 nm generated in a crystalline silicon wafer was recorded on the spectrometer. 

Laser pulses centered at 774 nm with 185 fs temporal width served as excitation. The SHG signal was 

decoupled from the excitation via a dichroic mirror (BS 749 SP, AHF) and bandpass filter (HC 680/SP, 

AHF) that was mounted in front of the spectrometer. The pump laser power was varied from 0 to 30 mW 

in 10 mW steps and from 30 to 80 mW in 5 mW steps. The power conversion factor of the laser power 

at the focus was determined as 19.09 %. The measured data was recorded using Andor Solis for Imaging 

V4.30 (Oxford Instruments) (EM Gain: 200, 5 x 5 s measurement time per spectrum) and analyzed using 
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a self-written script in Matlab 2018b (The MathWorks, Inc; Natick, MA, USA). After spectral 

background correction, the area under the peak at 387 nm was integrated and quadratically 

approximated.  

 

2.2.6. Four-wave mixing generation 

The FWM signal at 612 nm generated in a crystalline silicon wafer was recorded on the spectrometer 

for excitation at 774 nm (185 fs) and 1053 nm (135 fs). The FWM signal was decoupled from the 

excitation via a dichroic mirror (BS 749 SP, AHF) and bandpass filter (HC 680/SP, AHF) that was 

mounted in front of the spectrometer. For the pump dependence, the power at 774 nm was varied from 

0 to 50 mW in 5 mW steps and from 50 to90 mW in 10 mW steps, while the probe power remained 

fixed at 17.4 mW. The probe power at 1053 nm was varied between 0 and 20 mW in 2 mW steps with 

a pump power of 120.2 mW. The power conversion factor for the laser power at the confocal spot 

amounted to 19.09 % for both laser lines. The measured data was recorded using Andor Solis for 

Imaging V4.30 (Oxford Instruments) (EM Gain: 100, 5 x 5 s measurement time per spectrum) and 

analyzed using a self-written script in Matlab 2018b (The MathWorks, Inc; Natick, MA, USA). After 

spectral background correction, the area under the peak at 612 nm was integrated. The FWM signature 

was approximated linearly and quadratically as a function of the probe and pump power, respectively. 

 

Supplementary Note 3. Characterization  

3.1. Scanning electron microscopy (SEM) 

SEM images were taken using a Helios G3 UC (Fei). Before the measurement, the particles were 

dispersed in ethanol and dried overnight on a carbon grid placed on an aluminum sample holder. The 

samples were then additionally sputtered with carbon. The electron microscope was operated at 3 kV 

using a through lens detector. Sample evaluation was performed using the software Fiji.[2] 

 

3.2. X-ray diffraction (XRD) 

X-ray diffraction was performed on an STOE Transmission-Diffractometer System STADI P using a 

Ge(111) primary monochromator. The setup was working with Cu Kα1 radiation in transmission 

geometry in which the sample is fixed on a rotary disc between two polymer foils. For data evaluation, 

the software WINXPOW (v.3.0.2.1) was used. 
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Supplementary Note 4. MOF synthesis and sample preparation 

4.1. Chemicals 

Unless stated otherwise, reagents of luminescence grade were used as received. We ordered iron (III) 

chloride hexahydrate (Grüssing GmbH), anhydrous N,N-dimethylformamide (DMF), formic acid 

(purity ≥ 99.0 %), and anhydrous methanol from EMD Millipore Chemicals. Anhydrous acetone was 

obtained from Acros Organics. In addition we purchased acetone, benzoic acid (≥ 99,5%, ACS Reagent), 

biphenyl-4,4’-dicarboxylic acid (BPDC; 97%), dimethyl biphenyl-4,4’-dicarboxylate (99%), 

fluorescein-5(6)-isothiocyanate ( FITC; ≥ 90%), ethanol ( ≥ 99.5%, ACS Reagent), ethyl acetate (99.9%, 

HPLC Plus), fumaric acid ( ≥ 99.0%), hydrochloric acid (37%, ACS Reagent), 2-(Hydroxymethyl)furan 

(Furfuryl alcohol; 98%), isopropyl alcohol ( ≥ 99.5%, BioReagent), nitric acid (70%, ACS Reagent), 

palladium on carbon (Pd/C, 10 wt.% loading), potassium hydroxide (90%), 2-Rhodamine-B-

isothiocyanate (RBITC; mixed), sodium bicarbonate (BioReagent), sodium sulfate ( ≥ 99.0, ACS 

Reagent), sulfuric acid (95.0–98.0%, ACS Reagent), tetrahydrofuran (THF, ≥ 99.9%, for high-

performance liquid chromatography (HPLC)), zirconium(IV) chloride ( ≥ 99.5%, trace metal basis), 

zirconium oxychloride octahydrate (ZrOCl2·8H2O, purity ≥ 99.5%), fumaric acid, and Sigmacote® 

siliconizing reagent from Sigma-Aldrich. 

 

Figure S4.1. Synthesized MOF crystals. The schematic depicts the structure of (a) UiO-67, (b) MIL-88A(Fe) and 

(c) MOF-801(Zr).  

 

4.2. Preparation of UiO-67 particles 

UiO-67 crystals were synthesized following the protocol described in Ko et al.[4] Zirconium(IV) chloride 

(82 mg, 0.35 mmol), biphenyl-4,4’-dicarboxylic acid (85 mg, 0.35 mmol) and benzoic acid (1.28 g, 10.5 

mmol) were dissolved in 20 mL dimethylformamide (DMF) in a glass reactor vessel (20 mL). After 20 

min of sonication, the reaction mixture was kept at 120 °C for 48 h. After cooling down to room 

temperature, the resulting product was washed first with DMF and then in acetone – 3⨉/day for 3 days 

long per solvent. The sample was evacuated afterward (120 °C to 30 mTorr) and stored in powder form.  

 

4.3. Dye-H2BPDC Synthesis  

The synthesis of Dye-H2BPDC followed the procedure described in the literature.[5] It comprises a five-

steps synthesis generating dye-functionalized linkers (Figure S4.2). In brief, dimethyl 2-nitrobiphenyl-
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4,4’-dicarboxylate (II) was synthesized from dimethyl biphenyl-4,4’-dicarboxylate (I) in presence of 

concentrated sulfuric acid and 58% nitric acid. In the second reaction step, dimethyl 2-aminobiphenyl-

4,4’-dicarboxylate (III) was formed at room temperature from compound (II) in acetic acid and 10% 

Pd/C within a high-pressure reactor under 10-50 atm of hydrogen pressure. The mixture was filtered 

afterwards, and the crude product was recrystallized from ethanol. Next, compound (III) was dissolved 

in THF and methanol and then mixed with a solution of KOH and water to retrieve 2-Aminobiphenyl-

4,4’-dicarboxylic acid (NH2-H2BPDC, IV). In the last step, dye-H2BPDC was derived from 2-NH2-

BPDC that has been covalently coupled to either FITC or RBITC via EDC mediated amide-coupling 

reaction.[6] The obtained dye-labeled H2BPDC molecules were employed after filtration and purification 

via HPLC. 

 

Figure S4.2. Dye-H2BPDC Labeling. The schematic depicts a 5-step synthesis route to generate a dye-

functionalized BPDC linker. FITC and RBITC served as dyes.  

 

4.4. Labeling of UiO-67 particles for fluorescence imaging 

Labeled UiO-67 crystals were prepared following the procedure described in Schrimpf et al.[5] In brief, 

the de novo synthesis of UiO-67 was modified and carried out by replacing a fraction of BPDC linker 

molecules by dye-labeled BPDC (dye-H2BPDC). It was either replaced by 0.1 % FITC- or 2% RBITC-

labeled BPDC. 

 

4.5. Preparation of crystalline MIL-88A(Fe) particles  

Crystalline MIL-88A particles, i.e., differently sized needles and bipyramids were prepared following 

the optimized procedures described in Hirschle et al.[7] A short description is given below. 

 

4.5.1. MIL-88A(Fe) needles 

Iron(III) chloride hexahydrate (1084 mg, 4.010 mmol) was dissolved in water (MilliQ, 20 mL). The 

solution was then transferred into a glass reactor (50 mL Volume) and fumaric acid powder (485 mg, 

4.179 mmol) was added under stirring. The reaction mixture was heated in an oven for 24 h at 80 °C. 

After cooling the reaction mixture down to room temperature, the resulting product was washed 3x via 

centrifugation (7184 rpm, 15 min) and re-dispersed and stored in ethanol (20 mL).  
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4.5.2. MIL-88A(Fe) bipyramids 

Iron(III) chloride hexahydrate (1626 mg, 6.0155 mmol) and fumaric acid powder (727.5 mg, 

6.268 mmol) were dissolved in DMF (30 mL). To obtain micron-sized particles, a fraction (10 mL) of 

the reaction mixture was aliquoted 10x in 1.5 mL Eppendorf tubes and heated in an oven at 120 °C for 

30 min. The resulting particles were washed 3x via centrifugation (16873 rpm, 10 min) and re-dispersed 

and stored in DMF. To generate nanoparticles, a fraction (20 mL) of the reaction mixture was given into 

an 80 mL Teflon tube and placed in a microwave reactor (Synthos 3000, Anton Paar) in presence of 20 

mL water in the chamber. The sample was heated up to 120 °C within 30 s and afterward constantly 

heated at 120 °C for 5 min. The reaction was quenched afterward by mixing the sample with DMF 

(50 mL) at room temperature. The resulting product was washed 3x via centrifugation (7197 rpm, 

20 min), re-dispersed and stored in DMF (20 mL).  

 

4.6. Preparation of single crystal sample of MOF-801 [Zr6O4(OH)4(fumarate)6] 

Fumaric acid (0.027 g, 0.23 mmol) and ZrOCl2·8H2O (0.075 g, 0.23 mmol) were dissolved in DMF 

(11.67 ml). Formic acid (1.76 ml) was added afterwards to the solution. The solvent mixture was placed 

in a 20-ml vial and heated at 120 °C for two days. Octahedral colourless crystals were collected and 

washed with DMF three times per day for three days. The crystals were subsequently washed with 

methanol for three days, three times per day. The solid was then dried under dynamic vacuum at 120 °C 

for 24 hours to yield activated sample. The activated MOF crystals were transferred into a Schlenk 

vessel under Argon flow and evacuated down to 2 µbar multiple times to ensure a water-free 

environment. They were stored under Argon atmosphere [c(O2) < 0.1 ppm, c(H2O) < 1 ppm]. To reduce 

the nucleation in the growth of MOF-801 single-crystals, the inner surface of the 20-ml vial was rinsed 

with siliconizing reagent Sigmacote®, washed with acetone and dried in oven before use. 

 

4.7. Sample preparation for multi-modal imaging and spectroscopy 

The UiO-67 powder was suspended into 1 mL of double distilled water at ~ 1-10 mg mL-1 and vortexed 

for one minute. 200 µL of this suspension was added into a chamber of an 8-well slide (Thermofisher; 

Nunc LabTek I) and sealed with parafilm before imaging or recording of spectra. MIL-88A particles 

were diluted 1:10 in ethanol from the stock and mixed by pipetting the sample up and down 10x to 

ensure even distribution. After adding the dispersion (50 µL) to the 8-well slide, the sample was kept at 

room temperature for ~ 10-20 min until the solvent evaporated. The sample was closed with parafilm 

afterward and investigated on the microscope within 3-4 hours after sample preparation. MIL-88A 

particles showed first signs of degradation after 4-5 hours.  

For measuring the water distribution in MOF-801, particle powder was transferred into an eight-well 

microscopy slide (X-well cell culture chamber, 8 Well auf Slide II, Sarstedt). The slide was sealed and 

stored under Argon until the measurement. Dry particles were measured in Argon atmosphere. For 

equilibrium measurements at defined relative humidity, MOF-801 was transferred into a microscopy 
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channel slide (µ-Slide I Luer Glass Bottom, Ibidi). A continuous nitrogen flow with a specific relative 

humidity was applied (one norm liter per minute). To dry the MOF crystals, the sample was flushed 

with pure nitrogen for at least 20 minutes. 
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Supplementary Note 5. Particle analysis of MIL-88A(Fe) 

Size distribution analysis of MIL-88A(Fe) particles 

To provide a morphological description of individual MIL-88A particles with needle-like morphology 

with high signal-to-noise ratio, each field of view was scanned four times and an averaged image was 

generated using Fiji.[2] In the next step, averaged images from consecutive measurements were 

combined as TIFF stack and converted to binary images. Using the ‘Analyze Particles’ tool of Fiji for 

shape identification and particle size distribution,[8] the needle-like shape of each non-overlapping MOF 

particle was approximated to an ellipse. The major axis 𝑎 and minor axis 𝑏 were particle-wise extracted 

to describe the particle’s length 𝑙 and width 𝑤:  

𝑙 = 2 ∙ 𝑎  and 𝑤 =  2 ∙ 𝑏 Eq. (3) 

Next, the length and width of each particle was sorted into histograms with a bin width of 0.344 µm in 

Matlab 2018b (The MathWorks, Inc; Natick, MA, USA. The histograms were fitted with a normal 

distribution to calculate the mean and standard deviation. With this information at hand, we introduce 

the ellipticity E as a ratiometric parameter to describe the shape of the particles. It is defined as the ratio 

of width 𝑤 over length 𝑙: 

𝐸 =  1 −
𝑤

𝑙
 Eq. (4) 

The ellipticity per fraction was also sorted into histograms and fitted with a normal distribution.  

To additionally compare and correlate the particle volumes of MOFs with their associated optical 

properties, the needle particles were approximated as cylinders with the radius 𝑤 / 2 and the height 𝑙 

leading to a volume 𝑉𝑁 of: 

𝑉𝑁 =  𝜋 ∙ (
𝑤

2
)

2

∙ 𝑙 Eq. (5.1) 

The volume of the bipyramidal particles 𝑉𝑃 was approximated as a perfect sphere, with the medium 

diameter between length and width: 

𝑉𝑃 =  𝜋 ∙ (
𝑤 + 𝑙

4
)

3

∙
4

3
 Eq. (5.2) 

Supplementary Figure S7 shows an overview of the histograms and their corresponding fitting curves. 

Fitting results are provided in Supplementary Table S3.  
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Supplementary Note 6. Water quantification in MOF-801 

Upon exposure to humidity, water molecules diffuse into the framework of MOF-801. To quantify the 

amount of adsorbed water within the framework, we need to relate the integrated signal strength of the 

appearing OH-stretch vibration to the Raman spectrum of water and dry MOF material. Hence, all 

background-corrected Raman spectra of the wet MOF-801 need to be referenced to the Raman spectrum 

of the dry MOF material. The amount of adsorbed water is quantified by comparing the signal strength 

of the liquid water OH-stretch vibration to the one of adsorbed water. For water quantification, we 

determined the Raman spectrum of dry MOF-801 and liquid water first before measuring the water 

content in MOF-801 afterward.  

 

The Raman spectrum of MOF-801 between ~2500 and 4200 cm-1 shows distinct peaks from the fumaric 

di-anion linker and (potentially) water (see Figure 4). To quantify the amount of adsorbed water, a 

calibration, a background correction and reference to the dry material is essential. Regions without 

Raman resonances (i.e., between 2595-2620 cm-1 and 3760- 4190 cm-1) allowed for determining the 

spectral background without prior knowledge of potentially adsorbed water to the MOF framework. The 

background was approximated by a 2nd order polynomial function and subtracted afterward from the 

recorded Raman spectra. To quantify the adsorbed water, we calculate the area under the OH-stretch 

signature, i.e., we integrated over the water peak (3145-3665 cm-1).  

𝐴𝑅𝑎𝑚𝑎𝑛 𝑃𝑒𝑎𝑘 = ∫ 𝐼𝑅𝑎𝑚𝑎𝑛 𝑃𝑒𝑎𝑘(𝜆)
𝜆2

𝜆1

 𝑑𝜆 Eq. (1) 

The amount of MOF material can vary in the confocal volume (and hence the adsorbed water),  

therefore, we need to weight the determined area of water with the concentration of MOF-801 in the 

confocal volume. The strength of the C-H stretch vibration can act as a reporter. It gives us the relative 

amount of water per MOF-801 material 𝐼𝑟𝑒𝑙,𝐻2𝑂 which reads as following:  

𝐼𝑟𝑒𝑙,𝐻2𝑂 =  
𝐴𝑂𝐻

𝐴𝐶𝐻
 Eq. (2) 
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Supplementary Note 7. Probing macropores by furfuryl alcohol condensation 

To elucidate the nature of the macroscale defect sites in MOF-801, we employed the liquid-phase acid-

catalyzed self-condensation reaction[9, 10] of furfuryl alcohol (FA). Oligomerization between two single 

FA moieties (A) takes place at Brønsted acid sites. FA (A) and bisfurylmethyl units (B) formed after 

linear self-condensation are colorless. A consecutive loss of hydride ions (C) to neighboring carbenium 

ions formed from FA or growing ends, however, results in the local formation of resonance-stabilized 

bisfuryl carbenium ions. With reoccurring H- exchange, this reaction cycle leads to an enhanced degree 

of conjugation (D) and progressing coloration. With progressing conjugation and parallel branching[9] 

of the oligomers, extended π-conjugated systems are formed leading to a spectral red-shift in absorption 

and emission over time.  

 

Figure 7.1. Self-condensation of furfuryl alcohol and mechanism of color formation. After linear self-

condensation, a H- exchange with protonated chain ends of FA or growing species results in the formation 

of a resonance-stabilized bisfuryl carbenium ion and a progressing formation of a π-conjugated system.  

 

To image the distribution of free metal clusters in MOF-801, we incubated MOF-801 with furfuryl 

alcohol for 12h at room temperature.[11]. Non-polymerized FA molecules were removed afterwards by 

washing with MQ water, before drying the particles by nitrogen. To visualize defects and FA 

condensation simultaneously, we employed FWM and fluorescence imaging in parallel. Two-photon 

excitation at 780 nm and 1053 nm simultaneously led to pronounced fluorescence in the visible range. 

We detected the emission of the polymerized FA in the green channel between 520-600 nm. The FWM 

signature of the MOF-801 crystals at 612 nm (3423 cm-1) was recorded in the red channel (590-650 nm). 

Additional fluorescent background by long-chained FA polymers in the red channel was separated from 

the recorded FWM signature in the temporal domain. For this, we introduced a delay of 12 ps between 

the pump and probe beam and recorded the off-resonant background. The resulting FWM image was 

obtained by subtracting the signature in the resonant and off-resonant case. The applied laser power 

amounted to 0.7 mW and 3.5 mw for the probe and pump beam, respectively.  

` 
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2. Supplementary Figures 

Supplementary Figure S1 

 

Figure S1. Power dependencies of spectral signatures. a-f) Nonlinear signatures of crystalline silicon (c-Si). a) 

Quadratic dependence of SHG intensity at 774 nm excitation, b-c) Linear dependence of SFG intensity on the 

pump and probe power b) with fixed probe power of 25.6 mW at 1050 nm and c) with a fixed pump power of 117.5 

mW at 774 nm at the sample, d-e) Quadratic and linear dependence of FWM intensity on the pump and probe 

power d) with fixed probe power of 17.4 mW at 1050 nm and e) fixed pump power of 120.2 mW at 774 nm at the 

sample. f) Linear dependence of spontaneous Raman scattering at 520 cm-1 determined at 532 nm excitation. g-h) 

Fluorescence emission of 5 µM Atto532 in PBS under g) direct excitation at 532 nm and h) two-photon excitation 

at 774 nm. Mean values and standard deviations and standard error of the mean represent the average of 

triplicates.  
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Supplementary Figure S2 

 

Figure S2. 3D image of UiO-67 based on FWM. a) Brightfield image and b) 3D FWM dataset of a UiO-67 

crystal on a glass coverslide surface. The main panel shows the 2D xy projection averaged over all 14 scans along 

the vertical axis in step sizes of 1 µm. The lower panel visualizes a horizontal xz cut through the crystal along the 

horizontal yellow line. The right panel shows the vertical xy cut through the crystal along the vertical yellow line. 

FWM imaging allows to visualize the inner structure of the crystal, without a significant decrease of the FWM 

signal in the crystal. The narrow layer at z = 0 µm visualizes the glass slide surface. Scale bar: 10 µm. 



 19 

Supplementary Figure S3 

 

Figure S3. Raman signature of a UiO-67 MOF within the particle and at particle/air interfaces. a) Bright-field 

image of the MOF particle. Circles indicate the measurement position at which spontaneous Raman spectra were 

recorded. b) Corresponding spontaneous Raman spectra. Spectrometer settings: EM gain 130, integration time 

5 s, 10 repeats, grating 600 lines / mm. Excitation power 21 mW at 632.8 nm.  
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Supplementary Figure S4 

 

Figure S4. Hyperspectral imaging of UiO-67. a) Raman spectrum at the position marked in the bright-field 

imaging in (b). Grey areas indicate the selected spectral regions for the univariate images in (c) and (d). The 

spectrum was recorded with 700 ms integration time using a grating with 600 lines / mm. The excitation power 

amounted to 21 mW at 632.8 nm. b) Bright-field image of UiO-67 particles. c) Univariate image based on the 

spectral components between 600 and 700 cm-1. d) Univariate image plot based on the spectral components 

between 1550 and 1650 cm-1. The color scale for both images is the same. The scanning range was 100 x 100 µm 

with 100 pixels per line. Scale bar: 15 µm. 
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Supplementary Figure S5 

 

 

Figure S5. XRD characterization of UiO-67. X-ray diffraction pattern of UiO-67 powder in comparison to 

literature data.[4] All reflections are in agreement with the theoretical pattern. 
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Supplementary Figure S6 

 
 

Figure S6. Multi-modal, nonlinear imaging on unlabeled UiO-67-MOFs. Bright-field, 2PE induced 

autofluorescence and SHG show a smooth surface and well-defined edges of the particles. Together with pCARS 

imaging, spectral information on MOFs can be obtained over the full spectral range between 395 and 775 nm 

simultaneously. The chemical response is very even as expected. The scale bar amounts to 10 µm, Excitation 

power after the objective: pump: 3.8 mW, probe 4.2 mW (measured at 1050 nm). All images are summed up over 

triplets with an integration time of 720 ns/pixel. 2PE emission was detected using a 685/150 bandpass filter in 

combination with 750 SP and 785/10 Notch filter to block the laser excitation. SHG was detected at 387 nm using 

a 377/50 bandpass filter in combination with 680 SP to block the laser excitation. pCARS at 1615 cm-1 (688.2 nm) 

was measured consecutively to 2PE and with identical detection settings. All scale bars are 10 µm. 
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Supplementary Figure S7 

 

Figure S7. Raman signature of MIL-88A particles with different morphologies. MIL-88A in the shape of 

needles, bipyramids, and crystalline nanoparticles were recorded in comparison to the fumaric acid linker. The 

MIL88-A nanoparticles were measured during the first 10 minutes after synthesis from their aqueous educts 

solutions. Excitation power was 15.1 mW at 532 nm. EM Gain was 200, with 10 s integration time and 10 repeats. 
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Supplementary Figure S8 

 
Figure S8. Histograms and fit curves for the particle-wise size distribution of MIL88-A microparticles depicted 

in Figure 6. a-e) Size-distribution and volume of needle-shaped MIL88-A microparticles. a) Width and b) length 

for single particles are binned into a histogram and fitted to a normal distribution (N = 248). Their width and 

length amount to 0.79 ± 0.34 µm and 3.29 ± 1.12 µm, respectively. c) The ellipticity E for needles. d) Volume of 

the particles that show only FWM (N = 75). Fitted with a generalized extreme value model e) Volume of the 

particles that show CL under degradation (N = 40, star tagged values are excluded from the fit). Fitted with a 

generalized extreme value model. f) The ellipticity E distinguishes between particles that show (1; d) only FWM 

(N = 75, red) or (2; e) 2PE under degradation (N = 40, blue). Fitted with a generalized extreme value model. g-

h) Size-distribution of bipyramidal MIL88-A microparticles: g) Width and h) length for single particles are binned 

into a histogram and fitted with a normal distribution. Their width and length amount to 1.25 ± 0.18 µm and 1.47 

± 0.23 µm, respectively.  i) The ellipticity reveals a homogenous distribution for the particles (N = 125). Fitted 

with a normal distribution. Fit values for the mean (μ), the standard deviation (σ), and the full width at half 

maximum (FWHM) can be found in Supplementary Table S4.  
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Supplementary Figure S9 

 
Figure S9. Chemiluminescence and degradation of pyramidal MIL-88A particles. a) Brightfield image of intact 

bipyramidal particles (e.g. within the lower half, bright particles) and particles after degradation (e.g. center, 

black). b) Chemiluminescence (CL) spectrum between 540 and 650 nm. The edge of the dichroic mirror (DM) is 

marked on the left with dashed line. The FWM mixing signal around 612 nm is marked in red. The chosen spectral 

region for CL detection is highlighted in dashed lines and labeled with “Filter”. c) Raman spectrum of the 

degraded particle in the center of panel a). The substance could be identified as hydrogenated amorphous 

carbon,[12] showing the complete oxidation of the linker with surrounding oxygen while emitting CL. 
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Supplementary Figure S10 

 
Figure S10. Correlation between particle volume and absorption-induced particle degradation during 

nonlinear excitation in the near-infrared (in Figure 6). a) MIL88-A microparticles show a variable size 

distribution as seen by bright-field microscopy. Left: examples for needles-shaped particles. They only exhibit 

FWM, no 2PE; Middle panel: Bipyramidal particles of various diameters absorb and degrade as seen in the right 

panel. Scale bar is 2 µm. b) Example of two needle-shaped particles with comparable volume in the BF, FWM 

and 2PE channel. The elongated particle is showing only FWM, while the rounder particle is degrading and 

splintering into two fractions while emitting 2PE induced emission. Ppump = 3 mW and Pprobe = 0.1 mW. Scale bar 

is 2 µm.  
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Supplementary Figure S11 

 

Figure S11. Raman signature of a MIL88-A needle-shaped particles displaying 2PE induced emission. a) 

MIL88-A needle-shaped particles recorded by BF, FWM and 2PE imaging. While particle 1 shows FWM 

exclusively, particle 2 features both effects: FWM and 2PE. While 2PE can discriminate between them, BF and 

FWM cannot distinguish the particles according to their optical properties. Scale Bar is 5 µm. b) Raman 

spectroscopy on the single particle 2 and MIL88-A particles in bulk as comparison demonstrate that particle 2 

clearly shows the identical chemical composition to MIL-88A. The spectra were recorded using a grating with 

600 lines/mm, an integration time of 20 s, and 15 repeats. The excitation power amounted to 20 mW at 632.8 nm. 
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Supplementary Figure S12 

 

Figure S12. Degradation of elongated needle-shaped MIL-88A particles. a) FWM image of MIL-88A needle-

shaped particles in contact. Marker 1 indicates the contact area between the two lower particles. Single scan 

image, Scale bar 2 µm. b) Zoom onto selected particles. The overlaid FWM/2PE image shows the sum over 10 

consecutive frames. Constant exposure to near-infrared laser excitation can lead to particle degradation. This 

occurs primarily in contact areas with higher electric fields, as indicated by Marker 1 (former contact site). The 

lowest particle has already completely degraded, while the middle particle is at the onset of degradation starting 

from the former contact site. A second possibility that triggers degradation are defects. These are observed as 

increasing 2PE signal with laser exposure. Marker 2 indicates an area with beginning degradation in the upper 

particle as seen by the intensity increase. (Inset) This hypothesis is supported by bright-field microscopy showing 

the same particle (BF, scale bar 2 µm). The darker spot indicating a defect area in the crystalline structure, 

overlapping with the brighter signal in the nonlinear channels. Scale bar: 2 µm. 
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Supplementary Figure S13 

 

Figure S13. Water distribution in homogeneously grown MOF-801 crystals. a) Brightfield (BF) image taken at 

saturated humid air (RH: 39.2 %). Scale bar: 5 µm. b) Hyper-spectral Raman images show the distribution of the 

water-corrected C-H stretch vibration around 3100 cm-1 (MOF linker) and the O-H stretch resonance (uptaken 

water) centered around 3200 and 3600 cm-1. Water is homogeneously distributed and scales with the concentration 

of available MOF material. Raman mapping was carried out at 5 s integration time using a grating with 300 lines 

/ mm. The excitation power was set to 4.5 mW at 532 nm. The scanning range was 20 x 20 µm with 40 pixels per 

line. Scale bar: 5 µm. c) Mean Raman spectrum of the hyper-spectral data set recorded in b) including standard 

deviation per spectral window. 
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Supplementary Figure S14 

 

Figure S14. Water distribution over a cluster of MOF-801 crystals. a) Brightfield (BF, left panel), Four-wave 

mixing (FWM, middle panel) and polarization-sensitive Coherent Anti-Stokes Scattering (pCARS, right panel) 

images of MOF-801 crystals saturated with humid air (RH: 33.1 %). Grey circles and numbers mark the positions 

for the Raman measurements underlying panel B. Scale bar: 5 µm. b) The relative intensity of the Raman signal 

of liquid water (scaled to the C-H stretch vibration of the MOF linker) varies with the position in the MOF. 
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Supplementary Figure S15 

 

Figure S15. Brightfield and pCARS image depicting the water distribution in isolated MOF-801 crystals. a, b) 

Two examples of single crystals. Marked are areas with higher water content and the respective region in the 

brightfield image. Scale bars are 2 µm. Measured at RH of 39.7 % and T = 22.1 °C. 
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3. Supplementary Tables 

Supplementary Table S1  

Technique Method 

Properties Strength Limitation 
 

Order 
Electronic / 

Vibrational 

Surface / 

Volume 
  

 

SHG NLO microscopy using 

a single fs laser 
𝛘(2) e / - Volume 

Surfaces 

Sensitive to areas made of 

non-centrosymmetric 

species, label-free, 

monolayer sensitivity 

No sensitivity for 

molecular species 

with inversion 

symmetry 

 

SFG NLO microscopy using 

two different fs lasers, 

probing an electronic 

transition at surfaces 

𝛘(2) e / (v) Volume 

Surfaces 

Sensitive to areas made of 

non-centrosymmetric 

species, label-free, 

monolayer sensitivity 

No sensitivity for 

molecular species 

with inversion 

symmetry 

 

FWM NLO microscopy using 
two different fs lasers 

𝛘(3) e / - Volume Label-free 3D imaging No vibrational 
information 

High laser power 

 

pCARS NLO microscopy using 

two different fs lasers, 

probing a vibrational 

transition. 

𝛘(3) e / v Volume Vibrational imaging, label-

free, spectroscopic 

identification possible 

Non-resonant 

background, no linear 

correlation to the 

concentration 

 

Raman Linear technique using a 

strong CW laser  
𝛘(3) - / v Volume Full vibrational spectroscopy Weak signal, long 

acquisition time 

 

1PE Linear technique using a 

weak CW laser 
𝛘(1) e / - Volume Linear proportional to 

concentration of dyes 

Incoherent process,  

label required 

 

2PE NLO microscopy using 

a single fs laser 
𝛘(1) e / - Volume Less photodamage, deeper 

penetration depth 

Incoherent process, 

label required 

 

Table S1. Overview and important aspects of NLO imaging and spectroscopy techniques employed in this work. 

Colors encode the different techniques employed through-out the manuscript. 
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Supplementary Table S2  

BPDC UiO-67 

Exp. 

[cm-1] 

Lit.  

[cm-1] 
Assignment 

Exp.  

[cm-1] 

Lit.  

[cm-1] 
Assignment 

628 628 Ring deformation 631 620 Zr-(OC) asymmetric stretching 

   741 730 Zr-µ3-O stretching 

    787 OH bending + CH bending (in-phase) 

819 818 C-H out-of-plane    

830   856  Ring breathing 

1022 1020 Ring deformation 1023   

1135 1134 Cring-C in-plane 1157   

1190 1189 C-H in plane    

   1206 1209 Collective mode of the BPDC linker 

1294 1293 
Inter-ring C-C 

stretching 
1290   

    1350 CC ring 

1423   1428 1425 OCO asymmetric stretching (in) 

1445   1445 1436 OCO asymmetric stretching (out) 

1524 1522 C-C ring 1527 1540 CC ring 

1613 1611 νs(C-C) 1615 1634 νs(C-C) 

Table S2. Experimental Raman shifts (cm-1) in comparison to literature for the linker 4,4’-biphenyl dicarboxylic 

acid (BPDC) and UiO-67.[13, 14] Nomenclature: ν: stretching / δ: rocking mode / ρ: bending-in plane / ω: bending 

out-of plane / Def: deformation mode. 
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Supplementary Table S3  

Fumaric Acid MIL-88A (Needle Morphology) 

Exp.  

[cm-1] 

Lit.  

[cm-1] 
Assignment 

Exp.  

[cm-1] 

Lit.  

[cm-1] 
Assignment 

695 694 ω(–CH); ω(–OH); ω(O–C=O) 648 650 ω(–CH); ω(–OH); ω(O–C=O) 

   759 762 Rocking mode δ(O–C=O) 

912 913 Bending vibration ω(–CH) 905 905 Bending vibration ω(–CH) 

954 954 Bending vibration ω(–CH)  953 Bending vibration ω(–CH) 

 971 Bending vibration δ (–CH); ω(–CH)  970 Bending vibration δ (–CH); ω(–CH) 

1296 1299 ν(C–O); δ(–CH); ρ(–OH) 1278 1297 ν(C–O) 

1315 1315 δ(C–O–H); ρ(–OH) / wide shoulder    

1437 1435 δ(–CH); ρ(–OH) / weak peak 1448 1430 νs(O–C=O) 

1598 1605 ν(C=C) 1589 1580 νas(O–C=O) 

1685 1685 ν(C=O), ν(C=C) 1653 1687 νs(C=C) 

 2958 ν(-C-H) 2975 2980 ν(-C-H) 

   3071 3070 νs(=C-H) 

Table S3. Experimental Raman shifts (cm-1) in comparison to literature for the linker fumaric acid and MIL-

88A.[14, 15, 16]  Nomenclature: ν: stretching / δ: rocking mode / ρ: bending-in plane / ω: bending out-of plane / Def: 

deformation mode 
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Supplementary Table S4 

 Width [µm] Length [µm] Ellipticity Volume [µm3] 

 NEP1 P NEP1 P NEP1  
NEP2  

FWM 

NEP2  

CL 
P 

NEP2  

FWM 

NEP2  

CL 
P 

μ  0.7929 1.2569 3.2949 1.4655 0.8061 0.8587 0.6276 0.1250 1.0077 1.1638 1.1826 

σ  0.3392 0.1805 1.1236 0.2343 0.0868 0.0304 0.1353 0.0441 0.3901 0.6194 0.4899 

FWHM 0.7606 0.4048 2.5195 0.5255 0.1765 0.0682 0.3293 0.0988 0.6898 1.5058 1.2172 

 

Table S4. Fit parameters from the Fit curves in Supplementary Figure S8. μ is the mean value of the histogram, 

σ the corresponding standard deviation, and FWHM the full width at half maximum of the fit curve. N stands for 

needle morphology, P for the bipyramidal morphology. While the latter is always measured with a constant 

excitation power (EP1, see Figure 4), the needle morphology excitation power level is added in subscript (EP1 or 

2). FWM stands for the fraction of needle particles at EP2 that show only stable FWM, while CL is representing 

the fraction of particles that additionally emit chemiluminescence. 
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Supplementary Table S5 

Fumaric Acid MOF-801 

Exp.  

[cm-1] 

Lit.  

[cm-1] 
Assignment 

Exp.  

[cm-1] 

Lit.  

[cm-1] 
Assignment 

695 694 ω(–CH); ω(–OH); ω(O–C=O) 679 650 ω(–CH); ω(–OH); ω(O–C=O) 

   760 762 Rocking mode δ(O–C=O) 

   876 866 DMF 

912 913 Bending vibration ω(–CH) 911 910 Bending vibration ω(–CH) 

954 954 Bending vibration ω(–CH)  953 Bending vibration ω(–CH) 

   998 980 Stretching vibration C-C(OO) 

1296 1299 ν(C–O); δ(–CH); ρ(–OH) 1277 1297 ν(C–O), δ(–CH) 

1315 1315 δ(C–O–H); ρ(–OH) / wide shoulder    

1437 1435 δ(–CH); ρ(–OH) / weak peak 1436/1447 1430 νs(O–C=O) 

    1443 DMF 

   1537 1542 δ(O–C=O) overtone 

1598 1605 ν(C=C) 1582 1582 νas(O–C=O) 

1685 1685 ν(C=O), ν(C=C) 1665 1667 νs(C=C) 

    1676 DMF 

   2869 2867 DMF 

   2936 2939 DMF 

 2958 ν(-C-H)    

   3069  ν(=C-H) 

   3682  Zr 3-OH stretching 

Table S5. Experimental Raman shifts (cm-1) in comparison to literature for the linker fumaric acid 

and MOF-801.[14, 15, 17] Nomenclature: ν: stretching / δ: rocking mode / ρ: bending-in plane / ω: bending 

out-of plane / Def: deformation mode. DMF: remaining contributions by DMF in MOF-801. 
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Knowing the upper limit of an intrinsic property for a material is critically important in 33 

realizing its full potential. For example, determination of all the adsorptive sites in 34 

metal-organic frameworks (MOFs) has led to the design of structures with 35 

exceptionally high surface areas1. Recently, MOFs have been shown to be useful in 36 

harvesting water from desert air2-10, where the water productivity depends on how fast 37 

water can move in and out of the pores.4,11-14 While such cycling kinetics of water 38 

sorption could be measured experimentally in bulk2-4,6,10,15-19, this has yet to be done 39 

on the single crystal level, leaving unanswered the question of what is the upper limit 40 

of how much water can be harvested in a given time. Herein, we present a general 41 

strategy to quantitatively determine the water sorption isotherm and the kinetics of 42 

uptake and release within a single crystal by Raman spectroscopy. We found that for 43 

a MOF-801 crystal, water moves ~20 times faster than in the bulk11. This represents 44 

the upper limit for MOF-801, and indicates that water harvesting devices could produce 45 

up to 3.8 L of water per hour per kilogram of MOF, a vast improvement over the 46 

previously reported 2.8 L per day4,11.  47 

 48 

Main 49 

Motivation 50 

The uptake performance of porous materials is usually determined by measuring bulk 51 

properties using mass gravimetric methods3,8, and described by the total uptake, the 52 

uptake mechanism (hence isotherm type), and the kinetic behavior. However, metal-53 

organic framework (MOF) materials feature – like all crystalline materials – diverse 54 

defect sites (Figure 1), resulting in the disruption of their crystallinity due to 55 

macropores, mechanical deformations, or inter-crystal growth. The latter leads to 56 

particles with multiple crystalline zones or amorphous areas. In addition to defects 57 

(even if ideally grown), single crystals interfere with each other’s uptake behavior in 58 
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multiple ways, such as (i) shielding neighboring particles from adsorbing guest 59 

molecules in the surrounding airflow and, hence, reducing the accessibility to pores or 60 

(ii) by creating condensation pockets between them20. Measuring the performance of 61 

the sorbent material alone, without the interference of intra- and inter-particle effects, 62 

would require a spatially resolved, quantitative method for monitoring the uptake. 63 

 64 

Figure 1: Design and performance evaluation of atmospheric water harvesting MOF materials. 65 

Comparing the influence of intra- and inter-particle effects on the bulk performance of sorbent systems 66 

for an ideal (single crystal) and real (bulk) material.  67 

 68 

Monitoring the water uptake in MOF-801 crystals via Raman spectroscopy 69 

We report an optical methodology based on Raman spectroscopy (Methods Section 70 

1-2) to quantitatively determine isotherm and kinetic curves with sub-micron spatial 71 

resolutions, thereby effectively probing the water uptake performance (total uptake, 72 

isotherm, and kinetics) of single crystals (SC). We chose MOF-801 in this study, an 73 
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important and well-studied MOF for atmospheric water harvesting (AWH).2 The MOF-74 

801 structure is made by linking zirconium-oxide / -hydroxide clusters linked with 75 

fumarate dianions, typically synthesized as octagonal-shaped crystals with triangular 76 

faces (Figure 2a) and sizes of up 10 µm. We implemented Raman spectroscopy for a 77 

label-free, 3D characterization of the chemical composition and background-free 78 

detection of water inside MOF-801. The water signature (characterized by the broad 79 

OH-stretch vibration around 3300 cm-1) and MOF-801 are spectrally well resolved 80 

(Figure 2b). We employed this spectral orthogonality in combination with the linear 81 

dependence of the intensity on the amount of water to monitor water uptake in situ with 82 

a spatial resolution of ~ 270 nm provided by the confocal microscope. Therefore, the 83 

probed volume is significantly lower than the average MOF-801 crystal size.  84 

 85 

Firstly, we employed Raman spectroscopy to confirm the known mechanism of water 86 

uptake originally derived from single-crystal X-ray diffraction.2 A detailed description of 87 

the model is given in Supplementary Note 1.2. We monitored the Raman signature 88 

of water in MOF-801 in terms of position and shape of the OH-stretch vibration, with 89 

increasing relative humidity (RH). MOF-801 features a multi-step mechanism for water 90 

uptake with binding sites in tetrahedral and octahedral cages within the asymmetric 91 

unit cell of MOF-801 (Figure 2c). In the dry state with no water molecules bound, only 92 

the Zr: µ3-OH stretch vibration of the metal-bound hydroxyl ligand at 3682 cm-1 was 93 

detectable (Figure 2c). This sharp, defined resonance gives clear evidence of the 94 

crystalline nature of this Zr(µ3-OH) hydroxyl group and the absence of guest molecules. 95 

The binding of water molecules is expected to occur first in the tetrahedral binding 96 

pocket to Zr(µ3-O) units (purple water molecules). Indeed, we observed already at 2% 97 

RH a rising contribution of the OH-stretch resonance of water molecules between 3400 98 

to 3700 cm-1 due to the incorporation of guest water molecules. As predicted, the Zr(µ3-99 
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OH) sites were unaffected and showed an identical Raman intensity as in the dry state 100 

(Figure 2c). Between 2 to 6% RH, water also adsorbs at the Zr(µ3-OH)  sites (turquoise 101 

water molecules), altering and diminishing the free vibration of the hydroxyl OH stretch 102 

Raman band at 3682 cm-1, until it vanished. At 8% RH, the hydroxyl Raman peak was 103 

no longer detectable, while the uptaken water led to a further intensity increase in the 104 

OH-stretch Raman signal between 3400 to 3700 cm-1.  105 

 106 

Figure 2: Water uptake in single, isolated MOF-801 crystals monitored by Raman spectroscopy. 107 

a) The bright-field image of MOF-801 shows isolated single crystals. Scale bar 50 µm. b) Raman spectra 108 

of dry MOF-801 and liquid, double-distilled water. c) Raman spectroscopy of MOF-801 at increasing 109 
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relative humidity (RH) confirms consecutive binding of water molecules in the tetrahedral (purple dotted 110 

cube) and octahedral (red dotted cube) binding sites of the crystal structure. Coloring of water molecules 111 

(starting from blue, purple, cyan, green, and orange to red) indicates the binding order according to the 112 

reported uptake mechanism2 for MOF-801. Arrows indicate spectral changes between corresponding 113 

humidities. Abbreviations: Zr: zirconium; O: oxygen; H: hydrogen atoms d) Absolute water uptake of 114 

single crystal (SC) MOF-801 derived from the ratiometric Raman analysis at varying humidity. 115 

Adsorption (black) and desorption (cyan) are reversible. The dotted line indicates the underlying 116 

isotherm, extrapolated to 100 %RH. e) Kinetic of water uptake within the same crystal after exposure to 117 

selected relative humidities. The uptake saturates in ca. 50 s.  Colored lines represent single-step 118 

Avrami fits, black dots show the data points.  119 

 120 

In addition to the rise in intensity, the OH peak maximum also shifted to lower 121 

wavenumbers, indicating increased damping due to consecutive hydrogen bond 122 

formation to neighboring water molecules (green and orange water molecules). After 123 

saturation of the tetrahedral binding sites, the octahedral binding pockets are occupied 124 

until saturation is reached (red water molecules). Saturation starts above 20% RH with 125 

only a small amplitude increase still up to 70% RH. With increasing relative humidity, 126 

every new water molecule is further away from the metal clusters and shielded from 127 

the host framework. The spectral shape of the OH-stretch water peak in MOF-801 128 

starts resembling the Raman signature of liquid water (Figure 2c; Extended data 129 

Figure 1a), as water guest molecules fill up the pores of MOF-801 gradually. Humidity-130 

dependent Raman spectra clearly support the published uptake mechanism in MOF-131 

801.  132 

Given the observed good agreement between the spectroscopic data and model, we 133 

next derived a theory-supported method to quantify the adsorbed water at the single 134 

crystal level (Methods Section 2 and Supplementary Note 2). The volume of water 135 

uptake !"#$
%&$'

 (in cm3/g of MOF) can be expressed via the density of the water-free host 136 
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material 𝜌)*+  and the ratiometric expression ,$"
,-"

 linking the Raman intensity of the 137 

OH-stretch vibration of water to the CH-stretch vibration of MOF-801. 138 

𝑉/0*
𝑚)*+

= 	
𝐴*/
𝐴5/

	 ∙ 	
1

𝜌)*+
∙ 	𝛤 Eq. (1) 

The scaling factor 𝛤 (cf. Materials and Methods and Supplementary Note 1.2) can be 139 

experimentally calibrated or theoretically modeled from the predicted number of water 140 

molecules 𝑁/0*(𝑅𝐻)  in the asymmetric unit cell of MOF-801 at a given relative 141 

humidity. With this, we can quantify the water uptake at the SC level by converting the 142 

ratiometric ratio of measured OH to CH stretch Raman intensity.  143 

We subsequently evaluated the inherent material performance of MOF-801 for taking up water 144 

without the interference of intra- or inter-particle effects using a series of Raman spectra inside 145 

of homogeneous, single crystals (SC). These were recorded as a function of relative humidity 146 

(i.e., as isotherm curves) or as a function of the time after exposure to a given humidity (i.e., 147 

kinetic curves). Figure 2d displays the SC isotherm for MOF-801 at 23.3 °C with a sub-micron 148 

resolution. The isotherm is characterized by a three-step behavior: after a steep uptake 149 

increase below ~8% RH, it features a second phase with slower adsorption behavior until 20% 150 

RH and slow saturation as the last phase above 20% RH. In contrast to bulk experiments2, no 151 

hysteresis could be observed, as expected for regular single crystals with uniform pore size. 152 

Monitoring the temporal behavior of water uptake by MOF-801 at different relative humidities 153 

between 2 and 20% RH (Figure 2e) shows a nearly instantaneous uptake within the first tenth 154 

of seconds and the built-up of a constant plateau identical to the total amount of water observed 155 

in the SC isotherm. By modeling the kinetics using an Avrami model21,22, we found a saturation 156 

time around ~ 50 s (Supplementary Note 1.1). 157 

 158 

Influence of defects and inter-particle effects at the SC level 159 

For water harvesting applications, MOF-801 is usually grown in monocrystalline, 160 

regular single crystals (Type 1).2 For about 10 % of the particles, however, we found 161 
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MOF-801 particles without crystalline faces (Type 2); see SEM images in Extended 162 

Data Figure 1b). While regular crystals possess strongly reflecting surfaces with 163 

defined triangular shapes, Type 2 crystals display a complex inner structure as seen 164 

already by bright-field microscopy (Extended Data Figure 1c-d). We verified the 165 

associated, higher level of defects by four-wave mixing (FWM) imaging, which is 166 

susceptible to defect sites and irregularities23. In contrast to the regularly formed, 167 

homogenous MOF-801 crystals, we found inhomogeneous substructures in defect-rich 168 

particles (Extended Data Figure 1d) with localized, enhanced FWM signals indicating 169 

open metal sites inside the material23. SC X-ray diffraction on Type 1 and 2 crystals 170 

further confirmed the monocrystalline or amorphous, polycrystalline nature of the 171 

material (Supplementary Note 3), respectively. While Type 1 crystals possessed the 172 

expected cubic unit cell2 with space group Pn-3, Type 2 particles were composed of 173 

multiple MOF-801 unit cell patterns with different orientations in the same crystal, 174 

hence representing defect-rich crystals with sub-crystallization zones. 175 
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 176 
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Figure 3: Influence of intra- and inter-particle effects in MOF-801 on SC isotherms and water 177 

kinetics. a) Isotherms of the bulk, the regular, single, and defect-rich MOF-801 crystals. The colored 178 

lines represent the mean fit curve of SC (N = 7) and defect-rich (N = 5) particles. The shaded areas 179 

represent the corresponding standard deviation. b) Bright-field (BF, left panel) and label-free imaging 180 

based on FWM (red hot) and CARS (blue) microscopy to monitor the morphology and position of particle 181 

clusters with respect to uptaken water at 30% RH after saturation at ~70% RH for 5 minutes. CARS 182 

imaging based on the Raman resonance around 3400 cm-1, i.e. 612 nm, shows the distribution of water 183 

within the material. While, some defect sites coincide with enhanced uptake (white spots, marked by 184 

arrows), we found a dominating contribution of inter-particle adsorption of water. Scale bar 2 µm. c) Bulk 185 

and average SC adsorption kinetic of dry MOF-801 (N = 5) after exposure to nitrogen with 8 %RH, 186 

described by a customized Avrami fit function. While even a thin layer of bulk material needs about 1 h 187 

until saturation, single crystals saturate in 3-4 minutes (left panel). Dotted lines mark the 3 min time 188 

point. Even defect-rich particles take up >80 % of the total amount in less than 60 s (right panel). Circles 189 

mark the center of the 20 s long detection window per point. The standard deviation (shaded area) was 190 

derived per data point. d) Relative SC uptake when switching the RH that surrounds the sample between 191 

0 and 8 %RH every 80 s. e) Overview of published water yields in MOF-801 in bulk compared to the 192 

relative SC uptake in (d) (91.91 ± 1.44 L/kgMOF/d, dotted line): Kim et al. (Ref. 4,11; green) reported a 193 

potential yield for a solar powered device at 20% RH of 2.8 L/kgMOF/d in 2017 and a prototype in 2018, 194 

that could produce 0.25 L/kgMOF/d at 10-40% RH. At the same time, Fathieh et al. (Ref. 24; black) reported 195 

a prototype with a capacity of 0.1 L/kgMOF/d tested in the desert with no additional cooling and only 196 

ambient sunlight. Terzis et al. (Ref. 25; red) applied active heating and cooling to a fluidized MOF-801 197 

powder to enable fast cycling times with 7.92 (at 18% RH) and 12.48 L/kgMOF/d (at 39% RH).  198 

 199 

Next, we set out to investigate how intra-particle effects in defect-rich particles 200 

influence the SC performance compared to monocrystalline MOF-801. Figure 3a 201 

depicts the mean SC isotherm of regular single crystals (blue; standard deviation as 202 

blue shade; cf. Supplementary Figure S12) at 23.3 °C. We found a type IV isotherm 203 

with a clear step around 7% RH, a fast saturation below 20% RH, and maximum uptake 204 

of about 379 cm3/g (±16.5 cm3/g) at ~77% RH.  205 
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While the mean isotherm of defect-rich particles (orange) resembled the overall 206 

performance of regular crystal isotherms, it displayed three major differences: (i) 207 

Firstly, the standard deviation was significantly higher, reflecting the high variance of 208 

the underlying defects in the selected particles. (ii) Secondly, a faster uptake at low 209 

relative humidity was seen for isotherms in type 2 particles. The accompanying shift of 210 

the isotherm step towards lower RH confirms a higher amount of primary water 211 

molecules in the structure, as well as macropores created by missing cluster defects 212 

as observed by FWM imaging (Figure 3b). (iii) Thirdly, the average maximum uptake 213 

is decreased compared to regular crystals, meaning the inner surface per volume of 214 

defect-rich particles was found to be lower. 215 

The bulk isotherm showed a higher uptake compared to the regular SC isotherm at 216 

very low RH, indicating open metal sites as observed for defect-rich particles. Below 217 

10% RH, the bulk isotherm rises less steeply than the SC isotherm, causing a shift of 218 

the infliction point toward higher RH. Above 10% RH, the SC and the defect-rich 219 

isotherm both show a strong and distinct saturation, while it still increases linearly in 220 

bulk. At RH over ~60%, this results in more water per bulk material than in single 221 

crystals alone. However, water adsorbed in this regime is not accessible for harvesting 222 

applications at low humidity. 223 

 224 

Next, we approached the question of what effects are responsible for the different 225 

uptake behavior in bulk and at the SC level. In bulk, water molecules can condense in 226 

the inter-particle space between crystals leading to an additional uptake. As defects 227 

like cracks or macropores can equally contribute to water incorporation and hysteresis, 228 

we employed a combination of FWM and Coherent Anti-Stokes Raman Scattering 229 

(CARS) imaging to visualize the morphology and position of MOF-801 in comparison 230 

to the distribution of uptaken water. FWM monitors the distribution of MOF-801 material 231 
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and especially open metal sites23, while CARS localizes and quantifies uptaken water. 232 

Figure 3b displays the overlay of an FWM (red) and a CARS (blue) image over the 233 

same region at 20.8% RH, measured after saturating the system at 70% RH for about 234 

5 min. Areas, where local water clusters are caused by defect sites, appear white in 235 

the image (examples marked with arrows). We found that the water signal was mostly 236 

anti-correlated to the FWM signal, indicating liquid water between and around the 237 

crystals. This explains the larger amount of uptaken water and the missing hysteresis 238 

in SC isotherms of regular single crystals compared to bulk (Extended Data Figure 239 

1e, f). 240 

 241 

Due to interparticle adsorption, the bulk kinetics differs significantly from the SC kinetic 242 

behavior (Figure 3c). While the SC isotherms of MOF-801 were saturated within less 243 

than 3 min after a change in RH around the sample, the uptake in bulk saturated after 244 

1h. The kinetic response of dry, regular MOF-801 crystals (8% RH) revealed a fast 245 

uptake, reaching > 85 % within the first 60 s. The datasets were approximated by a 246 

dual-step Avrami model (Supplementary Note 1.1; Supplementary Figure S13). It 247 

revealed a second uptake step between 100 and 200 s, probably due to subsequent 248 

filling of the octahedral binding sites in MOF-801. The kinetic behavior of Type 2 249 

particles (Figure 3c; orange curve) followed the Type 1 curve very closely. When 250 

modeling the condensation of water within MOF-801 by a dual-step Avrami fit, more 251 

than 80 % uptake was found to occur within the first minute, while the successive filling 252 

process was observed around 100 to 200 s. Overall, water uptake by Type 2 particles 253 

was found to happen slower than by regular crystals. This might be caused by the 254 

complex inner structure, hindering the fast transport to the inside of the particles. It 255 

could also be that defect sites on the peripheral regions of the particle spawn fast water 256 

clusters, which are blocking the diffusion of water molecules further inside26.  257 
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Since the desorption time of single crystals are in the same regime as the adsorption 258 

(Extended Data Figure 1g), the inherent cycle time for MOF-801 itself is significantly 259 

faster than currently possible in water harvesting devices due to inter-particle 260 

contributions. To demonstrate the maximum capabilities of the undisturbed MOF-801 261 

framework, we selected a regular single crystal and cycled the RH between 0 and 8% 262 

with a cycle time of 160 s (Figure 3d). The sample was first completely dried with 263 

nitrogen (Methods Section 3). Next, the RH of the gas stream over the sample was 264 

changed from 0 to 8% RH (or back) every 80 s while the uptake was monitored. The 265 

first desorption is not returning to the ground level at t = 0 s, which could be caused by 266 

primary bound water molecules that are not desorbing on the selected time scale. 267 

During the recorded cycle, we found a total difference in relative uptake (maximum – 268 

minimum per cycle) of 851 ± 13.3 cm3 / g MOF over five cycles, i.e., a possible harvest 269 

of ~170 cm3 / g MOF every 160 s or 91.91 ± 1.44 L/kgMOF/d (Figure 3e). In comparison, 270 

MOF-801 was implemented into a water harvesting device to test practical water 271 

harvesting cycling (WHC).24 It produced 100 g of water per kg of material, however 272 

requiring a day-and-night cycle. Similarly, Kim et al. reported a theoretical harvest of 273 

~250 g per kg MOF per day.4,11 Faster WHC (36 and 26 minutes) were achieved by 274 

fluidization of the MOF particles, but requiring active heating and cooling,25 in contrast 275 

to the experiments in this work. The remarkable time difference of WHC on the single 276 

crystal level to literature values indicates the vast potential of achieving the upper limit 277 

of the material. This corresponds to harvest between 360 – 920 times more water 278 

compared to currently available devices without active heating. 279 

 280 

  281 
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Conclusion 282 

We have demonstrated a methodology based on in situ Raman spectroscopy for 283 

measuring qualitative and quantitative water sorption with sub-micron resolution. By 284 

monitoring and understanding the intra- and inter-particle contribution of water uptake 285 

via adsorption-desorption isotherm and kinetic curves in MOF-801 at the single-crystal 286 

level, we found a striking difference in sorption behavior between single crystals and 287 

the bulk material. Before this work, it was assumed that the measured bulk sample was 288 

representative for each crystal when applying sorption isotherms, although crystals 289 

were not created equally nor possessed identical characteristics, such as size, 290 

morphology, or defect level. By measuring cyclic water sorption at the single-crystal 291 

level, which is the most intrinsic state of solid material, we determined the upper limit 292 

for MOF-801 with a minimum cycle time below 3 minutes. This surprisingly fast cycle 293 

time enables a potential harvest of ~3.8 L water per hour per kilogram of MOF, a 294 

significant improvement over the previously estimated 2.8 L per day4,11. Therefore, our 295 

approach could help to reveal the upper limit of a material’s inherent property to push 296 

technology advancement.  297 

 298 
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Materials 299 

1. Hyperspectral Raman imaging at a controlled relative humidity 300 

Static and dynamic Raman spectroscopy measurements were carried out on a home-301 

built, confocal, multi-modal microscope23 using a 532 nm CW laser source (Samba 100 302 

04-01, Cobolt GmbH). The excitation power was 21 mW (measured at the entrance of 303 

the microscope backport) for all measurements. Spectra were recorded between 2300 304 

and 4215 cm-1 probing the CH-stretch region of the MOF-801 material, and the OH-305 

stretch vibrations of adsorbed water molecules, if not mentioned otherwise. The spatial 306 

resolution of the Raman mapping experiment was 0.27 µm in the lateral and 0.74 µm 307 

in the axial direction for a 60x water-immersion objective lens (1.2 NA). The scattered 308 

light at the sample was collected in epi-detection using a spectrometer (Kymera 328i, 309 

Andor Solis) equipped with a 300 lines/mm grating and a 512x512 pixel emCCD 310 

camera (iXon 897, Andor Solis). This instrumental configuration enables a spectral 311 

resolution of ~15 cm-1. The spectral acquisition was controlled by Andor Solis for 312 

Imaging V4.30 (Oxford Instruments). For image acquisition, areas with 500 nm step-313 

size were raster-scanned while full Raman spectra were recorded at each pixel of the 314 

image. The acquisition time per pixel was set to 5 s. 315 

 316 

For monitoring adsorbed water molecules in MOF-801 in situ, we installed a relative 317 

humidity control unit (Figure 4a) on the confocal setup. The MOF sample is located in 318 

a channel slide (μ-Slide I Luer Glass Bottom, Ibidi) on top of the XYZ scanning stage 319 

of the microscope and connected to the flow system. Dry nitrogen serves as the 320 

reference and carrier gas for extracting water molecules from the MOF materials 321 

through constant flow. A three-way vault can switch between this drying line and the 322 

‘wet line’ containing nitrogen with a specific relative humidity. The latter can be adjusted 323 
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by the flow ratio regulated by two mass flow controllers (MFC, D-6311-FGD-33-AV-99-324 

0-S-DR, Wagner Mess- und Regeltechnik GmbH): the nitrogen in the ‘wet line’ is 325 

enriched with water vapor by diffusing through a double-distilled, water-filled vessel. 326 

The relative humidity is controlled directly after mixing and at the sample chamber, as 327 

marked by RH in Figure 4a. The laboratory temperature was set to 23.3 °C, and the 328 

total mass flow was held constant at 1 standard liter nitrogen per minute for all 329 

experiments.  330 
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 331 
Figure 4: Quantification of water uptake in MOF-801 at the single crystal level by Raman 332 

spectroscopy. a) Schematics of the micro-spectroscopy setup with the unit for controlling the relative 333 

humidity over the sample. RH: relative humidity measuring stations. b) Univariate analysis of a 334 

hyperspectral Raman data set in the water OH—stretch region reveals an irregular water distribution in 335 

a regular single crystal of MOF-801. Crystal border at measurement plane is indicated as dotted line. 336 

Raman mapping was carried out at 5 s integration time. The scanning range was 20 x 20 μm with 40 337 

pixels per line. c) Raman spectra of selected pixels marked in (a). d) Background corrected, mean 338 
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spectrum over all pixels inside the crystal border. The strength of the CH- (orange) and the OH-stretch 339 

vibration (blue) is indicated as area under the graph. e) The ratiometric representation AOH / ACH of the 340 

HRI data set in (a) shows a uniform water distribution. f) Ratio AOH / ACH at varying relative humidities 341 

between 0 and 77 %RH recorded for 7 regular single crystals (grey points) allows for determining 342 

number of water molecules per unit cell, i.e. 𝑁/0*(𝑅𝐻). g) Schematic of the single crystal performance 343 

methodology.   344 
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2. Quantification of water uptake 345 

The local uptake and distribution of water were quantified based on the linear 346 

dependence of Raman scattering on the number of scattering molecules in the 347 

confocal volume (Supplementary Note 2.31). To ensure that water is evenly 348 

distributed in uniformly grown MOF-801 crystals, we first used hyperspectral Raman 349 

imaging (HRI) within a region of interest and recorded Raman spectra at each pixel. 350 

We visualized the water content in MOF-801 crystals first by univariate data analysis 351 

and derived the Raman intensity 𝐴*/ of the OH stretch vibration of water between 3145 352 

and 3665 cm-1 as a function of the position within the crystal 353 

𝐴*/(𝑥, 𝑦) = A 𝐼CD%DE(𝜈G, 𝑥, 𝑦)
HIIJ	K%LM

HNOJ	K%LM
	𝑑𝜈G Eq. (1) 

Figure 4b depicts an exemplary water distribution at ~38 %RH (Figure 4b). The 354 

apparent hexagonal shape of the crystal clearly confirms the sectioning capabilities of 355 

HRI and the correct positioning for imaging the particle: the image plane was 356 

successfully selected at around 50% height of the octahedral crystal (Supplementary 357 

Figure S15) for monitoring the water content inside the crystal center. The HRI image 358 

shows a continuous water distribution throughout the whole crystal with apparently 359 

increased water content at the surface boundaries, in addition to an intensity gradient 360 

from left to right. This apparent increase at the edges would indicate that saturation 361 

inside the crystal would not have been reached yet, even after 1 h of equilibration at 362 

~38 %RH. For a regularly shaped crystal, we would expect an even distribution of 363 

adsorbed water per MOF material within minutes due to fast intra-crystalline diffusion20, 364 

contrary to the experimental findings. 365 

Deviations in apparent water uptake are caused by a combination of light scattering at 366 

the edges and a varying amount of MOF material inside of the detection volume due 367 

to defects and the 3D nature of the particles. Both effects lead to a variation in local 368 
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excitation power and detection efficiency, an incomplete filling of the confocal volume, 369 

and concomitantly to a change in absolute amplitude of the recorded Raman spectra, 370 

as for example seen for areas within the interior (Position 1) and at the edge (Position 371 

2) in MOF-801 (Figure 4c).  372 

To prevent any influence of these effects on the quantification of the water uptake in 373 

MOF-801, we introduced a ratiometric approach that quantifies the amount of detected, 374 

water-associated OH-stretch intensity in comparison to the observed CH-stretch signal 375 

reporting on MOF-801 and hence the amount of surrounding host material present. 376 

Here, the water uptake relates not to 𝐴*/ alone but to the ratio of 𝐴*/ / 𝐴5/.27 Figure 377 

4d shows the background-corrected, mean spectrum over all pixels inside the crystal. 378 

The strength of the OH-stretch band 𝐴*/ is marked in blue, the CH-stretch 𝐴5/	is in 379 

orange. To correct against the spectral overlap between the water-based OH-stretch 380 

and MOF-801-associated CH-stretch resonance below 3150 cm-1, modeling and 381 

deconvolution of the water peak from the MOF-signature (Supplementary Note 2.2) 382 

was employed, resulting in the area marked in orange. Using the ratiometric 383 

representation, i.e., when plotting the peak ratio 𝐴*/ / 𝐴5/  as a function of position, the 384 

interior displays an even signal (Figure 4e), representing the expected uniform, 385 

saturated uptake of water inside the crystal.  386 

To convert the ratiometric Raman ratio into a quantitative measure, i.e., into water 387 

volume per mass of MOF-801, three interrelations need to be considered (please 388 

confer to Supplementary Note 2 for a detailed description):  389 

(1) The uptake can be related to the density of water 𝜌/0*, the respective molecular 390 

weight 𝑀R, as well as the amount of material 𝑛R	in the confocal volume and hence the 391 

Raman intensity of the OH and CH stretch vibration 392 
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𝑉/0*
𝑚)*+

= 	
𝑛/0* ∙

𝑀/0*
𝜌/0*

𝑛)*+ ∙ 𝑀)*+
= 	
𝐴*/
𝐴5/

∙
𝑐𝑓*/
𝑐𝑓5/

∙
𝑀/0*

𝜌/0* ∙ 𝑀)*+
 Eq. (2) 

The latter formula takes into account that the detected intensities of both Raman 393 

resonances 𝐴R	are proportional to the quantity of guest and host species 394 

𝑛/0* = 	𝑐𝑓*/ ∙ 𝐴*/	/	𝑁, and 
𝑛)*+ = 	𝑐𝑓5/ ∙ 𝐴5/	

/	𝑁, 
Eq. (3) 

(2) The conversion factors can be determined either experimentally or theoretically. 395 

Experimental calibration was carried out in pure water and dry MOF-801 material. 396 

Knowing the density of the host and guest material allows for calculating the number 397 

of Raman active species in the confocal volume in the first step, irrespective of the 398 

absolute Raman intensities. The conversion factors of dry MOF-801 and water under 399 

excitation intensity would amount to 400 

𝑐𝑓*/ = 	
𝑛/0*,KDW
𝐴*/,KDW

=
𝜌/0* ∙ 𝑉KXEYXKDW
𝐴*/,KDW ∙ 𝑀/0*

 Eq. (4a) 

𝑐𝑓5/ = 	
𝑛)*+,KDW
𝐴5/,KDW

=
𝜌)*+ ∙ 𝑉KXEYXKDW
𝐴5/,KDW ∙ 𝑀)*+

 Eq. (4b) 

with 𝐴R,KDW referring to the peak strength of the OH- or CH-stretch vibration for the host 401 

and guest material. When combining eq. 4-5, the expression for water uptake shortens 402 

to 403 

𝑉/0*
𝑚)*+

= 	
𝐴*/
𝐴5/

∙ 	
𝐴5/,KDW
𝐴*/,KDW

	 ∙
1

𝜌)*+
 Eq. (5) 

For identical measurement conditions of the calibration measurements, the ratio 404 

,-",Z[\
,$",Z[\

: = 𝛤 of calibrated Raman intensities remains constant and can be treated as a 405 

scaling factor 406 
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𝑉/0*
𝑚)*+

= 	
𝐴*/
𝐴5/

∙ 	𝛤	 ∙
1

𝜌)*+
 Eq. (6) 

As laid out in Supplementary Note 2, the measurement conditions for calibrations of 407 

host and guest molecules-associated scaling factors differ due to variations in 408 

excitation intensity induced by scattering in the detection volume. While no polarization 409 

dependency in MOF-801 was found for the CH and the OH-stretch Raman peak 410 

(Supplementary Figure S6), we need to incorporate the reduction in excitation power 411 

and hence linearly decreased Raman signature of the detected CH stretch vibration 412 

and adopt the experimental scaling factor to  413 

𝛤R_ =
𝐴5/,KDW

𝐴*/,KDW	 ∙ 𝐿aKDbb^c
 Eq. (7) 

We estimated the average scattering loss 𝐿aKDbb^c  on MOF-801 compared to 414 

transparent water alone by determining the integrated transmission intensity of 415 

broadband white-light via brightfield microscopy (Supplementary Figure S7). We 416 

experimentally obtained the loss parameter for MOF-801 to be 0.5651	 ± 0.0884 and 417 

the experimental scaling factor 𝛤R_ as 0.0837	 ± 0.0131.  418 

 419 

(3) Since the experimental determination of 𝛤 is challenging, we further modeled the 420 

number of water molecules in the asymmetric unit cell of MOF-801 as a function of the 421 

relative humidity 𝑁/0*(𝑅𝐻)  based on the water uptake mechanism2 in MOF-801. 422 

Modeling by an adapted Klotz model reveals that the volume water uptake in (cm3 / g 423 

MOF) and relative humidity 𝑁/0*  are related by a linear scaling factor of 8.22 424 

(Supplementary Note 1.2). 425 

𝑉/0*
𝑚)*+

= 	𝑁/0*(𝑅𝐻) ∙ 8.22 Eq. (8) 
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Knowing that the ratio 𝐴*/ / 𝐴5/ describes the uptake as a function of relative humidity 426 

while being proportional to the number of water molecules 𝑁/0*(𝑅𝐻) by a constant 427 

factor 𝑓Ynb  428 

𝐴*/
𝐴5/

= 	𝑁/0*(𝑅𝐻) ∙ 𝑓Ynb Eq. (9) 

we can theoretically derive an expression for the scaling factor 𝛤bo (insert eq. 9-10 in 429 

eq. 7), that is independent of the calibration procedure 430 

𝛤bo = 	
8.22 ∙ 𝜌)*+

𝑓Ynb
 Eq. (10) 

With the theoretical model (Supplementary Note 2.3) and eq. 10 at hand, we employ 431 

the  SC isotherm data itself expressed as ratio 𝐴*/  / 𝐴5/  as a function of relative 432 

humidity and fit its course to the model function 𝑁/0*(𝑅𝐻) to determine the scaling 433 

factor 𝛤bo . Figure 4f depicts the ratio 𝐴*/ / 𝐴5/ at relative humidities between 0 and 434 

~77 %RH and the model fit function 𝑁/0*(𝑅𝐻) that determines the number of adsorbed 435 

water molecules per asymmetric unit cell. We found a model-supported scaling factor 436 

𝛤bo = 0.0938	 ± 0.0041 with uncertainty that only depends on the intrinsic noise of the 437 

underlying Raman spectrum (Supplementary Figure S8). It is in good agreement with 438 

the calibration-based scaling factor of 𝛤R_ = 0.0837	 ± 0.0131  (Supplementary 439 

Figure S9) within the range of error (cf. Supplementary Note 2.4).  440 

  441 
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3. Raman-based single-crystal isotherms and sorption kinetics 442 

MOF-801 powder was placed in a channel slide (μ-Slide I Luer Glass Bottom, Ibidi) on 443 

the microscope and dried under nitrogen flow until the RH reached 0.0 %RH (for at 444 

least 1h). In the following, adsorption isotherm / kinetic curves refer to measurements 445 

with a prior increase in relative humidity, while desorption experiments refer to a prior 446 

decrease in RH. Crystals were selected in the bright field channel and measured in the 447 

midplane of the selected particles. The corresponding measurement parameters are 448 

summarized in Table T1. The laser power was 25 mW (measured in front of the 449 

microscope body) for all experiments. 450 

 451 

For SC isotherms, we waited for equilibration of the system after a change in RH (at 452 

least 3 min) before starting the measurement of each data point. For SC 453 

adsorption/desorption isotherms, we waited at least 10 minutes after the adsorption 454 

measurement before reducing the RH again to ensure full saturation with humid air at 455 

the upper turning point between adsorption and desorption isotherm.  456 

For monitoring the SC adsorption kinetics, we dried the sample as described above 457 

and adjusted the RH in the disconnected wet line meanwhile to 8 %RH. At t := 0 s, a 458 

kinetic series in the Andor Solis software was started, and the three-way vault was 459 

applied to switch from the dry to the humid flow. The tube length between vault and 460 

channel slide was ca. 80 cm with an inner tube diameter of 2 mm, resulting in ca. 461 

2,5 cm3 volume. The channel slide has an inner volume of 60 µL. The constant flow of 462 

1 standard liter/minute (ca. 18 mL / s, i.e. 1080 mL/min for nitrogen at 23.3 °C) ensures 463 

a complete air exchange over the sample in less than 1 s. For the designed system 464 

and settings, we found, that the adsorption kinetics is not dominated by the flow rate 465 

(Supplementary Figure S15).  466 
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For monitoring the SC desorption kinetics, the sample system was held at a fixed 467 

relative humidity, e.g., at 8 %RH until t := 0 s. Then, the mass flow controllers were set 468 

to 1 and 0 standard liter per minute, effectively exposing the sample with dry nitrogen 469 

only under a controlled flow at 1 standard liter per minute. 470 

For cycling kinetic experiments, the ratio of the mass flow controllers was alternated 471 

every 80 s between only dry air and predefined values (e.g., 0.9 (dry) to 0.1 (humid) 472 

standard liter per minute for 8 %RH).  473 

Table T1: Measurement setting for monitoring the sorption isotherms, kinetics, and spatial distribution 474 

of water by Raman spectroscopy.  475 

 Integration time (s) Accumulation EM Gain 
Sc isotherm 50 5 0 
Sc kinetic 20 1 100 
Hyperspectral 
scan 5 1 100 

 476 

4. MOF-801 synthesis and material characterization 477 

4.1 MOF-801 synthesis 478 

4.1.1. Chemicals  479 

Zirconium oxychloride octahydrate (ZrOCl2·8H2O, purity ≥ 99.5%), fumaric acid, 480 

Sigmacote® siliconizing reagent were obtained from Sigma-Aldrich Co. N,N-481 

Dimethylformamide (DMF), formic acid (purity ≥ 99.0 %), and anhydrous methanol 482 

were obtained from EMD Millipore Chemicals. Anhydrous acetone was obtained from 483 

Acros Organics. 484 

 485 

4.1.2. Preparation of single MOF-801 crystals 486 

For synthesizing monocrystalline SC-MOF-801 [Zr6O4(OH)4(fumarate)6], fumaric acid 487 

(0.027 g, 0.23 mmol) and ZrOCl2·8H2O (0.075 g, 0.23 mmol) were dissolved in DMF 488 
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(11.67 ml) before adding formic acid (1.76 ml) to the solution. The solvent mixture was 489 

placed in a 20-ml vial, which was heated at 120 °C for two days. Octahedral colorless 490 

crystals were collected and washed with fresh DMF three times per day for three days. 491 

The crystals were subsequently washed with fresh methanol for three days, three times 492 

per day. The solid was then dried under dynamic vacuum at room temperature for 2 493 

hours and at 120 °C for 24 hours to yield an activated sample. 494 

 495 

4.1.3. Preparation of MOF-801 as microcrystalline powder.  496 

For synthesizing microcrystalline powder of MOF-801 [Zr6O4(OH)4(fumarate)6], fumaric 497 

acid (0.290 g, 2.50 mmol) and ZrOCl2·8H2O (0.805 g, 2.50 mmol) were dissolved in 498 

DMF (10.0 ml) before adding formic acid (3.50 ml) to the solution. The solvent mixture 499 

was placed in a 20-ml vial and heated at 130 °C for 6 hours. As-synthesized 500 

microcrystalline powder was collected and washed with fresh DMF three times per day 501 

for three days. The sample was then washed with fresh methanol three times per day 502 

for three days. The solid was afterward dried under dynamic vacuum at room 503 

temperature for 2 hours and at 120 °C for 24 hours to yield an activated sample. 504 

To reduce the nucleation in the growth of MOF-801 samples, the inner surface of the 505 

20-ml vial was rinsed with siliconizing reagent Sigmacote®, washed with acetone, and 506 

dried in the oven before use. 507 

 508 

4.2 MOF-801 characterization 509 

4.2.1 Single-crystal X-ray diffraction (SC-XRD) 510 

Single-crystal X-ray diffraction (SC-XRD) datasets were collected at the beamline 511 

12.2.1 at the Advanced Light Source (Lawrence Berkeley National Laboratory, USA) 512 

using a radiation wavelength of λ = 0.7288 Å. Beamline 12.2.1 is equipped with a 513 
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PHOTON-II CMOS detector operating in shutterless mode and a Si(111) 514 

monochromator. For the measurement, the crystalline sample was mounted on a 515 

Kapton® MiTeGen MicroMount™ in a minimal amount of Paratone® N oil and 516 

submerged in a cold gas stream generated by an Oxford Cryosystems 800 Series 517 

Cryostream.  518 

 519 

4.2.2 Scanning electron-microscopy (SEM) 520 

SEM measurements were carried out on an FEI Quanta 3D FEG scanning electron 521 

microscope using an accelerating voltage of 10 kV and a working distance of 10.4 mm. 522 

Prior to experiments, crystalline MOF-801 powder was thoroughly washed with DMF 523 

and methanol, activated under dynamic vacuum and afterward dispersed on a silicon 524 

wafer. 525 

 526 

4.2.3 Sorption measurements for determining isotherms and kinetic curves in bulk 527 

Low-pressure N2 adsorption measurements were carried out on a Micromeritics ASAP 528 

2420 surface area analyzer. Ultrahigh-purity-grade N2 and He (99.999% purity) were 529 

used throughout adsorption experiments. MOF-801 samples were dried under 530 

dynamic vacuum at 120 °C for 12 hours prior to the analyses. 531 

Kinetic water adsorption curves were conducted on 1.029 mg of MOF-801, uniformly 532 

distributed on a 6.35-mm diameter pan with the help of a thermogravimetric analyzer 533 

(TGA) under constant humidified nitrogen flow (200 mL min−1). The water sorption 534 

dynamics measurements were conducted with a TA Instruments SDT Q600 series 535 

thermal gravimetric analyzer (TGA). The primary gas inlet was directly connected to a 536 

nitrogen tank (Praxair, ultrahigh purity, 99.999%). The secondary gas inlet was used 537 

to supply a humidified nitrogen feed by regulating the gas flow using a mass flow 538 
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controller (Sierra SmartTrak 100) and passing the stream through a gas washing bottle 539 

(2 L). The temperature and RH were monitored using high-accuracy thermocouples 540 

and humidity sensors downstream of the TGA chamber. For the measurements in thin-541 

layer geometry, ∼1 mg of the microcrystalline powder sample of MOF-801 was loaded 542 

in the TGA pan. Prior to the adsorption measurement in the TGA, microcrystalline 543 

MOF-801 sample was activated under dry nitrogen flow (176 mL min−1) at 150 °C, 544 

respectively, until the weights of MOFs do not have noticeable changes. After 545 

activation, the samples were cooled down to 30 °C under dry nitrogen flow (176 mL 546 

min−1). Immediately after 30 °C was reached, the adsorption measurement was 547 

started. The temperature during the adsorption was kept constant at 30 °C, and the 548 

RH was kept at 8 %. 549 

 550 

5. Correlative FWM and CARS imaging for probing water inside MOF-801 551 

The water distribution between MOF-801 crystals was visualized by multimodal 552 

imaging using two microscopy techniques: four-wave mixing (FWM) and coherent anti-553 

Stokes Raman scattering (CARS). For this, we previously coupled a pulsed near-554 

infrared light source in a home-built scanning Raman microscope23. Briefly, two 555 

synchronized femtosecond laser pulse trains at ω1 = 774 nm and ω2 = 1053 nm serve 556 

to derive the pump and Stokes beams as third-order nonlinear excitation. The pump 557 

beam at 774 nm has a pulse duration of about 150 fs. The spectrally broadened Stokes 558 

beam was derived by super-continuum generation in a PCF at 1053 nm. Both pulse 559 

trains were recombined and coupled into the scanning microscope collinearly with the 560 

CW laser. The details on optical elements controlling the chirp, polarization, intensity, 561 

and beam shape have been outlined previously23. At given temporal and spatial 562 

overlap between both excitation sources within the MOF-801 sample, a nonlinear 563 

resonance at 2ω1 – ω2 can be detected in epi-direction by decoupling the signal from 564 
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the excitation via a dichroic mirror (zt532/NIRrpc; AHF, Germany) and spectral filtering 565 

via a bandpass filter (HQ 620/60 M; AHF, Germany) before avalanche photodiodes 566 

(Count Red; LaserComponents). Scanning of the sample is achieved using an XYZ 567 

piezo stage (BIO3.200; PiezoConcept).  568 

FWM is a third-order nonlinear process that occurs independently of molecular 569 

transitions present in the sample. In presence of a vibrational or electronic resonance, 570 

the FWM signal is strongly enhanced and dominated by either coherent Raman 571 

scattering (CARS) or stimulated parametric emission, respectively. We employed 572 

polarization-dependent CARS (pCARS), to separate the vibrational response of the 573 

material from the unspecific FWM background by tuning the relative polarization angle 574 

between the linearly polarized exaction beams. An additional polarizer in front of the 575 

detector allows for selecting between CARS and FWM signal. To address the OH 576 

stretch band around 3400 cm-1, we made use of spectral focusing23 by chirping the 577 

Stokes beam within an 20 cm SF6 glass rod and temporally overlapping the pump 578 

beam with corresponding spectral components of the Stokes beam. FWM microscopy 579 

at ~ 612 nm used the temporal overlap with non-resonant components around 1050 580 

nm.  581 

Scan times per image were 180 s with an average beam power of 24 and 20 mW in 582 

front of the objective for pump and Stokes pulses respectively. CARS, as well as FWM 583 

images were scanned with 500 x 500 pixels, a step size of 180 µm and accumulated 584 

over 3 repeats.  585 

 586 

Data availability 587 

The data that support the findings of this study are available from the corresponding 588 

authors upon reasonable request.  589 

 590 
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Code availability 591 

The codes used for quantifying water uptake by Raman spectroscopy are available 592 

from the corresponding authors upon reasonable request. 593 

 594 
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Additional Information 703 

1. Extended Data 704 

 705 

Extended Data Figure 1. a) Raman spectra of water and MOF-801 under saturating humidity. At high 706 

relative humidity the adsorbed water molecule do not sense the surrounding host material. Their Raman 707 

signature equals the one of liquid water. b) Scanning electron microscopy (SEM) of regular crystals and 708 

polycrystalline particles. Scale bars 5 µm. c, d) Bright-field (BF) and four-wave mixing (FWM) images of 709 
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(c) regular single crystals and (d) polycrystalline particles. Scale bars 5 µm. Measurement details can 710 

be found in Material section 5. e, f) Adsorption and desorption Isotherms of MOF-801 determined (e) 711 

at the SC level and (f) in bulk via TGA. Measurement details can be found in Material section 3 and 4. 712 

g) Time course of water attachment after switching from 0 to 8 %RH or reverse on a time window of 300 713 

sec. Time point 0 represents the exposure to the altered relative humidity. Both data sets represent the 714 

mean and standard deviation over 5 crystals.  715 

 716 

2. Supplementary Information 717 

The supplementary text comprises three sections: (1) it presents a summary of the 718 

uptake mechanism in MOF-801 and the implemented fit model for monitoring the 719 

uptake of water as function of time or humidity. (2) It gives a detailed description and 720 

derivation of quantitative monitoring of water uptake by Raman spectroscopy. (3) It 721 

details the results on polycrystalline MOF-801 particles characterized by single-crystal 722 

X-ray diffraction. 723 
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Supplementary Notes 
 

Supplementary Note 1: Uptake mechanism description and fit model 
 

1.1 Kinetic curve fit model 

For monitoring the water uptake over time in MOF-801, Raman spectra were taken in the 
center of single MOF-801 crystals. The kinetic series were recorded within a 20 s acquisition 
time window, with t = 0 s being the time point, at which the sample chamber is either exposed 
to humid air or to pure N2. Since spectra at every frame represent the average over the kinetic 
process during the acquisition time, the respective time points are chosen as the midpoint 
between the start and end time point of the frame (Supplementary Figure S1), while the first 
frame lasting from t = - 20 s to 0 s was exceptionally set as data point tkinetic = 0 s. The second 
frame time from 0-20 s was set as tkinetic = 10 s, the third frame time from t = 20 to 40 s as 
tkinetic = 30 s, etc., continuing until tkinetic = 250 s usually.  

 

Supplementary Figure S1: Data processing for kinetic series. Schematics of the data processing 
for determining the uptake kinetics in MOF-801 from a series of Raman spectra as function of time. The 
conversion of Raman spectra to quantitative amount of uptaken water is identical as described for the 
isotherm curves (cf. Supplementary Note 5). 

The kinetics (Figure 3c and d) of water uptake in type 1 and type 2 crystals was always 
determined for 5 single MOF-801 particles of both types each and represented as average 
increase plus standard deviation. The RH in the humid air flow deviated by 0.5 %RH maximally 
(e.g.., 8.0 ± 0.5 %RH) during kinetic measurements on different crystals, days, and slightly 
unbalanced changes in flow rate at the start of the measurement. All kinetic data sets were 
scaled between the minimum (relative uptake := 0 %) and maximum (relative uptake := 100 %). 
The average value and standard deviation per relative humidity were calculated for both types. 
The data were empirically fitted with a dual-step Avrami model 1,2 based on the findings of 
Martell et al. 3, taking the cooperative binding of water (see Supplementary Note 1.2) and 
transformation from gas to liquid phase into account: 
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4
𝑉6,7
𝑚97:

; (𝑡>?@AB?C) = 	 G𝑤I ∙ K1 −	𝑒O(>P∙BQRSTURV)
SPWX	

																																			+	G𝑤, ∙ K1 −	𝑒O(>Z∙BQRSTURV)
SZWX 

Eq. (1.1) 

Here, 𝑤[ represents the relative amount of adsorbate per single step at pseudo-equilibrium, 𝑘[ 
the temperature-dependent, ‘Avrami rate’ constant, and 𝑛? the Avrami exponent. The linear 
combination of Avrami functions allows for empirically modeling the two-step cooperative 
binding of water. It summarizes individual steps of water binding (that are taking place in 
parallel; see Supplementary Note 1.2) in average rate constants describing the initial binding 
steps (seed formation for water bridging / first wetting of the dry framework), consecutive pore 
filling by water molecules (nucleation) and final growth of different nucleation sites into each 
other.  

For the desorption curve, the fit needed to be modified to a one-step Avrami model by fixing 
𝑤, ∶= 0 to address the more direct desorption behavior observed (see Extended Data Figure 
5f). A more detailed study of the desorption mechanism will be the prospect of future research.  
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1.2 Water adsorption isotherm curve fit model 

MOF-801 features a multi-step mechanism for water uptake 4 with binding sites in tetrahedral 
and octahedral cages(Supplementary Figure S2). The following paragraph describes the 
underlying modeling to quantify the total amount of water molecules 𝑁6,7 per asymmetric unit 
cells in MOF-801 in order to explain the observed adsorption isotherms and quantify the total 
uptake of water at the single-crystal level. 

 

Supplementary Figure S2: Water binding sites in tetrahedral cages (a, b) and the octahedral cage (c) 
in an asymmetric unit cell of MOF-801. 

Based on SC-XRD, binding sites of water in an asymmetric unit cell were identified. Overall, 
the asymmetric unit cell contains two complete Zr2O6(OH)4 clusters. Using these clusters as 
vertices, four tetrahedral cages (3 x Cage A and 1 x B) and two octahedral cages (Cage C) 
are formed (Supplementary Figure S3). In cage B and C, 8 water molecules form a cubic 
cluster, while in cage A, 7 water molecules form an incomplete cube.  

 

Supplementary Figure S3: Overview of the water binding sites in the tetrahedral cages (a, b) and 
the octahedral cage (c) and their multiplicity per asymmetric unit cell. 

Knowing about the number of binding sites as well as about the binding mechanism, we can 
express the number of adsorbed water molecules 𝑁6,7 per asymmetric unit cell as a function 
of the RH using the equilibrium constants. A model based on linear combinations of Klotz 
equations was created that can be used to fit MOF-801 isotherms. The Klotz equation was 
originally developed to describe an adsorption process with 𝑁 binding sites, where only the 
first binding step is different in binding constant 5. The model was adapted to describe the 
binding in one asymmetric unit cell of MOF-801 with 31 distinct binding steps. First, the binding 
events were divided into the binding sites at cage A (tetrahedral) and the cages B and C 
(tetrahedral and octahedral). The water binding in cage A is described by 7 equilibrium 
constants (K1 to K7), each corresponding to a water in the incomplete cube. The binding in 
cage B is coupled with that in the two cage C according to the SC-XRD data, so there are 24 
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equilibrium constants (K8 to K31) describing 24 water molecules in the three cubes. The number 
of bound water in a cage A (𝑁6,7CabAc) and in cage B+2C (𝑁6,7CabAd,,e) can be expressed as:  

𝑁6,7CabAc(𝑥) =
𝐾I𝑥 + 2𝐾I𝐾,𝑥, +⋯+ 7(𝐾I𝐾, …𝐾l)𝑥l

1 + 𝐾I𝑥 + 𝐾I𝐾,𝑥, +⋯+	(𝐾I𝐾, …𝐾l)𝑥l
 Eq. (1.2) 

  

𝑁6,7CabAd,,e(𝑥) =
𝐾m𝑥 + 2𝐾m𝐾n𝑥, + ⋯+ 24(𝐾m𝐾n …𝐾pI)𝑥l

1 + 𝐾m𝑥 + 𝐾m𝐾n𝑥, + ⋯+	(𝐾m𝐾n …𝐾pI)𝑥l
 Eq. (1.3) 

 

Here, 𝑥 is the relative humidity of the surrounding air flow (between 0 and 1). To determine the 
total amount of water molecules 𝑁6,7  as a function of the RH, we need to add up all 
contributions to the four tetrahedral and 2 octahedral cluster. The number of water molecules 
𝑁6,7(𝑥) within the asymmetric unit cell as a function of the RH reads as 

𝑁6,7(𝑥) = 	3 ∙ 	𝑁6,7CabAc(𝑥) 	+	𝑁6,7CabAd,,e(𝑥) Eq. (1.4) 
 

However, creating a fit model with 31 open parameters using isotherms will suffer from 
overfitting issues. In order to simplify the model, we reduce the whole binding mechanism into 
5 chemically distinct events (involving multiple binding of water molecules simultaneously), 
each has a unique value of K: The first three events comprise water binding to tetrahedral cage 
A and B: (1) binding to the metal-oxide cluster at the µ3-O site (Kµ3-O); (2) binding to metal 
bound hydroxyl groups, µ3-OH(Kµ3-OH); and (3) bridging of the previous binding sites into cubes 
or incomplete cubes in the tetrahedral cages (Ktc). The next two events occur in the octahedral 
cage C: (4) nucleation (Kd) nearby cage B and (5) further growth into cubes (Kdc). (cf. 
Supplementary Table T1, Supplementary Figure S4). 

 

Supplementary Figure S4: Schematic of the adsorption of water in MOF-801 crystals based Furukawa 
et al.4 Kx describes the respective binding constant for the chemically distinct binding events per 
asymmetric unit cell.  
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To convert the number of molecules per asymmetric unit cell into the uptake as volume water 
(cm3) per mass MOF-801 (g), a scaling factor is calculated. Given that each asymmetric unit 
cell contains 2 metal clusters and 12 organic linkers, its chemical formula becomes 
Zr16O64C48H32 and the corresponding molecular weight is 2727.4 g/mol. Combining with the 
volume of water vapor (2.241 × 104 cm3/mol), one water molecule bound to an asymmetric unit 
cell corresponds to a water uptake of 8.22 cm3/g.   

The model describes measured adsorption isotherms of MOF-801 with the five distinct 
equilibrium constants as fit parameters as Eq. 1.5: 

𝑉6,7
𝑚97:

= 	𝑁6,7(𝑅𝐻) ∙ 8.22 Eq. (1.5) 

 

Supplementary Table T1: Equilibrium constants of the fit model describing water uptake in MOF-801 
per asymmetric unit cell. 

 Kµ3-O Kµ3-OH Ktc Kd Kdc 
K1 2     
K2 1/2     
K3  2    
K4  1/2    
K5 – K7   1   
K8 2     
K9 1/2     
K10  2    
K11  1/2    
K12 – K15   1   
K16    4  
K17    3/2  
K18    2/3  
K19    1/4  
K20/K24/K28     4 
K21/K25/K29     3/2 
K22/K26/K30     2/3 
K23/K27/K31     1/4 
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Supplementary Note 2: Quantitative water uptake and kinetics of MOF-801 via Raman 
spectroscopy 
Raman scattering provides detailed spectroscopic fingerprint information of the targeted 
material, but it is an inherently weak process 6. Concomitantly, the recorded spectral signature 
of a Raman scattering process is often dominated by other processes, such as Rayleigh 
scattering, straight light, and/or autoluminescence by the investigated sample itself. Hence, 
measured spectra frequently show additional contributions, such as background and unstable 
baselines. The following paragraph describes the spectral background correction of recorded 
Raman spectra, the determination of uptaken water compared to MOF-801 within the detection 
volume, as well as their quantitative analysis. All data analysis was carried out using home-
written Matlab scripts (Matlab 2018b, The MathWorks, Inc; Natick, MA, USA).  

 

2.1 Initial Background correction 

Mathematical pre-processing was used to eliminate baseline drifts, offset, and background. 
First of all, recorded Raman spectra were corrected against cosmic rays by Andor Solis for 
Imaging V4.30 (Oxford Instruments). Next, Rayleigh scattering and spurious background were 
removed by polynomial fitting. The background data was automatically approximated by a 
quadratic function in the region without Raman resonances between 2595 – 2620 cm-1 and 
3760 – 4190 cm-1 and subtracted prior to further analysis (Supplementary Figure S5a).  

 

2.2 Determining the intensity of selected Raman resonances  

Spontaneous Raman scattering scales linearly with the number of Raman active molecules 
within the confocal volume 7. Hence, Raman signatures of two species, such as water and 
MOF-801, add up linearly. For non-overlapping Raman resonances, the strength of a 
vibrational transition 𝐴waxa@	yAa> is directly proportional to the sample concentration. It is given 
by the area under the background-corrected Raman spectrum and reads as (Eq. 2.1) 

𝐴waxa@	yAa> = z 𝐼waxa@(𝜈})
~�Z

~�P
	𝑑𝜈} Eq. (2.1) 

with 𝜈}I and 𝜈}, being the lower and upper wavenumber of a selected peak. The uncorrected 
strength of the CH and OH stretch vibration is given by (Supplementary Figure S5b) 

𝐴76 = z 𝐼waxa@(𝜈})
p���	Cx�P

pI��	Cx�P
	𝑑𝜈} Eq. (2.2) 

𝐴e6,�a� = z 𝐼waxa@(𝜈})
pI��	Cx�P

pIp�	Cx�P
	𝑑𝜈} Eq. (2.3) 

While the Raman signature of water above 3150 cm-1 is well separated from the characteristic 
peaks of MOF-801, it still overlaps with the CH stretch vibration around 3000 cm-1 (Figure 2b, 
leading to an increasing offset of the CH signature with increasing relative humidity (RH). We 
take this contribution into account by: (i) modeling the shape of the OH stretch vibration of pure 
water, (ii) approximating the Raman spectrum of humid MOF-801 in the spectral region above 
3200 cm-1 by the model function, and (iii) determining and subtracting the background 
contribution of water to the CH stretch vibration of the material.  
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For modeling the Raman signature of pure water, we first approximated the shape of the OH 
stretch vibration by a linear combination of two Gaussian functions with a χ2 of nearly 1 
(Supplementary Figure S5c). 

𝑓(𝜈}) = 𝐶 ∙ �𝐵I ∙ exp �−
(𝜈} − 𝜇I),

2𝑤I,
� +	𝐵, ∙ exp �−

(𝜈} − 𝜇,),

2𝑤,,
�� Eq. (2.4) 

While keeping the model parameter, i.e., the Gaussian amplitudes 𝐵?, center positions 𝜇?	and 
widths 𝑤?, fixed, we approximated the water content in MOF-801 afterward by linearly scaling 
the determined model function 𝑓  with a factor 𝐶  to the recorded Raman spectrum of the 
material. From the obtained fit-function 𝐼�?B,76	�Aa>  describing the water contribution being 
present in MOF-801, we deduced its background contribution to the uncorrected CH signature 
𝐴e6,�a�   

𝐴76	db,�?B = z 𝐼�?B,76	�Aa>(𝜈})
pI��	Cx�P

pIp�	Cx�P
	𝑑𝜈} Eq. (2.5) 

  
𝐴e6 = 	𝐴e6,�a� − 𝐴76	db,�?B Eq. (2.6) 

After subtraction, the corrected intensity of the CH stretch vibration 𝐴e6  can serve as a 
measure for the amount of the bare MOF material within the confocal volume. (Supplementary 
Figure S5d). 

 

Supplementary Figure S5: Schematic of the background correction and determination of 
selected Raman intensity a) The acquired spectra of MOF-801 are background-corrected by 
subtracting a quadratic background. b) The raw Raman peak strength of the OH stretch and the CH 
stretch vibration is calculated. c) To correct the CH-stretch vibration, a fit function modeling the liquid 
water OH-stretch peak is fitted to the spectrum. d) Using the fit function modeling the spectral shape of 
water, the contribution of the OH peak to the area under the CH peak is determined.   
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2.3 Quantification of water uptake in MOF-801 by Raman spectroscopy  

2.3.1 Connection between Raman intensities and quantitative water uptake 

As Raman scattering scales linearly with the sample concentration, the observed Raman 
intensity 𝐴76	due to OH-stretch resonance of water molecules within MOF-801 should directly 
relate to the total number of water molecules 𝑁6,7 inside the confocal volume. In general, the 
absolute Raman scattering intensity 𝐴 (at the Stokes-Side)  

𝐴 ∝ 𝑁 ∙
𝐼𝐿
𝜇
∙

(𝜈𝐿 − 𝜈)4

𝜈 ∙ 41 − 𝑒−	
ℎ𝜈
𝑘𝑇;

∙ [45K𝛼′𝑎W
2
+ 7K𝛾′𝑎W

2
] Eq. (2.7) 

is proportional 7,8 to the number of scattering molecules 𝑁 , the excitation intensity 𝐼� , the 
reduced mass 𝜇 of vibrating atoms, the wavelength 𝑐/𝜈�	of the exciting light source, and the 
frequency 𝜈  of the observed Raman resonance. Moreover, it depends linearly on the 
temperature 𝑇 following a Boltzmann distribution and quadratically on the vibration-induced 
change in polarizability 𝜕𝛼

𝜕𝑞
 of the material, that can be related to the mean invariant 𝛼£a and 

anisotropy invariant 𝛾£a  of the polarizability tensor. It describes the polarization-orientation 
dependency of the material, which is negligible for freely vibrating water molecules and 
frequently found to be phase independent 9. 

To automatically quantify the water uptake in MOF-801, we need a constant, calibrated 
conversion factor that relates the measured Raman intensity of the OH stretch vibration to the 
number of adsorbed water molecules. For constant experimental conditions, i.e., identical 
observation range, detection and excitation geometry, we can limit the dependencies on the 
OH-stretch signal according to Eq. 2.7 to 1) the temperature 𝑇, 2) the wavelength 𝜈� , 3) 
polarization 𝑃 of the excitation laser / orientation of water molecules in the crystal, 4) the 
excitation intensity of the laser at the confocal volume 𝐼� , and 5) the number of water molecules 
in the confocal volume NH2O, which influence our experiment with different strength: 

1) The laboratory is equipped with active temperature control, ensuring temperature stability 
of < 0.2 °C over 24 h. With an average lab temperature of 23.3 °C, the Boltzmann-associated 
scaling factor varies only on 33 digits after the comma for changes in lab temperature. The 
heating of the material by the visible, incident laser excitation at 532 nm was further on not 
observed as expected for the non-absorbing host material 10. 

2) The diode-pumped laser at 532 nm serving as excitation laser features a line width of 
< 1 MHz and wavelength stability of < 1 pm over 8 hours. Changes in excitation laser 
wavelength can hence be excluded. 

3) MOF-801 has a cubic unit cell with space group Pn-3. It is highly symmetric, i.e., the effect of 
polarization of the incident laser light 𝐼�  on the linker Raman spectrum is expected to be little. 
Water molecules adsorbed inside the MOF framework have varying orientations and can 
rotate. Therefore, no influence of the polarization is expected on the OH-stretch vibration. 
Indeed, we found no significant shift in the spectrum of humid MOF-801 when the polarization 
of the excitation beam is rotated by 90° (Supplementary Figure S6). Therefore, any influence 
of the incident laser polarization can be neglected. 
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Supplementary Figure S6: Polarization dependency of the OH and CH-stretch vibration in MOF-
801. Raman spectrum of MOF-801 with p-polarization (blue) and s-polarization (black) after rotating the 
linear polarization of the excitation laser by 90° by a half-wave plate. Including a fixed detection 
geometry, both spectra are acquired under identical experimental settings otherwise. No polarization 
dependence for the OH- and CH-stretch vibrations are observed. 

4) The excitation intensity depends on the deposited laser power of the excitation laser within 
the confocal volume. Since the laser system features a low noise level (<0.25% RMS) and 
power stability (< 0.3 %), the scattering by the MOF-801 crystal is the major source causing 
changes in the exciting laser intensity and detection efficiency. At the same time, a decrease 
in laser intensity also affects the signature height of the CH-stretch vibration, as expected with 
a linear dependency on the laser power: 

𝐴e6;	𝐴76 ∝ 	 𝐼�  Eq. (2.8) 

We, therefore, introduced a ratiometric approach (see below) to correlate the ratio of the 
Raman peaks 𝐴76/𝐴e6 directly to the number of molecules in the confocal volume and correct 
for changes in absolute intensity.  

5) The ratio of Raman peak strength of OH to CH-stretch vibration can be related to the uptake 
in cm3 per gram of MOF-801. For the following, we take the laser intensity for all materials in 
the confocal volume as constant and will discuss the influence of scattering again for the 
calibration measurements (Supplementary Note 2.3.3). We can relate the amount of a given 
material in the confocal volume, i.e., the number of scattering molecules 𝑁¦  to their 
corresponding Raman peak strength 𝐴¦ by a conversion factor c𝑓waxa@yAa>. 

𝑁¦ = 	c𝑓waxa@yAa> ∙ 𝐴¦ Eq. (2.9) 
 

For ease of reading, we expressed the number of scattering particles 𝑁¦ as the substance 
amount 𝑛¦ by applying the Avogadro constant 𝑁c in the following paragraph.  

𝑁¦ = 	𝑛¦ ∙ 𝑁c Eq. (2.10) 
  

For quantifying the water uptake, we describe the uptake as the amount of water volume per 
mass MOF-801, which again is a function of the substance amount 𝑛¦: 

𝑉6,7
𝑚97:

= 	

𝑚6,7
𝜌6,7
𝑚97:

	= 	
𝑛6,7 ∙

𝑀6,7
𝜌6,7

𝑛97: ∙ 𝑀97:
 Eq. (2.11) 
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Here, 𝑀¦  is the molecular weight of material 𝑥 , and 𝜌6,7  is the density of water at the 
measurement temperature of 23.3 °C. For a given molecular weight and density of water-free 
MOF-801 (𝜌6,7 =	1.592 mg/mm3; see Ref. 11), we can relate the volume per weight of MOF-
801 to the Raman signatures of guest and host by combining Eq. 2.09 - 2.11 to 

𝑉6,7
𝑚97:

= 	
𝐴76
𝐴e6

∙
𝑐𝑓6,7
𝑐𝑓97:

∙
𝑀6,7

𝜌6,7 ∙ 𝑀97:
 Eq. (2.12) 

Determining the conversion factors is the crucial step in calculating the quantitative water 
uptake from the Raman spectrum of MOF-801. For Raman spectra of MOF-801 and water that 
are collected on the same microscope, with the same excitation wavelength, and the same 
objective (as for all presented spectra), the conversion factors are only dependent on (1) the 
Raman band of the material and (2) the incident laser power. In a broader sense, the same 
material irradiated with the same laser power will always result in the same Raman spectrum 
(with the restrictions from above). The conversion factors 𝑐𝑓6,7  and 𝑐𝑓97: can be considered 
as constant for a fixed excitation laser power for water-free MOF-801 and liquid water. These 
conversion factors 𝑐𝑓6,7  and 𝑐𝑓97:  can be theoretically determined with calibration 
measurements in dry MOF-801 and liquid water excited with the same laser power, based on 
Eq. 2.09 and Eq. 2.10: 

𝑐𝑓6,7 =	
𝑛6,7,Caª
𝐴76,Caª

=
𝜌6,7 ∙ 𝑉C«@�«Caª ∙ 𝑁c
𝐴76,Caª ∙ 𝑀6,7

 Eq. (2.13a) 

𝑐𝑓97: =	
𝑛97:,Caª
𝐴e6,Caª

=
𝜌97: ∙ 𝑉C«@�«Caª ∙ 𝑁c
𝐴e6,Caª ∙ 𝑀97:

 Eq. (2.13b) 

Here, 𝐴¦,Caª is the Raman intensity of the peak 𝑥 according to Eq. 2.2-2.6 from the calibration 
measurement. When combining Eq. 2.12 and 2.13, the expression shortens to: 

𝑉6,7
𝑚97:

= 	
𝐴76
𝐴e6

∙ 	
𝐴e6,Caª
𝐴76,Caª

	 ∙
1

𝜌97:
 Eq. (2.14) 

For an equal excitation intensity, the ratio c¬­,V®¯
c°­,V®¯

 is constant between calibration measurements 

and can be expressed as a simple scaling factor leading to Eq. 2.15: 

𝑉6,7
𝑚97:

= 	
𝐴76
𝐴e6

∙ 	𝛤	 ∙
1

𝜌97:
 Eq. (2.15) 

This scaling factor can be determined twofold with a fairly good agreement: (i) either by 
theoretical modeling of experimental data (see section 2.3.2) or (ii) by using a series of 
calibration experiments (see section 2.3.3). Both methodologies are compared in the following 
paragraph to highlight their strength and deviations for the SC isotherm determination. To 
distinguish between the results, we name them 𝛤B² and 𝛤A¦�. Please note that both parameters 
yield a similar result.  
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2.3.2 Determination of scaling factor 𝛤B² by theoretical calculations and fit 

Knowing about the number and nature of binding sites in MOF-801 (Supplementary Note 2) 
allowed us to describe the total number of adsorbed water molecules (NH2O) per asymmetric 
unit cell as a function of RH via five different equilibrium constants. The uptake as volume 
water (mL) per mass MOF-801 (g) was modeled as a function of the RH. Eq. 1.5 displays the 
relation as derived:  

𝑉6,7
𝑚97:

= 	𝑁6,7(𝑅𝐻) ∙ 8.22 Eq. (2.16) 

Since the ratio c°­
c¬­

 is also only dependent on the RH with 

𝑉6,7
𝑚97:

∝ 	𝑁6,7(𝑅𝐻) ∝
𝐴76
𝐴e6

 Eq. (2.17) 

the same fit model can be applied to approximate the measured ratio of Raman intensities 

𝐴76
𝐴e6

= 	𝑁6,7(𝑅𝐻) ∙ 𝑓�?B Eq. (2.18) 

By inserting Eq 2.15-2.18, we can connect the theoretical and experimental approach 

𝑁6,7(𝑅𝐻) ∙ 8.22 = 	𝑁6,7(𝑅𝐻) ∙ 𝑓�?B ∙ 𝛤B² 	 ∙
1

𝜌97:
 Eq. (2.19) 

and derive the following expression for 𝛤B²: 

𝛤B² = 	
8.22	 ∙ 	𝜌97:

𝑓�?B
 Eq. (2.20) 

As described in the material section accompanying Figure 4f, the ratio of 𝐴76/𝐴e6 at different 
RH was measured on seven different crystals. All data points were combined in one data set. 
The resulting data were fitted (Eq. 2.18) to extract 𝑓�?B, and the standard deviation of the fit.  

With this, 𝛤B² was determined as 𝛤B² = 	0.0938	 ± 0.0041. 
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2.3.3 Determination of scaling factor 𝛤A¦� by calibration measurement 

In comparison to the modeling approach, we equally pursued an experimental determination 
using an external standard procedure. We measured five different areas in completely dry 
MOF-801 and liquid water under identical experimental conditions (Material section 3, SC 
isotherm). Next, we determined the Raman peak strength for the CH stretch vibration in MOF-
801 without water and the OH-stretch vibration of liquid water (Supplementary Note 2.2). For 
both samples completely occupying the confocal volume, which has an identical shape and 
size for both materials, we can derive the following linear scaling factor: 

𝛤A¦�∗ 	= 	
𝐴e6,Caª
𝐴76,Caª

 Eq. (2.22) 

Light, however, is significantly scattered at the interface between air and the MOF crystal while 
this effect is negligible within the water. Due to the extensive scattering, the intensity of the 
laser excitation within the MOF calibration sample is lower than anticipated. Since water 12-14, 
as well as MOF-801 10, barely absorb in the Vis/NIR range, we assign the decrease in 
transmission primarily to scattering and reflection. The incident laser light, as well as the 
created Raman photons, will be scattered differently, depending on their wavelength. This 
prohibits the estimation of the scattering by Rayleigh photons alone. To estimate the correction 
factor against this loss we determined the integrated transmission intensity of a spectrally 
broad light source in MOF-801 compared to water for 15 different areas (Supplementary 
Figure S7).  

 

Supplementary Figure S7: Example of the estimation of the loss in Raman signal intensity due 
to scattering in MOF-801 crystals. Bright-field images of (a) MOF-801 crystals and (b) water were 
acquired with the same settings (light source intensity, camera parameters, height over microscopy 
slide). The areas of interest were selected (inside of white dotted line), and the average intensity of the 
selected areas per pixel (𝐼xAa@) was calculated. In total, 15 areas for MOF-801 and 2 areas for water 
were analyzed. 

We derived the mean transmitted intensity per area 𝐼xAa@,¦ for both media and defined the 
correction factor 𝐿¶CaBBA� between liquid water and MOF-801 as  

𝐿¶CaBBA� =
𝐼xAa@,97:
𝐼xAa@,6,�

 Eq. (2.23) 

The determined correction factor 𝐿¶CaBBA� accounts for the reduction in excitation power and 
hence reduced amplitude of the linearly scaling Raman scattering process taking place in 
adsorbed water (when measured within MOF-801) compared to liquid water.  
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The measured scaling factor can therefore be described as 

𝛤A¦� =
𝐴e6,Caª

𝐴76,Caª	 ∙ 𝐿¶CaBBA�
 Eq. (2.24) 

Since the scattering loss is inducing a significantly higher uncertainty compared to all other 
contributions, the standard deviation of the 15 areas selected to determine 𝐼xAa@,97: alone 
was applied to estimate the uncertainty of 𝛤A¦�.  

With Eq. 2.24, we could calculate 𝛤A¦� = 0.0837	 ± 0.0131. 

 

2.4 Uncertainty of water quantification and error propagation  

2.4.1 General uncertainty of Raman Intensity  

To derive the experimental error when determining the water content in MOF-801, we took the 
mean of all background-corrected spectra of a series with the length i of spectral pixels. Under 
the assumption that the background is spectrally independent, we calculated the standard 
deviation for each spectrum 𝜎¸(𝑖) against the mean within a selected spectral region 𝑠𝑒𝑙 , 
where no Raman resonances are present (𝑥¶Aª = 2495 − 2625 and 3760 − 4190  cm-1 with 
𝐿(𝑥¶Aª) pixels; Supplementary Figure S8): 

𝜎¸(𝑖) = ½
1

𝐿(𝑥¶Aª) − 1
∙ ¾ ¿𝑥¶Aª(𝑗) − 𝑥¶Aª,xAa@(𝑗)¿

,
�(¦ÁT¯)

ÂÃI

 Eq. (2.25) 

 

   

Supplementary Figure S8: Estimation of the white noise-induced measurement uncertainty. a) 
Example series of Raman spectra for isotherm and kinetic curves (grey lines). While water significantly 
changes the Raman signature between 2800 and 3700 cm-1, the spectral signature outside the grey 
area are hardly affected, only seen by changes in background level and structure. When calculating the 
mean of all spectra (blue), we derive the static background inherent to all spectra. b) When comparing 
the background region of every spectrum to the mean, we can approximate the white noise induced 
uncertainty as the standard deviation. 

The intensity 𝐴76(𝑖)	 of the adsorbed water peak is given as integral over the Raman 
resonance, i.e., the sum over Raman signal. The associated error for 𝐴76(𝑖) , 𝜎76(𝑖)  is 
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accumulating over the number of pixels 𝑁76 in the integration range (i.e., 3145 - 3665 cm-1) 
and given using the constant, wavelength-independent error 𝜎¸ by 

𝜎76 =¾ 𝜎76(𝑖)
p���	Cx�P

?ÃpI��	Cx�P
= 𝑁76 ∙ 𝜎¸ Eq. (2.26) 

 

The error 𝜎e6  of the intensity 𝐴e6(𝑖)	 of the CH vibration in MOF-801 can be derived 
accordingly.  

𝜎e6 = 𝑁e6 ∙ 𝜎¸ Eq. (2.27) 
 

We assume no covariance between 𝐴76 and 𝐴e6 yielding the propagated error 𝜎@«?¶A  as 15 

𝜎@«?¶A = 𝜎¸ ∙ Ä
𝐴76
𝐴e6

Ä ∙ Å4
𝑁76
𝐴76

;
,

+ 4
𝑁e6
𝐴e6

;
,

 Eq. (2.28) 

 

2.4.2 Comparison of 𝜎�Aª,6,7, 𝛤B², 𝜎ÆUÇ , 𝛤A¦� and 𝜎ÆTÈÉ 

When comparing the determined scaling factors 𝛤B² and 𝛤A¦�, we found an agreement of both 
values within the margin of error (Supplementary Figure S9a). This is a strong validation of 
the values since both methods followed fundamentally different approaches. That said, the 
experimentally derived calibration factor is smaller with an about four times higher standard 
deviation due to the scattering loss approximation. When determining 𝐿¶CaBBA� 
(Supplementary Note 2.3.3), we found a roughly two-time higher transmission through the 
water compared to the MOF-801 crystals. The chosen method is likely overestimating the 
scattering, leading to the decreased scaling factor compared to the fit-derived value. But even 
a more precise estimation of the amount of scattered light would not significantly reduce the 
large standard deviation since every crystal has a wide variety of scattering possibilities, e.g., 
due to the exact measurement position in a crystal.  

Therefore, the scaling factor used for the presented data of this work was the one derived from 
the theoretical approach: 

𝛤B² = 	0.0938	 ± 0.0041. Eq. (2.29) 

To determine the origin of the uncertainty of this scaling factor, we compared the noise-induced 
standard deviation 𝜎@«?¶A  (Supplementary Note 2.4.1) for both scaling factors. For 
comparison, we expressed the values as uncertainty in percent of the respective data points: 

Uncertainty δ = (standard deviation / data point value) ∙ 100 Eq. (2.30) 

Since the noise-induced uncertainty can vary between data points, we plotted the mean over 
37 data points from 6 different SC isotherms.  
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Supplementary Figure S9: Reliabiity of conversion factor. a) Determination of the conversion factor 
𝛤 using the fit model (left) and calibration measurements (right). The error bars represent the mean 
value and standard deviation as specified in Supplementary Note 2.3. b) Comparison of the uncertainty 
in determining the conversion factor 𝛤. From left to right: 𝛿𝑛𝑜𝑖𝑠𝑒ÌÌÌÌÌÌÌÌ is the uncertainty induced by spectral 
noise for the uptake-averaged over 37 data points. 𝛿B² denotes the uncertainty of the scaling factor 
derived by fitting, while 𝛿A¦� denotes the one derived from the calibration measurements.  

It was found that the uncertainty of the approximated conversion factor 𝛤B² is nearly equal to 
the noise-induced uncertainty observed in Raman spectra, while the experimentally derived 
uncertainty 𝛤A¦� is significantly higher (Supplementary Figure S9b). For 𝛤B², this is a good 
indication that the selected method for the fit is a valid interpretation of the Raman spectra and 
the underlying uptake mechanism. Furthermore, these findings give encouraging indications 
that additional noise reduction by advanced chemometric methods, such as principal 
component analysis 16,17, can further enhance the robustness of our method. 
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Supplementary Note 3: SC-XRD on polycrystalline MOF-801 particles 
Monocrystalline MOF-801. A MOF-801 single-crystal of 5 × 5 × 5 μm was taken from the 
synthesized batch and mounted on the diffractometer. The measured, raw data were 
processed with the Bruker APEX3 software package18. The data were first integrated using the 
SAINT V8.38A software and then corrected for absorption with SADABS 2016/2 routines19.  

 

Supplementary Figure S10: SC-XRD example of a regular MOF-801 crystal. The Circle represents 
the resolution of 0.8 Å. 

 

The structures were solved by intrinsic phasing (SHELXT-2018/03) and the refinement was 
done by full-matrix least-squares on F2 (SHELXL-2018/03), using the Olex2 software 
package20-22. In line with literature, MOF-801 has a cubic unit cell with space group Pn-3. 

 

  

 

Supplementary Figure S11: Structure of MOF-801 single crystal. Thermal Ellipsoids are drawn with 
50% probability. Zr Oxide clusters are represented in dark blue, linker molecules in gray, and red 
elements sketch the oxygen atoms of the connecting carboxy groups of the fumarate linker.  
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The data quality was influenced by the limited diffraction ability from the crystal. The resolution 
was cut off to 1 Å, and the Rint of the full data was 16.64%. The atoms of MOF-801 was refined 
anisotropically, except the μ-3 oxygen atoms always failed, mostly because the limited 
resolution is not able to distinguish the disorders clearly23. H5A and H6B were fixed by 
command HFIX 13 to fit the pseudo-tetrahedral geometry of oxygen. Despite the limited quality 
of the structural solution, the skeleton of the chemical structure clearly matched with the 
structure of MOF-801. 

 

Polycrystalline Particles. A minor fraction of MOF-801 particles is polycrystalline (about 10%  
of particles per field of view in SEM). To characterize their nature, we carried out SXRD on 
several particles. Two representative examples are described in the following: 

 

 

Supplementary Figure S12: SXRD examples of polycrystalline particles. Electron diffraction pattern 
of polycrystalline sample 1 (top) and 2 (bottom) of MOF-801. The Circle represents the resolution of 
0.8 Å.   
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Polycrystalline sample 1 of MOF-801 was around 2 × 3 × 2 μm in size. Its diffraction pattern 
showed discrete diffraction peaks in the frames (Supplementary Figure S12; top), indicating 
that it was composed of a countable number of single-crystalline domains. The twin domains 
were searched with CELL_NOW and eventually, 8 domains of MOF-801 were identified 
(Supplementary Table T2). The five largest domains had sufficient numbers of diffractions to 
determine the Bravais lattice followed by unit cell refinements, while the last three domains did 
not. 

Supplementary Table T2: Summary of parameters of polycrystalline sample 1 from the crystallographic 
data.  

Domains Bravais 
Lattice 

Unit cell [a, b, c / Å; α, 
β, γ / ° ] 

Figure of 
Merit 

Rotation axis 
(relative to 
domain 1) 

Angle of 
rotation / ° 

Domain 1 cP a = 17.857(9) 0.230 - - 

Domain 2 cP a = 17.836(5) 0.277 [-0.788  1.000 
-0.954] 134.4 

Domain 3 cP a = 17.845(7) 0.281 [1.000  0.661 
-0.378] 159.5 

Domain 4 cP a = 17.855(12) 0.328 [-0.505  1.000  
0.507] 179.1 

Domain 5 cP a = 17.880(5) 0.366 [1.000  0.954 
-0.584] 159.7 

Domain 6 - 
a = 17.799, b = 17.871, 
c = 17.871;    α = 90.05, 

β = 89.72, γ = 90.28 
0.431 [0.525 -0.984  

1.000] 144.5 

Domain 7 - 
a = 17.799, b = 17.871, 
c = 17.871;    α = 90.05, 

β = 89.72, γ = 90.28 
0.504 [0.549 -0.832  

1.000] 80.7 

Domain 8 - 
a = 17.799, b = 17.871, 
c = 17.871    α = 90.05, 

β = 89.72, γ = 90.28 
0.192 0.926 -0.635  

1.000 155.8 
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Polycrystalline sample 2 was around 8 × 3 × 2 μm in size and examined by SXRD. Similar to 
polycrystalline sample 1, the diffraction of polycrystalline sample 2 showed discrete diffraction 
peaks in the frames (Supplementary Figure S12; bottom), indicating it was composed of a 
countable number of single-crystalline domains. The twin domains were searched with 
CELL_NOW, and eventually, 10 domains that all matched the unit cell of MOF-801 were 
identified. The five largest domains had sufficient numbers of diffractions to determine the 
Bravais lattice followed by unit cell refinements, while the last 5 domains did not 
(Supplementary Table T3). 

 

Supplementary table T3: Summary of parameters of polycrystalline sample 2 from the crystallographic 
data.  

Domains Bravais 
Lattice 

Unit cell [a, b, c / Å; α, 
β, γ / ° ] 

Figure of 
Merit 

Rotation axis 
(relative to 
domain 1) 

Angle of 
rotation / ° 

Domain 1 cP a = 17.879(9) 0.294 - - 

Domain 2 cP a = 17.876(7) 0.352 [-0.195  1.000 
-0.195] 155.0 

Domain 3 cP a = 17.879(12) 0.277 [1.000  0.304  
0.460] 144.2 

Domain 4 cP a = 17.897(6) 0.267 [1.000  0.854  
0.080] 176.1 

Domain 5 cP a = 17.867(11) 0.302 [1.000 -0.314  
0.943] 173.2 

Domain 6 - 
a = 17.846, b = 17.875, 
c = 17.917;    α = 89.94, 

β = 90.13, γ = 90.01 
0.335 [1.000  0.456  

0.441] 147.0 

Domain 7 - 
a = 17.846, b = 17.875, 
c = 17.917;    α = 89.94, 

β = 90.13, γ = 90.01 
0.397 [0.042  0.794  

1.000] 57.0 

Domain 8 - 
a = 17.846, b = 17.875, 
c = 17.917;    α = 89.94, 

β = 90.13, γ = 90.01 
0.350 [0.472  1.000 

-0.152] 163.9 

Domain 9 - 
a = 17.846, b = 17.875, 
c = 17.917;    α = 89.94, 

β = 90.13, γ = 90.01 
0.389 [-0.084  1.000 

-0.478] 138.1 

Domain 10 - 
a = 17.846, b = 17.875, 
c = 17.917;    α = 89.94, 

β = 90.13, γ = 90.01 
0.365 [0.625 -0.639  

1.000] 178.7 
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Supplementary Figures 
 

 
Supplementary Figure S13: Data to Figure 3a. Overview plot of underlying data sets for SC isotherms 
of monocrystalline (Type 1) and polycrystalline (Type 2) MOF-801 particles. The colored lines represent 
the mean fit curve over N = 7 (Type 1) and N = 5 (Type 2) particles.  

 

 

Supplementary Figure S14: Data to Figure 3c. Overview plot of underlying data sets for SC kinetics 
data of monocrystalline (Type 1) and polycrystalline (Type 2) MOF-801 particles. The colored lines 
represent the mean fit curve over N = 5 particles each.  
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Supplementary Figure S15: Apparent shape of an octahedral crystal at different imaging planes. 

 

 

 

Supplementary Figure S16: Adsorption at 8%RH for different flow rates. No significant difference 
in uptake kinetics was observed.  
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a b s t r a c t

Amongst other threats, the world’s oceans are faced with man-made pollution, including an increasing
number of microparticulate pollutants. Sponges, aquatic filter-feeding animals, are able to incorporate
fine foreign particles, and thus may be a potential bioindicator for microparticulate pollutants. To address
this question, 15 coral reef demosponges sampled around Bangka Island (North Sulawesi, Indonesia)
were analyzed for the nature of their foreign particle content using traditional histological methods,
advanced light microscopy, and Raman spectroscopy. Sampled sponges accumulated and embedded the
very fine sediment fraction (<200 mm), absent in the surrounding sand, in the ectosome (outer epithelia)
and spongin fibers (skeletal elements), which was confirmed by two-photon microscopy. A total of 34
different particle types were identified, of which degraded man-made products, i.e., polystyrene, par-
ticulate cotton, titanium dioxide and blue-pigmented particles, were incorporated by eight specimens at
concentrations between 91 and 612 particle/g dry sponge tissue. As sponges can weigh several hundreds
of grams, we conservatively extrapolate that sponges can incorporate on average 10,000 microparticulate
pollutants in their tissue. The uptake of particles, however, appears independent of the material, which
suggests that the fluctuation in material ratios is due to the spatial variation of surrounding micropar-
ticles. Therefore, particle-bearing sponges have a strong potential to biomonitor microparticulate pol-
lutants, such as microplastics and other degraded industrial products.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Microparticulate pollutants (later referred to as “micro-
pollutants”) are a threat to inhabitants of the world’s oceans. Here,
we define micropollutants as man-made substances, or products of
their subsequent degradation, smaller than 5 mm in size. They are
introduced into the environment and are potentially harmful to
organisms, for instance as microplastics, textile fibers, and partic-
ulate toxins that leach from household and cosmetic products (Dris
et al., 2016; Auta et al., 2017; Rochman 2018). Because traditional

sieving techniques fail to assess the very fine particulate fraction
(<200 mm) adequately (Lindeque et al., 2020), the main question
driving this research is whether potential bioindicators for such
anthropogenic micropollutants can be identified among marine
organisms.

Sponges (Phylum Porifera) are aquatic benthic animals, which
are geographically widely spread (Bell 2008). They consumemainly
dissolved organic carbon (DOC), prokaryotes and ultra-
phytoplankton (<10 mm) by filtering fine particles from the ambient
water (Yahel et al., 2006). They incorporate particles following two
main paths (1) phagocytosis by choanocytes (i.e., cells that generate
the water flow in the sponge body through the beating activity of
their flagellum, organized in chambers): and (2) endocytosis
through the exopinacoderm (i.e., external cells forming the outer-
most body layer) (Willenz and van de Vyver 1982; Teragawa 1986a;
Hammel and Nickel 2014). Exopinacocytes may incorporate parti-
cles as big as 2 mm diameter, which deposited on the outside of the
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animal on the ectosome (Cerrano et al., 2002). Such microparticles
are thought to subsequently be transported by ameboid mesohyl
cells from the ectosome towards sites of skeletogenesis in non-
spiculated demosponges (Teragawa 1986a). Foreign microparti-
cles provide sponges with strength and support their growth
(Teragawa 1985). Theymay also serve for protection (Burns and Ilan
2003) and anchorage to the substrate (Cerrano et al., 2002);
Teragawa (1986b). However, mechanisms behind particle incor-
poration, retention and rejection in sponges are not fully under-
stood yet. Nonetheless, we hypothesize that the fluctuation in
material ratios incorporated by sponges is due to the spatial vari-
ation of surrounding microparticles; therefore, sponges may
incorporate man-made micropollutants if present in their imme-
diate environment and be viable models for biomonitoring such.

To address this issue, we carried out a combination of field and
laboratory studies. The sampling of sponges was conducted in
Indonesia since it is known to be a hotspot for land-based pollution
in the middle of the Coral Triangle (Eriksen et al., 2014). We used
histological methods, such as (nonlinear) light microscopy, as well
as Raman spectroscopy for five poriferan species from Bangka Is-
land (North Sulawesi, Indonesia) to address the following three
questions: in which structure(s) do particles accumulate? what
kind of particles do sponges incorporate (diversity)? do sponges
have the potential tomonitor microparticulate pollutants? Findings
from this study contribute to fill a knowledge gap on particle
incorporation by sponges, regarding accumulation areas and di-
versity of incorporated particles. Moreover, our study suggests that
sponges are promising aquatic bioindicators for microparticulate
pollutants, such as microplastics and other degraded industrial
products.

2. Material and methods

2.1. Site of study and sample collection

The field work took place at Coral Eye Resort on thewest coast of
Bangka Island (Kabupaten Minahasa Utara, Perairan Likupang),
Sulawesi Utara, Indonesia, between March 17th and April 12th,
2019, to assess the plastic contamination in marine sponges
(research permit holder: Elsa Girard; SIP no.: 97/E5/E5.4/SIP/2019).
The sampling area spanned approximately 7 km2 and specimens
were sampled at two different locations: Coral Eye house reef South
and North from the jetty (Supplementary material Fig. S1; Tab. S1).
Non-lethal sponge samples (n ¼ 15) of fragments of maximum
8 cm3 tissue were taken from five abundant sponge species (3
specimens collected per sponge species, later referred to as “trip-
licate”) known to naturally incorporate foreign microparticles. The
sample collection was done at water depth between 1 and 3 m
below the lowest tide using a stainless-steel diving knife. Collected
samples were preserved in two aliquots: 96% ethanol for DNA
barcoding and 4% formaldehyde for histology and spectroscopy. An
in situ picture of each specimen was taken, showing the macro-
morphological features of the species. Molecular, histological and
Raman spectroscopy analyses described below were performed on
all 15 sponge samples.

In addition, one sand sample from Coral Eye Resort was
collected for comparison in the intertidal zone near the jetty (later
referred to as “beach sand”) using a polyethylene terephthalate
(PET) plastic bottle. A random subsample of the sand was trans-
ferred into a 1.5 mL Eppendorf microtube (Eppendorf AG,
Hamburg) using a metal spatula. The beach sand was prepared for
Raman spectroscopy the sameway as the sponge sampleswere (see
below), going through bleaching, washing and filtration steps.
Microparticles (<200 mm) were not extracted from the beach sand
sample. Due to the small sand sample size (n ¼ 1), it may

potentially introduce a control bias.

2.2. Species identification

At the Molecular Geobiology and Paleobiology laboratory of the
Department of Earth & Environmental Sciences, Paleontology &
Geobiology, LMU Munich, the 15 sponge specimens collected from
five different species were identified and confirmed to the genus
using integrative taxonomy (W€orheide and Erpenbeck 2007; Voigt
and W€orheide 2016). The DNA was extracted from the sponge
samples using a DNA extraction kit (NucleoSpin® Tissue,
Macherey-Nagel GmbH & Co. KG). DNA barcoding was conducted
using a fragment of the 28S ribosomal DNA, a region amplified
using universal primers via polymerase chain reaction (PCR)
(Supplementary material Tab. S2). The DNA was sequenced with
BigDyeTerminator v3.1. Sanger Sequencing was conducted at the
Genomic Sequencing Unit of the LMU Munich, using an ABI 3730
(Erpenbeck et al., 2017).

Forward and reverse sequences were assembled and edited
using CodonCode Aligner v3.7.1.2 (www.codoncode.com). Se-
quences of poriferan origins were identified with BLAST® for nu-
cleotides using the NCBI database (https://blast.ncbi.nlm.nih.gov)
and combined to the 28S sponge data set (Erpenbeck et al., 2016)
available at the Sponge Genetree Server (www.spongegenetrees.
org). The data set was largely reduced to concentrate on the
important clades, by selecting only the nearby taxa (taxonomically
classified) with the least genetic distance to the samples. Align-
ments were performed in MAFFT v7.427 (https://mafft.cbrc.jp/
alignment/software/), default settings. Subsequently, a phyloge-
netic treewas calculated for 28S sequences in Seaview v4.6.3 (Gouy
et al., 2010) under PhyML Generalized Time-Reversible model with
the invariable site and gamma shape settings obtained via jmo-
deltest 2.1.10 v20160303 (Darriba et al., 2012), and included 100
bootstrap replicates (Guindon et al., 2010). Final barcoding data
(alignments and trees) is stored on GitHub repository (https://
github.com/PalMuc/PlasticsSponge).

2.3. Histological analysis

All 15 sponge samples that were initially fixed with 4% formal-
dehyde overnight were gradually dehydrated with ethanol at the
Coral Eye Resort laboratory (Indonesia). At the laboratory in
Munich, samples were prepared for thin sectioning in LR-white
medium to preserve the original position of foreign particles
within the tissue. Sections with a thickness ranging between 50
and 400 mm were cut depending on the specimen morphology,
using a saw microtome (Leica SP1600). Sections were mounted on
microscope slides using Eukitt Quick-hardening mounting me-
dium. The histological analysis was conducted using a microscope
Leica DMLB (Type 020e519.502 LB30 T BZ:00, Leica Mikroskopie &
Systeme GmbH Wetzlar) with a mounted digital camera. Images of
the same field of views were taken under brightfield and (cross-)
polarized light illumination. The polarized light fields allowed a
better recognition of the foreign particles in the sponge, embedded
in the organic tissue. Field of views of the ectosome, mesohyl,
skeletal structures and aquiferous system (i.e., canals and choano-
cyte chambers) were recorded for each specimen. The histological
analysis also enabled the description of the sponge main
morphological micro-features.

In addition to the assessment of particle accumulation areas,
relative particle abundance and size were analyzed with ImageJ
v1.52K (Schindelin et al., 2012). All tissue images utilized for the
analysis were taken under the same settings (100 mm thin section,
equal luminosity and magnification) to ensure comparability of the
data. To measure the particle’s relative abundance, images were
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translated into grayscale (8-bit) and the mean light intensity of ten
random square areas (264.52 mm side length) were measured per
structure and per sample. The mean light intensity is a numerical
value generated by the software that allows for a comparison be-
tween areas and samples with an arbitrary unit (AU). Unpolarized
light illumination was chosen for keratose sponges, because the
spongin tissue from the skeletal fibers has a high transmissionwith
little scattering comparable to the particles. On the contrary, (cross)
polarized light illumination was used for heteroscleromorphs, to
observe particles in these heavily spiculated specimens with high
organic matter content. Images taken with polarized light were
treated in a second step by inverting the gray scale in order to have
dark particles on a pale background, similarly to the images taken
with unpolarized light. Therefore, the lower the intensity value, the
darker the area and the more particles are present. The particle size
was also assessed and categorized with ImageJ: small (most par-
ticles <50 mmdiameter), large (most particles > 50 mmdiameter) or
mix (presence of small and large particles at a similar fraction). The
diameter corresponds to the longest axis of the particle. The data
gathered from the particle distribution, abundance and size was
analyzed in R v3.3.3 (R Core Team 2017). Primary data and R scripts
are available on GitHub repository (https://github.com/PalMuc/
PlasticsSponge).

2.4. Particle distribution with two-photon excitation

Histological sections of sponge tissue were analyzed by two-
photon excitation (TPE) 3D imaging, to highlight the contrast be-
tween the highly fluorescent organic tissue from the sponges in
opposition to the non-fluorescentmineral particles incorporated by
the sponge. Samples were evaluated after histological preparation.
For two-photon imaging, fresh sections of 170 mm thickness were
preparedwithout staining andmounted onmicroscope slides using
Eukitt Quick-hardening mounting medium. Brightfield pictures of
the scanned area were taken before the experiment followed by a
3D scan of the specimen. Each 2D image had a range of 190 mm, an
acquisition time of 180 s and a step size of 380 nm. The 3D step size
between the 2D image planes and the total number of planes was
chosen with respect to the object of interest and ranged from 10 to
21 planes with 0.5e3 mm steps.

Imaging was carried out on a confocal scanning microscope (TE
300; Nikon) with mounted bright-field illumination and camera.
The two-photon excitation source was a fiber-based, frequency-
double erbium laser (FemtoFiber dichro bioMP, Toptica Photonics)
running at 774 nm. The laser power was 10 mW. The laser light was
coupled into the microscope via a low pass dichroic mirror (HC BS
749 SP; AHF Analysetechnik) that separates laser excitation and
fluorescence emission. Scanning of the sample in 3D was achieved
by using a xyz piezo stage (BIO3.200; PiezoConcept). The laser
excitation was focused onto the sample with a 60x (water) 1.20-NA
plan apochromat objective (Plan APO VC 60� 1.2 NA, Nikon). The
emission was collected by the same objective and passed after-
wards through a bandpass filter (SP600; AHF). The emission was
recorded on an APD detector (Count Blue; Laser Components) and
its photons stream registered using a TCSPC card (TH260 pico dual;
PicoQuant GmbH). The experiment was controlled using a home-
written program written in C#. The confocal data was extracted
and evaluated afterwards by PAM (Schrimpf et al., 2018) and
ImageJ2 (Schindelin et al., 2012).

2.5. Raman spectroscopy

Raman spectroscopy was performed on all 15 sponge samples
and the beach sand, and the analyses permitted the identification
and quantification of particles on a filter and in situ, i.e., from thin

sections (30e50 mm thick). As preparation for Raman measure-
ments, all sponge samples were firstly subsampled, dried and
weighed. The subsamples weighed between 2.2 and 11 mg. The
sponge tissue and the beach sand was digested in 1.5 mL household
bleach over 2e3 days, with a one-time bleach renewal. All samples
were then washed with MilliQ water five times in a row. Particles
left were filtered through a nitrocellulose membrane (Whatman™,
1 mm mesh size) with the aid of a vacuum pump. One hundred
particles were randomly measured per sample (referred to as
“random” search pattern). Furthermore, a maximum of ten addi-
tional particles per sample were measured on purpose depending
on differences in color, shape and texture to assess the diversity of
incorporated particles in lower abundance (referred to as “target”
search pattern). In addition, the spectrum of white and a red
sclerites of Tubipora musica (sample number GW1858, obtained
from an individual grown in an aquarium at the Molecular Geo-
biology and Paleobiology laboratory) was measured to compare its
red pigment signal to that of the red particles present in sponges.

Raman spectra were taken on a confocal Raman microscope
(HORIBA JOBIN YVON XploRa ONE micro Raman spectrometer) at
the SNSBeMineralogical State Collection Munich. The Raman
spectrometer used is equipped with a Raman edge longpass filter, a
Peltier cooled CCD detector and three different lasers working at
532 nm (green), 638 nm (red) and 785 nm (near IR). Here, 532 nm
excitation was used to perform the measurements, with a long
working distance (LWD) objective magnification 100� (Olympus,
series LMPlanFL N), resulting in a 0.9 mm laser spot size on the
sample surface. The power required for high-quality spectra varied
between 10% and 100% (i.e., respectively 0.879 mW and
8.73 mW ± 0.1 on the sample surface) depending on the type and
size of measured particles. The diameter of pin-hole and the slit
width were set to 300 and 100 mm, respectively. Each acquisition
included two accumulations with an integration time of 8 s over a
spectral range of 50e2000 cm�1 (ca. 35 s per measurement).
Resulting Raman spectra were analyzed using LabSpec Spectros-
copy Suite software v5.93.20, compiled in a table, visualized in R
v3.3.3, manually sorted in Adobe Illustrator CS3, and compared
with available spectra from RRUFF database (see: http://rruff.info/
index.php) and published work (e.g., Zięba-Palus and Michalska
(2014)). The statistical ANOSIM test (Analysis of Similarity) was
performed in R v3.3.3, using 999 permutations in the vegan pack-
age (Oksanen et al., 2017) to assess the similarity in foreign particle
assemblage composition between species, subclasses and sampling
locations. Raman spectra and analysis scripts written in R used for
the analysis are available on GitHub repository (https://github.com/
PalMuc/PlasticsSponge).

2.6. Precautions against contaminants

To avoid contamination of the samples, latex gloves, glassware,
cotton towel and dust-free wipers (Kimtech Science) were used
when manipulating all 15 sponge samples at all times. All open
manipulations done in Molecular Geobiology and Paleobiology
laboratory at LMU, i.e., dissection and filtration of the samples, were
conducted under a clean bench (BDK, Luft-und Reinraumtechnik
GmbH). Eppendorf safe-lock tubes 1.5 mL (polypropylene) were
used to centrifuge the subsamples during tissue digestion and
subsequent washing steps. Consequently, a negative sample was
included, undergoing the same steps as all samples from tissue
digestion to particle filtration. Due to the airborne exposure of the
samples in the field at Coral Eye Resort laboratory and the presence
of fibers on the negative filter, all resulting fibers in this study were
regarded as contaminants and therefore not taken into account.
Only microparticles, excluding microfibers, were analyzed.
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3. Results

Five particle-bearing species were particularly abundant around
Bangka Island (Indonesia), and were sampled three times to
generate the triplicates (n ¼ 15). In order to determine the accu-
mulation areas of foreign particles in coral reef sponges, the sam-
ples were taxonomically classified to the genus level into 5 clades:
Carteriospongia, Ircinia I, Ircinia II, Tethyid I and Tethyid II
(Supplementary material Fig. S2; Tab. S3) and histologically
analyzed. Subsequently, the samples were examined with Raman
spectroscopy to assess the diversity of incorporated particles.

3.1. Particle distribution

Thin sections provided an overview of the main structures and
the distribution of particles within sponge bodies. Incorporated
particles were located and identified with polarized light micro-
scopy using TPE 3D imaging and Raman spectroscopy. No particles
were found inside choanocyte chambers; only particles surround-
ing choanocyte chambers were observed in both Tethyid species.
Therefore, no further statistical analysis was conducted on
choanocyte chambers.

Foreign particles were observed by (nonlinear) light microscopy
in the aquiferous system, the mesohyl, the ectosome and the
fibrous skeleton, depending on the species (Figs. 1 and 2). Two-
photon microscopy clearly confirmed that the incorporated parti-
cles were completely embedded in the surrounding tissue (Fig. 2,
Supplementary material Fig. S3). All specimens incorporated par-
ticles in the mesohyl and the ectosome. Moreover, 73% of the

specimens, independently of the skeletal material, had some par-
ticles in the aquiferous system; the clades Ircinia I did not contain
particles in their canals. All specimens of the subclass Keratosa
incorporated particles in their skeletal spongin fibers (e.g., Fig. 2D),
whereas heteroscleromorphs did not because they have siliceous
spicules instead of fibers as skeletal structures (Fig. 1).

Across all specimens, particles embedded in the mesohyl (e.g.,
Fig. 2A) were in lower abundance (the higher the light intensity,
less dense the particle cover), in comparison to the density of
particles accumulated in spongin fibers and/or the ectosome
(Fig. 1). Moreover, thorough microscopy analyses revealed a ma-
jority of small particles (<50 mm) present in themesohyl/aquiferous
system and accumulated in the ectosome (Figs. 1 and 2). Larger
particles (>50 mm) were observed in spongin primary fibers of
keratose sponges (Figs. 1 and 2). Only specimens from the clade
Ircinia I incorporated large particles in all three structures. The size
of uptaken particles between Ircinia species differed although they
belong to the same genus. In fact, the clade Ircinia II reflected
Carteriospongia’s particle size pattern. Measured particles on the
filters varied in size, with a diameter ranging from 5 mm to
approximately 200 mm, which are equivalent in size to the particles
measured in situ (Fig. 2). The size of the particle may therefore
indicate in which structure particles might have been incorporated
in relation to Fig. 1, for example, larger particles in Keratosa are
more likely to accumulate in the fiber network than the mesohyl
(Figs. 1 and 2). The fine fraction (<200 mm) was absent from the
beach sand sample, where only coarse particles (>500 mm diam-
eter) were observed.

Fig. 1. Particle distribution amongst sampled sponges and their abundance in tissue structures as derived from brightfield imaging. A) Subclass Keratosa, B) subclass Hetero-
scleromorpha. The lower the intensity, i.e., absorption of the specimen body, the higher the number of particles in the structure; the aquiferous system was not differentiated from
the mesohyl in cases where particles were present in the aquiferous system. Particle size is represented by the size and color of the dots (i.e., black small dots for a majority of
particles < 50 mm, white large dots for a majority of particles > 50 mm and gray medium dots for a more or less equal presence of small and large particles). Color code: skeleton in
lila, aquiferous system in cyan, mesohyl in purple, ectosome in blue. The box size corresponds to the 25th (bottom) and 75th (top) percentile of the data (known as the interquartile
range) and the middle line shows the median (50th percentile). The error bars correspond to the smallest and largest value within 1.5 times the interquartile range below and above
the 25th and 75thpercentile, respectively. The mean light intensity (y-axis) is given in an arbitrary unit (AU). Note: relative intensity within the same subclass can be compared,
however not between the subclasses as the scale used was different. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of
this article.)
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3.2. Particle diversity

A total of 1686 particles were measured on 15 filters (between
103 and 110 particles per filter). Across all measured particles on
the filters, 34 different spectra were identified, of which 22 were
associated to a single material or pigment (aragonite, calcite,
amorphous calcite, quartz, b-quartz, anatase, feldspar, graphite,
magnetite, mackinawite, ferrosilite, cotunnite, hematite, riebeckite
derivative, polystyrene, particulate cotton, carbon, Argopecten
irradians shell, red biomineralization type I and II, blue pigment
type I and II) (Fig. 3, Supplementary material Tab. S4). The 12

remaining spectra are polymineralic particles and were interpreted
as a mixture of two different materials (e.g., aragonite þ quartz).
Our results also show a high variability and diversity of the scarce
incorporated compounds between the different species, including
particles derived from anthropogenic products (Supplementary
material Tab. S5, S6).

3.2.1. Inorganic compounds
As illustrated in Fig. 3, calcite and aragonite (i.e., CaCO3) showed

similar vibrational bands around 150, 705 and 1085 cm�1, but
calcite had a band at ca. 280 cm�1, whereas aragonite had one at ca.

Fig. 2. Two-photon images of three-dimensional sponge tissue sections with embedded foreign particles. The auto-fluorescence of the organic tissue material serves as imaging
contrast compared to inorganic particles that are non-fluorescent. XZ and YZ projections through the 3D image stack are depicted aside of each XY projection (brightfield images are
shown in Supplementary material Fig. S3). Exogenous particles are embedded in the tissue (some examples are marked with white arrows) and are found A) in the mesohyl of
Ircinia sp. (the canal is circled with a dashed line), B) surrounding the choanocyte chamber of Tethyid sp. (circled with a dashed line), C) at the ectosome of Tethyid sp. (the dashed
line separates the outermost part of the sponge tissue), and D) in spongin fibers of Carteriospongia sp.. Z-scan ranges are 18 mm and scale bars are 20 mm.
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205 cm�1 due to their different crystallographic structures. Quartz
was characterized with a vibrational band at 460 cm�1, related to
the SieOeSi bond. Carbonate phosphate showed two weak vibra-
tional bands at ca. 960 cm�1 (phosphate; PO4

3�) and 1075 cm�1

(carbonate; CO3
2�). Feldspar was distinguished by three vibrational

bands: ca. 290, 480 and 510 cm�1 (silica; Si), and anatase by one
main band at ca. 140 cm�1. The D-band (ca. 1350 cm�1) and G-band
(ca. 1580 cm�1) are indicative for carbon-based materials, such as

carbon, graphene and graphite. Given the band shape and ratio
between both lines (Roscher et al., 2019), we identified the com-
pounds as carbon and graphite (Fig. 3).

3.2.2. Organic compounds
Polystyrene was measured for two particles during a random

search pattern. Particles, such as particulate cotton and blue
colored particles, were found during a target search pattern

Fig. 3. Raman spectra of incorporated particles (n ¼ 1686). Mix spectra are not included, as they are a combination of two different minerals illustrated above. A) inorganic spectra.
B) organic spectra. C) spectra associated with pigments. Red biomineralization spectra are compared to GW1858 (octocoral Tubipora musica red and white sclerites). Numbers over
the signatures indicate the highest point of each vibrational band. Dotted lines indicate bands corresponding to the background.
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(Supplementary material Tab. S5). Some of these materials poten-
tially come from man-made products, which is discussed in detail
below. One specimen of Carteriospongia sp. (4.6 mg dry weight) and
one of Ircinia I (6.3 mg dry weight) contained polystyrene at a
concentration of 0.217 and 0.159 particle/mg, respectively. Four
specimens from the Genus Iricnia (4.8, 4.9, 6.3 and 6.5 mg dry
weight, respectively) were found with particulate cotton at con-
centrations between 0.154 and 0.612 particle/mg.

3.2.3. Pigmented compounds
The Raman signature of a white and a red sclerite of Tubipora

musica (GW1858) showed that the red pigment signal generally
(peaks at 1326 and 1511 cm�1) covers all vibrational bands of calcite
(ca. 280 and 1085 cm�1). However, this red pigment (type I), found
also in red aragonitic particles (e.g., red type I þ aragonite), did not
overtake the vibrational bands of aragonite (ca. 150 and
1085 cm�1), ubiquitous across all samples. A second and third red
pigments were also detected with Raman spectroscopy, showing
peaks at 1161 and 1523 cm�1 and at 1118 and 1502 cm�1, respec-
tively. Red pigment type III is slightly shifted compared to the type I
and II (Fig. 3). Finally, blue-pigmented particles were observed on
the filter of two specimens from the clade Tethyid I (11.0 and 8.5 mg
dry weight, respectively) at a concentration of 0.091 (type I) and
0.118 (type II) particle/mg.

3.3. Mineral ratios

Aragonitic and calcitic particles were identified in all observed
structures. Tethyid clades did not only incorporate minerals, but
also a considerable amount of particulate organic matter (Fig. 2C
and D). Keratosa specimens incorporated on average 68% aragonite
and 25% calcite, whereas Heteroscleromorpha specimens had 59%
and 30%, respectively (Fig. 4). The aragonite-calcite median ratio of
Tethyid I was 1.875, Tethyid II 2.462, Cartegiospongia 2.680, Ircinia I

2.310 and Ircinia II 2.783. Although all specimens had a higher
aragonite-calcite ratio on average than that of the beach sand
(ratio ¼ 1.735), no species had significantly different particle ratio
compared to one another and to the sand sample (ANOSIM:
P ¼ 0.067) as well as between the subclasses (ANOSIM: P ¼ 0.392)
based on the Analysis of Similarity (Fig. 5C and D). Specimens were
also compared on their aragonite-calcite ratio according to the
location they were collected, i.e., Coral Eye house reef South or
north. The Analysis of Similarity also indicates that the particle ratio
did not significantly vary between the sampling sites (ANOSIM:
P ¼ 0.620) (Fig. 5E).

Other than aragonite and calcite, < 2% of quartz was measured
across all clades, but it was not present in the beach sand. However,
4% of the coarse grains in the beach sand sample was feldspar,
which was also identified in Carteriospongia and both Tethyid
clades. Carbonate phosphate and titanium oxide (anatase) were
respectively measured on Ircinia II and Tethyid II filters
(Supplementary material Tab. S5). Anatase was found at concen-
trations of 0.208 and 0.345 particle/mg. Most abundant poly-
mineralic particles observed across the samples were
quartz þ aragonite and quartz þ anatase, although both of them
found in low concentrations (Supplementary material Tab. S5). The
Analysis of Similarity suggests that the species have no preference
on thematerial to be incorporated, because the species did not have
significantly different material assemblage composition (ANOSIM:
P > 0.05).

4. Discussion

In this study, 15 demosponges (3 of Carteriospongia sp., 6 of
Ircinia spp. and 6 of Tethyid spp.) were histologically analyzed and
characterized with respect to their foreign particle content with
light microscopy and Raman spectroscopy. The particle density was
higher in the ectosome and spongin fibers of keratose sponges than

Fig. 4. Diversity of materials among sampled sponges. Particle diversity from resulting Raman measurements of 100 randomly selected particles per sample. Each species accounts
for 3 samples, and particle counts were averaged per clade (pink: aragonitic; cyan: calcitic; purple: aragonite þ calcite; blue: other minerals; lila: organic; gray: unidentified). Error
bars represent the standard deviations in number of particles compared to the mean between the specimens of the same species. The category “Unidentified” results from low
quality spectra, which could not be associated with any known material. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version
of this article.)
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in the mesohyl, and no particles were observed in choanocyte
chambers. Embedded foreign particles were of larger size in kera-
tose spongin fibers, whereas generally smaller than 50 mm in the
mesohyl and the ectosome, as confirmed with TPE analysis. A wide
range of different particles were present in low percentages on the
filters (<3%), such as feldspar, quartz, carbonate phosphate, red
pigments and composites. Moreover, several particles are most
certainly of anthropogenic origin, i.e., particulate cotton, titanium
dioxide, plastic and blue pigments, at densities between 0.091 and
0.612 particle/mg dry sponge tissue. No species preferentially
incorporated particles of particular material type.

4.1. Incorporation of foreign particles

The capture and retention of foreign particles are common
practice amongst sponges, especially noticeable within members of
the subclass Keratosa, for instance species of the genus Dysidea
embed particles in their spongin fibers (Willenz and van de Vyver
1982; Teragawa 1986a; Cerrano et al., 2007). The pathway most
likely used to incorporate coarse particles in the core of spongin
fibers is the endocytosis by exopinacocytes (Willenz and van de

Vyver 1982; Teragawa 1986a). The diffusion of foreign particles
through the ectosome towards the mesohyl in keratose specimens
from Bangka Island suggests a particle transfer from the superficial
region of the sponge towards the inner one. These findings indicate
that the mesohyl serves as a transit zone for particle transport in
keratose demosponges. Similar pathways are likely used by heter-
oscleromorph demosponges; however, patterns observed in our
study show differences between accumulation areas. Indeed,
Tethyid clades present a thick and dense ectosome hosting organic
and inorganic particles of size equal to or smaller than 50 mm
diameter. Similar particles also aggregate around choanocyte
chambers, which indicates that particles are incorporated via both
processes, i.e., captured by the exopinacocytes and absorbed or
phagocytized by choanocytes. Consequently, sponges tend to select
more voluminous particles (>50 mm) to support their skeleton in
keratose demosponges and to retain smaller particles (<50 mm) in
the ectosome in spiculated demosponges (Teragawa 1986b;
Cerrano et al., 2007). Based on these findings, microparticulate
pollutants are incorporated by sponges either in skeletal fibers or
the ectosome, or both depending on the particle size and sponge
species.

Fig. 5. Aragonite to calcite ratio A) at the species level and B) according to the sampling site. The beach sand sample ratio (1.735) is indicated with the dotted vertical line. The box
size corresponds to the 25th (bottom) and 75th (top) percentile of the data (known as the interquartile range) and the middle line shows the median (50th percentile). The error
bars correspond to the smallest and largest value within 1.5 times the interquartile range below and above the 25th and 75th percentile, respectively. Non-metric multidimensional
scaling (NMDS) plots C) at the species level, D) at the subclass level and E) according to the sampling site, displaying the differences between the foreign particle assemblage
composition. Dashed gray ellipses represent the 99% confidence interval. Note: the Analysis of Similarity indicates no significant differences between the samples at all three
comparison levels (ANOSIM: P > 0.05).

E.B. Girard, A. Fuchs, M. Kaliwoda et al. Environmental Pollution 268 (2021) 115851

8



Other possible effects arise as sponges also incorporate micro-
pollutants, for instance toxins associated with these microparticles
can leach, impacting sponge development and pumping capacity
(Hill et al., 2002). Likewise, microbial pathogens hitchhiking on, for
example, microplastics may negatively affect sponges (Taylor et al.,
2007), both of which will have a direct impact on the ecosystem
they inhabit. Keratose demosponges may also use particulate
micropollutants to build their skeleton and support their growth,
creating temporary sinks or an expressway to enter themarine food
chain through spongivores. On a more positive note, sponges likely
host degrading bacteria able to remineralize certain micro-
pollutants (Lee et al., 2001), taking the sponge loop theory to the
next level.

4.2. Origins of micropollutants

A wide range of different materials was observed in sponges
from Bangka Island. On the one hand, they are autochthonous and
reflect geological formations, e.g., quartz and feldspar (Carlile et al.,
1990; Kavalieris et al., 1992), and reef assemblages, e.g., tunicates
and reef-building corals (Yamano et al., 2000; Bergamonti et al.,
2011; Łukowiak 2012), of the surroundings. Indeed, slow weath-
ering and erosion processes generate the detachment of particles
that compose, together with the reef’s coral sand production, most
of today’s Bangka Island sand. On the other hand, they are
allochthonous and foreign to the natural environment, such as ti-
tanium dioxide, particulate cotton, blue-pigmented particles and
microplastics.

4.2.1. Titanium dioxide
Titanium dioxide (TiO2), i.e., anatase, brookite and rutile, can

naturally accumulate in the sand subsequent to weathering of the
titanium-bearing mineral ilmenite by underground water
(Premaratne and Rowson 2003). At the same time, anatase is also
used as a white pigment, i.e., PW6 (titanium white), in automotive
paints (Zięba-Palus and Michalska 2014), pharmaceutical coatings
(Alexander 2008), thermoplastic resin (Kitamura and Mitsuuchi
1996) and archeological paints (Middleton et al., 2005). That be-
ing said, none of the Raman vibrational bands measured in our
study directly correspond to a white pigment. Nanoparticulate
anatase, together with rutile, is also extensively used for its
chemical properties and UVB protective behavior in sunscreens
(Yue et al., 1997; Jaroenworaluck et al., 2006; Serpone et al., 2007).
Hence, anatase particles found in sponges fromCoral Eye house reef
might as well come from the degradation of anthropogenic
anatase-containing products, such as sunscreens, and not only from
natural sources.

4.2.2. Blue pigments
Particles of highly similar blue color to the human eye were

incorporated in two specimens of the clade Tethyid I. The blue
pigments, however, showed two different Raman signatures. The
main vibrational bands were also measured by Zięba-Palus and
Michalska (2014) who identified those as from blue pigments
used in car paints. The blue pigment Type I is most probably a mix
between the pigment PV23 (dioxazine violet) and PB15 (phthalo-
cyanine 15) and the blue pigment Type II PB15, according to the
findings of Zięba-Palus and Michalska (2014). These synthetic
organic pigments might also be used in marine coating or recrea-
tional painting (Bouchard et al., 2009). Because the Raman vibra-
tional bands of the pigments overwrite that of its polymer
composition, it is not possible to identify the nature of the particle.
However, the pigment PB15 was previously recorded as a dye
associated with microplastics isolated from the soft tissue of bi-
valves (van Cauwenberghe and Janssen 2014) and intertidal textile

fibers (Girard et al., 2020).

4.2.3. Textiles and microplastics
High tides and winds bring large quantities of marine debris,

including plastics and textiles, on to the shores of Bangka Island (EB
Girard, personal observation; Giebel (2018) unpublished report).
The litter lands on beaches, where the highest degradation rate of
plastic has been reported (Andrady 2017). Coral Eye Resort volun-
teers clean the beach daily, however this is not done systematically
all around the island yet, nor on proximal coast lines (EB Girard,
personal observation). Not surprisingly then, eight microparticles
were herein identified as particulate cotton (n ¼ 6) or polystyrene
(n ¼ 2) in all sampled keratose species. Cotton fabric has also been
reported to be the most observed fabric in environmental dust, as
fibers in the atmosphere, but also in the intertidal zone (Dris et al.,
2016, 2017; Girard et al., 2020 ). Nevertheless, some of these par-
ticles may also originate from the cloth made of cotton that was
used to dry glass dishes to avoid plastic contamination of the
samples. Polystyrene is one of the three most abundant micro-
plastic materials reported at sea, together with polyethylene and
polypropylene (Andrady 2017; Auta et al., 2017). Our results are
further supported by the findings of Ling et al. (2017), who esti-
mated that the concentration of microplastic particles in the sedi-
ment reaches up to 0.4 particle/mL in the southern coasts of
Australia. The authors noticed a consistent microplastic concen-
tration across 42 sampling sites. Moreover, microparticles of plastic
were at highest concentration in a size range ca. 60e400 mm (Ling
et al., 2017), which is concordant with the particle size incorporated
by the sponge exopinacoderm. Because sponges can pump several
decades to hundreds of liters per day (Leys et al., 2011) and mi-
croparticles deposit on their ectosome, Bangka specimens indeed
incorporated microplastics.

4.3. Sponges as bioindicators

Sponges are potentially ideal local bioindicators because they
are sessile animals and widely distributed across all aquatic habi-
tats. In fact, the families of sponges occurring around Bangka island
have previously been recorded from various other localities in
Indonesia (van Soest 1989, 1990; Cerrano et al., 2002, 2006; Bell
and Smith, 2004; de Voogd et al., 2006, 2009; 2009; de Voogd
and Cleary, 2008; Becking et al., 2013; Calcinai et al., 2017a, b)
(Supplementary material Fig. S4).

Our study confirms that sponges are efficient sediment traps,
recording the diversity of the matter in the ambient water as they
are able to register this diversity to the finest grain (<200 mm),
otherwise difficult to recall solely based on sand samples (Janßen
et al., 2017). Sponges have also been recognized as bioindicators
for environmental stress (Carballo et al., 1996), water quality
(Mahaut et al., 2013), and multiple pollutants, e.g., by heavy metals
(Selvin et al., 2009; Venkateswara Rao et al., 2009) and poly-
chlorobiphenyl (Perez et al., 2003). Furthermore, a recent study
identified sponges as a good monitor to record more efficiently
DNA of surrounding vertebrates than robotic samplers for envi-
ronmental DNA (eDNA) (Mariani et al., 2019). Such biological
monitors also provide information over a time window, whereas
traditional net tows represent only a single point in time (Lindeque
et al., 2020). Furthermore, in sediment traps, the fine fraction is
washed away by currents, leading to biases in the actual particle
diversity present in the sediment at a given location (Janben et al.,
2017).

4.3.1. Extrapolation to realistic micropollutant concentrations
Based on our results, sampled sponges did not preferentially

incorporate particles of specific materials, which suggests that
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fluctuation in material ratios is due to the spatial variation of sur-
rounding microparticles. At a concentration higher than 0.1 parti-
cle/mg of dry sponge tissue, here from keratose demosponges
(Carteriospongia sp. and Icrinia spp.) weighing ca. 6 mg (dry
weight), we extrapolate that at least 10,000 microplastic particles
can be incorporated by sponges weighing more than 100 g (dry
weight). Similar approximations can derive from the results
regarding abundance of blue-pigmented particles, particulate cot-
ton and titanium dioxides in the spiculated demosponge Tethyid
species. Because sponges can weigh several hundreds of grams
(Reiswig, 1971; McMurray et al., 2008), they have the potential to
accumulate non-negligible amounts of micropollutants. Sponges
from museum collections have also been recently surveyed posi-
tively for fibrous microplastics (Modica et al., 2020). A larger
screening of associated particles in sponge tissue, combined with
carbonate dissolution, is likely to reveal more microplastics and
other particles derived from anthropogenic products.

5. Conclusion

This study narrows the knowledge gap on particle incorporation
processes and provides a first assessment on the particle diversity
in sponges. Indeed, 34 particles of different nature were identified
using Raman spectroscopy including micropollutants (i.e., poly-
styrene, particulate cotton, blue-pigmented particles, titanium di-
oxide). As sponges incorporate these micropollutants from their
surroundings, a sample of sponge tissue may provide a unique
estimate of the local micro-pollution available to the immediate
fauna. Based on current knowledge and findings from this study,
we conclude that particle-bearing sponges have the very promising
potential to biomonitor micropollutants, such as particles puta-
tively originating from anthropogenic products (e.g., microplastics).
Whether sponges can disintegrate these micropollutants to the
atomic or molecular level, and the effect this has on the immedi-
ately neighboring fauna is matter of future research.
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Schwämme als Bioindikatoren für Mikroplastikverschmutzung in Gewässern //
Meeresverschmutzung durch Plastik und insbesondere durch Mikroplastik
schreitet ungebremst fort. Mit unabsehbaren Folgen. Münchener Wissen-
schaftler verwenden nun Schwämme als Bioindikatoren, um Art und Menge
der Verschmutzung mit Mikroplastik in Gewässern zu bestimmen.

Der technologische Fortschritt
seit Mitte des letzten Jahr-
hunderts ist eng verknüpft

mit derVielseitigkeit vonKunststof-
fen, umgangssprachlich „Plastik“.
Das Material ist sehr haltbar, lässt
sich gut verarbeiten und ist daher
ausunseremAlltagnichtmehrweg-
zudenken. Doch gerade die lange
Haltbarkeitwird inzwischen, inVer-
bindungmit unzureichendenRecy-
cling-Bemühungen, zu einemerns-
ten Problem. Während in Europa
fortschrittliche Systeme der Müll-
verwertung und Trennung bereits
weitreichend etabliert sind, befindet

sich die organisierte Müllentsor-
gung z.B. in weiten Teilen Südost-
asiens erst im Aufbau. Der täglich
produzierte Müll wird – sofern er
lokal organisiert eingesammeltwird
– verbrannt oder vergraben. Meist
landet er jedoch ausUnachtsamkeit
in Straßengräben und Flüssen, von
wo er unweigerlich ins Meer
wandert und anschließend z.B. am
Strand teilweise wieder ange-
schwemmt wird (s.Abb.1). Schät-
zungen zufolge landen aktuell auf
dieseWeise bis zu zehn Prozent der
weltweitenKunststoffproduktion in
den Weltmeeren [1]. Im Jahr 2015

entsprach dies einer Menge von
rundachtMillionenTonnenPlastik-
müll [2].

Mikroplastikverseuchung der
Weltmeere
Während grober Plastikmüll, wie
FlaschenundVerpackungsmaterial,
unter großem technischem Auf-
wandwieder eingesammeltwerden
könnte, droht eine zunehmende
Gefahr durch so genanntes Mikro-
plastik, d.h. durch Partikel kleiner
als 5mm.Mikroplastik gelangt zum
einen – als primäres Mikroplastik –
direkt insWasser, beispielsweise in
Form von Polyethylenpartikeln aus
Kosmetika und Reinigungsmitteln,
aus Oberflächenbeschichtungen
oder Kunststoffwachsen, die als
Trennmittel eingesetzt werden. Die
zweite, weitaus größere Quelle ist
allerdings sekundäresMikroplastik,

Schwammdrüber?

1 Plastikverschmut-
zung im Meer vor
Nord-Sulawesi
(Indonesien).
(A) Müll wird am
Strand von Bunaken
Island (links) ange-
spült und bleibt bei
Hochwasser in den
Mangroven hängen
(rechts).
(B) In kürzester Zeit
lassen sich schnor-
chelnd Unmengen
an Plastik einsam-
meln (links, Foto:
Stefanie Ries), die
vor der Küste im
Ozean schwimmen
(rechts).
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welches durch die schrittweise Zer-
setzung von groben Plastikteilen,
z.B. durchReifenabrieb, durch den
Einfluss von Sonne (UV-Strahlung)
oder mechanisch durch Wellenbe-
wegung undGezeiten entsteht. Un-
mengenanKleinstpartikelnwerden
hierbei kontinuierlich weiter zer-
mahlen und in unterschiedlichem
Feinheitsgrad in die Umwelt freige-
setzt. Da Mikroplastik kaum orga-
nischdegradiert, landendie Partikel
zunehmend in der Nahrungskette,
beginnend bei Plankton, bis hin zu
Algen, Krebsen und Fischen [3], in
denen sie sich anreichern. Zudem
haften diesen Partikeln vermehrt
toxische Moleküle wie Alkyl- und
Biphenole an,welchebeispielsweise
zur Herstellung von Flaschenver-
schlüssen oder Innenbeschichtun-
gen vonKonservengenutztwerden.
Neben deren hormonsteuernden
Eigenschaften,wirken sie bereits in
geringenMengenkrebserregend [4]
und gelangen wiederum über die
Nahrungskette unerkannt auf unse-
rem Speiseteller.

Mikroplastik quantifizieren
und entsorgen
Umfassende Studien zur tatsächli-
chen Häufigkeit von Mikroplastik
im Meer fehlen weltweit, auch da
sowohl Identifizierung als auch
Quantifizierung technischkomplex
sind.HerkömmlicheMethoden sind
aktuell nicht in der Lage, Partikel im
sub-Mikrometer-Bereich zu extra-
hieren und zu analysieren. Da ein
negativer Effekt von Mikroplastik
auf die Gesundheit nicht auszu-
schließen ist, ist es essenziell, als-
bald Methoden zu dessen Identifi-
zierung und Kartographierung und
nachfolgend zurRückgewinnung zu
entwickeln. Für dieWeltmeerewür-
de man zweierlei benötigen: Sedi-
mentfilter zum Sammeln von
Mikropartikeln und eine Möglich-
keit, zwischen natürlichen und
menschengemachten Partikeln zu
unterscheiden. Nachdem Bau und
Verteilung von Millionen von Sedi-
mentfiltern indenWeltmeerenuto-
pisch ist, gilt es, nach alternativen
Optionen zu suchen: Könnte man
Schwämme (s.Abb.2) als biologi-
sche Filteranlagen einsetzen?Könn-
ten diese über die Art und das Aus-
maß der Mikroplastik-Verschmut-
zung lokal Auskunft geben?

Lebewesen als Indikatoren
für Umweltverschmutzung

Spezialisierte Lebewesenwie Schild-
kröten, Wasservögel oder Fische
werden oftmals als Anzeiger ökolo-
gischer Verschmutzung bzw. der
Wasserqualität herangezogen [5].
Im Fall von Mikroplastik ist dieser
Ansatz allerdingsnur bedingt geeig-
net:Umdas aufgenommeneMikro-
plastik zuuntersuchen,müsstendie

Tiere sterben. Muscheln, beispiels-
weise Austern, wiederum, sind
meist auf Riffe beschränkt [6], und
ihre Nahrungsbevorzugung ist sehr
spezialisiert.
Schwämme hingegen sind All-

rounder und weltweit verbreitet,
von der Tiefsee bis hin zu Flüssen
und Seen [7]. Diese natürlichen Fil-
trierer zeichnen sichdurch ihrWas-
serkanalsystem aus, mit dem sie
täglich, angetrieben von so genann-
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2 Verschiedene Arten von Schwämmen (Phylum Porifera) wachsen vor Bangka Island (Nord-Sulawesi,
Indonesien), darunter auch eine nicht identifizierte Art der Familie Tethyidae (links) und eine Ircinia sp.
(rechts).
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3 Arbeitsschritte zur Bestimmung der lokalen Belastung durch Mikroplastik. Um die lokale Belastung zu
bestimmen, werden Gewebeproben unterschiedlicher Schwammarten gesammelt (1) und anschließend
im Labor aufbereitet (2). Zum einen wird eine Morphologie- und DNA-basierte Klassifizierung der Spezi-
es, sowie histologische Untersuchung durchgeführt (3). Zum anderen werden die Gewebeproben bezüg-
lich der aufgenommenen Anzahl und Größe der Partikel mittels Durchlicht- und Zweiphotonenmikrosko-
pie (2PM) evaluiert (4). Im letzten Schritt werden Partikel vom Gewebe labortechnisch getrennt, mittels
Raman-Spektroskopie bezüglich ihrer Zusammensetzung chemisch identifiziert, und anschließend
statistisch in Größe und Zusammensetzung erfasst (5). Eine Kartographie könnte über eine weltweit
angelegte Datenerfassung stattfinden.
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ten Kragengeißelzellen (Choanozy-
ten), ein Vielfaches ihres Körpervo-
lumens anUmgebungswasser durch
ihrenKörper pumpen,umNahrung
(Kleinstpartikel wie Bakterien) auf-
zunehmen. Schwämme strudeln
allerdings auch andere feinste Parti-
kel, beispielsweise Sedimente,
durch ihr Wasserkanalsystem und
können solche bis zu einer Größe
von2mmauchüber ihreAußensei-
te aufnehmen. Dies geschieht bei
einigenSchwämmenwohl auch zur
strukturellen Stabilisation durch
Einlagerung in Skelettfasern imGe-
webe (Mesohyl). Zusätzlich zeich-
nen sich Schwämme durch eine
hohe Lebensdauer sowie Resistenz
gegen äußereVerletzungen aus,wie
sie beispielsweise bei der Entnahme
von Gewebeproben für die Analyse
von Mikroplastik entstehen. Ihre
VerbreitungundArtenvielfaltmacht
sie daher zum perfekten Indikator,
umdie örtlich aufkommendenVer-
schmutzungen durch Mikroplastik
zu kartieren.

Diese Eigenschaften haben sich
nunWissenschaftler derUniversität
München zu Nutze gemacht. Im
Fachjournal Environmental Pollu-
tion berichten sie von einem emp-
findlichenund zuverlässigenAnaly-
severfahren, das aufgenommene
Partikel in Schwämmen sowohl
identifizieren, quantifizieren, als
auch räumlich vermessenkann.Da-
rüber hinaus konntendie Forschen-
den dieMorphologie der in Gewebe
eingebetteten Partikel erfolgreich
determinieren [8]. Die Untersu-
chung wurde vor Nord-Sulawesi in
Indonesien durchgeführt, in einem
Gebiet, welches stark mit Plastik-
müll imMeer belastet ist (s.Abb.1).

Spezies-spezifische, lokale
Mikroplastikanalyse
Umdie aufgenommeneMenge, die
chemische Zusammensetzung der
Partikel, und deren Morphologie
sowie die primär aufnehmenden
Spezies zu bestimmen, wurde ein
fünfstufiges Verfahren entwickelt
(s.Abb.3). Zunächstwurdenunter-
schiedlicheGewebeprobenverschie-
dener Schwämme vor Ort im Koral-
lenriff gesammelt. Diese Gewebe-
probenwurdenanschließendunter-
sucht, um Aufschluss über das
Ausmaß der Mikroplastikver-
schmutzung zu erhalten sowie über
die Spezies-spezifische ‚Vorliebe’ für
Kleinst-Plastikpartikel in Form und
Zusammensetzung und deren Her-
kunft.
Im nächsten Schritt wurden die

gesammelten Proben im Labor für
die Analysen zur Artbestimmung
(Morphologie,DNABarcoding) vor-
bereitet, gefolgt von einer histologi-
schen Präparation. Durchlichtmik-
roskopie sowie Zwei-Photonen-Mi-
kroskopie wurden als neue Metho-
den zur Untersuchung von im
Gewebe eingebetteten Partikeln,
deren Form, Menge, Ausrichtung
und Verteilung in verschiedenen
Bereichen des Schwammes einge-
setzt. Um die chemische Zusam-
mensetzung und Häufigkeit von
Mikroplastik und anderen anthro-
pogenen Stoffen zu quantifizieren,
wurde im letzten Schritt Raman-
Spektroskopie verwendet [8, 9].
Raman-Spektroskopie kannPartikel
ortsaufgelöst imGewebedokumen-
tierenundderen chemischeZusam-
mensetzungbestimmen.Um jedoch

statistisch belastbare Zahlen über
die Belastung der Schwämme mit
Mikropartikeln zu erhalten,wurden
definierte Mengen des Gewebes or-
ganisch aufgelöst, und die freige-
setzten Partikel auf einer zweidi-
mensionalen, anorganischenFilter-
Matrix gesammelt.Nach schnellem
Scander Partikel-Position,wurde im
letzten Schritt die Raman-Signatur,
d.h. der chemische Fingerabdruck
der einzelnen Partikel aufgenom-
men, identifiziert, klassifiziert und
nach Häufigkeit pro Spezies aufge-
tragen.

Schwämme als marine
Bioindikatoren
Um die Eignung von Schwämmen
als marine Mikroplastik-Bioindika-
toren zu testen,wurdenProben von
15 Schwämmen aus Korallenriffen
vor Nord-Sulawesi (Indonesien) ge-
sammelt, da dort das Problem der
Verschmutzung durch Plastik be-
sonders prominent ist [10]. Für die
histologischen Untersuchungen
wurden15Proben aus fünf verschie-
denen Schwamm-Arten analysiert.
Von jeder dieser Spezieswurdenvon
drei Exemplaren unter Wasser im
Korallenriff nicht-letale Proben ent-
nommenund imFeld-Labor anLand
für die weitere Analyse präpariert.
DiebeprobtenBereichederSchwäm-
mewarenmaximal bis zu8cm3 groß
und werden schnell vom Organis-
mus regeneriert.Umdie Partikelzu-
sammensetzung in der Umgebung
der Probestellen mit den späteren
Ergebnissen der Partikelanalyse
vergleichen zu können, wurde zu-
sätzlich Sand des angrenzenden
Strandes mit demselben Verfahren
analysiert.
Ein Teil jeder entnommenen Ge-

webeprobe wurde direkt nach der
Entnahme für dasDNABarcoding in
96% Ethanol, ein weiterer Teil in
4% Formaldehyd fixiert. Nach 24
Stunden Fixierung wurden die
Formaldehyd-fixierten Proben ge-
webeschonend mit reinem Ethanol
dehydriert. EinTeil jeder Probewur-
de dann im Labor in München für
die bildgebende Analyse abge-
zweigt,währenddas restlicheGewe-
bemehrere Tagemit Bleiche behan-
deltwurde.Diese löste das Zellgewe-
be auf, sodass die eingelagerten
Partikel freigelegt wurden. Ein Par-
tikelfilter isolierte alle Teilchen grö-

4 Raman-Spektren ausgewählter Partikel, die in Schwämmen
aufgenommen wurden. Neben anorganischen Verbindungen
wie Kalziumkarbonate (Kalzit, Aragonit) und Quarz, sind eben-
so Plastikpartikel im Gewebe vorhanden.
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5 Partikel sind im Gewebe eingeschlossen. Mittels Durchlicht- (oben) und Zwei-
Photonen-Mikroskopie (unten) konnte nachgewiesen werden, dass Partikel
unterschiedlicher Größen in allen Bereichen der Schwämme eingelagert und
vom dortigen Gewebe komplett eingeschlossen wurden. (A+D) Spongin-Faser,
(B+E) Mesohyl und (C+F) Choanozyten. Skalierung: 10 µm.

ßer 1µm für die Identifizierung
mittels Raman-Spektroskopie. Das
Gewebe für die 3D-Analyse wurde
u.a. in170µmdünneScheibenun-
terteilt und mit einem Fixierungs-
agenten auf Plastikbasis auf einen
Objektträger aufgebracht.
Die 3D-Analyse der präparierten

Gewebeschnitte wurde auf einem
modifizierten Konfokalmikroskop
durchgeführt. Die Anregung der
Autofluoreszenz über Zwei-Photo-
nen-Absorption erfolgte mit einem
gepulsten Infrarotlaser. Organi-
sches Gewebe gibt nach Anregung
mit einem starken Infrarot-Laser
Autofluoreszenz ab, während anor-
ganische Mikropartikel als Negativ
erscheinen. Die hohe axiale Auflö-
sung zeigt klar, dass in allen Berei-
chen der beprobten Schwämme
kleinere Partikel eingelagert sind. Es
wurden ausgewählte Bereiche von
190µmBreite undLängeund18µm
Dicke untersucht. Die partikel-
basierte Aufnahme der Raman-
Spektren erfolgte zudem an einem
kommerziellenRaman-Spektrome-
ter. Die Aufnahmen deckten den
spektralen Fingerprintbereich der
potenziell organischen Proben zwi-
schen 50 und 2.000cm-1 ab. Die
aufgenommenen Raman-Signatu-
ren erlauben hierbei die chemische
Identifizierung kleiner Partikel mit
hoher räumlicher Auflösung ohne
zusätzlicheMarkierungstechniken.
Da anorganische Partikel im Allge-
meinenundMikroplastik imBeson-
deren als starke Raman-Streuer be-
kannt sind, eignet sich diese Spekt-
roskopie-Methode zur Identifizie-
rung der eingelagerten Materialien
besonders gut.
Zunächst wurde die Aufnahme

der Teilchen in Choanozytenkam-
mernundFasern sowie dasMesohyl
mittels Zwei-Photonen-Mikroskopie
untersucht (s.Abb.5). In allen Be-
reichenwurde eine hoheAnzahl an
anorganischenPartikelnnachgewie-
sen, umschlossen vonorganischem
Gewebe. Die Schwämme nutzen
diese v.a. zur Erhöhung ihrer struk-
turellen Stabilität,weshalb imSpon-
gin-Skelett der beprobtenArtenund
demEktosom (äußersterGewebebe-
reich des Schwamms) eine hohe
Teilchendichte beobachtet wurde.
Interessanterweise wurden Partikel
zwar rund um, aber nicht im Inne-
ren von Choanozytenkammern lo-
kalisiert. Dies ist insofern verwun-

derlich, als dass Schwämme in die-
sen Kammern vorwiegend Mikro-
plankton aus dem Meerwasser
ausfiltern, gleiches wurde auch für
anorganischePartikel erwartet.Wie
und ob Schwämme zwischen orga-
nischer Nahrung und anderen Par-
tikeln unterscheiden können, ist
noch nicht abschließend geklärt.
Die vondenAutorendieses Beitrags
beobachtete hoheHäufung anorga-
nischer Partikel außerhalb und ihre
Abwesenheit innerhalb derChoano-
zytenkammernwürde allerdings für
eine Selektierung sprechen.

Markierungsfreie
Identifizierung der Partikel
Um die eingelagerten Partikel zu
identifizieren, wurden 1.686 Teil-
chen aus allen 15 Proben mittels
Raman-Spektroskopie untersucht
(s.Abb.4). Dabei konnten 34 ver-
schiedenePartikelarten identifiziert
werden, größtenteils Kalziumkarbo-
nate undQuarz, welche denHaupt-
bestandteil des Sediments in den
Riffen um Bangka Island ausma-
chen. Zudem fanden sichPolystyrol
undFarbpigmente – eindeutige Zeu-
gen für diemenschengemachteVer-
schmutzung des Meeres. Ausge-
hend von einer linearen Extrapola-
tion der gefundenen Belastung
durchPolystyrol-basierteMikropar-
tikel ist dabei eine Belastung von

mindestens 10.000 Plastikteilchen
pro 100g trockenem Schwammge-
webe zu erwarten. Zudem konnten
keine signifikantenUnterschiede in
der Zusammensetzung der eingela-
gerten Partikel gefunden werden,
weder zwischen den untersuchten
Spezies noch zur Sandzusammen-
setzung. Dies legt nahe, dass
Schwämme (größtenteils unabhän-
gig von ihrer Spezies)Mikropartikel
unspezifisch in ihr Gewebe einla-
gern,was ihre Eigenschaft als ideale
Partikelfilter verdeutlicht.

Kartographierung der
Mikroplastikverschmutzung
Was Verbreitung und Auswirkung
von Mikroplastik betrifft, gibt es
noch viele unbeantwortete Fragen,
aber die neuesten Ergebnisse legen
nahe, dass die Untersuchung von
Schwämmen als Bioindikatoren für
die Belastung verschiedener Mee-
resregionen, aber auch von Flüssen
undSeen,mitMikroplastik geeignet
sein könnte. Schwämme erlauben
somit, mit geringem Aufwand eine
zukünftige Kartierung der Mikro-
plastik-Belastung von Gewässern
weltweit vorzunehmen.DieseDaten
wären dann die essenzielle Grund-
lage, umnachhaltige, regionale und
lokale Strategien für die Vermei-
dung von Plastikeintrag in aquati-
sche Systeme zu entwickeln. 

• Mehr zu diesem The-
ma sowie die Litera-
turstellen zum Beitrag
finden Sie unter dem
Stichwort „Mikroplas-
tik“ auf www.labor-
praxis.de.

• Die Jahrestagung der
Wasserchemischen
Gesellschaft Wasser
2021wird vom 10. bis
12. Mai 2021 online
abgehalten (weitere
Infos unter www.
wasserchemische-
gesellschaft.de).

mehr zum Thema:
LP Tipp+
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Spatio-selective activation of nuclear translocation
of YAP with light directs
invasion of cancer cell spheroids

Bernhard Illes,1 Adrian Fuchs,1 Florian Gegenfurtner,2 Evelyn Ploetz,1 Stefan Zahler,2 Angelika M. Vollmar,2

and Hanna Engelke1,3,4,*

SUMMARY

The mechanical properties of the extracellular matrix strongly influence tumor pro-
gression and invasion. Yes-associated protein (YAP) has been shown to be a key
regulator of this process translating mechanical cues from the extracellular matrix
into intracellular signals. Despite its apparent role in tumor progression and metas-
tasis, it is not clear yet, whether YAP activation can actively trigger the onset of in-
vasion. To address this question, we designed a photo-activatable YAP (optoYAP),
which allows for spatiotemporal control of its activation. The activation mechanism
of optoYAP is based on optically triggered nuclear translocation of the protein.
Activation of optoYAP induces downstream signaling for several hours and leads
to increased proliferation in two- and three-dimensional cultures. Applied to cancer
spheroids, optoYAP activation induces invasion. Site-selective activation of opto-
YAP in cancer spheroids strikingly directs invasion into the activated direction.
Thus, nuclear translocation of YAP may be enough to trigger the onset of invasion.

INTRODUCTION

Yes-associated protein (YAP) is a key regulator of mechanosignaling. It translates mechanical cues from the

extracellular matrix into intracellular signals (Dupont et al., 2011). This process is mediated via its localiza-

tion within the cell: YAP is cytoplasmic on soft substrates and translocates into the nucleus upon sensing

mechanical forces, e.g., by a stiff substrate (Dupont et al., 2011; Elosegui-Artola et al., 2017). In the nucleus,

it activates downstream signaling. High nuclear YAP has been shown to be associated with invasion and

altered matrix properties in tumors (Zanconato et al., 2016; Lin et al., 2015). However, due to lack of control

over its translocation, it is not clear whether nuclear YAP is sufficient to induce invasion or whether it is

rather just associated with invasion. YAP is able to induce symmetry breaks in cell collectives (Serra

et al., 2019). We therefore hypothesized that it may be responsible for triggering the symmetry break, which

is essential for the occurrence of invasive buds of a tumor and, subsequently, invasion. For a test of this hy-

pothesis, we needed a local activation of YAP to ensure a sufficiently asymmetrical cue that induces the

symmetry break. To obtain the necessary spatiotemporal control of YAP’s translocation into the nucleus,

we developed an optical control of YAP’s nuclear translocation (Valon et al., 2017).

RESULTS

Photoactivation of YAP

In the cell, localization of YAP is regulated by several different processes, and the exact regulation principles are

not entirely known yet (Pocaterra et al., 2020). To keep the interference with other signaling processes low and

maximize the amount of control, we prepend a small (20 amino acids) photo-controlled nuclear localization

signal (optoNLS) (Engelke et al., 2014), which we developed earlier, to YAP resulting in a photo-activatable

YAP (optoYAP). The optoNLS is based on genetic insertion of a photocaged lysine (Gautier et al., 2010)

(Fig. S1, S2) into a nuclear localization signal, whichblocks nuclear import entirely (Engelke et al., 2014). Uncaging

the lysine with light yields the functional signal and restores nuclear import. The small size of optoNLS and cag-

ing group minimizes their impact on protein function. To visualize protein localization and block nuclear import

via diffusion by an increase in size, we use a YAP fused to two enhanced green fluorescent proteins (eGFPs). To
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improve YAP detection we used a stabilized form of YAP, S127A that does not affect YAP regulation bymechan-

ical signals (Figure 1A).

Figure 1B shows images of optoYAP-transfected cells. YAP was kept cytosolic either by serum depletion or me-

chanically by keeping the cells on a softmatrigel substrate. Before illumination, the entire optoYAP signal is cyto-

solic. Less than an hour after photoactivation, most of the optoYAP signal is located in the nucleus. This success-

ful photo-activated translocation occurred independently of whether serum depletion or matrigel was used to

prime cytosolic YAP with natural signaling. After successful nuclear translocation, functionality tests were

Figure 1. Photoactivation of YAP

(A) Schematics of optoYAP. OptoYAP is composed of the optoNLS with a caged lysine and two GFP prepended to YAP

Ser127Ala. The optoNLS is activated by uncaging the lysine with light leading to nuclear localization of optoYAP followed

by enhanced proliferation in the photo-activated area.

(B) HeLa cells transfected with optoYAP show YAP localization in the cytosol before activation. Approximately 30 min after

photoactivation, optoYAP is localized in the nucleus. Scale bar = 30 mm.

(C) qPCR shows an increase in RNA levels of YAP downstream proteins CTGF and CYR61 (with GAPDH as gatekeeper).

(D) Yap functionality assay based on a TEAD luciferase reporter shows four times higher activity in activated samples

compared to controls, which were not activated, confirming increased YAP activity. Data in (C) and (D) are represented as

mean +/� standard deviation.

See also related Figures S1–S7
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performed to show that optoYAP is fully functional and able to activate downstream signaling in the nucleus.

quantitative PCR (qPCR) of CCN1 (CYR61) and CCN2 (CTGF)—proteins, which are upregulated downstream

of YAP activation (Totaro et al., 2018)—reveals an enhanced signal compared to controls after photoactivation

of YAP on an RNA level (Figure 1C). On a protein level, a luciferase reporter (Dupont et al., 2011) responsive to

YAP signaling clearly showed enhanced expression (Figures 1D and S3) upon photoactivation of optoYAP

revealing functional YAP-responsive signaling. Kinetics of YAP translocation as well as kinetics and size of down-

stream effects upon mechanical or chemical stimulation varies strongly depending on cell type, stimulation

method, ratio of nuclear to cytosolic YAP before stimulation, and many other factors (Elosegui-Artola et al.,

2017; Yu et al., 2012; Gegenfurtner et al., 2018). Kinetics of optoYAP translocation (Figures S4 and S5) and down-

stream effects (Figures 1C, 1D, and S3) are in the same range as measured for other stimuli (Yu et al., 2012). The

absence of permanent DNA damage due to the illumination was also confirmed (Figures S6 and S7).

Proliferation after optoYAP activation

Having thus established a functional, photo-activatable YAP, we next studied the influence of YAP activa-

tion on HeLa cells cultured on two-dimensional substrates (Figures 2A and S8). Inactivation of YAP via

serum depletion on plastic substrates did not change cell morphology. Accordingly, photoactivation of op-

toYAP did not lead to changes in cell morphology either (Figure 2B). However, proliferation was signifi-

cantly increased: while the number of control cells without YAP activation increased after 24 h by 12.5%

only, the number of cells after photoactivation of optoYAPwas enhancedmuch stronger by 94% (Figure 2C).

Note that cells with photo-activated YAP reach proliferation levels known for standard culture conditions

Figure 2. Proliferation and localization after optoYAP activation

(A) Proliferation of cells with optoYAP in FBS-depleted medium is strongly enhanced by photoactivation of optoYAP

compared to controls without optoYAP. Scale bar: 200 mm.

(B) Higher magnification images of cells in FBS-depleted medium show no changes in morphology after photoactivation.

Scale bar: 20 mm.

(C) Quantitative analysis of proliferation reveals a strong increase in the growth rate of photo-activated cells (light gray)

compared to controls without optoYAP (dark gray) during the first day. This difference is amplified in the following days

albeit at similar growth rates compared to the control. Note that growth rates on day 1 with activated optoYAP reach

levels as known for proliferation under commonly used cell culture conditions (stiff substrate, medium supplemented with

serum), which generally exhibit activated YAP. Data are represented as mean +/� standard deviation.

(D) Antibody staining of optoYAP transfected HeLa cells on matrigel before and after photoactivation. YAP is mainly cytosolic

before activation; 4 h after activation it is located mainly in the nucleus, and at later time points, it returns to mainly cytosolic

localization. For comparison, the nuclear localization of YAP in cells on a stiff matrix is shown. Scale bar: 20 mm.

See also related Figures S7–S12
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on a plastic substrate in a medium supplemented with serum, which induce active YAP. Cells with inacti-

vated YAP proliferate much slower. Mechanical inactivation of YAP via growth on a soft matrigel substrate

leads to a round cell morphology. Upon photoactivation of YAP, interestingly, cells did not change

morphology to the stretched shape found on stiff substrates (Figure S9). However, similarly to serum-

depleted, activated cells, they showed increased proliferation compared to controls resulting in enhanced

growth of cell spheroids on the matrigel (Figure S10). Thus, the different cell morphologies on stiff and soft

substrates, respectively, do not stem from the difference in YAP activation. The results rather suggest them

to be a direct consequence of mechanical forces or other signaling pathways.

Kinetics of YAP localization and downstream signaling

To further understand the effect of the photo-activated YAP on cells, we investigated the time course of

proliferation. Figure 2C already suggests the strongest effect of YAP to happen during the first day, which

is then amplified by the exponential growth. A logarithmic plot and analysis (Figure S11) confirm that the

growth rate of activated cells is enhanced during the first day and returns to non-activated levels on day 2

and thereafter. On a molecular level, we find an increased amount of nuclear YAP after activation. While

nuclear YAP can be clearly seen 4 h after activation, the amount of nuclear YAP is decreased after 6 h (Fig-

ures 2D and S12). Finally-8 h after activation it is almost back to cytosolic localization as in the non-activated

state. A time course of the luciferase reporter assay also shows an increase in downstream signaling reach-

ing amaximum around 4-6 h after illumination and decreasing afterward (Figure S3A). The time evolution of

YAP’s localization and downstream luciferase expression combined with the fact that proliferation is

enhanced for one day suggests that activation of YAP as performed with our photoactivation induces a

boost in downstream events, which lasts for several hours and vanishes over the course of a day.

YAP triggers directed growth in spheroids

Next, we investigated the effect of YAP activation on cell spheroids. To this end, spheroids were grown and

embedded incollagengels. In this three-dimensionalmodel system,wealsoobservedan increase inproliferation

upon photoactivation of optoYAP in entire spheroids as shown in Figure 3A. Quantitative analysis (Figure 3B) re-

veals an increase in spheroid size by a factor of almost 4 (measured as the area of the

z-projection including all connected invasive buds) over the course of three days after photoactivation of opto-

YAP, whereas controls hardly grew at all. Next to the enhanced size, YAP-activated spheroids also underwent

morphological changes. YAP activation leads to an increased number of invading buds and network-like struc-

tures of invading cells as depicted in Figure 3A. These results already strongly suggest that activation of YAP

can induce invasion.

Finally, we made use of the spatiotemporal control provided by the photoactivation. We used the spher-

oids in collagen gels and restricted optoYAP activation locally to a selected area of the spheroid. While

non-activated controls grew symmetrically into all directions, strikingly, spatially selective activation of op-

toYAP was followed by invasion on the activated sites. Figure 3C shows the spherical non-illuminated

spheroids and the invasive mass in the illuminated areas of photo-activated spheroids. Thus, local activa-

tion of YAP can induce a symmetry break and trigger invasion. Further microscopy studies of protein local-

ization within the spheroids after photoactivation show the activated YAP 4 h after illumination (Figure 3D

and see also Figure S13 for 3 days after illumination).

DISCUSSION

In conclusion, photoactivation of optoYAP in spheroids confirmed the hypothesis that YAP translocation

into the nucleus is able to trigger invasion from the spheroids into the surrounding matrix. The results

thus suggest YAP to be an important regulator of the onset of invasion. The developed optoYAP may

also prove to be a useful tool for future investigations of the role of YAP in organ development, contact

inhibition, and other processes in development and disease (Low et al., 2014).

Limitations of the study

As a tool, optoYAP is limited to irreversible activation due to the underlying photocleavage-based mechanism.

Upon brief and non-toxic photoactivation (less than 1 min), it acts as ‘‘on-switch’’ of a functional YAP triggering

downstream signaling for several hours with spatial control as provided by the light beam used for photoactiva-

tion. The temporal control is on the order of hours (30 min until full import, 8 h until recovery to mainly cytosolic

YAP), which is not as fast as triggering YAP activation by applying force directly to the nucleus (Elosegui-Artola
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et al., 2017), but fast enoughgiven the timescalesof downstreamevents and the timescalesof processes indevel-

opment and diseases such as the described invasion. The optoYAP construct is still sensitive to other physiolog-

ical stimuli. Thus, theefficiencyofphotoactivation stronglydependsondepletionofnuclearYAPviaphysiological

stimuli, such as substrate stiffness or serumdepletion, prior to photoactivation.On a stiff substrate in presence of

serum, optoYAPwill be nuclear prior to photoactivation, and thus, photoactivation will have no significant effect.

Upon successful depletion of nuclear YAP prior to activation, however, it can trigger efficient changes in down-

stream signaling as shown above. Successful depletion and subsequent photoactivation can be monitored by

fluorescence of the GFP fused to optoYAP. Although our results are limited to cell culture—specifically HeLa

and A431 cells (Figures 3, S14, and S15)—the underlying method of genetic insertion of an artificial amino acid

has been applied to zebrafish (Liu et al., 2017) and mice (Ernst et al., 2016). Hence, in principle, the tool should

be applicable to investigations in animals as well.

Resource availability

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by

the lead contact, Hanna Engelke (hanna.engelke@uni-graz.at).

Material availability

All unique reagents (optoYAP plasmid) generated in this study are available from the lead contact.

Figure 3. YAP triggers directed growth in spheroids

(A) HeLa spheroids in collagen gels transfected with optoYAP three days after photoactivation show increased invasion

leading to a larger size of the spheroid compared to non-activated controls, which barely invade at all. Scale bars: 100 mm.

(B) Quantification of the average spheroid size change over three days. Activated samples (light gray) show a fourfold

increase in their size (measured as area of the central plane) over three days while non-activated samples (dark gray) grew

only by a factor of 1.2.

(C) Spatio-selective photoactivation of spheroids with optoYAP in collagen gels on the right side of the spheroid induces

directed invasion on that side, while controls, which were not photo-activated, do not show directed growth. Scale bars:

100 mm.

(D) High resolution and fluorescence imaging of activated YAP in a cell in a spheroid. Scale bars: 5 mm.

See also related Figures S13–S15.
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Data and code availability

Data and codes that support the findings of this study are available from the authors upon reasonable

request.

METHODS

All methods can be found in the accompanying Transparent methods supplemental file.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.isci.2021.102185.
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Transparent Methods 
 
1. Plasmid construction of optoYAP 

1.1 PCR 

Plasmids for optoYAP and optoYAP(Ser127Ala) were obtained as follows: GFP was subcloned 
into a GFP-hYAP1 plasmid on a pEGFP backbone to yield a 2xGFP-YAP fusion. Subsequently, the 
optoNLS from the optoNLS-TEV plasmid (Engelke et al., 2014) was prepended. Finally, the 
mutation Ser127Ala was introduced using the QuikChange kit (Agilent). All cloning steps except 
for the mutation were performed using standard protocols of the sequence and ligation independent 
cloning method (SLIC), which has been introduced by Li et al. (Li et al., 2007; Li et al., 2012).  
QuikChange was performed according to the manufacturer’s manual.  

The PAG plasmid for the insertion of the photocaged lysine was a gift from the Deiters lab 
(Engelke et al., 2014).  

 

Primers for Cloning:  
2xGFP-YAP:  
Insert Forward ACAGGATCCCCGCATCTAGGCGCCGGCCGGATCCT 
Vector Reverse: CCGGCCGGCGCCTAGATGCGGGGATCCTGTACAAT 
Vector Forward: GCCAACCTGCCGGCCATGGATCCCGGGCAGCAGCC 
Insert Reverse CTGCCCGGGATCCATGGCCGGCAGGTTGGCAGCGC 
 
optoYAP: 
Insert Reverse: GCCCTTGCTCACCATGCCACGGCTCTTGGTATATA 
Vector Forward: ACCAAGAGCCGTGGCATGGTGAGCAAGGGCGAGGA 
Insert Forward: CTACCGGTCGCCACCCCGGTCGCCACCATGGTGAG 
Vector Reverse: CATGGTGGCGACCGGGGTGGCGACCGGTAGCGCTA 
 
Primer for QuikChange to optoYAP(S127A): 
Forward: TCGAGCTCATgCCTCTCCAGC 
Reverse: ACATGCTGTGGAGTCAGG 
 

1.2 OptoYAP Sequencing 

Plasmid sequencing was performed by Eurofins Genomics. 
Primers were ordered from Metabion. 
 
Mutation Sequencing Primer: 
GCTCTTCAACGCCGTCATGAAC 
 
 

 



 

 

2. Synthesis and characterization of the caged Lysine 
 
Synthesis of the caged lysine was performed as described in Gautier et al., 2010: 1-(6-
Nitrobenzo[d][1,3]dioxol-5-yl)ethanol (500 mg, 2.36 mmol) and Na2CO3 (247 mg, 2.36 mmol) 
were added to THF (5 mL) and cooled to 0 °C under stirring. Next, triphosgene (701 mg, 2.36 
mmol) was added to the suspension and the reaction was kept stirring overnight at RT. The reaction 
was centrifuged to remove Na2CO3 and the liquids were subsequently evaporated without heating. 
The residue was dried under vacuum, to yield a greyish solid (644 mg, 2.36 mmol). NMR confirms 
the successful synthesis of 1-(6-nitrobenzo[d][1,3]dioxol-5-yl)ethyl carbonochloridate  (Fig. S1). 
 
Nε-Boc-lysine (500 mg, 2.02 mmol) was dissolved in THF/1 M NaOH (aq.) (1:4 mixture, 8 mL 
total) under stirring and the solution was cooled to 0 °C. Next 1-(6-nitrobenzo[d][1,3]dioxol-5-
yl)ethyl carbonochloridate (496 mg, 1.82 mmol) was added and the reaction was stirred overnight, 
at RT. The aqueous layer was washed with Et2O (5 mL) and subsequently acidified with ice-cold 1 
M HCl (20 mL) to pH 1 and then extracted with EtOAc (30 mL). The organic layer was dried over 
Na2SO4, filtered, and the volatiles were evaporated, leaving a yellow foam. The yellow foam was 
dissolved in DCM:TFA (1:1 mixture, 14 mL total) and the reaction was allowed to stir for 40 min. 
The volatiles were subsequently evaporated and the residue was redissolved in MeOH (5 mL) and 
precipitated into Et2O (250 mL), yielding a white solid (679 mg, 1.42 mmol). NMR confirmed the 
successful synthesis of (2S)-2-(tert-Butoxycarbonylamino)-6-[1-(6-nitrobenzo[d][1,3]dioxol-5-
yl)ethoxy]carbonylaminohexanoic acid which will be called caged lysine from now on (Fig. S2). 
For use on cells 100 mg of the caged lysine were dissolved in 1 mL H2O and filtered with a 0.2 µm 
syringe filter to avoid contamination. 



 

 
3. Cell Culture and optoYAP Functionality Assays 

All cell experiments were prepared in a Hera-Safe cell culture unit from Heraeus. The cells were 
incubated in Hera Cell incubators also from Heraeus. The cells were cultured in DMEM with 10% 
FBS and 1% Penicillin/Streptomycin at 37°C/5% CO2. 

Experiments in which cells were not embedded in collagen gels or seeded on matrigel were 
performed in FBS-free DMEM to keep YAP in the cytosol prior to the photo-activation. 

Experiments with cells in collagen gel or on matrigel were performed in the presence of FBS as the 
gels were sufficiently soft to prevent a nuclear localization of YAP even in the presence of FBS. 

Cells were either seeded into ibidi 8-well, 6-well plates, or Corning 96-well plates. 

Standard cell numbers for experiments were 5000 cells per well unless noted otherwise. 

 

3.1 Transfection experiments 

Transfections of cells in 8-wells plates were carried out by preparing an Optimem solution 
containing optoYAP plasmid (1 ug/100 µL), PAG plasmid (1 ug/100 µL) and the Xtreme Gene 9 
Transfection reagent (3 µl/100 µL). After mixing carefully by tapping against the tube, the solution 
was then incubated at RT for 20 min. For each 8-well 10 µL of the transfection mixture were used 
and 3 µL of the caged Lysine were added before incubation. For the luciferase assay (1 ug/100 µL) 
of the 8xGTIIC-luciferase plasmid was added as well. 
 
 
Transfections in 96 well plates used 5 µL of the transfection mixture and 1 µL of the caged lysine 
per well. 
 
The transfection procedure for single cells and spheroids was carried out in the same manner. 
 

3.2 Photo-activation 

For non-directed photo-activation of optoYAP a Spectroline E-Series UV lamp (365 nm, 
0.6mW/mm²) was used to illuminate the sample for 20 s. For directed photo-activation a laser 
(405 nm, integrated in a Zeiss Observer SD spinning disk confocal microscope) or LED (365 nm, 
integrated in a Nikon Eclipse Ti-E) regulated to the same output as the UV lamp was used to 
illuminate the sample for 20 s. 

 

3.3 Spheroid formation 

To form spheroids, 500 cells were seeded in each well (100 µL DMEM) of a 96-well plate with 
ultra-low adhesion and incubated at 37°C/5%CO2 until the spheroids reached the desired size. 
Spheroids used for experiments had a diameter of 200-300 µm for HeLa spheroids and 100-150 µm 
for A431 spheroids. For transferring the spheroids into gels disposable plastic pipettes were used. 
 



 

3.4 Cell Spheroid/Collagen Gel preparation 

150 µL of collagen (8.36 mg/mL) were prepared in a 1.5 mL Eppendorf-tube on ice and 47.5 µL 
PBS and 2.5 µL 1M NaOH, both pre-cooled to 0°C on ice, were added for each well of an ibidi 8-
Well plate. The reagents were mixed by pipetting up and down before applying them to the well. 
Aggregates were carefully aspirated with a pipette and transferred to the gels (2 per well) for a total 
volume of 400 µL. The spheroids were incubated for 24 h at 37°C/5%CO2 before transfection. 
 
3.5 Spheroid Growth Rate 

To compare the growth rate of activated and inactivated optoYAP transfected spheroids, collagen 
embedded spheroids were imaged before activation of optoYAP and then again after three days of 
incubation after activation. As a control, non-activated spheroids were measured as well. The 
growth analysis was performed using Fiji by comparing 2D projections of the total area covered by 
spheroids and cell outgrowths before and after incubation. 
 
3.6 RNA extraction for qPCR 

RNA Extraction, purification and cDNA synthesis was carried out according to the instructions 
provided in the RNeasy Mini Kit from QIAGEN. 
 
 
3.7 Luciferase Functionality Assays 

HeLa cells were seeded in a 96-well plate with 5000 cells per well and then transfected with 
optoYAP and 8xGTIIC-luciferase plasmid. After an incubation of 24 hours, optoYAP was activated 
and after an additional 24 the Bright-Glo Luciferase Assay from Promega was carried out according 
to the instructions provided in the manual. The assays were performed on a Berthold Tristar² LB 
942. 8xGTIIC-luciferase was a gift from Stefano Piccolo (Addgene plasmid # 34615 ; 
http://n2t.net/addgene:34615 ; RRID:Addgene_34615) 
 
 
3.8 Proliferation Assay 

500 HeLa cells were seeded into each well of a 96-well plate in media without FBS and then 
transfected with optoYAP after 24 hours. After an additional 24 hours, half of the wells were 
illuminated with UV light at 365 nm to photo-activate optoYAP. The remaining wells served as the 
control and were not treated with UV. Afterward, cell images were recorded every 24 hours to 
observe cell proliferation with and without activation of optoYAP. 
 
 
 
 
 
 
 



 

4. Fluorescence imaging and staining  
4.1 Confocal laser scanning microscopy 

High-magnification brightfield and fluorescence microscopy was carried out utilizing a Zeiss 
Observer SD spinning disk confocal microscope with a Yokogawa CSU-X1 spinning disc unit, an 
oil objective with 63x magnification. For excitation, a 488 nm (GFP) and 561 nm (YAP) were used. 
Emission was filtered with a BP 525/50 and LP 690/50 filter, respectively. The setup was heated to 
37°C and a CO2 source was provided to keep the atmosphere at 5% for living samples. The images 
were recorded and processed with the Zen software by Zeiss. 
 
4.2 High-Throughput Brightfield imaging 

The proliferation assay and general spheroid growth quantification measurements were performed 
with the ImageXpress Micro XLS from Molecular Devices using an objective with 10x 
magnification and the resulting images were evaluated with the MetaXpress software. 
 
Further image data analysis was performed with ImageJ/Fiji (Schindelin et al., 2012). Specific 
analysis methods are described at the respective assays.  
 
4.3 High-resolution Fluorescence Confocal Microscopy 

Imaging was carried out on a confocal scanning microscope (TE 300; Nikon) with mounted bright-
field illumination and camera. The two-photon excitation source for Hoechst staining was a fiber-
based, frequency-doubled erbium laser (FemtoFiber dichro bioMP; Toptica Photonics) running at 
774 nm. The excitation laser line for YAP staining was a DPSS CW laser running at 561 nm 
(Cobolt Jive 50, Cobolt AB). The laser powers were 3.3 mW at 774 nm and 2.9 µW at 561, 
measured in front of the microscope entrance. The laser light was coupled into the microscope via a 
dichroic mirror (Penta Line zt405/488/561/640/785rpc; AHF Analysetechnik) that separates laser 
excitation and fluorescence emission. Scanning of the sample in 3D was achieved by using an xyz 
piezo stage (BIO3.200; PiezoConcept). The laser excitation was focused onto the sample with a 60x 
(water) 1.20-NA plan apochromat objective (Plan APO VC 60x 1.2 NA, Nikon). The emission was 
collected by the same objective and spectrally separated by a 647-nm dichroic mirror (BS 647 SP; 
AHF Analysentechnik). The emission was recorded with two APD detectors (Count Blue; Count 
Red; Laser Components) and its photons stream registered using a TCSPC card (TH260 pico dual; 
PicoQuant GmbH). The filter sets for the red APD were: 710/130 bandpass fluorescence filter (HQ 
710/130 M; AHF Analysetechnik) and a 750 shortpass (FES0750; Thorlabs GmbH) to additionally 
block the 774 nm laser line. The filter sets for the blue APD were: 692/40 bandpass fluorescence 
filter (692/40 BrightLine HC; AHF Analysetechnik) and a 680 shortpass (HC 680/SP; AHF 
Analysentechnik) to additionally block the 774-nm laser line. The experiment was controlled using 
a home-written program written in C#. The confocal data was extracted and evaluated afterward by 
PAM (Schrimpf et al., 2018) and ImageJ2 (Schindelin et al., 2012). 

 

 

 



 

4.4 Antibody Staining 

Primary and secondary antibodies for were purchased as stated in the following list. 
 
List of used antibodies: 
YAP 

• YAP1 polyclonal rabbit antibody; PA1-46189 Thermo Fisher Scientific. 
• Donkey anti-Rabbit IgG (H+L) Highly Cross-Adsorbed Secondary Antibody, Alexa Fluor 

546; A-10040 Thermo Fisher Scientific. 
RPA2 

• RPA32/RPA2 mouse monoclonal antibody; ab2175, Abcam 
• Goat anit-Mouse IgG (H+L) Highly Cross-Adsorbed Secondary Antibody, Alexa Fluor 488; 

A-11001 Thermo Fisher Scientific. 
gH2A. 

• gH2A.X rabbit antibody; 2577 Cell Signaling Technology 
• Goat anit-Rabbit IgG (H+L) Highly Cross-Adsorbed Secondary Antibody, Alexa Fluor 647; 

A-21245 Thermo Fisher Scientific. 
 
 

4.5 2D Antibody Staining 

HeLa cells were seeded on matrigel to prevent the nuclear localization of YAP and transfected with 
optoYAP 24h after seeding. 24 hours after transfection, cells were illuminated with UV light 
(365 nm) for 20 s. After another 6-24 h cells were washed with PBS (pH 7.4) before being fixed 
with 4% PFA for 10 min. Afterwards, cells were washed three times with PBS for 5 min each. Cells 
were then permeabilized with Triton X-100 (0.15% in PBS) for 10 min and washed with PBS for 5 
min an additional three times. Cells were blocked with 1% BSA containing glycine for 30 min 
before primary antibodies were applied diluted in PBS with 1% BSA (1 µg antibody per well). 
After 1 h of incubation, at room temperature (or overnight at 4°C) the cells were washed 5 min with 
PBS three times. Next, the secondary antibodies were applied diluted in 1% BSA. After one hour of 
incubation the sample was washed again and Hoechst was applied before imaging. 

 

4.6 3D Antibody Staining 

HeLa spheroids embedded into collagen were fixed with 4% PFA for 40 minutes and washed with 
PBS twice for 20 minutes. The cells were permeabilized for 20 minutes with 0.5% Triton X-100 in 
PBS and subsequently washed with PBS for 30 minutes. The cells were blocked with 1% BSA in 
PBS overnight. Primary antibodies were diluted 1:100 with 1% BSA in PBS and cells were 
incubated for 72 hours.  Prior to incubation with secondary antibodies (1:200 in 1% BSA), the cells 
were washed twice with PBS for 30 minutes. The cells were incubated with secondary antibodies 
for 48 hours.  Afterwards, the cells were washed with PBS for 30 minutes and Hoechst 33342 (0.5 
µg/ml) for 40 minutes. Prior to imaging, the cells were washed again with PBS for 30 minutes. 
Finally, the PBS was renewed and kept in the reservoirs during confocal microscopy. 

 
 
 



 

Supplemental Figures 
 
 

 
 
Fig. S1: NMR spectrum of 1-(6-nitrobenzo[d][1,3]dioxol-5-yl)ethyl-carbonochloridate. Related to 
Figure 1. It is obtained as an intermediate product of the synthesis of the caged lysine. 1H NMR (400 MHz, 
CDCl3): _ (ppm) = 7.52 (d, J = 0.2 Hz, 1 H, H-7), 7.05 (dd, J = 0.2 Hz, 1 H, H-4), 6.47 (qd, J = 6.4, 0.4 Hz 1 
H, H-1’), 6.15 (s, 2 H, H-2), 1.72 (d, J = 6.4 Hz, 3 H, H-2’). 

 

 



 

 
 
Fig. S2: NMR spectrum of the caged lysine ((2S)-2-(tert-Butoxycarbonylamino)-6-[1-(6-
nitrobenzo[d][1,3]dioxol-5-yl)ethoxy]carbonyl-aminohexanoic acid). Related to Figure 1. 1H NMR (400 
MHz, CDCl3): _ (ppm) = 7.58 (s, 1 H, H-7”), 7.16 (s, 1 H, H-4”), 6.18 (d,J =3.5 Hz, 2 H, H-2”), 6.12 (d, J = 
6.4 Hz 1 H, H-1’), 3.79 (t, J = 6.1 Hz, 2 H), 3.19 – 3.00 (m, 5 H),1.92 (m, 3 H), 1.62 – 1.38 (m, 3 H). 

 

 



 

 
Fig. S3: Luciferase Functionality Assay. Related to Figure 1. a) Time-dependence of optoYAP activity. 
The observed luciferase count, and thus optoYAP activity, is time-dependent. Measurements taken at 
different time points after illumination show a clear maximum in activity at 4 to 6 h after photo-activation 
with a steady decline afterward. b) Dependence of optoYAP activity on illumination time. To gauge the 
effect of variations in illumination time on optoYAP activity, transfected HeLa cells were illuminated for 
different time periods to photo-activate optoYAP. Subsequently, the corresponding luciferase activity was 
recorded. The results show a clear peak in luciferase count and thus YAP activity at an illumination time of 
20 seconds. c) Distance dependence of the photo-activation: The distance between light source and sample 
during photo-activation and thus the power needed to activate optoYAP was investigated. Photo-activation 
was performed at the indicated distances between light source and sample and the subsequent luciferase 
activity was recorded. While there was a slight deviation in recorded luminescence in case of full contact of 
the UV light to the sample (0 cm distance), no significant differences could be observed for larger distances. 
The luciferase activity shows thus little sensitivity to deviations in light intensity of the UV light source. d) 
Comparison of luciferase activity of optoYAP transfected, non-activated cells (not activated) and cells that 
were not transfected with optoYAP and not activated (Wild Type) shows that optoYAP transfection does not 
influence downstream signaling significantly prior to photoactivation. Data in all figures are represented as 
mean +/- standard deviations of triplicates.  



 

 

 
Fig. S4: optoYAP translocation. Related to Figure 1. optoYAP transfected HeLa cells on a thin layer of 
matrigel before (a) and 30 min (b) after illumination. Scale bar: 20 µm.  
 

 
Fig. S5: Kinetics of optoYAP translocation. Related to Figure 1. Intensity ratio of (nucleus/cytosol) of 
optoYAP in HeLa cells in 2D cell culture at different times after optoYAP activation. Prior to activation the 
optoYAP signal is localized in the cytosol, but gradually translocates into the nucleus upon activation. Note: 
images are not background corrected for analysis, thus leading to an intensity ratio above zero before 
illumination, and above 1 after illumination. Data are represented as mean +/- standard deviations of 
triplicates.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

 
Fig. S6: Assessment of the damage caused during photo-activation with 20 s UV light (365 nm) 
illumination. Related to Figure 1.  HeLa cells were seeded on an 8-well microscopy slide and transfected 
with optoYAP. After photo-activation at different intensities the damage to the cells was investigated with 
markers for DNA and as a marker of DNA damage with the DNA damage repair proteins RPA and γH2AX. 
Comparing the activated samples to a transfected non-activated control shows that the higher intensity leads 
to some DNA damage (visible by an increase in RPA and γH2AX signal) that is almost repaired after 2 h. 
The lower intensity of 0.6 mW leads to negligible DNA damage, which cannot be detected anymore after 2h. 
Thus, this intensity was chosen for all experiments.  
 
 



 

 
 
Fig. S7: Effect of UV illumination on proliferation. Related to Figure 1 and 2. Proliferation of cells is not 
affected by the illumination used for optoYAP activation. a) Brightfield microscopy images of cells at the 
time of illumination and 3 days later. The upper row was illuminated with UV as used for optoYAP 
activation and the lower row serves as control, which was not illuminated. Scale bar: 200 µm. b) Quantitative 
analysis of the number of cells at the time point of UV-illumination and 3 days later compared to controls, 
which were not illuminated, shows that proliferation is not influenced by the UV used for photo-activation. 
Data are represented as mean +/- standard deviation.  

 

 

 
Fig. S8: Proliferation assay on optoYAP-transfected HeLa cells. Related to Figure 2. Time is measured 
after optoYAP activation. The upper row shows activated cells, the lower row non-activated controls. The 
images show a clear increase in overall growth upon optoYAP activation. Scale bar: 200 µm.   



 

 

 
 

Fig. S9: Morphology of optoYAP transfected HeLa cells on matrigel. Related to Figure 2. OptoYAP 
transfected HeLa cells on a layer of matrigel before and three days after photo-activation. Cell morphology 
of transfected cells on matrigel did not change after photo-activation even after several days of incubation. 
Scale bar: 200 µm.  
 
 

 

 
Fig. S10: Effect of optoYAP activation on proliferation on matrigel. Related to Figure 2. Cell 
proliferation of activated (light grey) and non-activated (dark grey) optoYAP transfected HeLa cells on 
matrigel in presence of FBS. The overall growth rate on matrigel is about a factor of two smaller in 
comparison to cell proliferation on a plastic substrate without FBS. Yet, likewise, the activated samples show 
a strongly increased proliferation compared to the non-activated samples. Data are represented as mean 
values +/- standard deviations of triplicates.  

 

 



 

  
Fig. S11: Analysis of effect of optoYAP activation on proliferation. Related to Figure 2. Logarithmic plot 
of the cell count with exponential fits. a) Fitting exponential growth curves to the data yields an average 
growth rate of 0.49/d for activated and 0.31/d for non-activated cells indicating the increase in growth upon 
optoYAP activation. However, due to the apparent reduction in growth rate of the activated sample after day 
1 the fit is only a rough approximation. b) Fitting only the last three data points of the activated sample yields 
a fit of much better quality and a growth rate of 0.27/d, which is very similar to that of non-activated cells. 
The strong deviation of the first data point from this curve shows the strongly increased growth during the 
first 24 h of the experiment. This leads to the conclusion that the observed difference between activated and 
non-activated samples mainly stems from the cell proliferation of the first day of observation, while the 
proliferation returns to normal growth rates after the first day. Data are represented as mean values +/- 
standard deviations of triplicates.  



 

 
 

 
 
Fig. S12: Intensity ratio of (nucleus/cytosol) for YAP (via antibody staining) in HeLa cells on matrigel 
at different times after optoYAP activation. Related to Figure 2. 4 h after incubation YAP is  in the 
nucleus followed by a decrease in the ratio of nuclear/cytosolic YAP. Note: images are not background 
corrected for analysis, thus leading to an intensity ratio above zero before illumination, and above 1 after 
illumination. Specifically due to the cell morphology on matrigel, the nuclear background signal is quite 
high. Data are represented as mean +/- standard deviations.  
 
 

 

 
 
Fig. S13: High resolution confocal microscopy image of the inside of a fixed HeLa spheroid transfected 
with optoYAP. Related to Figure 3. The spheroid is embedded in a collagen gel and was completely 
illuminated for activation. The spheroid was fixed 3 days after activation. YAP appears concentrated in the 
cytosol. Scale bars: 5 µm.  



 

 

 
Fig. S14: optoYAP transfected A431 spheroids embedded into collagen gel. Related to Figure 3. To 
investigate if the effects of optoYAP activation can also be observed in other cell lines, A431 spheroids were 
transfected according to the same protocol described for HeLa spheroids and selectively activated. The 
treated A431 spheroids showed similar results to those obtained from HeLa spheroids: non-activated samples 
exhibit no discernible invasive behavior aside from general growth of the spheroid, while activated samples 
show significant invasion starting from the activated area. Scale bars: 150 µm.  
 

 



 

 
  

 
 
Fig. S15: Non-transfected HeLa spheroids embedded in collagen gel. Related to Figure 3. To investigate 
if the observed behaviors of the treated HeLa spheroids are indeed caused by optoYAP, non-transfected 
HeLa spheroids were used as controls and activated the same way as optoYAP. Neither the activated nor the 
non-activated samples show invasive behavior comparable to that of the optoYAP transfected spheroids. The 
only discernible difference between before and after incubation is an increase in overall spheroid size in both 
cases – with and without activation. Scale bars: 100 µm.  
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Chemical Synthesis of the Fluorescent, Cyclic Dinucleotides
cthGAMP
Simon Veth+,[a] Adrian Fuchs+,[a] Dilara Özdemir+,[a] Clemens Dialer,[a] David Jan Drexler,[b]

Fabian Knechtel,[a] Gregor Witte,[b] Karl-Peter Hopfner,[b] Thomas Carell,*[a] and
Evelyn Ploetz*[a]

The cGAS-STING pathway is known for its role in sensing
cytosolic DNA introduced by a viral infection, bacterial invasion
or tumorigenesis. Free DNA is recognized by the cyclic GMP-
AMP synthase (cGAS) catalyzing the production of 2’,3’-cyclic
guanosine monophosphate-adenosine monophosphate (2’,3’-
cGAMP) in mammals. This cyclic dinucleotide acts as a second
messenger, activating the stimulator of interferon genes (STING)
that finally triggers the transcription of interferon genes and
inflammatory cytokines. Due to the therapeutic potential of this
pathway, both the production and the detection of cGAMP via

fluorescent moieties for assay development is of great impor-
tance. Here, we introduce the paralleled synthetic access to the
intrinsically fluorescent, cyclic dinucleotides 2’3’-cthGAMP and
3’3’-cthGAMP based on phosphoramidite and phosphate
chemistry, adaptable for large scale synthesis. We examine their
binding properties to murine and human STING and confirm
biological activity including interferon induction by 2’3’-
cthGAMP in THP-1 monocytes. Two-photon imaging revealed
successful cellular uptake of 2’3’-cthGAMP in THP-1 cells.

Introduction

The innate immune system of eukaryotes is one of the first
defense lines against invading pathogens.[1] To detect patho-
gens, the discrimination of molecular patterns from “self” (host)
and “nonself” (e.g., microorganisms) is a fundamental process
and relies on an array of pattern recognition receptors (PRRs).
These PRRs are cell surface or intracellular receptors that
distinguish pathogen-associated molecular patterns (PAMPs)
from endogenous host patterns.[2] In addition to PAMPs, some
PRRs recognize damage-associated molecular patterns (DAMPs)
such as host-derived signals of cellular stress.[3] During the last
decade, a cyclic dinucleotide (CDN) 2’,3’-cyclic guanosine mono-
phosphate-adenosine monophosphate (2’3’-cGAMP, 1) was
identified to be crucially involved in transmitting innate
immune system signaling (Figure 1a).[4]

CDNs are found in vertebrates and prokaryotes alike and
play an important role as second messengers.[5] While the CDNs
from bacterial origin (e.g., 3’3’-c-di-GMP, 3’3’-c-di-AMP, 3’3’-
cGAMP) are based on two canonical 3’-5’ phosphodiester
bonds,[6] the only CDN found in mammalian cells possesses a
mixed 2’-5’ and 3’-5’ phosphodiester linkage (2’3’-cGAMP).[4]

2’3’-cGAMP plays a crucial role in the cyclic GMP-AMP
synthase (cGAS)-stimulator of interferon genes (STING) pathway,
which has emerged as a critical mechanism for coupling the
sensing of double-stranded DNA (dsDNA) in the cytosol to the
induction of innate immune defense programs. cGAS, an
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Figure 1. Biological role of CDNs. a) Molecular activation and regulation of
the cGAS-cGAMP-STING pathway leading to interferon activation, inflamma-
tory response and potential cell death. b) Structure of the CDN 2’3’-cGAMP.
c) Chemical structure of the fluorescent analogue 2’3’-cthGAMP (2).
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enzyme belonging to the family of DNA sensors, recognizes a
broad repertoire of DNA species of both foreign (e.g.,
pathogens) and self-origin.[7] Upon binding to dsDNA in the
cytosol, cGAS from bacteria are sensed by STING at the
endoplasmic reticulum (ER),[8] triggering a signaling cascade by
recruiting the kinases TBK1 and IKK, which results in the
activation of interferon regulatory factor 3 (IRF3) and NF-kB.[9]

IRF3 and NF-kB consecutively induce the expression of type-1
interferons (IFN), inflammatory cytokines and other interferon-
stimulated genes (ISGs),[10] leading to a DNA-driven immune
response. Depending on signaling strength, STING also results
in the activation of other cellular processes such as apoptosis
and necroptosis.[11]

The modification of CDNs with fluorescently active moieties
holds great promises for the development of novel activity
assays and emissive probes for following these key compounds
in vivo, in order to deepen our fundamental understanding on
the life cycle of CDNs, including biosynthesis, distribution, and
degradation or recycling. For instance, a fluorescently labeled
ATP analogue based on 2-aminopurine (2AP) was used in the
cGAS-catalyzed formation of a fluorescent CDN (fGAMP) to
characterize the length-dependency of cGAS activity.[12]

Depending on the desired application a drawback of many
emissive nucleoside analogues, including the most prevalently
used 2AP, could be their significant quenching upon incorpo-
ration into oligonucleotides and CDNs.[13] The group of Yitzhak
Tor developed a highly emissive RNA alphabet (thA, thG, thU, thC)
with unparalleled structural isomorphicity to the native purine
and pyrimidine bases derived from thieno[3,4-d]-pyrimidine as
the heterocyclic nucleus. Besides excellent structural isomor-
phicity, good quantum yield (ϕ=0.46) and long excited-state
lifetime (14.8 ns) were reported for thG in H2O. Moreover,

thG
was found to show strong visible emission compared to 2AP
even if “sandwiched” by two potential quenching guanosine
residues in an oligonucleotide.[14]

In 2019, the enzymatic synthesis of a 2’3’-CDN bearing the
thG base (2’3’-cthGAMP, 2; Scheme 1) among 32 other CDNs was
published focusing on the substrate specificity of cGAS derived
from human, mouse and chicken as well as immunostimulatory
properties in human peripheral blood mononuclear cells
(PBMCs).[15] One year later, the enzymatic synthesis of thG-
modified derivatives of bacterial 3’3’-c-di-GMP (3’3’-c-di-thGMP
and 3’3’-c-thGGMP) were reported, highlighting their application
in enzymatic assays and ability to induce a type-1 IFN response
in THP-1 cells.[16] Cell experiments require large scales of the
fluorescent, structural isomorph cGAMP mimics, which are hard
to achieve by enzymatic pathways. To date, the organic
synthesis of these compounds, as well as their application for
cellular assays and fluorescent characterization in vivo, are
missing.

Herein, we report the paralleled synthetic access to the
cyclic dinucleotides 2’3’-cthGAMP and 3’3’-cthGAMP (Scheme 1)
based on phosphoramidite and phosphate chemistry, suited for
large scale synthesis. We highlight the differences in affinity of
these CDNs to human and murine STING and focus on the
scope and limitations of 2’3’-cthGAMP for in vivo studies in THP-
1 cells using two-photon excitation microscopy.

Results and Discussion

Synthesis

The paralleled synthesis of 2’3’-cthGAMP (2) and 3’3’-cthGAMP (3)
is depicted in Scheme 1. Starting from the 5’-dimethoxytrityl
(DMTr)- and dimethylformamidino (dmf)-protected thG nucleo-
side 4 (for synthetic details see Shin et al.),[14] TBS-protection did
yield a regioisomeric mixture of the 3’-OTBS (5) and 2’-OTBS (6)
protected nucleosides. Following a modified procedure from
Ching et al.,[17] these were converted to the corresponding
phosphoramidites using commercially available 2-cyanoethyl
N,N,N’,N’-tetraisopropylphosphorodiamidite and pyridinium tri-
fluoroacetate. The resulting 2’- and 3’-phosphoramidites were
not isolated but instead the diisopropylamine functionality was
directly displaced by allyl alcohol with the aid of 5-(benzylthio)-
1H-tetrazole (BTT) activator followed by the t-BuOOH-mediated
oxidation of the P(III)- to the P(V)-species and DMTr-deprotec-
tion in 3% dichloroacetic acid (DCA). In total, the four-step
reaction sequence allowed to generate the allyl- and cyanoeth-
yl-protected 2’-phosphate (7) and 3’-phosphate (8) in 56% yield.
In a similar reaction sequence, commercially available DMT-2‘-
O-TBS-rA(Bz) phosphoramidite was then coupled to the free 5’
OH groups of 7 and 8 with the aid of BTT activator, followed by
oxidation and DMTr deprotection as described before. The
resulting linear coupled dinucleotides were isolated in moder-
ate yields, possessing the desired 2’3’- (9) and 3’3’- (10)
connectivity. The deprotection of the allyl group with sodium
iodide in refluxing acetone gave the alkoxides, which were
cyclized using N-methylimidazole as nucleophilic catalyst, 2,4,6-
triisopropylbenzenesulfonyl chloride (TPSCl) as condensing
agent and molecular sieves (4 Å) as moisture scavenger to yield
11 and 12 in 49% yield over two steps. To minimize the
formation of undesired side products by dimer formation, the
cyclization reaction was carried out in dilute conditions (4 mM
referred to starting material) to promote the intramolecular
reaction. Treatment of 11 and 12 with a 1 :1 mixture of
ammonium hydroxide and methanol followed by triethylammo-
nium fluoride resulted in the deprotection of the nucleobase
protecting groups (dmf, Bz), β-cyanoethyl and silyl groups. After
precipitation in cold acetone the resulting crude product was
purified by reverse-phase HPLCs to separate and purify 2’3’-
cthGAMP (2) and 3’3’-cthGAMP (3) in 13% yield for each CDN.
The correct phosphodiester connectivity was NMR spectroscopi-
cally verified by 1H-31P-HMBC measurements (see Supporting
Information).

Biochemical characterization

With both target compounds in hands, we focused on
evaluating their binding properties to murine and human
STING. At first, we employed differential scanning fluorimetry
(DSF) to determine the binding affinity of synthetic and natural
CDNs to STING proteins by evaluating the difference in melting
temperature of the STING protein with and without ligand
(Supporting Figure S5.1). While 2’3’-cthGAMP shows reduced
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binding-affinity compared to natural 2’3’-cGAMP, the thermal
shift assays revealed, that 3’3’-cthGAMP (3) does not possess
favorable binding affinity to neither murine nor human STING.
As a consequence, we focused on the characterization and
application of 2‘3‘-cthGAMP (2) in the later part of this
publication.

Using isothermal titration calorimetry (ITC; Figure 2), we
found that 2‘3‘-cthGAMP (2) is a less potent binder than natural
2’3’-cGAMP (kD= ~4 nM).[18] It shows a 120- and 4000-fold
reduced affinity to murine STING (mSTING; kD=455 nm) and
human STING (hSTING; kD=15 μm). The thermodynamic param-
eters highlight, that the binding of 2‘3‘-cthGAMP to both
receptors is exergonic (ΔGmSTING= � 36.3 kJ/mol, ΔGhSTING=

� 27.9 kJ/mol), however with opposite trend for enthalpy and
entropy: binding to mSTING is favorable in terms of entropy
(� TΔSmSTING= � 59.3 kJ/mol) and endothermic (ΔHmSTING=

23.4 kJ/mol). In contrast, binding to hSTING was found to be

exothermic (ΔHhSTING= � 40.8 kJ/mol) but entropically unfavor-
able (� TΔShSTING=13.1 kJ/mol). Unlike the endothermic binding
process of natural 2’3’-cGAMP to hSTING[18], the data suggests
that binding of 2’3’-cthGAMP might not trigger a full conforma-

Scheme 1. Paralleled synthesis of 2‘3‘-cthGAMP and 3‘3‘-cthGAMP. Products 2’3’-cthGAMP (2) and 3’3’-cthGAMP (3) and synthetic overview. a) TBSCl, imidazole,
pyridine; b) 2-cyanoethyl N,N,N’,N’-tetraisopropylphosphorodiamidite, pyridinium trifluoroacetate, MeCN; c) BTT, allyl alcohol; d) t-BuOOH, then NaHSO3; e) 3%
DCA in DCM; f) DMT-2‘-O-TBS-rA(Bz) phosphoramidite, BTT, MeCN; g) NaI, acetone; h) TPSCl, N� Me-imidazole, THF; i) NH4OH, MeOH; j) NEt3 · 3HF, THF, then
HPLC.

Figure 2. Binding to STING as measured by ITC. ITC curves and thermody-
namic parameters for 2‘3‘-cthGAMP (2) bound to a) murine STING and b)
human STING.
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tional change in STING and, hence, a stabilized enclosure of the
ligand. This observation would be in line with the reduced
affinity of the synthetic compound.

Despite its reduced affinity, we set out next to investigate,
whether binding of 2’3’-cthGAMP still activates STING signaling
and consecutively interferon production. For this, we monitored
the expression of the reporter gene Lucia luciferase in THP-1
DualTM wild type (THP-1 monocytes) cells, which is under the
control of the ISG54 promoter in conjunction with five IRF-
stimulated response elements. Secretion of luciferase and hence
activation of the IFN pathway was quantified by monitoring its
luminescence in response to 2’3’-cGAMP and 2’3’-cthGAMP after
transfection. 2’3’-cthGAMP showed a ~5-fold reduced but
significant IRF activation compared to the natural compound
(Supporting Information Figure S2).

Uptake in THP-1cells

Having verified the biological potency of 2’3’-cthGAMP, we
continued with THP-1 monocyte cells and monitored the
uptake and effect on immune cells by following the fluorescent
signature of the synthetic molecule in vivo. As reported, the
2’3’-cthGAMP features a broad absorption in the UV below
360 nm with a maximum around 315 nm (Figure 3a). Being
excited at 310 nm, a blue photoluminescence was observed.
The emission spectrum has a width of more than 200 nm,
starting around 380 nm upwards with an emission maximum
around 470 nm (Figure 3a). Since excitation sources in the UV
and blue spectral range cause high background when being
used for imaging cells due to scattering and autofluorescence,
we employed two-photon imaging[19] using a pulsed laser
excitation at 774 nm (Supporting Information Figure S5.3a–b).
The fluorescence emission of 2’3’-cthGAMP (2) in water between
400–650 nm clearly showed a quadratic dependence on the
exciting laser power (Supporting Information Figure S5.3c)
confirming the nonlinear nature of the two-photon excitation.

Figure 3b (upper panels) shows the emitted autofluores-
cence of two THP-1 DualTM cell lines, wild type (wt) and STING
knock-out (STING KO), after two-photon excitation in the
spectral range between 417 and 477 nm. Upon the addition of
2’3’-cthGAMP (2) to THP-1 wt cells, we expected an increase in
overall brightness due to the intrinsic fluorescence of the
compound. Instead, we observed a significant change in cell
morphology combined with a strong decrease in emission
(Figure 3c, upper panel, N=91/129). In contrast, THP-1 STING-
KO cells (Figure 3b, lower panel), which do not enter the
consecutive immune response cascade, showed no morpholog-
ical changes but only a slight swelling of the cell volume. Here,
a significant increase in fluorescence intensity after 2’3’-cthGAMP
uptake was monitored (Figure 3c, lower panel, N=85/72). Both
observations suggest, that 2’3’-cthGAMP is successfully taken up
by both cell lines, however with different biological response:
while cellular accumulation of 2’3’-cthGAMP leads to the
expected brightness increase in THP-1 STING KO cells due to
unavailability of the STING receptor and hence missing cellular
response, the uptake in THP-1 wt cells triggered downstream

processes due to activity of 2’3’-cthGAMP. Consecutive changes
in cellular environment could affect the autofluorescent back-
ground, but also alter the photochemistry of the environ-
mentally sensitive 2’3’-cthGAMP compound (see Supporting
Information Figure S5.4.) by cellular interactions, leading to a
decrease in fluorescence (if we anticipate the short time-
window for free 2’3’-cthGAMP diffusion before binding to
STING).

The autofluorescence signature of THP-1 overlaps with the
emission spectrum of 2’3’-cthGAMP (2). To investigate whether
the fluorescence increase observed for THP-1 STING KO cells
can be directly linked to the uptake of 2’3’-cthGAMP (2), we
evaluated the time-correlated single photon counting (TCSPC)
data available for each image pixel in addition to the recorded

Figure 3. Fluorescence microscopy probing the cellular uptake of 2’3’-
cthGAMP in THP-1 cells. a) Absorption (dotted line) and emission spectrum
(solid line) of 52 μM 2’3’-cthGAMP in water after excitation at 310 nm. b-c)
Two-photon images (b) and average cell brightness (c) of THP-1 wt cells
(upper panel) and THP-1 STING-KO cells (lower panel) in absence and
presence of 2’3’-cthGAMP. 2’3’-cthGAMP is biologically active in THP-1 wt cells
leading to morphological changes and brightness decrease. In contrast,
uptake of 2’3’-cthGAMP in STING knockout cells leads to a fluorescence
increase. The emission was recorded between 417–477 nm and evaluated on
average for 70–130 cells per condition. d–f) Phasor analysis of the average
lifetime observed for THP-1 wt cells before (d) and after uptake of 50 μM
2’3’-cGAMP (e) and 200 μM 2’3’-cthGAMP (f). d) Phasor representation of the
fluorescence signature of THP-1 wt cells and free 2’3’-cthGAMP in cell
medium. The angled dotted line (grey) marks the multicomponent
autofluorescent background in THP-1 wt cells. The center positions of the
populations before (pink) and after (cyan) addition of 2’3’-cthGAMP (f) is
marked with dotted lines. e) The addition of the non-fluorescent compound
cGAMP triggers a shift in cellular autofluorescence towards shorter lifetimes
and reduced brightness. f) The addition of 2’3’-cthGAMP leads to an off-axis
shift towards free 2’3’-cthGAMP (along the black line), confirming the
successful uptake.
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brightness information. At first, we recorded two-photon
images of free dye only in solution for comparison and
calibration (Supporting Information Figure S5.4a-b). By analyz-
ing the exponential decay of the TCSPC histograms, we found
an approximately mono-exponential behavior (on long time-
scales) of 16.8 ns for 2’3’-cthGAMP in water, similar to thG in
water (14.8 ns).[14] In buffers, however, we observed a shortened
lifetime of 6.2 ns in PBS and even 4.3 ns in THP-1 cell medium
(Supporting Information Figure S5.4a). Due to this complex
behavior and the multi-exponential nature of cellular autofluor-
escence, we expanded the lifetime evaluation using the phasor
approach[20], which graphically translates the fluorescence life-
time decay into Fourier space (see Supporting Information Note
4.4 for details). This technique enables the detection of small
contributions to a multi-component lifetime mixture.[20a] Here,
mono-exponential decays will be observed on an arc of radius
0.5 with long lifetime components near the origin (0,0), while
short lifetimes are expected to contribute near (1,0). On the
other side, multi-exponential decay pathways or fluorescence
decays of mixed species are expected inside the circle. They are
composed of weighted linear compositions of the contributing
mono-exponential species along the arc and obtained by
vectorial addition of the weighted contributions by each
fluorescence species (Supporting Information Figure S4.2d–f).

When analyzing the TCSPC data by the phasor approach,
2’3’-cthGAMP in PBS and cell medium is characterized by a bi-
exponential, long-lived lifetime lying close to the left half-circle
(Supporting Information Figure S5.4b), compared to the single-
exponential signature of Atto532 in PBS on the circle. For the
uptake of the fluorescent 2’3’-cthGAMP into THP-1 cells, we
expect a mix between the signature of the fluorescent analogue
and the autofluorescence of the cell line. The uptake should be
seen by a shift of the cellular autofluorescence signature
towards the population of the free dye, while for the natural,
non-fluorescent 2’3’-cGAMP no change should occur.

THP-1 wt cells show a short-lived, multi-exponential auto-
fluorescence of about 1.85 ns. Their population lies in the right
half-circle compared to the longer-lived signature of the free
2’3’-cthGAMP in cell medium (Figure 3d). The addition of the
natural analog 2’3’-cGAMP to THP-1 cells triggers a change in
morphology and autofluorescent background. This change is
evident by a shift along the grey dotted line towards shorter
lifetimes and concomitantly reduced brightness. Besides a
decrease of the average lifetime from 1.85 to 1.75 ns (Figure 3e),
no shift towards the free 2’3’-cthGAMP compound (along the
black line) was observed. Upon addition of 2’3’-cthGAMP,
however, a clear shift towards the free fluorescent analog is
observed (Figure 3f), as marked for the center position of
cellular autofluorescent in absence (pink) and presence of 2’3’-
cthGAMP (cyan). The cellular uptake of 2’3’-cthGAMP leads to an
increase in average lifetime (2.05 ns) although a simultaneous
reduction in autofluorescence background and lifetime is
observed. For the STING KO line an identical behavior was
detected (Supporting Information Figure 5.4c). Both findings,
the brightness increase (Figure 3c, lower panel) as well as the
lifetime shift towards the pure compound (Figure 3f) give clear

evidence, that 2’3’-cthGAMP was taken up into THP-1 mono-
cytes.

Conclusion

In summary, we report the first organic synthesis of 2‘3‘-
cthGAMP (2) and 3‘3‘-cthGAMP (3), which feature the fluorescent
thG base. The described synthetic strategy - involving phosphor-
amidite and phosphate chemistry - provides direct access to
large quantities of both immunostimulants and enabled us to
carry out cell feeding experiments with 2‘3‘-cthGAMP (2) as well
as subsequent two-photon microscopy on THP-1 cells. While
biochemical as well as cell-based assays confirmed the bio-
logically activity of the synthetically derived compound, we
further verified its presence in cells using fluorescence imaging
and lifetime. Moreover, our observations show that the
fluorescence lifetime of 2‘3‘-cthGAMP (2) is highly dependent on
its environment suggesting a complex photochemistry for
CDNs in general including the synthesized compound. While
suitable for two-photon excitation microscopy, the cellular
application of the fluorescent 2‘3‘-cGAMP analogue including
intracellular tracking and downstream monitoring is strongly
dependent on the autofluorescence of the chosen cell line,
which creates an additional cell dependent detection limit. The
decreased binding affinity of 2‘3‘-cthGAMP (2) to human STING
in combination with high EC50 values[15] indicate substantial
shortcomings which need to be addressed in the future.
Nevertheless, as second messengers with diverse roles in both
prokaryotes and eukaryotes, both fluorescent cthGAMP ana-
logues may well serve for enzymatic assays/screening assays for
inhibitors of CDN metabolism enzymes facilitating the develop-
ment of therapeutics that target the cGAS-STING signaling
pathway.

Experimental Section
Detailed experimental procedures during the synthesis and charac-
terization of the fluorescent dinucleotides, protein purification of
murine and human STING receptors, cell culturing, and advanced
fluorescence microscopy are provided in the Supporting Informa-
tion.
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1. EXPERIMENTAL SECTION 

1.1 Chemicals 

Reagents were purchased from Sigma-Aldrich, Acros Organics, TCI Europe, Link 

Technologies and Alfa Aesar, were stored under nitrogen and were used without further 

purification unless otherwise specified. Dry solvents were purchased from Acros Organics, 

were stored under argon over molecular sieves and used as received applying standard 

Schlenk techniques. HPLC grade solvents were purchased from VWR. Water was purified by 

a Milli-Q Plus system from Merck Millipore. 

 

Chemicals used include acetic acid (HOAc), allyl alcohol, BTT activator, 2-cyanoethyl 

N,N,N’,N’-tetraisopropylphosphorodiamidite, dichloroacetic acid (DCA), 2-[4-(2-

hydroxyethyl)piperazine-1-yl]ethanesulfonic acid (HEPES; Sigma Aldrich), imidazole, 1-

methylimidazole, methoxytrimethylsilane, pyridinium trifluoroacetate, silica gel, sodium 

bisulfite, sodium hydrogen carbonate, sodium iodide, sodium sulfate, triethylamine (NEt3), 

triethylamine trihydrofluoride (NEt3
.3HF) 2,4,6-triisopropyl-benzolsulfonylchloride, and tert-

Butyldimethylsilyl chloride (TBSCl), tert-Butyl hydroperoxide (t-BuOOH). 

 

Dry solvents comprise acetone, acetonitrile (MeCN), deuterated chloroform-d (CDCl3), 

dichloromethane (DCM), ethylacetate (EtOAc), iso-hexane (iHex), methanol (MeOH), pyridine, 

tetrahydrofuran (THF), toluene, were stored (if necessary) under septum and used without 

further purification. 

 

For cell culture, we used Roswell Park Memorial 1640 medium (RPMI 1640; ThermoFisher 

Scientific), L-Alanyl-L-Glutamine (Sigma Aldrich), Pen-Strep (Sigma Aldrich), HEPES (1M, 

Sigma Aldrich), Lipofectamine™ RNAiMAX (Thermo Fischer), and Poly-D-Lysine (PDL, Sigma 

Aldrich), which were stored at 40C and used only under sterile conditions. Antibiotics, including 

blasticidin, NormocinTM, and ZeocinTM were purchased from Invivogen and kept at -200C. Fetal 

Bovine Serum (FBS, Pan Biotech), Quanti-Luc™ (Invivogen) were aliquoted and stored at -

200C as well. Phosphate buffered saline (PBS, Sigma Aldrich) was kept at room temperature. 

 

1.2 Methods and Characterization 

Photophysical characterization by UV-Vis and Fluorescence spectroscopy: UV-Vis 

spectra of compounds were recorded using a spectrophotometer (Implen Nanophotometer 

N60). The weight purity of CDNs was measured by UV spectroscopy using the estimated 

extinction coefficient at maximum absorbance, i.e. 25050 M-1 cm-1 at 256 nm for 2’3’- or 3’3’-

cGAMP and 4150 M-1 cm-1 at 321 nm for 2’3’- or 3’3’-cthGAMP. Fluorescence based 

measurements were performed on a FLS 1000 Fluorimeter (Edinburgh Instruments). Emission 

and excitation spectra were recorded on a photon multiplier tube (PMT 900 detector, 

Hamamatsu) by exciting the sample with a 450 W Xenon lamp, an excitation/emission slit width 

of 1 nm and 0.5 nm steps with 1 s of dwell time. 

 

Infrared (IR) spectroscopy: IR spectroscopy was performed on an FT-IR spectrometer 

(PerkinElmer Spectrum BX FT-IR) with a diamond-ATR (ATTenuated Total Reflection) mode 

Samples were applied directly on the ATR unit. The range of analysis was 4500 to 600 cm-1.  

 

TLC: All reactions were monitored with analytical TLC (Merck silica gel 60 F254). 



4 

 

RP-HPLC: Separations and purifications by reversed-phase HPLC were carried out with an 

Agilent Technologies 1260 Infinity II machine consisting of 1260 Quat Pump VL, 1260 man. 

Inj. and 1260 MWD using a VP 250/10 NUCLEODUR 100-5 C18ec column (Macherey-Nagel). 

The flow rate applied was 0.5 mL/min. 

 

RP-LCMS: LC-MS and low resolution ESI-MS were measured on a Dionex micro UHPLC-

System (mobile phase: water and acetonitrile with 0.01 % formic acid) using a Hypersil Gold 

C18 selectivity column (100 × 2.1 mm) coupled to a MSQ Plus single-quadrupole mass 

spectrometer. 

 

NMR spectroscopy: NMR spectra were measured on a Bruker Ascend 400 or Bruker ARX 

600 at room temperature operating at 400 MHz or 600 MHz for 1H-nuclei and at 101 or 151 

MHz for 13C-nuclei. For 29Si-NMR and 31P-NMR measurements, 80 MHz or 162 MHz 

measurements respectively, were performed.  

The chemical shift (δ) in the NMR spectra is reported in parts per million (ppm) and referenced 

to the residual solvent signal. Measurements were performed in CDCl3 or D2O. The spectra 

were referenced to the residual protons and carbons of the solvent (CDCl3: δ(1H) = 7.26 ppm; 

δ(13C) = 39.52 ppm; D2O δ(1H) = 4.79 ppm). All spectra were analyzed with the software 

MestReNova from Mestrelab Research.  

 

Mass spectroscopy: High resolution mass spectra (HRMS) were recorded on a Thermo 

Finnigan MAT 95 (EI) and a Thermo Finnigan LTQ FTCR (ESI) 

 

Isothermal titration calorimetry: ITC measurements were carried out on a Malvern PEAQ-

ITC system with 52 μM (mSTING) or 251 μM (hSTING) protein in ITC-buffer (20 mM HEPES 

pH 7.5, 150 mM NaCl) in the cell. Compound 2 was titrated in a concentration of 200 

μM (mSTING) into the cell by 19 injections of 2 μL or in a concentration of 600 μM (hSTING) 

into the cell by 13 injections of 3 μL, spaced 150 seconds apart, at 25 °C. The results were 

analyzed using the MicroCal PEAQ-ITC analysis software provided with the instrument. All 

titrations were repeated to confirm robustness of the assay.  

 

Nano differential scanning fluorimetry: Thermal melting experiments of STING constructs 

were performed using a Tycho NT.6 instrument (NanoTemper Technologies). In brief, the 

samples were heated up in a glass capillary and while heating, the internal fluorescence at 

330 nm and 350 nm was recorded. Data analysis, data smoothing, and calculation of 

derivatives was done using the internal evaluation features of the NT.6 instrument. All 

measurements were repeated to confirm robustness of the assay. 
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2. SYNTHESIS STEPS AND CHARACTERIZATION OF C-THGAMP 

Unless otherwise specified, all reactions were magnetically stirred under an N2 atmosphere. 

Reactions vessels were dried under high vacuum at 550 oC prior to use. Synthesis of c-
thGAMPs was verified by a set of different techniques, including RP-HPLC, 1H-NMR, 13C-

NMR, 29Si-NMR, Infrared spectroscopy, ESI-HRMS and ESI-LRMS.  

 

2.1. Preparation of 5’-O-DMTr-N2-DMF-2’-O-TBS-thguanosine (6) and  

5’-O-DMTr-N2-DMF-3’-O-TBS-thguanosine (5) 

 

 

 

To a stirred solution of 5’-O-DMTr-N2-DMF-thguanosine (4, 4.60 g, 7.00 mmol, 1.0 eq.) in dry 

pyridine (125 mL), imidazole (0.95 g, 14.1 mmol, 1.0 eq.) and TBSCl (1.59 g, 10.5 mmol, 

1.5 eq.) were added and the reaction mixture was stirred under nitrogen atmosphere for 

16 hours at rt. The reaction was quenched by the addition of MeOH (15 mL), all volatile 

components were removed in vacuo and the residue was co-evaporated with 

toluene (2 x 100 mL). The crude product was purified by column chromatography (silica gel, 

iHex/EtOAc, 4:1  2:1  1:1  1:3  1:4  EtOAc) to yield the title compounds (3.84 g, 

4.98 mmol, 71%) as a colorless foam. The product was a mixture of the 2’-O-TBS regioisomer 

6 and 3’-O-TBS regioisomer 5 inseparable by flash column chromatography and was used 

without further purification. 

 

For analysis of 5 and 6 a small sample was purified by preparative RP-HPLC (isocratic elution, 

80% MeCN in H2O for 30 min, Rt(6) = 11.4 – 14.2 min, Rt(5) = 16.0 – 19.4 min). 

 

2.1.1. Compound 6 (2’-O-TBS) 

 

Rf = 0.58 (DCM/MeOH, 10:1). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 8.68 (s, 1H, H-dmf), 8.66 (s, 1H, NH), 8.16 (s, 1H, H-5), 

7.55 – 7.51 (m, 2H, Ph-o-CH), 7.44 – 7.38 (m, 4H, MeO-Ph-o-CH), 7.30 – 7.25 (m, 2H, Ph-m-

CH), 7.23 – 7.17 (m, 1H, Ph-p-CH), 6.84 – 6.80 (m, 4H, MeO-Ph-m-CH), 5.63 (d, 3J = 6.9 Hz, 

1H, H-1’), 4.45 (dd, 3J = 6.9 Hz, 3J = 4.9 Hz, 1H, H-2’), 4.18 – 4.15 (m, 1H, H-4’), 4.16 – 4.14 

(m, 1H, H-3’), 3.784 (s, 3H, OCH3), 3.780 (s, 3H, OCH3), 3.50 (dd, 2J = 10.2 Hz, 3J = 2.5 Hz, 

1H, Ha-5’), 3.19 (dd, 2J = 10.2 Hz, 3J = 3.5 Hz, 1H, Hb-5’), 3.13 (s, 3H, CH3-dmf), 3.08 (s, 3H, 

CH3-dmf), 2.88 (d, 3J = 3.1 Hz, 1H, OH-3’), 0.83 (s, 9H, SiC(CH3)3), -0.03 (s, 3H, Si(CH3)2), -

0.16 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.7 (C-4), 158.54 (MeO-C-Ph), 158.52 (MeO-C-Ph), 

157.9 (CH-dmf), 153.8 (C-2), 147.9 (C-7a), 145.1 (Ph-CC), 136.31 (MeO-Ph-CC), 136.11 

(MeO-Ph-CC), 130.30 (2x MeO-Ph-o-CH), 130.26 (2x MeO-Ph-o-CH), 128.9 (C-7), 128.4 (2x 
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Ph-o-CH), 127.9 (2x Ph-m-CH), 126.8 (Ph-p-CH), 125.9 (C-5), 125.4 (C-4a), 113.23 (2x MeO-

Ph-m-CH), 113.21 (2x MeO-Ph-sm-CH), 86.2 (CPh(Ph-OMe)2), 84.0 (C-4’), 79.6 (C-2’), 77.0 

(C-1’), 73.0 (C-3’), 64.3 (C-5’), 55.3 (2x OCH3), 41.3 (CH3-dmf), 35.1 (CH3-dmf), 25.8 

(SiC(CH3)3), 18.1 (SiC(CH3)3), -4.8 (Si(CH3)2), -5.1 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 23.5. 

IR (ATR): 𝜈/cm−1 = 2929, 2248, 1679, 1629, 1572, 1508, 1250, 1112, 835, 729. 

ESI-HRMS calculated for [C41H50N4O7SSi + H]+: 771.3242, found: 771.3243. 

  calculated for [C41H50N4O7SSi − H]−: 769.3096, found: 769.3105. 

 

2.1.2. Compound 5 (3’-O-TBS) 

 

Rf = 0.55 (DCM/MeOH, 10:1). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 9.03 (s, 1H, NH), 8.61 (s, 1H, H-dmf), 8.12 (s, 1H, H-5), 

7.52 – 7.47 (m, 2H, Ph-o-CH), 7.41 – 7.35 (m, 4H, MeO-Ph-o-CH), 7.29 – 7.24 (m, 2H, Ph-m-

CH), 7.22 – 7.17 (m, 1H, Ph-p-CH), 6.83 – 6.79 (m, 4H, MeO-Ph-m-CH), 5.53 (d, 3J = 7.0 Hz, 

1H, H-1’), 4.31 (dd, 3J = 5.3 Hz, 3J = 3.3 Hz, 1H, H-3’), 4.24 (dd, 3J = 7.0 Hz, 3J = 5.3 Hz, 1H, 

H-2’), 4.11 (dd, 3J = 6.9 Hz, 3J = 3.3 Hz, 1H, H-4’), 3.775 (s, 3H, OCH3), 3.773 (s, 3H, OCH3), 

3.42 (dd, 2J = 10.3 Hz, 3J = 3.4 Hz, 1H, Ha-5’), 3.14 (dd, 2J = 10.3 Hz, 3J = 3.9 Hz, 1H, Hb-5’), 

3.12 (s, 3H, CH3-dmf), 3.05 (s, 3H, CH3-dmf), 0.88 (s, 9H, SiC(CH3)3), 0.06 (s, 3H, Si(CH3)2), -

0.02 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.7 (C-4), 158.50 (MeO-C-Ph), 158.49 (MeO-C-Ph), 

157.8 (CH-dmf), 154.1 (C-2), 146.3 (C-7a), 144.9 (Ph-CC), 136.2 (MeO-Ph-CC), 136.0 (MeO-

Ph-CC), 130.2 (4x MeO-Ph-o-CH), 129.5 (C-7), 128.3 (2x Ph-o-CH), 127.9 (2x Ph-m-CH), 

126.8 (Ph-p-CH), 125.4 (C-4a), 125.1 (C-5), 113.19 (2x MeO-Ph-m-CH), 113.18 (2x MeO-Ph-

m-CH), 86.2 (CPh(Ph-OMe)2), 84.0 (C-4’), 78.3 (C-1’), 77.8 (C-2’), 73.7 (C-3’), 63.5 (C-5’), 55.3 

(2x OCH3), 41.3 (CH3-dmf), 35.1 (CH3-dmf), 25.9 (SiC(CH3)3), 18.3 (SiC(CH3)3), -4.5 

(Si(CH3)2), -4.6 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 22.3. 

IR (ATR): 𝜈/cm−1 = 2930, 2247, 1680, 1629, 1572, 1508, 1258, 1111, 832, 725. 

ESI-HRMS calculated for [C41H50N4O7SSi + H]+: 771.3242, found: 771.3239. 

  calculated for [C41H50N4O7SSi − H]−: 769.3096, found: 769.3107. 
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2.2. Peparation of N2-DMF-3’-O-PO(Oallyl,OCE)-2’-O-TBS-thguanosine (8) and  

N2-DMF-2’-O-PO(Oallyl,OCE)-3’-O-TBS-thguanosine (7) 

 

 
 

To a stirred solution of 5 and 6 (2.30 g, 2.98 mmol, 1.0 eq.) in dry DCM (23.1 mL), 

2-cyanoethyl N,N,N’,N’-tetraisopropylphosphorodiamidite (1.14 mL, 3.58 mmol, 1.2 eq.) was 

added under argon atmosphere at rt. After stirring for 10 min pyridinium 

trifluoroacetate (1.14 mL, 3.58 mmol, 1.2 eq.) was added and the reaction mixture was stirred 

for additional 3 h. The reaction progress was monitored by TLC. After full conversion allyl 

alcohol (1.01 mL, 14.9 mmol, 5.0 eq.) and BTT activator (0.3 M in MeCN, 19.9 mL, 5.96 mmol, 

2.0 eq.) were added and the reaction mixture was stirred for 90 min. The intermediate products 

were oxidized by addition of t-BuOOH (5.5 M in decane, 1.60 mL, 8.94 mmol, 3.0 eq.) and 

further stirring for 30 min. The reaction mixture was cooled to 0 °C and the reaction was 

quenched by the addition of an aqueous solution of NaHSO3 (500 mg/mL, 3.74 mL, 

17.8 mmol, 6.0 eq.). The resulting yellow suspension was diluted with EtOAc (100 mL) and 

washed with brine (100 mL). The aqueous layer was extracted with EtOAc (3 x 50 mL) and the 

combined organic layers were dried over Na2SO4, filtered and concentrated in vacuo. 

The residue was dissolved in DCM (48.0 mL) and H2O (0.54 mL) and a solution of 

DCA (6% v/v in DCM, 48.0 mL) was added. The resulting red solution was stirred for 15 min 

at rt and quenched by the addition of sat. aq. NaHCO3 solution (200 mL). The resulting yellow 

suspension was diluted with EtOAc (500 mL) and H2O (200 mL), the layers were separated 

and the aqueous layer was extracted with EtOAc (2 × 300 mL). The combined organic layers 

were dried over Na2SO4, filtered and concentrated under reduced pressure. The crude product 

was purified by column chromatography (silica gel, DCM/MeOH, 49:1  19:1) to yield the title 

compounds (1.32 g, 2.06 mmol, 69%) as a yellow foam. The product was a mixture of 4 

isomers: 2 diastereomers of 8 (a/b) and 2 diastereomers of 7 (a/b), inseparable by flash 

column chromatography and was used without further purification. 

 

For analysis of 8a/8b and 7a/7b a small sample was purified by preparative RP-

HPLC (gradient elution, 30% to 60% MeCN in H2O over 45 min, Rt(8a) = 24.5 – 26.0 min, 

Rt(8b) = 26.4 – 28.8 min, Rt(7a) = 31.2 – 32.7 min, Rt(7b) = 33.3 – 35.8 min). 
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2.2.1. Diastereomer 8a (2’-O-TBS) 

 

Rf = 0.41 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 5.91 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 8.99 (s, 1H, NH), 8.39 (s, 1H, H-dmf), 8.09 (s, 1H, H-5), 

6.03 – 5.91 (m, 1H, OCH2CH=CH2), 5.56 (bs, 1H, OH-5’), 5.44 – 5.37 (m, 1H, OCH2CH=CH2), 

5.32 – 5.28 (m, 1H, OCH2CH=CH2), 5.09 – 5.03 (m, 1H, H-2’), 4.95 – 4.91 (m, 1H, H-3’), 4.93 

(d, 3J = 8.8 Hz, 1H, H-1’), 4.65 – 4.58 (m, 2H, OCH2CH=CH2), 4.40 – 4.36 (m, 1H, H-4’), 4.34 

– 4.26 (m, 2H, OCH2CH2CN), 3.84 (dd, 2J = 12.5 Hz, 3J = 2.3 Hz, 1H, Ha-5’), 3.71 (d, 2J = 12.5 

Hz, 1H, Hb-5’), 3.15 (s, 3H, CH3-dmf), 3.07 (s, 3H, CH3-dmf), 2.81 – 2.76 (m, 2H, OCH2CH2CN), 

0.75 (s, 9H, SiC(CH3)3), -0.16 (s, 3H, Si(CH3)2), -0.28 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.4 (C-4), 158.1 (CH-dmf), 155.3 (C-2), 146.4 (C-

7a), 132.1 (d, OCH2CH=CH2), 126.3 (C-4a), 125.4 (C-5), 124.5 (C-7), 119.1 (OCH2CH=CH2), 

116.4 (OCH2CH2CN), 85.0 (d, C-4’), 80.7 (d, C-3’), 79.1 (C-1’), 75.1 (d, C-2’), 69.0 (d, 

OCH2CH=CH2), 63.0 (C-5’), 62.1 (d, OCH2CH2CN), 41.2 (CH3-dmf), 35.1 (CH3-dmf), 25.7 

(SiC(CH3)3), 19.7 (d, OCH2CH2CN), 18.2 (SiC(CH3)3), -5.0 (Si(CH3)2), -5.3 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 23.0. 

31P-NMR (162 MHz, CDCl3): δ/ppm = −1.5 - −1.8 (m). 

IR (ATR): 𝜈/cm−1 = 3191, 2929, 1681, 1630, 1565, 1463, 1421, 1257, 1022, 726. 

ESI-LRMS calculated for [C26H40N5O8PSSi + H]+: 642.2, found: 642.4. 

ESI-HRMS calculated for [C26H40N5O8PSSi + H]+: 642.2177, found: 642.2180. 

  calculated for [C26H40N5O8PSSi + Na]+: 664.1996, found: 664.2003. 

 

2.2.2. Diastereomer 8b (2’-O-TBS) 

 

Rf = 0.41 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 6.08 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 9.01 (s, 1H, NH), 8.36 (s, 1H, H-dmf), 8.06 (s, 1H, H-5), 

6.01 – 5.88 (m, 1H, OCH2CH=CH2), 5.57 (bs, 1H, OH-5’), 5.41 – 5.35 (m, 1H, OCH2CH=CH2), 

5.30 – 5.25 (m, 1H, OCH2CH=CH2), 5.04 – 4.98 (m, 1H, H-2’), 4.93 – 4.88 (m, 1H, H-3’), 4.92 

(d, 3J = 8.8 Hz, 1H, H-1’), 4.64 – 4.58 (m, 2H, OCH2CH=CH2), 4.39 – 4.36 (m, 1H, H-4’), 4.28 

– 4.21 (m, 2H, OCH2CH2CN), 3.83 (dd, 2J = 12.5 Hz, 3J = 2.3 Hz, 1H, Ha-5’), 3.71 (d, 2J = 12.5 

Hz, 1H, Hb-5’), 3.12 (s, 3H, CH3-dmf), 3.04 (s, 3H, CH3-dmf), 2.79 – 2.74 (m, 2H, OCH2CH2CN), 

0.73 (s, 9H, SiC(CH3)3), -0.18 (s, 3H, Si(CH3)2), -0.31 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.3 (C-4), 158.0 (CH-dmf), 155.3 (C-2), 146.4 (C-

7a), 132.1 (d, OCH2CH=CH2), 126.3 (C-4a), 125.2 (C-5), 124.5 (C-7), 119.2 (OCH2CH=CH2), 

116.4 (OCH2CH2CN), 85.0 (d, C-4’), 80.7 (d, C-3’), 79.1 (C-1’), 75.1 (d, C-2’), 69.0 (d, 

OCH2CH=CH2), 63.0 (C-5’), 62.0 (d, OCH2CH2CN), 41.1 (CH3-dmf), 35.0 (CH3-dmf), 25.7 

(SiC(CH3)3), 19.8 (d, OCH2CH2CN), 18.1 (SiC(CH3)3), -5.1 (Si(CH3)2), -5.4 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 22.9. 

31P-NMR (162 MHz, CDCl3): δ/ppm = −1.6 - −1.9 (m). 

IR (ATR): 𝜈/cm−1 = 3397, 2929, 1681, 1631, 1566, 1422, 1280, 1259, 1023, 726. 
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ESI-LRMS calculated for [C26H40N5O8PSSi + H]+: 642.2, found: 642.4. 

ESI-HRMS calculated for [C26H40N5O8PSSi + H]+: 642.2177, found: 642.2180. 

  calculated for [C26H40N5O8PSSi + Na]+: 664.1996, found: 664.2003. 

 

2.2.3. Diastereomer 7a (3’-O-TBS) 

 

Rf = 0.41 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 6.30 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 8.81 (s, 1H, NH), 8.57 (s, 1H, H-dmf), 8.09 (s, 1H, H-5), 

5.76 – 5.65 (m, 1H, OCH2CH=CH2), 5.56 – 5.49 (m, 1H, H-2’), 5.27 (d, 3J = 6.9 Hz, 1H, H-1’), 

5.22 – 5.16 (m, 1H, OCH2CH=CH2), 5.15 – 5.11 (m, 1H, OCH2CH=CH2), 4.48 (dd, 3J = 4.6 Hz, 
3J = 3.0 Hz, 1H, H-3’), 4.32 – 4.27 (m, 2H, OCH2CH=CH2), 4.18 – 4.08 (m, 1H, OCH2CH2CN), 

4.11 – 4.07 (m, 1H, H-4’), 4.02 – 3.94 (m, 1H, OCH2CH2CN), 3.87 (dd, 2J = 12.4 Hz, 3J = 2.3 

Hz, 1H, Ha-5’), 3.64 (dd, 2J = 12.4 Hz, 3J = 1.8 Hz, 1H, Hb-5’), 3.18 (s, 3H, CH3-dmf), 3.05 (s, 

3H, CH3-dmf), 2.70 – 2.54 (m, 2H, OCH2CH2CN), 0.93 (s, 9H, SiC(CH3)3), 0.14 (s, 3H, 

Si(CH3)2), 0.12 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.2 (C-4), 158.6 (CH-dmf), 155.1 (C-2), 146.5 (C-

7a), 131.8 (d, OCH2CH=CH2), 126.3 (C-4a), 125.5 (C-5), 124.3 (C-7), 118.7 (OCH2CH=CH2), 

116.3 (OCH2CH2CN), 86.3 (C-4’), 79.4 (d, C-2’), 77.6 (d, C-1’), 72.9 (d, C-3’), 68.7 (d, 

OCH2CH=CH2), 62.5 (C-5’), 61.9 (d, OCH2CH2CN), 41.3 (CH3-dmf), 35.1 (CH3-dmf), 25.9 

(SiC(CH3)3), 19.6 (d, OCH2CH2CN), 18.3 (SiC(CH3)3), -4.5 (Si(CH3)2), -4.7 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 22.1. 

IR (ATR): 𝜈/cm−1 = 3438, 2929, 1682, 1630, 1568, 1423, 1352, 1260, 1032, 838. 

ESI-LRMS calculated for [C26H40N5O8PSSi + H]+: 642.2, found: 642.4. 

ESI-HRMS calculated for [C26H40N5O8PSSi + H]+: 642.2177, found: 642.2176. 

  calculated for [C26H40N5O8PSSi + Na]+: 664.1996, found: 664.1999. 

 

2.2.4. Diastereomer 7b (3’-O-TBS) 

 

Rf = 0.41 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 6.43 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 8.87 (s, 1H, NH), 8.59 (s, 1H, H-dmf), 8.09 (d, 4J = 1.1 

Hz, 1H, H-5), 5.86 – 5.75 (m, 1H, OCH2CH=CH2), 5.55 – 5.48 (m, 1H, H-2’), 5.30 – 5.24 (m, 

1H, OCH2CH=CH2), 5.29 (d, 3J = 6.9 Hz, 1H, H-1’), 5.22 – 5.18 (m, 1H, OCH2CH=CH2), 4.53 

– 4.45 (m, 1H, OCH2CH=CH2), 4.48 – 4.45 (m, 1H, H-3’), 4.37 – 4.29 (m, 1H, OCH2CH=CH2), 

4.11 – 4.08 (m, 1H, H-4’), 4.00 – 3.85 (m, 2H, OCH2CH2CN), 3.87 (dd, 2J = 12.4 Hz, 3J = 2.0 

Hz, 1H, Ha-5’), 3.65 (dd, 2J = 12.4 Hz, 3J = 1.7 Hz, 1H, Hb-5’), 3.19 (s, 3H, CH3-dmf), 3.06 (s, 

3H, CH3-dmf), 2.59 – 2.42 (m, 2H, OCH2CH2CN), 0.92 (s, 9H, SiC(CH3)3), 0.14 (s, 3H, 

Si(CH3)2), 0.12 (s, 3H, Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 159.2 (C-4), 158.7 (CH-dmf), 155.2 (C-2), 146.5 (C-

7a), 131.9 (d, OCH2CH=CH2), 126.3 (C-4a), 125.5 (C-5), 124.5 (C-7), 118.8 (OCH2CH=CH2), 

116.3 (OCH2CH2CN), 86.3 (C-4’), 79.5 (d, C-2’), 77.7 (d, C-1’), 72.9 (d, C-3’), 68.8 (d, 
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OCH2CH=CH2), 62.5 (C-5’), 61.9 (d, OCH2CH2CN), 41.4 (CH3-dmf), 35.2 (CH3-dmf), 25.9 

(SiC(CH3)3), 19.5 (d, OCH2CH2CN), 18.3 (SiC(CH3)3), -4.5 (Si(CH3)2), -4.8 (Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 22.0. 

IR (ATR): 𝜈/cm−1 = 3410, 2928, 1685, 1631, 1571, 1424, 1352, 1261, 1116, 1034. 

ESI-LRMS calculated for [C26H40N5O8PSSi + H]+: 642.2, found: 642.4. 

ESI-HRMS calculated for [C26H40N5O8PSSi + H]+: 642.2177, found: 642.2176. 

  calculated for [C26H40N5O8PSSi + Na]+: 664.1996, found: 664.1999. 
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2.3. N6’’-Bz-2’’’-O-TBS-adenosin-3’’’-5’-O,O-PO(OCE)-N2-DMF-3’-O-PO(Oallyl,OCE)-2’-
O-TBS-thguanosine (10) and N6’’-Bz-2’’’-O-TBS-adenosin-3’’’-5’-O,O-PO(OCE)-N2-
DMF-3’-O-PO(Oallyl,OCE)-2’-O-TBS-thguanosine (9) 

 

 
 

To a stirred solution of the diastereomeric mixture of 7 and 8 (1.32 g, 2.06 mmol, 1.0 eq.) in 

dry MeCN (12.7mL), a solution of DMT-2‘-O-TBS-rA(Bz) phosphoramidite (2.24 g, 2.27 mmol, 

1.10 eq.) in dry MeCN (1.00 mL) was added under argon atmosphere at rt. After stirring for 

10 min BTT activator (0.3 M in MeCN, 13.7 mL, 4.12 mmol, 2.0 eq.) was and the reaction 

mixture was stirred for additional 90 min at rt. The intermediate products were oxidized by 

addition of t-BuOOH (5.5 M in decane, 1.12 mL, 6.18 mmol, 3.0 eq.) and further stirring for 

30 min. The reaction mixture was cooled to 0 °C and the reaction was quenched by the 

addition of an aqueous solution of NaHSO3 (500 mg/mL, 2.57 mL, 12.4 mmol, 6.0 eq.). The 

resulting yellow suspension was diluted with EtOAc (50 mL) and washed with brine (50 mL). 

the aqueous layer was extracted with EtOAc (3 x 25 mL) and the combined organic layers 

were dried over Na2SO4, filtered and concentrated under reduced pressure. 

The residue was dissolved in DCM (18.2 mL) and H2O (0.21 mL) and a solution of 

DCA (6% v/v in DCM, 18.2 mL) was added. The resulting red solution was stirred for 15 min 

at rt and quenched by the addition of sat. aq. NaHCO3 solution (100 mL). The resulting yellow 

suspension was diluted with EtOAc (300 mL) and H2O (100 mL), the layers were separated 

and the aqueous layer was extracted with EtOAc (2 × 300 mL). The combined organic layers 

were dried over Na2SO4, filtered and concentrated in vacuo. The crude product was purified 

by column chromatography (silica gel, DCM/MeOH, 49:1  19:1) to yield the title 

compounds (1.61 g, 1.29 mmol, 63%) as a yellow foam. The product was a mixture of 8 

isomers: 4 diastereomers of 10 and 4 diastereomers of 9, inseparable by flash column 

chromatography and was used without further purification. 

 

For analysis of 10 and 9 a small sample was purified by preparative RP-HPLC (gradient 

elution, 30% to 60% MeCN in H2O over 45 min, Rt(10) = 21.9 – 22.9 min, Rt(9) = 36.4 – 

37.3 min). For compounds 10 and 9 a single diastereomer was isolated for analysis. 
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2.3.1. Compound 10 (3’,3’-Dimer) 

 

Rf = 0.27 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 7.31, 7.45 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 9.25 (bs, 1H, A-NH), 8.80 (s, 1H, H-2’’), 8.65 (s, 1H, H-

dmf), 8.57 (bs, 1H, G-NH), 8.133 (s, 1H, H-5), 8.128 (s, 1H, H-8’’), 8.06 – 8.01 (m, 2H, Bz-o-

CH), 7.64 – 7.58 (m, 1H, Bz-p-CH), 7.56 – 7.50 (m, 2H, Bz-m-CH), 6.01 – 5.89 (m, 1H, 

OCH2CH=CH2), 5.94 (d, 3J = 7.8 Hz, 1H, H-1’’’), 5.50 (d, 3J = 4.9 Hz, 1H, H-1’), 5.42 – 5.36 (m, 

1H, OCH2CH=CH2), 5.30 – 5.26 (m, 1H, OCH2CH=CH2), 5.25 – 5.18 (m, 1H, H-2’’’), 5.09 – 

5.03 (m, 1H, H-3’’’), 4.89 – 4.83 (m, 1H, H-3’), 4.66 – 4.60 (m, 2H, OCH2CH=CH2), 4.59 – 4.52 

(m, 1H, H-2’), 4.57 – 4.50 (m, 1H, H-4’’’), 4.51 – 4.45 (m, 1H, Ha-5’), 4.46 – 4.40 (m, 1H, Hb-

5’), 4.45 – 4.40 (m, 1H, H-4’), 4.37 – 4.27 (m, 2H, A-OCH2CH2CN), 4.35 – 4.25 (m, 2H, G-

OCH2CH2CN), 3.96 – 3.87 (m, 1H, Ha-5’’’), 3.85 – 3.76 (m, 1H, Hb-5’’’), 3.18 (s, 3H, CH3-dmf), 

3.08 (s, 3H, CH3-dmf), 2.83 – 2.76 (m, 2H, G-OCH2CH2CN), 2.81 – 2.69 (m, 2H, A-

OCH2CH2CN), 0.84 (s, 9H, G-SiC(CH3)3), 0.73 (s, 9H, A-SiC(CH3)3), 0.03 (s, 3H, G-Si(CH3)2), 

-0.05 (s, 3H, G-Si(CH3)2), -0.11 (s, 3H, A-Si(CH3)2), -0.33 (s, 3H, A-Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 164.5 (aryl-CCONH), 159.4 (C-4), 157.8 (CH-dmf), 

154.2 (C-2), 152.4 (C-2’’), 150.5 (C-6’’), 150.4 (C-4’’), 147.4 (C-7a), 143.4 (C-8’’), 133.6 (aryl-

CCONH), 133.1 (Bz-p-CH), 131.9 (d, OCH2CH=CH2), 129.0 (2x Bz-o-CH), 128.0 (2x Bz-m-

CH), 127.0 (C-4a), 126.0 (C-7), 125.9 (C-5), 124.4 (C-5’’), 119.6 (OCH2CH=CH2), 116.6 (G-

OCH2CH2CN), 116.5 (A-OCH2CH2CN), 90.4 (C-1’’’), 86.1 (C-4’’’), 79.7 (C-4’), 79.4 (C-1’), 79.3 

(C-3’’’), 77.1 (d, C-3’), 77.0 (d, C-2’), 73.5 (d, C-2’’’), 69.3 (d, OCH2CH=CH2), 68.1 (C-5’), 62.6 

(C-5’’’), 62.4 (d, G-OCH2CH2CN), 62.3 (d, A-OCH2CH2CN), 41.4 (CH3-dmf), 35.3 (CH3-dmf), 

25.8 (SiC(CH3)3), 25.7 (SiC(CH3)3), 19.9 (d, G-OCH2CH2CN), 19.8 (d, A-OCH2CH2CN), 18.2 

(G-SiC(CH3)3), 18.1 (A-SiC(CH3)3, -4.7 (G-Si(CH3)2), -4.8 (G-Si(CH3)2), -4.9 (A-Si(CH3)2), -5.5 

(A-Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 22.5 (G-TBS), 25.1 (A-TBS). 

31P-NMR (162 MHz, CDCl3): δ/ppm = −1.5 - −1.7 (m, 1P, G-P), −2.0 - −2.3 (m, 1P, G-P). 

IR (ATR): 𝜈/cm−1 = 3150, 2931, 1684, 1630, 1572, 1458, 1347, 1255, 1031, 838. 

ESI-LRMS calculated for [C52H73N11O15P2SSi2 + H]+: 1242.4, found: 1242.7. 

ESI-HRMS calculated for [C52H73N11O15P2SSi2 + H]+: 1242.4095, found: 1242.4120. 

  calculated for [C52H73N11O15P2SSi2 − H]−: 1240.3949, found: 1240.3960. 
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2.3.2. Compound 9 (2’,3’-Dimer) 

 

Rf = 0.27 (DCM/MeOH, 10:1). 

Rt (RP-LCMS) = 7.58, 7.63 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 
1H-NMR (400 MHz, CDCl3): δ/ppm = 9.25 (d, 3J = 2.2 Hz, 1H, A-NH), 8.94 (s, 1H, H-dmf), 8.80 

(s, 1H, H-2’’), 8.70 (bs, 1H, G-NH), 8.11 (s, 1H, H-8’’), 8.08 (s, 1H, H-5), 8.06 – 8.02 (m, 2H, 

Bz-o-CH), 7.64 – 7.59 (m, 1H, Bz-p-CH), 7.55 – 7.50 (m, 2H, Bz-m-CH), 5.99 – 5.84 (m, 1H, 

OCH2CH=CH2), 5.92 (d, 3J = 7.8 Hz, 1H, H-1’’’), 5.68 (d, 3J = 2.6 Hz, 1H, H-1’), 5.49 – 5.43 (m, 

1H, H-2’), 5.39 – 5.36 (m, 1H, OCH2CH=CH2), 5.30 – 5.26 (m, 1H, OCH2CH=CH2), 5.24 – 5.19 

(m, 1H, H-2’’’), 5.10 – 5.05 (m, 1H, H-3’’’), 4.66 – 4.55 (m, 2H, OCH2CH=CH2), 4.59 – 4.53 (m, 

1H, H-4’’’), 4.46 – 4.40 (m, 1H, Ha-5’), 4.34 – 4.27 (m, 1H, Hb-5’), 4.36 – 4.27 (m, 2H, A-

OCH2CH2CN), 4.27 – 4.21 (m, 1H, H-4’), 4.25 – 4.19 (m, 1H, H-3’), 4.19 – 4.11 (m, 2H, G-

OCH2CH2CN), 3.99 – 3.91 (m, 1H, Ha-5’’’), 3.87 – 3.87 (m, 1H, Hb-5’’’), 3.24 (s, 3H, CH3-dmf), 

3.08 (s, 3H, CH3-dmf), 2.81 – 2.71 (m, 2H, A-OCH2CH2CN), 2.71 – 2.61 (m, 2H, G-

OCH2CH2CN), 0.93 (s, 9H, G-SiC(CH3)3), 0.74 (s, 9H, A-SiC(CH3)3), 0.15 (s, 3H, G-Si(CH3)2), 

0.12 (s, 3H, G-Si(CH3)2), -0.08 (s, 3H, A-Si(CH3)2), -0.33 (s, 3H, A-Si(CH3)2). 

13C-NMR (100.6 MHz, CDCl3): δ/ppm = 164.5 (aryl-CCONH), 159.3 (C-4), 159.1 (CH-dmf), 

154.6 (C-2), 152.5 (C-2’’), 150.7 (C-6’’), 150.6 (C-4’’), 146.1 (C-7a), 143.2 (C-8’’), 133.6 (aryl-

CCONH), 133.1 (Bz-p-CH), 132.0 (d, OCH2CH=CH2), 129.1 (2x Bz-o-CH), 128.1 (2x Bz-m-

CH), 126.0 (C-4a), 125.9 (C-7), 125.8 (C-5), 124.5 (C-5’’), 119.2 (OCH2CH=CH2), 116.5 (G-

OCH2CH2CN), 116.4 (A-OCH2CH2CN), 90.7 (C-1’’’), 86.3 (C-4’’’), 81.1 (d, C-2’), 80.4 (C-4’), 

79.13 (C-1’), 79.08 (C-3’’’), 73.4 (d, C-2’’’), 71.6 (d, C-3’), 69.1 (d, OCH2CH=CH2), 68.6 (C-5’), 

62.6 (C-5’’’), 62.5 (d, A-OCH2CH2CN), 62.2 (d, G-OCH2CH2CN), 41.4 (CH3-dmf), 35.2 (CH3-

dmf), 25.9 (G-SiC(CH3)3), 25.6 (A-SiC(CH3)3), 19.9 (d, G-OCH2CH2CN), 19.7 (d, A-

OCH2CH2CN), 18.2 (G-SiC(CH3)3), 18.0 (A-SiC(CH3)3, -4.4 (G-Si(CH3)2), -4.88 (G-Si(CH3)2), -

4.93 (A-Si(CH3)2), -5.5 (A-Si(CH3)2). 

29Si-NMR (80 MHz, CDCl3): δ/ppm = 23.4 (G-TBS), 25.1 (A-TBS). 

31P-NMR (162 MHz, CDCl3): δ/ppm = −2.2 (A-P), −2.5 (G-P). 

IR (ATR): 𝜈/cm−1 = 3145, 2931, 1684, 1630, 1573, 1458, 1349, 1255, 1034, 839. 

ESI-LRMS calculated for [C52H73N11O15P2SSi2 + H]+: 1242.4, found: 1242.7. 

ESI-HRMS calculated for [C52H73N11O15P2SSi2 + H]+: 1242.4095, found: 1242.4122. 

  calculated for [C52H73N11O15P2SSi2 − H]−: 1240.3949, found: 1240.3964. 
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2.4. Preparation of 3’,3’-cthGAMP (3) and 2’,3’-cthGAMP (2) 

 

 
 

The cyclization and deprotection protocol starting from a mixture of 9 and 10 required three 

major steps: 1) allyl deprotection, 2) cyclization and 3) final deprotection. The characterization 

of intermediate products was limited to RP-LCMS und ESI-LRMS mostly. 

 

1) Allyl deprotection 

A stirred suspension of a mixture of 9 and 10 (538 mg, 0.433 mmol, 1.0 eq.) and sodium 

iodide (649 mg, 4.33 mmol, 10 eq.) in dry acetone (20 mL) under argon atmosphere was 

heated to 56 °C in the dark for 3 h. The reaction mixture was allowed to cool to rt and all volatile 

components were removed under reduced pressure. The residue was purified by column 

chromatography (silica gel, DCM/MeOH, 19:1  9:1  4:1) to yield the allyl-deprotected 

dinucleotides (367 mg, 0.305 mmol, 70%) as a yellow solid. The isolated product was a 

mixture of 4 isomers. 

 

Rf = 0.32 (DCM/MeOH, 4:1). 

Rt (RP-LCMS) = 6.52, 6.58, 6.72, 6.77 min (gradient elution, 5 % to 80 % MeCN in H2O over 

7 min). 

ESI-LRMS calculated for [C49H69N11O15P2SSi2 + H]+: 1202.4, found: 1202.7. 

ESI-HRMS calculated for [C49H69N11O15P2SSi2 − H]−: 1200.3636, found: 1200.3645. 

 

2) Cyclization 

The allyl-deprotected dinucleotides (367 mg, 305 μmol, 1.0 eq.) were dissolved in dry 

THF (72 mL) and 4 Å MS, 1-methylimidazole (1.22 mL, 15.3 mmol, 50 eq.) and 2,4,6-

triisopropyl-benzolsulfonylchloride (4.62 g, 15.3 mmol, 50 eq.) were added. The reaction 

mixture was stirred under argon atmosphere for 25 h at rt. The reaction progress was 

monitored by RP-LCMS. After full conversion, the reaction was quenched by the addition of 

H2O (23.1 mL). After stirring for an additional hour, the solution was concentrated in vacuo, 

diluted with brine (100 mL) and extracted with EtOAc (200 mL) and DCM (3 × 200 mL). The 

combined organic layers were dried over Na2SO4, filtered and concentrated under reduced 

pressure. The crude product was purified by column chromatography (silica gel, DCM/MeOH, 

49:1  97:3  19:1) to yield the protected cyclic dinucleotides 11 and 12 (177 mg, 149 μmol, 

49%) as a yellow solid. The isolated product was a mixture of 8 isomers. 

 

Rf = 0.28 (DCM/MeOH, 19:1). 
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Rt (RP-LCMS) = 7.38, 7.50 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 

ESI-LRMS calculated for [C49H67N11O14P2SSi2 + H]+: 1184.4, found: 1184.4. 

 

3) Final deprotection 

The protected cyclic dinucleotides 11 and 12 (33.0 mg, 27.9 μmol) were dissolved in 

MeOH (5 mL) and ammonium hydroxide solution (28-30% NH3, 5 mL) was added. The 

reaction mixture was stirred for 16 h at room temperature. The reaction progress was 

monitored by RP-LCMS. After full conversion, all volatile components were removed under 

reduced pressure and the residue was co-evaporated with pyridine (3 × 20 mL). The crude 

product was used in the next step without further purification. 

 

Rt (RP-LCMS) = 4.87, 5.40 min (gradient elution, 5 % to 80 % MeCN in H2O over 7 min). 

ESI-LRMS calculated for [C33H52N8O13P2SSi2 + H]+: 919.2, found: 919.5. 

 

The crude product was dissolved in dry pyridine (1 mL) and dry THF (2 mL). After dropwise 

addition of NEt3 (0.56 mL) and NEt3∙3HF (0.56 mL, 3.41 mmol, 50 eq.) the reaction mixture 

was stirred for 48 h at room temperature. The reaction progress was monitored by RP-LCMS. 

After full conversion, the reaction was quenched by the addition of 

methoxytrimethylsilane (1.4 mL) and all volatile components were removed in vacuo. The solid 

residue was dissolved in MeOH (0.5 mL), the crude product was precipitated by the addition 

of cold acetone (15 mL) and collected by centrifugation. The products 3’,3’-cthGAMP (3, 

2.5 mg, 3.62 μmol, 13%) and 2’,3’-cthGAMP (2, 2.5 mg, 3.62 μmol, 13%) were separated and 

purified by two RP-HPLCs as follows:  

First preparative RP-HPLC: Isocratic and gradient elution, 0% buffer B for 5 min, then 0% to 

40% buffer B in buffer A over 25 min; buffer A: 0.1 M NEt3/HOAc in H2O, buffer B: 0.1 M 

NEt3/HOAc in MeCN/H2O (4:1): Rt(3) = 13.6 – 14.1 min and Rt(2) = 15.5 – 16.5 min. 

 

Second preparative RP-HPLC: Isocratic and gradient elution, 0% MeCN+0.1% TFA for 5 min, 

then 0% to 40% MeCN+0.1% TFA in H2O+0.1% TFA over 18 min: Rt(3) = 12.5 – 13.1 min and 

Rt(2) = 13.6 – 14.6 min. 

 

 

2.4.1. 3’,3’-cthGAMP (3) 

 
1H-NMR (800 MHz, D2O): δ/ppm = 8.65 (s, 1H, A_H-2), 8.51 (s, 1H, G_H-5), 8.46 (s, 1H, A_H-

8), 6.28 (s, 1H, A_H-1’), 5.58 (d, 3J = 2.6 Hz, 1H, G_H-1’), 4.97 – 4.91 (m, 1H, G_H-3’), 4.91 

– 4.85 (m, 1H, A_H-3’), 4.83 – 4.78 (m, 1H, A_H-4’), 4.61 – 4.58 (m, 1H, G_H-2’), 4.54 – 4.49 

(m, 1H, A_H-2’), 4.46 – 4.43 (m, 1H, G_H-4’), 4.44 – 4.40 (m, 1H, G_Ha-5’), 4.27 – 4.22 (m, 

1H, A_Ha-5’), 4.14 – 4.08 (m, 1H, G_Hb-5’), 4.07 – 4.01 (m, 1H, A_Hb-5’). 

13C-NMR (100.6 MHz, D2O): δ/ppm = 157.7 (G_C-4), 151.2 (G_C-2), 149.9 (A_C-6), 147.6 

(A_C-4), 144.8 (A_C-8), 142.0 (A_C-2), 132.6 (G_C-5), 132.3 (G_C-7a), 120.3 (G_C-4a), 

119.4 (G_C-7), 118.8 (A_C-5), 90.0 (A_C-1’), 79.9 (A_C-2’), 78.1 (G_C-4’), 76.9 (G_C-1’), 73.8 

(A_C-4’), 73.4 (G_C-3’), 72.6 (G_C-2’), 70.3 (A_C-3’), 63.3 (A_C-5’), 62.2 (G_C-5’). 

31P-NMR (162 MHz, D2O): δ/ppm = −1.1 - −1.3 (m, 1P, A_C-5’-P), −1.5 - −1.8 (m, 1P, G_C-5’-

P). 
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ESI-HRMS calculated for [C21H24N8O13P2S + H]+: 691.0732, found: 691.0740. 

  calculated for [C21H24N8O13P2S − H]−: 689.0586, found: 689.0585. 

 

The connectivity of the phosphodiesters was verified by 1H-31P-HMBC measurements: 

 

 
 
 
2.4.2. 2’,3’-cthGAMP (2) 

 
1H-NMR (800 MHz, D2O): δ/ppm = 8.44 (s, 1H, A_H-2), 8.31 (s, 1H, A_H-8), 7.77 (s, 1H, G_H-

5), 6.11 (s, 1H, A_H-1’), 5.40 (s, 1H, G_H-1’), 4.89 – 4.83 (m, 1H, A_H-3’), 4.85 – 4.79 (m, 1H, 

A_H-2’), 4.72 – 4.64 (m, 1H, G_H-2’), 4.52 – 4.46 (m, 1H, A_H-4’), 4.48 – 4.42 (m, 1H, G_H-

4’), 4.40 – 4.37 (m, 1H, A_Ha-5’), 4.38 – 4.32 (m, 1H, G_Ha-5’), 4.30 – 4.24 (m, 1H, G_H-3’), 

4.08 (dd, 2J = 11.8 Hz, 3J = 4.4 Hz, 1H, G_Hb-5’), 4.03 (dd, 2J = 11.7 Hz, 3J = 4.1 Hz, 1H, A_Hb-

5’). 

13C-NMR (100.6 MHz, D2O): δ/ppm = 156.0 (G_C-4), 153.1 (G_C-2), 149.8 (A_C-6), 147.0 

(A_C-4), 145.0 (A_C-8), 142.0 (A_C-2), 130.7 (G_C-5), 129.9 (G_C-7a), 123.6 (G_C-7), 120.0 

(G_C-4a), 118.5 (A_C-5), 90.9 (A_C-1’), 81.7 (G_C1’), 80.4 (A_C-4’), 78.5 (G_C-3’), 75.8 

(G_C-4’), 73.6 (A_C-2’), 71.2 (G_C-2’), 70.0 (A_C-3’), 62.2 (A_C-5’), 61.9 (G_C-5’). 

31P-NMR (162 MHz, D2O): δ/ppm = −1.6 - −1.9 (2P). 

ESI-HRMS calculated for [C21H24N8O13P2S + H]+: 691.0732, found: 691.0743. 

  calculated for [C21H24N8O13P2S − H]−: 689.0586, found: 689.0585. 
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The connectivity of the phosphodiesters was verified by 1H-31P-HMBC measurements: 
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3. CELL CULTURE 

 
3.1. Culturing of THP-1 wt and THP-1 STING-KO cell lines 

THP-1-Dual™ wt cells and THP-1-Dual™ STING-KO cells were purchased from Invivogen. 

Both cell lines were cultured in initial growth medium containing RPMI 1640 (Sigma Aldrich), 

20% FBS (for ESC, Pan Biotech), 25 mM HEPES (1M, Sigma Aldrich), 2 mM L-Alanyl-L-

Glutamine (Sigma Aldrich), 100 μg/ml Normocin™ (Invivogen), Pen-Strep (100 U/ml-100 

μg/ml, Sigma Aldrich) upon manufacturer’s instructions. After the cells were passaged twice, 

they were cultured in maintaining medium (same as growth medium but with 10% FBS) with 

selective antibiotics blasticidin and Zeocin™ (Invivogen). The cells were cultured between 

4x105 and 1.5x106 cells/mL. For experiments a test medium was used which contained no 

Normocin™, blasticidin, or Zeocin™. The cells were cultured in humidity saturated 37oC, 5% 

CO2 containing incubators (Heracell 150 CO2 incubator) and handled in sterile conditions.  

3.2. Preparation of Poly-D-Lysin - coated Slides 

18 mm diameter glass cover slides (Carl Roth) were placed in 12-well plates (VWR) in sterile 

conditions. Poly-D-Lysin (PDL; Sigma Aldrich) was prepared in sterile ddH2O to an end 

concentration of 0.1 mg/mL and applied on the cover slides with the adjusted amount of 

40 L/cm2. The incubation last for 30 minutes under saturated humidity at 37oC and 5% CO2 

within the incubator. The slides were washed twice with ddH2O, incubated for 5 minutes during 

each washing step in the incubator. Before use, the slides were dried at least for two hours in 

a laminal hood. All steps were performed in sterile conditions. 

3.3. Feeding compounds to THP-1 cells 

For a feeding of 24 hours, approximately 100.000 cells per well/condition in a 96-well plate 

were used. The compounds were added according to the desired concentration in test medium 

- reaching an end volume of 100 µL of test medium, i.e. medium without Normocin™. The 

concentration of the compounds was measured prior to each feeding via the UV-Vis 

spectrophotometer (Implen Nanophotometer N60) applying the extinction coefficient on Beer-

Lambert law.  

3.4. Immobilization of THP-1 cells for TPE imaging 

A volume of 100 µL medium containing fed or unfed cells, respectively, was transferred on the 

dried cover slides and incubated for 20 minutes under saturated humidity at 37oC in the 

incubator containing 5% CO2. After the cells were observed immobile on the slides under the 

microscope, the medium was washed away with sterile PBS for 5 minutes in the incubator. 

The samples were fixed with 4% paraformaldehyde in water, for 15-20 minutes on the bench. 

The slides were washed three times with PBS for 5 minutes and mounted on a microscope 

slide wit Fluoroshield™ mounting medium without DAPI (Sigma Aldrich).  

3.5. Interferon activation in THP-1 wt cells  

Cells described above have a luciferase reporter for interferon production, which is measured 

by Quanti-Luc™, following supplier’s recommendations. The cells were transfected with 

Lipofectamine™ RNAiMAX according to supplier’s protocol. 100.000 cells per well were used. 

The amount of compound transfected was calculated to give 200 nM 2’3’-cGAMP (1) and 1,1 

μM 2’3’-cthGAMP (2) end concentrations in the well. An empty transfection with no compound 

served as an indicator of the effect of transfection on interferon production. 48 hours after 

transfection, 20 μl of the cell medium was transferred to an opaque white 96-well plate in 
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technical duplicates and 50 μl Quanti-Luc was injected to then measure the luminescence of 

the well via a Tecan Microplate Reader as relative light units (RLUs).  

3.6. Cloning, expression and purification 

Human STING AA139-379 and mouse STING AA138-378 constructs employed for ITC studies 

were cloned, expressed and purified according to previous studies.[1] The plasmids were used 

to transform E. coli Rosetta (DE3) protein expression strain cells (Novagen). The cells were 

grown in 1 L of Turbo BrothQ media (Molecular Dimensions) supplemented with Kanamycin 

(50 mg/mL) and Chloramphenicol (34 mg/mL) at 37°C to an OD600 = 1.3 and expression was 

induced by adding IPTG to a final concentration of 0.2 mM.  

 
4. TWO-PHOTON EXCITATION IMAGING AND LIFETIME ANALYSIS OF CTHGAMP IN THP-1 CELLS 

Fluorescence imaging was carried out with two-photon excitation (TPE) imaging at constant 

laser power to first compare the mean brightness per cell area of THP-1cells (wild type and 

STING knock-out) in the presence and absence of CDNs. To prove the presence of CDNs in 

cells, we additionally performed lifetime analysis.  

 
4.2. Brightfield and Confocal laser scanning microscopy  

Imaging was carried out on a home-built, multimodal confocal scanning microscope with bright-

field illumination and camera.[2] Briefly, a two-photon excitation source was a fiber-based, 

frequency-double erbium laser (FemtoFiber dichro bioMP; Toptica Photonics) running at 

774 nm served as two-photon excitation. The laser light was coupled into the microscope via 

a low pass dichroic mirror (HC BS 749 SP; AHF Analysetechnik) that separates laser excitation 

and fluorescence emission. Scanning of the sample was achieved by using a xyz piezo stage 

(BIO3.200; PiezoConcept). The laser excitation was focused onto the sample with a 60x 

(water) 1.20-NA plan apochromat objective (Plan APO VC 60x 1.2 NA, Nikon). The emission 

was collected by the same objective and passed afterwards through a dichroic filter (HC BS 

614 SPUV; AHF Analysentechnik). After spectrally dividing the emission signal, the green 

channel (< 610 nm) was filtered with a 447/60 bandpass (447/60 BrightLine HC; AHF 

Analysentechnik) for CDN detection and the red channel > 610 nm with a 620/60 bandpass 

filter (620/60 ET Bandpass; AHF Analysentechnik) for cellular auto-fluorescence. To ensure 

blocking of the excitation laser wavelength, an additional 780 notch filter (BNF-785-OD4-11M; 

Opti-Grate) was mounted in the red channel (> 610 nm). The emission was recorded on two 

APD detectors (< 610 nm: Count Blue; > 610 nm: Count Red; Laser Components) and its 

photon streams registered using a TCSPC card (TH260 pico dual; PicoQuant GmbH). The 

experiment was controlled using a home-written program written in C#. The confocal data was 

extracted and evaluated afterwards by PAM[3] and Fiji[4]. Lifetime data was analyzed using the 

Phasor approach.[5] 

 

Brightfield pictures of the scanned area were taken before the experiment followed by a 

confocal scan. Each 2D image had a range of 100 µm, an acquisition time of 180 s and a step 

size of 200 nm. The laser power was 2.28 mW. For brightness comparison, the sum over 

triplets was compared to avoid scanning artefacts and increase statistics. 
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4.3. Brightness analysis 

For comparing the brightness quantitatively, it was necessary to determine the mean 

brightness of all measured cells. The data analysis process carried out in Fiji[4] is exemplary 

shown for one data set in Supplementary Fig. S4.1. After cumulating over three scans (step 

1), the resulting images were converted into binary images (step 2), with a threshold of 7 kHz. 

The binary image enables the automatic cell detection and analysis using the ‘Analyze 

Particles’ plugin (step 3), in order to distinguish between inner and outer cell area in the scan 

image and define the region of interests (ROI). The overlay between the map of ROIs and the 

averaged scan image is depicted after step 4. The average brightness, volume, size and shape 

per cell is extracted afterwards within the ROIs (step 5). Since only cells contribute to the 

average brightness, the results can be compared between the different conditions (see Fig. 

4c). 

 

 

Figure S4.1: Brightness analysis of fluorescence imaging data. Step 1: Accumulate scan images. 
Step 2: Conversion into binary image. Step 3: Identification of cells including their size and shape. Step 
4: Application of ROI on cumulated image. Step 5: Determination of average fluorescence per cell area.  
 
4.4. Phasor analysis of fluorescence lifetime 

Fluorescence lifetime imaging exploits the time a fluorophore spends in an excited state before 

emitting a photon in order to distinguish and characterize the local micro-environment. After a 

molecule is electronically excited to a higher energy level 𝑆𝑛 by absorbing a photon, it will 

return to the electronic ground state 𝑆0 via different decay (radiative and/or non-radiative) 

pathways. In the ensemble, the molecule relaxes to the ground state via different decay paths 

whose likelihood is statistically given by their decay rate 𝑘𝑖. Fluorescence refers to the radiative 

process occurring from the lowest excited electronic state 𝑆1. The observed time the molecule 

needs for its emissive return to the electronic ground state is called lifetime 𝜏. It is equal to the 

temporal decay of the observed fluorescence 𝐼(𝑡) to which it is linked via 

𝐼(𝑡) = 𝐼0 ∙ 𝑒−𝑡/𝜏  and 1/𝜏 = ∑ 𝑘𝑖  Eq. (1) 

The precise likelihood for the accessible pathways, and hence detected fluorescence lifetime 

depends on multiple factors, not only the molecule but also its local environment. The 

fluorescent signal will hence show differences in the exponential decay (Figure S4.2a). 
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Figure S4.2: Phasor analysis of fluorescence Lifetime imaging data. a) Fluorescence lifetime 
decays with different durations. b) Phasor-Transformation of lifetimes. c) FLIM image (color-coded 
according to the lifetime extracted from the phasor plot). d) Conversion of lifetime information derived 
from the phasor analysis in e) into pixel ‘brightness’ within the FLIM image. e) Phasor plot of the pixel 
wise lifetimes measured in a confocal fluorescence microscope image with TCSPC. f) Theoretical 
phasor plot for a two-component mix, e.g., the cellular autofluorescence. The mixture (purple dot) is 
located on the weighted vector connecting the pure species. g) Theoretical phasor plot of a three-
component mix upon addition of a third fluorescent species with long lifetime. The purple population 
would be observed as mixed population between all components, i.e. as mixed population connecting 
the signatures of the THP-1 autofluorescence and the the added compound 2’3’-cthGAMP.  

Fluorescence lifetimes can be determined in the temporal domain by exponential fitting. For 

samples with complex photo-chemistry or mixtures of fluorescent species with different 

lifetimes, a phasor transformation[6] is employed to unravel the underlying lifetime components. 

Based on time-correlated single-photon counting (TCSPC), the histogram of the photon arrival 

times is transformed into Fourier space. The phasor coordinates 𝑔 and 𝑠 of the phasor plot 

(Figure S4.2b) equals the sine and cosine Fourier components of the transformation and are 

derived using the following relations 



22 

 

𝑔(𝜔) = ∫ 𝐼(𝑡) ∙ cos(𝑛𝜔𝑡) 𝑑𝑡/ (∫ 𝐼(𝑡)𝑑𝑡
𝑇

0

)
𝑇

0

 
Eq. (2a) 

𝑠(𝜔) = ∫ 𝐼(𝑡) ∙ sin(𝑛𝜔𝑡) 𝑑𝑡/ (∫ 𝐼(𝑡)𝑑𝑡
𝑇

0

)
𝑇

0

 
Eq. (2b) 

in which 𝑇  is repetition frequency of the data acquisition and 𝑛  and 𝜔  the harmonic and 

angular frequency of excitation. The values of 𝑔 range between 0 and 1, while 𝑠 scales 0 and 

0.5. The coordinates (𝑔, 𝑠) per decay are shown in polar coordinates, where m is the modulus 

of the phasor and 𝜑 the phase. In the phasor transformation, mono-exponential fluorescent 

decays appear on the universal semicircle with decreasing lifetime from left to right (as shown 

in Figure S4.2a-b qualitatively for the decays and data points depicted in blue, red and green). 

In Fluorescence Lifetime Imaging (FLIM), the lifetime for each individual pixel of an image is 

analyzed (Figure S4.2c-d). Using the phasor approach on FLIM measurements allows for a 

graphical visualization of the detected lifetimes per pixel and prevents the need of a complex 

fit-based analysis.[5b, 7] In this case, the sine and cosine Fourier components of the lifetime 

decay for every pixel of the image are calculated, resulting in the 𝑖 times 𝑗 pairs of phasor 

coordinates 𝑔𝑖,𝑗 and 𝑠𝑖,𝑗   

 

𝑔𝑖,𝑗(𝜔) = ∫ 𝐼𝑖,𝑗(𝑡) ∙ cos(𝜔𝑡 − 𝜑𝐼𝑛𝑠𝑡) 𝑑𝑡/ (𝑚𝐼𝑛𝑠𝑡 ∙ ∫ 𝐼𝑖,𝑗(𝑡)𝑑𝑡
𝑇

0

)
𝑇

0

 
Eq. (3a) 

𝑠𝑖,𝑗(𝜔) = ∫ 𝐼𝑖,𝑗(𝑡) ∙ cos(𝜔𝑡 − 𝜑𝐼𝑛𝑠𝑡) 𝑑𝑡/ (𝑚𝐼𝑛𝑠𝑡 ∙ ∫ 𝐼𝑖,𝑗(𝑡)𝑑𝑡
𝑇

0

)
𝑇

0

 
Eq. (3b) 

𝐼𝑖,𝑗(𝑡) refers to the number of photon counts in the photon arrival histogram at time bin 𝑡 at the 

corresponding pixel (𝑖, 𝑗). For FLIM, the frequency ω corresponds to 2π/ 𝑇, with 𝑇 being the 

repetition timescale of the lifetime decay histogram (here 12.4 ns). The phase shift and 

demodulation due to the instrument response function are corrected by 𝜑𝐼𝑛𝑠𝑡 and 𝑚𝐼𝑛𝑠𝑡. They 

are determined from a calibration measurement of samples with known lifetime (such as a 

solution of Atto532 in PBS (Atto-Tec) with a lifetime of 3.8 ns). 

 

The phasor coordinates 𝑔 and 𝑠 of a population allow for determining the phase (𝜏𝜑 ) and 

modulation (𝜏𝑚) lifetime according to 

𝜏𝜑(𝜔) =
1

𝜔
∙

𝑠

𝑔
  Eq. (4a) 

𝜏𝑚(𝜔) =
1

𝜔
∙ √

1

𝑔2+𝑠2 − 1 
Eq. (4b) 

As a result, samples with a pure mono-exponential decay are located directly on the semi-

circle of the phasor plot (Figure S4.2e or S4.2b). For this case, the phase and modulation 

state the same value and show the correct lifetime. In mixed populations, lifetime times add up 

according to the weighted abundance of each compound. The mixture of two species lies on 

a straight line connecting the phasors of the pure species (Figure S4.2f), as observed in the 

case of the autofluorescence of THP-1 cells that is dominated by two lifetime species. In the 

case of three or more components k (Figure S4.2g), the mix is located inside the k–sided 

polygon where the corners are given by the pure lifetime species. This holds in particular true 

for multi-exponential species. In order to derive a single apparent lifetime, the mean phase and 
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modulation were calculated for all pixels above a threshold of ~300 photons. The lifetime of 

the sample then consists of the arithmetic average of the different lifetimes. 

Lifetime analysis via the software PAM – PIE analysis in MATLAB: 

The lifetime data is analyzed by a self-written program PAM – PIE analysis in MATLAB[3]. At 

first the calibration sample Atto532 is loaded into the program and set as reference (known 

lifetime of 3.8ns). Following, the measurements of the different cells are evaluated. For the 

phasor plots, an averaging of the photons by 3x3 matrix was calculated.  
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5. SUPPLEMENTAL FIGURES 

 
Figure S5.1 
 

 
Figure S5.1: Binding affinity of CDNs to the STING receptor in humans and mice. For monitoring 
the binding of CDNs to a) murine and b) human STING, differential scanning fluorimetry was performed 
using 10 μM mSTING/hSTING with 500 μM OF ligand. The physiological compounds 2’3’-cGAMP and 
3’3’-cGAMP were used as control. 

 
 
 
Figure S5.2 
 

  
Figure S5.2: Interferon activation by 2’3’-cGAMP and 2’3’-cthGAMP. Both CDN are biologically 
active and lead to interferon production. By quantifying the expressed luciferase-based reporter for 
interferon activation, a 4-fold lower activation was found for 2’3’-cthGAMP and compared to 2’3’-cGAMP. 
The mean values and standard deviations represent the average of biological repeats with n = 4. The 
interferon induction is significant at a level of 0.05 according to a two-sample t-test.  
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Figure S5.3 

 
 

Figure S5.3: Two-photon microscopy. a) Experimental setup with two-photon excitation at 774 nm 
for confocal fluorescence microscopy including lifetime information. b) Energy diagram of fluorescence 
with direct and two-photon excitation. c) Fluorescence emission of 2 mM of 2’3’-cthGAMP in water 
between 400 and 650 nm as function of laser power. The quadratic dependence confirms a two-photon 
dependence of the excitation for the molecule. 
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Figure S5.4 
 

  
Figure S5.4: Calibrations for FLIM measurements. a) Fluorescence decay of 200 nM 2’3’-cthGAMP 
in water, PBS and cell medium. Increasing salinity leads to fluorescence quenching. b) Phasor analysis 
for determining the fluorescence lifetime of 200 nM 2’3’-cthGAMP in PBS (top) and cell medium (middle) 
and 1 μM Atto532 (bottom). c) Phasor analysis of the fluorescence lifetime distribution of THP-1 STING 
KO cells in medium only (top), in presence of 2’3’-cGAMP (middle) and in presence of 2’3’-cthGAMP 
(bottom). Upon addition of fluorescent 2’3’-cthGAMP the average detected lifetime shifts towards the 
population of the pure 2’3’-cthGAMP in solution (visualized by the black bar connecting the pure 2’3’-
cthGAMP and the autofluorescence). For 2’3’-cGAMP neither a shift in the phasor plot nor change in 
lifetime is observed. Color bar encodes from blue to red (i.e. from lowest to highest occurrence).  
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