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Abstract

A central goal of neuroscience is to understand how the brain creates a percept from
environmental stimuli. According to the classic view, sensory processing evolves along
a feedforward hierarchy where simple representations on lower stages are combined
to form increasingly more complex representations on higher stages. Despite explain-
ing many aspects of sensory processing, the model does not consider feedback signals.
Feedback signals are provided by neurons that are located on a higher processing stage
and whose axons innervate lower processing stages. Although being an abundant mo-
tive throughout the brain, the role of feedback for sensory processing remains elusive.

To shed light on this question, we performed electrophysiological recordings in the
early visual system of mice. Over the past decade, the mouse has become an important
model organism for systems neuroscience, mainly owing to the availability of a large
set of genetic tools and its preserved mammalian brain architecture. This includes the
thalamo-cortico-thalamic loop, a circuit that is particularly well suited to investigate
feedback.

In the two studies presented in the first part of this thesis, we probed response
properties of neurons in the mouse dorsolateral geniculate nucleus (dLGN) when cor-
ticothalamic (CT) feedback is intact and under conditions in which it is suppressed.
Comparing the two conditions, we investigated how CT feedback affects in neurons of
mouse dLGN spatial integration (Born*, Schneider*, Erisken*, et al., Nature Neu-
roscience, 2021) and responses to naturalistic stimuli (Spacek et al., 2021, bioRxiv).
Moreover, we asked to which extent CT feedback mediates behavioral state-dependent
processing in dLGN (Spacek et al., 2021, bioRxiv).

The second part of the thesis focuses on the origin of CT feedback to dLGN, the
primary visual cortex (V1). First, by reviewing current literature, we outline the neural
circuits in mouse V1 that underlie visual behavior. In particular, we discuss the extent
to which mouse visual behavior relies on the thalamocortical pathway and how feed-
back modulates sensory processing in V1 (Katzner et al., 2019, Current Opinion in
Neurobiology). Potentially a signature of top-down influences, we finally describe how
evaluating visual cues modulates their representation in V1 (Wal et al., 2021, Journal
of Neuroscience).
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1 Introduction

1.1 Sensory processing

Be it the precise kick of a soccer ball or the careful steering of a bike through a crowded
street – a main function of the brain is to respond with the appropriate action to stimuli
in our environment. To screen both our proximal and our more distal environment the
human nervous system comprises six senses: balance, taste, hearing, smell, sight, and
touch. The sense of touch contributes to perceiving the surround that is limited to the
range of our extremities, while the Andromeda Nebula, a galaxy 2.5 million light-years
away from earth, can still be sensed with our naked eye (Wikipedia contributors, 2021).

Each of these senses is implemented by a complex system of nerve cells, neurons,
which communicate along a hierarchy (Harris et al., 2019; Felleman and Van Essen,
1991). At the lower end of this hierarchy, ambient stimuli are transformed into electrical
signals by sensory receptor cells. In the case of the visual system, photoreceptors in
the retina contain light-sensitive proteins, which upon absorption of photons undergo
a conformational change. The change in conformation triggers a cascade of effects,
which eventually hyperpolarizes the cell and stops the release of the neurotransmitter
glutamate (Arshavsky et al., 2002; Fu, 2010).

1.1.1 Feedforward streams

Sensory information travels to downstream targets via different feedforward routes.
Feedforward routes are defined by neurons whose axon collaterals leave their original
area to establish connections with neurons on a higher processing stage and are con-
trasted by feedback pathways that send signals into the opposite direction. Amongst
the most important feedforward routes is the thalamocortical pathway where signals
from the periphery are passed to primary sensory areas in cortex via the thalamus, the
so-called gate to cortex (Winer et al., 2005; Sherman and Guillery, 1996). In fact, relay
cells in the dorsolateral geniculate nucleus of the thalamus (dLGN) that receive driving
signals from retinal ganglion cells, the output units of the retina, provide strong exci-
tation to neurons in layer 4 of primary visual cortex (Felleman and Van Essen, 1991).
Along this retino-thalamo-cortical pathway information is carried in segregated chan-
nels. In the macaque thalamocortical pathway, for instance, the koniocellular, magno-
cellular, and parvocellular pathways display different sensitivity to color, contrast, spa-
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tial, and temporal features (Livingstone and Hubel, 1988; Nassi and Callaway, 2009).

This strict feedforward hierarchy observed on the anatomical level has long been
the working hypothesis for how stimuli are being processed by the brain, also because
this hierarchy can be found on the functional level (Lennie, 1998; Herzog and Clarke,
2014) (Fig. 1). In the early visual system, single neurons encode a small region in
space and respond best to simple visual features, whereas neurons further up the hi-
erarchy have large receptive fields (RF), and respond best to complex stimuli (Wang
and Burkhalter, 2007; Siegle et al., 2021). The classical RF of neurons in primate V1,
for instance, encodes a region of about 1 deg visual angle and responds best to sim-
ple edges (Cavanaugh et al., 2002; Van den Bergh et al., 2010; Martin and Solomon,
2011). At the other end of the hierarchy, the human inferior temporal cortex accommo-
dates the fusiform face area (FFA), a region that selectively engages in the perception
of faces (Kanwisher et al., 1997; Tong et al., 2000). Representations in the FFA are
invariant to simple transformations of the input, such as the position or the size of the
face (Andrews and Ewbank, 2004; Kanwisher and Yovel, 2006).

1.1.2 Contextual modulations

Although feedforward inputs in the visual system determine classical RFs and tun-
ing properties (Lamme and Roelfsema, 2000), and are sufficient for many cognitive
processes, such as the fast categorization of visual inputs (Agam et al., 2010; Resulaj
et al., 2018; Serre et al., 2007), responses are also affected by contextual modulations.
Contextual modulations comprise a myriad of influences, such as those due to atten-
tional processes, perceptual context, expectations, and the animal’s behavioral state
(e.g. drowsiness vs. alertness), which are associated with distinct processing regimes.
Relay cells in the dLGN, for instance, are more likely to display a linear input-output
relationship, the tonic-firing mode, when the animal is in an alert state opposed to
when it is in a drowsy state (Sherman, 2001; Busse, 2018). Here, responses become
more all-or-none-like, a pattern termed the burst-firing mode (Sherman, 2001; Erisken
et al., 2014). More specific contextual modulations, on the other hand, include the ex-
pectancy of a reward or attentional processes. A signature of spatial attention in the
visual system are increased responses of neurons, whose RF location coincides with
the location of an attended stimulus, and attenuated responses of neurons, whose RFs
lies outside the attended location (Treue and Maunsell, 1996; Desimone and Duncan,
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Fig. 1 Feedforward processing in the visual system.
Left: schematic of the ventral feedfoward pathway of the visual system. Ganglion cells
in the retina send signals to the dLGN, the first-order visual nucleus of the thalamus.
Thalamocortical neurons, in turn, relay the information to the primary visual cortex
from where it is distributed to higher cortical areas, inlcuding areas V2, V4, and the
inferior temporal cortex (IT). Middle: Neurons at lower processing stages have smaller
RFs. RFs of neurons at higher processing stages are larger since they receive converg-
ing inputs from several neurons at the lower processing stage. Right: Neurons at higher
processing stages encode more complex features, while neurons at lower processing
stages respond best to simple features; e.g., neurons in V1 are tuned to edges and lines
whereas neurons in IT can be tuned to specific faces. The figure is reused from Herzog
and Clarke (2014) which is published under the terms of the Creative Commons Attri-
bution License (CC BY).

1995; Moran and Desimone, 1985).

Attentional modulations have a strong impact on perception and behavior. The
influence on behavior can be readily observed in simple reaction time paradigms like
the Posner task. In the Posner task participants, while fixating their gaze, react more
quickly to a target, if the target is presented at a location which has previously been
cued. This effect has been found in humans, non-human primates, and mice, and is
attributed to covert attention (Wang and Krauzlis, 2018; Posner, 1980; Bowman et al.,
1993).

Besides such higher cognitive modulations, neural responses to local stimuli are
also affected by the perceptual context of the stimulus scenery. A powerful illustration
of this modulation are visual illusions, where the size of a center circle appears to be
larger if surrounded by smaller circles than if surrounded by larger circles.

Contextual modulation of neural responses to stimuli cannot be explained by a strict
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feedforward hierarchy but needs to rely on different mechanisms. A factor that is at
least in part responsible for mediating contextual modulations are neuromodulators like
serotonin (Ferguson and Cardin, 2020; Jacob and Nienborg, 2018). Serotonin can be
released in a context-dependent manner (De Souza and Van Loon, 1986; Hall et al.,
2012; Hanson and Hurley, 2014) and decreases neural responses to sensory stimuli (Ja-
cob and Nienborg, 2018). More closely linked to changes in arousal and attentive states
are acetylcholine and norepinepherine (Busse, 2018; Metherate et al., 1992). The most
important source of norepinepherine in the brain is the locus coeruleus (LC). Axons
from neurons in LC might be partially responsible for depolarizing during locomotion
the membrane potentials of neurons in mouse V1 (Polack et al., 2013), leading to higher
visually evoked firing rates when the animal is running (Polack et al., 2013; Niell and
Stryker, 2010; Keller et al., 2012). Locomotion-associated effects in mouse V1 can
also be triggered by stimulating the basal forebrain (Pinto et al., 2013), the main source
of cholinergic projections to cortex (Thiele, 2013). In particular, activating cholinergic
neurons in the mouse basal forebrain increases visual responses and decorrelates activ-
ity of V1 neurons. These changes on the neural level are accompanied by improved
behavioral performance in a visual discrimination task (Pinto et al., 2013).

A second mechanism, by which contextual modulations can arise, are feedback and
lateral projections (Gilbert and Li, 2013). Indeed, in primate V1, where lateral con-
nections occur predominantly among neurons sharing similar RF properties (Bosking
et al., 1997; Malach et al., 1993), they have been associated with contour integration
and visual saliency (Stettler et al., 2002; Kapadia et al., 1995). Although lateral connec-
tions allow for modulations by stimuli extending beyond the target neuron’s classical
RF (Gilbert et al., 1996), explaining extraclassical RF modulation in the far surround
requires feedback connections (Angelucci and Bressloff, 2006). Feedback projections,
on the other hand, are established by neurons that reside in higher processing stages and
whose axon collaterals synapse onto neurons on lower processing stages. In the visual
system, it has been found that stimulating neurons on higher processing stages either
electrically or with optogenetics can induce firing rates in neurons on lower processing
stages and trigger behavioral changes that are similar to those associated with attention
(Zhang et al., 2014; Moore and Armstrong, 2003).
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1.2 The corticothalamic circuit as a model circuit for studying
feedback

1.2.1 Anatomy

To study the effects of feedback on sensory processing, an ideal model circuit is corti-
cothalamic (CT) feedback. A main advantage of the CT feedback circuit is its distinct
anatomical properties. First, cortical feedback to the first order thalamic nuclei arises
solely from neurons contained in layer 6 (L6) of the primary sensory cortices (Sherman
and Guillery, 2002). In mice, L6CT neurons express the neurotonsin receptor 1 (Ntsr1),
which together with the corresponding Cre-lox system allows to specifically manipu-
late CT feedback (Gong et al., 2007; Bortone et al., 2014; Kim et al., 2014). Second, the
source of CT feedback, the primary sensory cortices, and the target, the corresponding
thalamic nuclei, are clearly separated. This separation helps to manipulate feedback
connections with genetic techniques but also allows to use less specific methods such
as cortical cooling, ablation, pharmacological inactivation and transcranial magnetic
stimulation (McClurkin and Marrocco, 1984; de Labra et al., 2007; Webb et al., 2002;
Wörgötter et al., 1998). Moreover, because of the comparatively long distance between
cortex and thalamus and the properties of CT synapses, CT signals arrive at the thala-
mus with a time delay. Even though these time delays are in the order of milliseconds,
they are, especially in model organisms with larger brains, long enough to study the
time course of feedback effects (Andolina et al., 2007; Guo et al., 2017).

1.2.2 Generality

The principle organization of CT feedback is conserved across different sensory modal-
ities and species, which offers a high degree of generalization (Alitto and Usrey, 2003).
First, in primates, carnivores, and rodents, synapses of L6CT neurons onto thalamic
relay cells do not provide a strong driving input but rather exert modulatory influences
(Sherman and Guillery, 1998; Sherman, 2007). In line with being modulatory, the
small corticogeniculate synapses contact dLGN relay cells at more distal parts of the
dendrite compared to axons of retinal ganglion cells and have a lower probability of re-
leasing glutamate (Bickford, 2016; Sherman and Guillery, 1998). A second feature of
the corticogeniculate pathway, which is shared among various mammalian species, are
segregated processing streams. In primates and carnivores three different types of cor-
ticogeniculate cells with distinct morphological and physiological features have been
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identified, which can be linked to the parvocellular, magnocellular, and koniocellular or
the homologous X, Y, and W streams, respectively (Briggs and Usrey, 2009; Hasse and
Briggs, 2017b). Although in rodents, parallel CT feedback pathways have been demon-
strated in the somatosensory system (Urbain and Deschenes, 2007; Bokor et al., 2008),
functional clustering seems less pronounced along the mouse retino-geniculo-cortical
feedforward pathway (Román Rosón et al., 2019; Denman and Contreras, 2016), and
might therefore also be less prominent in corticogeniculate feedback projections.

1.2.3 Diversity of effects

Despite being a confined circuit, CT projections allow to study a large repertoire of
complex feedback effects. This complexity arises from the fact that CT feedback com-
prises both a direct excitatory pathway as well as an indirect inhibitory pathway, whose
net effect on dLGN relay cells depend on several factors, including stimulus properties
and the behavioral state of the animal (Spacek et al., 2021; Sillito and Jones, 2002).
Thus, it is not surprising that studying CT feedback has revealed a multitude of top-
down mediated effects in thalamic relay cells with respect to both their temporal and
spatial RF properties (Jones et al., 2012; Andolina et al., 2013; Alitto and Usrey, 2003;
Hasse and Briggs, 2017b), as well as their firing mode (McCormick and von Krosigk,
1992; Godwin et al., 1996).

Finally, although effects of task-mediated attention are more pronounced in higher
cortical areas, attentional modulations have also been reported on the level of the tha-
lamus (O’Connor et al., 2002; McAlonan, 2006; Schneider and Kastner, 2009). Mag-
nocellular and parvocellular neurons in primate dLGN, for instance, elicit weaker re-
sponses if a stimulus in the neuron’s RF is unattended compared to when it is attended
(McAlonan et al., 2008). Studying effects of attention on lower levels, like the thala-
mus, might benefit from the fact that thalamic cells exhibit rather simple response prop-
erties that are well studied. This allows to match stimulus properties to the preferences
of the recorded neurons. It has been shown that if stimuli engage the recorded neurons
optimally, attentional effects are stronger (Gilbert and Sigman, 2007; Hembrook-Short
et al., 2017; Martinez-Trujillo and Treue, 2004). The corticothalamic circuit is hence
ideally suited to understand how feedback contributes to contextual modulations.
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1.3 Layer 6 corticothalamic neurons

1.3.1 Direct excitatory connections to relay cells

Direct input from L6 to thalamic relay cells is excitatory and mediated via glutamater-
gic synapses (McCormick and von Krosigk, 1992; Sherman, 2001). Although corti-
cal excitatory synapses are usually depressing, connections established by L6CT neu-
rons onto relay cells are facilitatory (Frandolig et al., 2019; Deschenes and Hu, 1990;
Jackman et al., 2016). Since the facilitatory effect is weaker in synapses formed by
L6CT neurons onto inhibitory neurons in the TRN and because connections estab-
lished by TRN neurons onto thalamic relay cells are depressing, the net effect of CT
feedback is frequency-dependent (Crandall et al., 2015; Kirchgessner et al., 2020). In
in-vitro recordings of the mouse somatosensory system, it has been shown that low-
frequency stimulation of L6CT neurons results in inhibitory feedback effects, whereas
high-frequency stimulation leads to net excitation (Crandall et al., 2015). Despite its
modulatory nature, the excitatory component of CT feedback can have a strong im-
pact on thalamic sensory processing, e.g. by promoting in relay cells tonic firing mode
or boosting responses to small stimuli presented in the center of the relay cell’s RF
(Sherman, 2001; Webb et al., 2002; Przybyszewski et al., 2000).

1.3.2 Indirect inhibitory connections to relay cells

Since L6CT neurons are excitatory they can inhibit thalamic relay cells only indirectly,
by recruiting inhibitory cells in the thalamic reticular nucleus (TRN) or thalamic in-
terneurons. In the primary sensory nuclei of the rodent thalamus, inhibitory interneu-
rons are low in number or completely absent (Evangelio et al., 2018; Barbaresi et al.,
1986). Where present, they however play a dominating role in building local, intrin-
sic networks (Hirsch et al., 2015). A recent electronmicroscopy study (Morgan and
Lichtman, 2020) showed that a single inhibitory interneuron in mouse dLGN spans dif-
ferent functional regions within the visual thalamus, participates in different forms of
inhibition, and establishes hundreds of synaptic connections, which together with their
ability to participate in dendro-dendritic interactions points to the complexity of their
functional role (Morgan and Lichtman, 2020; Crandall and Cox, 2012).

The second source of inhibition which is engaged by CT feedback are neurons in
the TRN. The TRN is a sheet-like structure that laterally encompasses the thalamus and
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that consists exclusively of GABAergic neurons, which form local networks via gap
junctions (Pinault, 2004; Crabtree, 2018). In vitro recordings revealed that the synaptic
connections between L6CT neurons and TRN neurons are stronger than the modulatory
connections formed by CT axons onto relay cells (Golshani et al., 2001; Gentet and
Ulrich, 2004). Although in vivo studies have yielded conflicting results, ranging from
negligible (Jones and Sillito, 1994; Xue et al., 1988) to strong control (Kayama et al.,
1984; Li et al., 2013; Montero, 2000) of TRN activity by corticoreticular inputs, TRN
has always been associated with top-down processes. Due to this top-down component
and its inhibitory effect on other sensory thalamic nuclei, the TRN is thought to be a
key structure for attention (Montero, 2000; Wells et al., 2016; Wimmer et al., 2015;
Crick, 1984; Guillery et al., 1998).

1.4 Manipulating corticothalamic feedback

1.4.1 Traditional approaches

The CT circuit enjoys a long history of research and over decades the methods to manip-
ulate CT feedback have become more sophisticated. Among the permanent techniques
to manipulate CT feedback is the ablation of cortical regions by surgical excision or as-
piration (Jones and Sillito, 1994; Gulyas et al., 1990). Aspiration of areas 17 and 18 of
cat visual cortex, for instance, has shown that CT feedback shapes spatial integration in
dLGN by contributing to surround suppression (Murphy and Sillito, 1987). Critically,
removing tissue typically induces widespread effects since passing nerve fibres and
blood vessels which supply more distant brain regions are also damaged. Moreover,
it is difficult to probe responses from the same neuron under control and experimental
conditions since lesions are irreversible.

To overcome the problem of irreversibility, more elaborate techniques have been
established, such as transcranial magnetic stimulation, pharmacological interventions
or cortical cooling (de Labra et al., 2007; Przybyszewski et al., 2000; Andolina et al.,
2013). While cooling inevitably leads to the reduction of neural activity, the sign of the
effect induced by pharmacology depends on the drug. The most widely used substance,
muscimole, an agonist for GABAA-receptors, or lidocaine, a sodium channel blocker,
temporarily inactivate neurons at the injection site. Other drugs, including penicillin,
lead in the targeted population to an activation (Andolina et al., 2007; Zhang et al.,
1997; Ogden, 1960). In this vein, Ogden (1960) used penicillin to activate a large
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population of CT neurons in the primary somatosensory cortex of cats. He observed
that, post application, evoked responses in the somatosensory relay nuclei were reduced
and concluded that CT projections might serve as an inhibitory feedback that helps to
establish a sensory focus.

Although introducing reversible methods to the repertoire has substantially im-
proved our understanding of sensory processing in the corticothalamic feedback loop,
there remain limitations, which in the case of pharmacological applications comprise
the rather slow kinetics of the drug as well as a lack of specificity regarding the targeted
cell population (Lomber, 1999).

1.4.2 Optogenetic methods

A recent breakthrough for the perturbation of neural circuits is the advent of optoge-
netics, a technique that allows the use of light to activate ion-pumps and ion-channels
(Fenno et al., 2011; Deisseroth, 2011). Light-gated ion-pumps and channels can be
expressed in neurons by either creating transgenic animals or by delivering the opsin-
encoding DNA to cells in a particular brain region with a viral vector. In both cases,
the expression can be restricted to certain neural populations by choosing a cell-type
specific promoter and/or by using recombinase technology such as the Cre-lox system
to further narrow down the affected cell type (Zhang et al., 2010; Madisen et al., 2012).

Viruses which are frequently used to transduce neurons are lenti virus, adeno-
associated virus (AAV), and glycoprotein-deleted rabies virus (RV∆G). RV∆G act ret-
rogradely, but do not cross synapses, and can thus be used to target neurons, which are
projecting to a specific brain region (Wickersham et al., 2007; Ghanem and Conzel-
mann, 2016). Following this rational, Hasse and Briggs (2017a) injected an RV∆G into
the dLGN of ferrets to express channelrhodopsin-2 (ChR2), a light-gated cation chan-
nel, in corticogeniculate neurons. They found that activating corticogeniculate neurons
increased in dLGN neurons both spatial and temporal resolution. Despite their popular-
ity, using RV∆G as vehicle for gene delivery comes with limitations, since its cytotoxic
properties lead to a significant reduction of the transduced cell population after about
two weeks (Wickersham et al., 2007).

Contrarily, AAVs leave the transduced cell intact but lack sufficient packaging ca-
pacity to include large promoters, which limits cell type-specific targeting (Zhang et al.,
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2010). A solution to this problem is provided by the Cre-dependent AAV expres-
sion approach, in which a Cre-dependent AAV is injected into a brain region of a Cre
recombinase-driver mouse, so that the opsin expression is restricted to a specific cell-
type in the target brain region (Yizhar et al., 2011). In this vein, one can, for instance,
deliver ChR2-encoding DNA into the V1 of PVCre-mice, which leads to the expression
of ChR2 in all transduced PV+ V1 neurons. Exposing V1 to blue light then activates
PV+ inhibitory neurons, which will, in turn, suppress pyramidal cells, including those
located in layer 6 (Born et al., 2021; Olsen et al., 2012; Atallah et al., 2012). To more
directly manipulate CT feedback, a frequently used model is the Ntsr1-Cre mouse line,
in which the enzyme Cre recombinase is with a high specificity of > 90% expressed in
L6CT neurons (Gong et al., 2007; Bortone et al., 2014; Kim et al., 2014).

Although this mouse line allows to specifically target L6CT neurons, using optoge-
netics to directly suppress activity in neurons remains challenging. Widely used light-
activated ion pumps, such as halorhodopsin and archaerhodopsin, require high light-
intensity levels (Wiegert et al., 2017), and suffer from reduced efficacy if activated
over longer periods (Wiegert et al., 2017; Mattis et al., 2012). Alternatively, recent
studies have been focusing on light-activated potassium and chloride channels. Since
their equilibrium potential is close to the neuron’s resting potential, they can suppress
spiking via shunting inhibition (Wiegert et al., 2017). The synthetic potassium channel,
BLINK2, for instance, is activated by blue light and remains active over several minutes
post illumination, which makes it a powerful tool for long suppression periods (Albe-
rio et al., 2018). Promising light-sensitive anion channels, on the other hand, are the
naturally occurring Guillardia theta anion-conducting channelrhodopsins (GtACRs),
which are highly selective to anions and display large photo-induced currents (Wiegert
et al., 2017; Govorunova et al., 2015). Critically, the effect of anion-conducting chan-
nels depends on the maturity of the neuron (Kaila et al., 2014) and the specific neural
compartment (Turecek and Trussell, 2001; Szabadics, 2006). In immature neurons and
presynaptic terminals, where chloride concentrations can be higher, opening GtACRs
can lead to neurotransmitter release (Mahn et al., 2016) and trigger antidromic spikes
(Malyshev et al., 2017; Wiegert et al., 2017). To avoid eliciting back-propagating action
potentials in axons, recently developed soma-targeting GtACRs can be used to reliably
suppress activity in L6CT neurons (Mahn et al., 2018).
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1.5 Topographic organization of corticothalamic feedback

To facilitate a meaningful modulation of spatial processing in thalamus, CT feedback
should be organized topographically, i.e. CT neurons encoding a particular location in
space should innervate thalamic relay cells with similar spatial preference. This pattern
has been described in the visual system of primates, in which V1 L6CT neurons in-
nervate dLGN neurons with matching RF locations (Ichida and Casagrande, 2002; An-
gelucci and Sainsbury, 2006). Retinotopic CT feedback connections are, even though
less specific, also present in the cat visual system (Murphy et al., 1999; Tsumoto et al.,
1978). In rodents, in which corticothalamic interactions are, due to its high degree
of structuredness, often probed in the somatosensory system, previous work suggests
a topographic arrangement of CT feedback, where the level of specificity depends on
the origin. While neurons in the upper layer 6 of a given barrel only innervate neu-
rons belonging to the corresponding barreloid in the VPM, neurons in the lower layer 6
also project to adjacent barreloids (Deschênes et al., 1998; Hoogland et al., 1987; Land
et al., 1995). If, analogously, CT projections in the rodent visual system are organized
retinotopically remains an open question.

Like the direct feedback connections from V1 to dLGN, cortical projections to the
rabbit TRN are also topographically aligned (Crabtree and Killackey, 1989; Montero
et al., 1977). By performing in rabbit V1 double injections of proline and methionine,
Montero et al. (1977) found that neurons encoding temporal parts of the visual field pro-
jected to more lateral and neurons encoding upper parts of the visual field projected to
more dorsal regions in visual TRN (visTRN). If mouse visTRN receives cortical inputs
that are organized similarly remains elusive. While mouse visTRN shares anatomical
features with the visTRN of other mammalian species, i.e. the segregation into lower-
and higher-order subregions, the specific arrangement can differ: while in cats, rab-
bits, and rats the lower-order subregion, receiving input from dLGN and V1, consists
of a lateral tier making up about two-thirds of TRN’s thickness (Guillery et al., 1998),
the lower-order subregion in mouse visTRN consists of the central part of visTRN (Li
et al., 2020; Martinez-Garcia et al., 2020). If these anatomical differences also entail a
difference in the organization of corticoreticular projections is unknown.

To investigate the organization of CT feedback in mice, we performed triple-color
anatomical tracings (Manuscript 1 - Born et al. (2021)). To this end, we injected into
V1 of Ntsr1-Cre mice, along an iso-azimuth or an iso-elevation line, small volumes of
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three viral vectors. Each viral vector led in transduced L6CT neurons to the expression
of a different fluorophore. Post-mortem inspection of the fluorescence pattern created
by labeled axon terminals in dLGN and visTRN revealed a retinotopic organization
of CT feedback projections. In dLGN, azimuth was mapped along the medial-lateral
axis with L6CT neurons encoding temporal locations in the visual field innervating
more medial parts of the dLGN. Elevation was mapped along the dorsal-ventral axis
with axons of L6CT neurons encoding elevated positions terminating in more dorsal
regions. This pattern matches the topographic representation of visual space in dLGN
(Piscopo et al., 2013). In visTRN, we found elevation to be mainly encoded along
the anterior-posterior axis while azimuth mapped along the dorsal-ventral axis. This
finding was in line with results obtained from electrophysiological recordings during
which we measured in visTRN RFs.

1.6 Effects of cortical feedback on spatial processing in thalamus

The topographic organization of feedback to thalamus allows cortex to differentially
modulate its input across space. The effect of these spatial modulations can be assessed
by measuring in thalamic neurons spatial integration properties. Two hallmarks of spa-
tial integration are the preferred size of a neuron, i.e. the stimulus size which elicits the
strongest response and the level to which the response of a neuron is reduced by a stim-
ulus extending beyond the preferred size, a phenomenon termed surround suppression
(Allman et al., 1985; Blakemore and Tobin, 1972; DeAngelis et al., 1994; Knierim and
van Essen, 1992; Nelson and Frost, 1978; Gilbert and Wiesel, 1990) (Fig. 2). Probing
these response properties in dLGN of cats, ferrets, and non-human primates, it has been
shown that CT feedback can increase surround suppression and sharpen RFs (Andolina
et al., 2013; Hasse and Briggs, 2017a; Jones et al., 2012).

This view, however, has been challenged. First, the effect of CT feedback on spatial
integration has traditionally been probed in anesthetized animals. Since anaesthesia af-
fects feedback signals, this impedes interpreting the results and calls for investigations
in awake animals (Makino and Komiyama, 2015; Briggs and Usrey, 2011). Second,
the results have been questioned by a recent study, which did not find surround sup-
pression in dLGN to be stronger than in the retina, and argues that CT feedback signals
are too slow to account for the suppressive component in dLGN (Alitto and Usrey,
2008). Lastly, Bonin (2005) used a network model to simulate normalization effects at
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a b c

Fig. 2 Neurons in dLGN show surround suppression
(a) Schematic of a size-tuning curve. The small arrow in the lower left corner indicates
the preferred size as defined by the stimulus size which elicits the strongest response.
The arrow on the right indicates the level of surround suppression that is evoked by a
stimulus extending beyond the classical RF. (b) RF of a dLGN neuron as measured with
a sparse noise stimulus. Red: responses to white squares; green: responses to black
squares; scale bar: 10 deg. (c) An example size-tuning curve recorded from a dLGN
neuron. Circles: mean response; error bars: standard error of the mean; solid line: fit
by a Ratio-of-Gaussians model (Cavanaugh et al., 2002). Reprinted with permission
from Vaiceliunaite & Busse.

the level of the thalamus and found that surround suppression occurs also for gratings
with low spatial and high temporal frequencies - stimulus features which are not well
suited to drive cortical responses.

To test if in awake mice CT feedback affects spatial integration, we recorded
responses to drifting gratings of different sizes in dLGN neurons of PVCre-mice
(Manuscript 1 - Born et al. (2021)). By optogenetically activating PV+ inhibitory
neurons in V1, we suppressed CT feedback in half of the trials. Contrasting size-tuning
curves under the two conditions, we found that CT feedback indeed affected spatial
integration in dLGN: first, with feedback intact, responses to small stimulus sizes were
stronger while responses to large stimulus sizes were weaker, consequently enhancing
surround suppression. Moreover, suppressing CT feedback led to an increase in the
preferred size. We concluded that CT feedback affects spatial integration in dLGN by
sharpening RFs and enhancing surround suppression.
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1.7 Effects of cortical feedback on processing of naturalistic stimuli
in thalamus

Sensory systems have traditionally been probed with simple, artificial stimuli, yet they
have evolved to encode complex inputs, and thus understanding sensory processes will
ultimately require investigating sensory responses to naturalistic stimuli (Simoncelli
and Olshausen, 2001). Indeed, early exposure to naturalistic stimuli shapes extraclassi-
cal RFs of mouse V1 neurons, allowing them to more selectively represent features in
natural scenes (Pecka et al., 2014). Using natural scenes to map RFs in mouse V1, their
filtering properties were found to be more complex than when probed with artificial
stimuli (Walker et al., 2019), and center-surround interactions in neurons of macaque
V1 are stronger for preserved natural image statistics (Guo et al., 2005). In particular,
the statistics of naturalistic stimuli are well suited to decorrelate responses of neurons
in V1 (Vinje and Gallant, 2000), and trigger more reliable responses (Rikhye and Sur,
2015). Similarly, in the ferret primary auditory cortex (Garcia-Lazaro et al., 2006), the
cat inferior colliculus (Escabı́ et al., 2003), and the amphibian papilla of the bullfrog
(Rieke et al., 1995), naturalistic sounds are represented more efficiently.

Additionally, naturalistic stimuli might more strongly engage feedback signals.
Feedback signals are, according to the framework of predictive coding, said to con-
vey a model of the external world that cancels out redundant feedfoward inputs (Lee
and Mumford, 2003). Hence, feedback neurons should be best driven by familiar, nat-
uralistic stimuli (Berkes et al., 2011; Rao and Ballard, 1999; Clark, 2013). Supporting
this idea, it has been shown that CT feedback responds better to moving than to static
stimuli (Sillito and Jones, 2002).

To understand if effects of CT feedback differ between naturalistic and artificial
stimuli, we manipulated CT feedback in PVCre-mice and measured responses of dLGN
neurons to full-screen drifting gratings and naturalistic movie clips (Manuscript 2 -
Spacek et al. (2021)). Computing a feedback modulation index, we found that, on
average, CT feedback enhanced responses to movie clips more strongly than to drifting
gratings.
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1.8 Differential contributions of corticothalamic feedback and
neuromodulation to thalamic processing

Besides feedback signals and lateral connections, another factor contributing to con-
textual modulation in thalamus is the behavioral state. A mean to assess the effects
of behavioral state on activity in the thalamus is to contrast neural response properties
during periods of quiescence with response properties during periods of locomotion
(Niell and Stryker, 2010). In dLGN, locomotion has been associated with an increase
in stimulus evoked activity and spontaneous firing rates, a change in tuning properties,
and proportionally fewer spikes fired in bursts (Erisken et al., 2014; Molnár et al., 2021;
Aydın et al., 2018).

The origin of these modulatory effects is likely complex: First, behavioral state
modulates activity upstream of dLGN relay cells, in boutons of retinal ganglion cells
(Liang et al., 2020) and their axons in the optic tract (Schröder et al., 2020). Although
the majority of retinal axons in the optic tract, that are modulated by locomotion, dis-
plays positive correlations with run speed (Schröder et al., 2020), a calcium imaging
study revealed that the effect of arousal on boutons of retinal ganglion cells in dLGN
is predominantly suppressive (Liang et al., 2020). Since it is difficult to reconcile this
suppressive effect with locomotion-enhanced firing rates in relay cells, state-dependent
effects in dLGN might be established directly in the thalamus. Thalamic nuclei are tar-
geted by the neuromodulatory ascending activating system, whose origin lies in brain-
stem and hypothalamic nuclei that supply amongst others noradrenaline and acetyl-
choline (ACh) (Lee and Dan, 2012). Indeed, transient application of ACh in cat dLGN
enhances responses to optimal stimuli (Sillito et al., 1983) and administration of nora-
drenaline in vitro depolarizes the membrane potential of relay cells (McCormick and
Pape, 1990). Finally, effects of behavioral state might be mediated via feedback con-
nections from cortex. Cortical layer 6 is among the layers that is most densely inner-
vated by cholinergic projections (Radnikow and Feldmeyer, 2018), its corticothalamic
neurons are depolarized by ACh (Sundberg et al., 2018) and, on average, more active
during periods of locomotion (Augustinaite and Kuhn, 2020). Yet, to which extent CT
feedback contributes to state-dependent processing in thalamus is an open question.

To understand to which extent state-dependent processing of naturalistic movie
clips in mouse dLGN is inherited from cortex, we first probed the effect of CT feed-
back on responses to naturalistic movie clips (Manuscript 2 - Spacek et al. (2021)).
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We found that when CT feedback was intact, the evoked firing rates were higher while
relatively fewer spikes were fired in bursts. Moreover, during trials with CT feedback
intact, response patterns were less sparse and less reliable. Interestingly, contrasting
control trials in which the animal remained stationary with control trials in which the
animal ran, revealed that effects of locomotion on dLGN responses were indeed sim-
ilar. However, since locomotion-induced effects persisted during V1 suppression, we
concluded that state-dependent and CT influences on processing of naturalistic stimuli
in dLGN are largely independent.

1.9 Top-down influences on sensory processing in primary visual
cortex

While the thalamo-cortico-thalamic loop is an excellent circuit to study the role of feed-
back for sensory processing, top-down modulations are also prominent in cortex. While
cortical layer 4 is the main recipient of feedforward inputs, feedback signals target deep
and superficial layers (Larkum, 2013). Interneurons in layer 1 of cat area 17, for in-
stance, receive 90% of their input from long-range feedback connections (Binzegger,
2004) and neurons in area MT project to layer 6 of primate V1 (Sillito et al., 2006;
Rockland and Knutson, 2000). In primate V1, feedback signals contribute to extr-
aclassical modulation of the RF (Angelucci and Sainsbury, 2006), including surround
suppression (Nassi et al., 2013; Angelucci et al., 2002), help to discriminate figure from
background (Hupé et al., 1998; Klink et al., 2017), and mediate non-visual signatures
of cognitive processes in V1 activity, such as reward information (Stanisor et al., 2013).

With growing interest in the mouse model, contextual signals have also been re-
ported in murine V1: neurons in mouse V1 display feedback-enhanced surround sup-
pression (Vangeneugden et al., 2019) and figure-ground modulation (Kirchberger et al.,
2021), are tuned to specific locations in space (Saleem et al., 2018; Diamanti et al.,
2021), and elicit error signals, if visual input deviates from the prediction (Fiser et al.,
2016; Khan and Hofer, 2018). The fact that representations in mouse V1 are not limited
to visual information, points to its importance for more complex behavior. To gain an
overview of how mouse visual behavior depends on microcircuits in V1, we have sum-
marized the recent literature (Manuscript 3 - Katzner et al. (2019)). In particular, we
highlight the role of the thalamo-cortical pathway for mouse visual behavior, describe
how visual information is represented within V1, and elaborate on its modulation by
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top-down processes.

An important source of top-down inputs to V1 is the anterior cingulate cortex (ACC)
(Zhang et al., 2014; Fiser et al., 2016; Leinweber et al., 2017), a large area that is located
around the rostrum of the corpus callossum (Devinsky et al., 1995). Its neural activ-
ity has been associated with a wide range of cognitive, motor, and affective processes.
Deletion of Cav1.2 channels in mouse ACC, for instance, impairs observational fear
learning and weakens behavioral pain responses (Jeon et al., 2010), lesioning mouse
ACC leads to a disinhibited response profile in a signal detection task (Hvoslef-Eide
et al., 2018), while its photoactivation can improve performance in a visual discrimi-
nation task (Zhang et al., 2014). Interestingly, neurons in ACC send topographically
organized projections to V1, where they innervate pyramidal cells and different types
of inhibitory interneurons, including PV+, SOM+, and VIP+ neurons (Leinweber et al.,
2017). To these neurons, ACC axons provide motor signals that might resemble effer-
ence copies, enabling the animal to discern self motion from external motion (Leinwe-
ber et al., 2017; Khan and Hofer, 2018). If top-down inputs from ACC to V1 convey
more specific task-relevant signals, such as the valence of a visual stimulus, remains
elusive. To shed light on this question, we recorded in neurons of ACC and V1 while
mice evaluated visual cues, one of which signaled a reward (Manuscript 4 - Wal et al.
(2021)). In both ACC and V1, 30% of recorded neurons became selective to one of the
two stimuli. While this study shows, that a similar proportion of recorded V1 and ACC
neurons developed a stimulus preference, we were not able to resolve if V1 modula-
tions are indeed induced by feedback from ACC. Opposing this idea, selective neurons
in ACC were biased towards the rewarded cue, while selectivity in the population of
recorded V1 neurons was balanced.

1.10 Conclusion

This thesis comprises four manuscripts which investigate in the mouse early visual sys-
tem the influence of contextual modulations. In the first part of the thesis (Manuscript
1, 2 - Born et al. (2021); Spacek et al. (2021)), we studied how corticothalamic feed-
back affects sensory processing in the mouse dLGN. In particular, we reveal how CT
feedback sculpts spatial integration, modulates processing of naturalistic movie clips,
and contributes to state-dependent modulations. In the second part, we shift the focus
to the primary visual cortex and extend the scope of this work by also considering the
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behavioral level. We first summarize recent studies that investigate how mouse visual
behavior is mediated by V1 microcircuits (Manuscript 3 - Katzner et al. (2019)) and
emphasize how these microcircuits are shaped by top-down influences. Top-down in-
fluences might also be responsible for inducing the effects we describe in our final study
where we show that the representation of visual cues is modulated by their evaluation
(Manuscript 4 - Wal et al. (2021)). In sum, this work offers important insights into
how visual processing in the early visual system is affected by contextual modulations.
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2 Corticothalamic feedback sculpts visual spatial inte-
gration in mouse thalamus

This chapter is reproduced from an article published in Nature Neuroscience.
The article can be found under https://www.nature.com/articles/
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Born, G.,* Schneider-Soupiadis, F. A.*, Erisken, S.*, Vaicelunaite, A., Mobarhan, M.
H., Lao, C. L., Spacek, M. A., Einevoll, G. T., & Busse, L. (2021). Corticothalamic
feedback sculpts visual spatial integration in mouse thalamus. Nature Neuroscience.
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According to the classical view of the visual system, informa-
tion is propagated through a hierarchy of processing stages, 
which are interconnected via feed-forward projections. The 

initial feed-forward sweep can contain a considerable amount of 
information, which is sometimes sufficient to drive perception1,2. 
Furthermore, feed-forward architectures implemented in artificial 
neural networks give rise to representations that resemble those in 
the primate visual processing hierarchy, enabling human-like per-
formance in complex visual tasks3.

While feed-forward architectures can be powerful, anatomical 
connectivity in the brain is dominated by feedback. Feedback is a 
prominent and ubiquitous motif in the brain that is observed across 
areas and species, with descending feedback projections generally 
outnumbering ascending feed-forward afferents4. While this pro-
nounced prevalence implies that feedback projections provide core 
aspects of neural computation, a consensus regarding the function 
of feedback to lower-level sensory areas is lacking.

This architectural principle also applies to thalamocortical com-
munication; relay cells in the dLGN of the thalamus receive only 
5–10% of their synaptic inputs from retinal afferents, whereas 30% 
originate from layer 6 CT (L6CT) pyramidal cells in the primary 
visual cortex (V1)5. Yet, dLGN RFs more closely resemble reti-
nal RFs than cortical RFs, supporting the role of CT feedback as 
a modulator, not driver, of thalamic responses. Still, modulations 
by CT feedback are expected to be complex, because L6CT pyra-
midal cells not only provide direct excitation to thalamic relay 
cells but also provide indirect inhibition by exciting inhibitory 
neurons in the TRN and local dLGN interneurons. The specific 
balance of feedback-mediated excitation and indirect inhibition 
is likely dynamic and flexible, given the distinct stimulus selectiv-
ity and synaptic properties in the CT circuit6. Most notably, the  

retinotopic arrangement of CT projections in the visual system of 
primates and cats7,8 is highly suggestive of a role in modulating spa-
tial processing9–13.

Here, we studied the role of cortical feedback in modulating tha-
lamic spatial integration across the main processing stages of the 
thalamo–cortico–thalamic loop, V1, dLGN and visTRN. Using viral 
labeling and channelrhodopsin (ChR2)-assisted functional map-
ping, we found that V1 corticogeniculate feedback projections in 
the mouse are retinotopically organized and have spatially specific 
function. Using optogenetic manipulations to compare the modula-
tion by CT feedback for stimuli of various sizes, we revealed that CT 
feedback sharpens dLGN RFs and increases surround suppression. 
Computational modeling and recordings from the TRN provided evi-
dence that CT feedback can augment dLGN surround suppression via 
the visTRN. We conclude that CT feedback sculpts spatial integration 
in the dLGN, likely via recruitment of inhibitory neurons in the TRN.

Results
Spatial specificity of corticogeniculate feedback. Modulations of 
spatial processing could be achieved efficiently if CT feedback was 
arranged in a retinotopic way. To test whether CT feedback termi-
nal fields in mouse dLGN maintained the retinotopic organization 
from their V1 origin, we performed triple-color Cre-dependent 
viral tracing by injecting small volumes of adeno-associated virus 
(AAV) at different retinotopic positions into V1 of Ntsr1-Cre mice, 
having >90% specificity for L6CT pyramidal cells (Fig. 1a,b). Visual 
inspection of thalamic slices revealed that the anterogradely labeled 
axonal terminal fields of different colors were clearly separated in 
the dLGN, matched the pattern of expression in V1 and were con-
sistent with the retinotopic organization of the geniculate target 
region14 (Fig. 1c and Extended Data Fig. 1). Such spatially precise 

Corticothalamic feedback sculpts visual spatial 
integration in mouse thalamus
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En route from the retina to the cortex, visual information passes through the dorsolateral geniculate nucleus (dLGN) of the thal-
amus, where extensive corticothalamic (CT) feedback has been suggested to modulate spatial processing. How this modulation 
arises from direct excitatory and indirect inhibitory CT feedback pathways remains enigmatic. Here, we show that in awake 
mice, retinotopically organized cortical feedback sharpens receptive fields (RFs) and increases surround suppression in the 
dLGN. Guided by a network model indicating that widespread inhibitory CT feedback is necessary to reproduce these effects, 
we targeted the visual sector of the thalamic reticular nucleus (visTRN) for recordings. We found that visTRN neurons have 
large RFs, show little surround suppression and exhibit strong feedback-dependent responses to large stimuli. These features 
make them an ideal candidate for mediating feedback-enhanced surround suppression in the dLGN. We conclude that cortical 
feedback sculpts spatial integration in the dLGN, likely via recruitment of neurons in the visTRN.
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retinotopic organization, as known from previous work in primates 
and cats7,8, make CT feedback projections well poised to modulate 
spatial representations.

To examine whether the retinotopically organized CT feedback 
can also generate spatially specific functional effects, we next probed 
the impact of CT feedback on dLGN responses using ChR2-assisted 
functional mapping (Fig. 1d,e and Extended Data Fig. 2). We 
expressed ChR2–eYFP in a localized population of L6CT pyramidal 
cells by injecting a small volume of Cre-dependent AAV expressing 
ChR2–eYFP into V1 of Ntsr1-Cre mice (Extended Data Fig. 2). After 
sufficient time for expression, we performed silicon probe recordings 
in head-fixed mice (Fig. 1d,e). We first targeted the V1 injection site 
and used a sparse noise stimulus to estimate average RF location of 
the neurons in the V1 column of the transduced L6CT cells (Fig. 1f). 
We then turned to the dLGN (Fig. 1g), where RF mapping revealed 
a smooth retinotopic progression14, with RFs covering positions 
from the upper to the lower visual field for consecutive recording  

channels along the dorsoventral axis (Fig. 1h). Multiple sessions with 
different insertions enabled us to measure dLGN RFs located at a 
wide range of distances from the average RF at the V1 injection site.

We then functionally mapped the spatial profile of CT feedback 
effects by photostimulating the local population of transduced L6CT 
pyramidal cells during the presentation of full-screen drifting grat-
ings (Fig. 1i). To avoid potentially confounding, state-dependent 
response modulations15, we only considered trials in which the ani-
mal was quiescent (speed ≤ 0.25 cm s–1 for ≥80% of the trial) for the 
computation of direction-tuning curves (Fig. 1i) and thus for the 
evaluation of CT feedback effects, quantified as fold change. Across 
the population of recorded dLGN neurons, activating CT feedback 
resulted in both enhancement (n = 112) and suppression of neu-
ronal responses (n = 181), with diverse effect sizes. The diversity 
of effects was not obviously related to recording depth or several 
aspects of tuning in the recorded dLGN neurons, such as orienta-
tion selectivity or contrast sensitivity (Extended Data Fig. 3).
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Fig. 1 | Anatomical and functional mapping of L6CT feedback. a, Triple-color viral tracing. Transduction of localized populations of V1 L6CT neurons with 
Cre-dependent AAV-FLEX-enhanced green fluorescent protein (eGFP), AAV-FLEX-mScarlet (red fluorescent protein variant) and AAV-FLEX-mTurquoise2. 
b, Coronal sections of V1 with injections along the V1 axis for azimuth (top) and elevation (bottom); green, eGFP; red, mScarlet; blue, mTurquoise2; gray, 
Nissl; scale bar, 1 mm; A, anterior; P, posterior; L, lateral; M, medial. c, Transduced V1 L6CT axonal terminal fields in the dLGN (top, azimuth axis; bottom, 
elevation axis); scale bar, 0.25 mm. Observations in b and c were observed in five mice (Extended Data Fig. 1). d, Schematic of in vivo recordings in 
head-fixed mice. e, Schematic of ChR2-assisted functional connectivity mapping. f, RF mapping in V1. Left, spatial RFs for three representative channels 
recorded at the V1 injection site; green, 1σ contours of fitted two-dimensional (2D) Gaussian. Right, all fitted V1 RF contours from the example recording 
session; black cross, mean RF center. g, Representative coronal section showing local axonal termination of V1 L6CT neurons expressing ChR2 tagged with 
enhanced yellow fluorescent protein (eYFP) in the dLGN; magenta, DiI (recording track); scale bar, 1 mm. h, RF mapping in the dLGN. Left, spatial RFs and 
fitted 1σ contours for representative channels located in the dLGN (two recording sessions, channel order top to bottom on electrode as shown in e). Right, 
fitted dLGN RF contours; black cross, mean RF position from the V1 recording. i, Spatial profile of modulations induced by photostimulation of CT feedback. 
Top, direction-tuning curves for three neurons; blue, photostimulation of L6CT pyramidal cells; black, control conditions; visual stimulus, full-screen sine 
wave gratings drifting in 1 of 12 directions, with temporal and spatial frequencies coarsely optimized for the recording, 0.75-s duration, photostimulation 
of 0.085 s before stimulus onset lasting for 0.85 s. Data are presented as means ± s.e.m. Middle, CT feedback modulation strength (fold change) as a 
function of retinotopic distance to the mean V1 RF position at the injection site; red circles, neurons shown in the top; blue line, mean of fold change 
values in overlapping bins (bin size, 15°; spacing, 3.3°), with the opaque portion delineating the region with significant mean fold change (n = 293 neurons; 
P = 6.8 × 10−3, two-sided cluster permutation test). Bottom, proportions of significantly enhanced (dark orange), suppressed (dark blue) and unmodulated 
neurons (pale). Computing the mean V1 RF only based on the lower half of the channels or on those located in L6 as estimated by current source density 
(CSD) analysis did not qualitatively change the spatial profile. Numbers in b,c,g indicate distance from bregma in millimeters.
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Plotting the responses of individual neurons to CT feedback 
modulation against their retinotopic distances from the activated 
L6CT pyramidal cell population, however, revealed a distinct spa-
tial profile (Fig. 1i). While CT feedback had a small overall effect in 
retinotopically ‘nearby’ regions (<30°, transparent blue line), aver-
age CT feedback modulation in ‘distant’ regions was predominantly 
suppressive (30–53°; P = 6.8 × 10−3, cluster permutation test; opaque 
blue line). This profile was stable when we reperformed the analysis 
for partitions of the data across trials and within trials (Extended 
Data Fig. 3k–n). The small average effect in nearby regions, rather 
than indicating the absence of modulation, reflected the diversity of 
effects (Fig. 1i and Extended Data Fig. 3o). Indeed, when we classi-
fied neurons into significantly enhanced, suppressed or not modu-
lated by CT feedback groups, we observed that the prevalence of 
modulation types depended on retinotopic distance (P = 7.2 × 10−3, 
chi-squared test). Unlike suppressed neurons (P = 0.43, chi-squared 
test), numbers of enhanced neurons varied with retinotopic dis-
tance (P = 4.7 × 10−4, chi-squared test) and were enriched in the sec-
tor from 0° to 25° (P < 10−5, cluster permutation test).

Together with our results of the triple-color viral tracing experi-
ments, these findings demonstrate that L6CT pyramidal cells 
impact the mouse dLGN in a spatially specific manner. The mea-
sured modulation profile is consistent with a circuit architecture in 
which enhancing influences of CT feedback are more tightly local-
ized, while suppressive influences are dispersed over a wider spatial 
scale. This spatial profile, in particular the retinotopically distant 
suppressive region, is suggestive of L6CT feedback shaping dLGN 
spatial integration.

CT feedback effects on dLGN spatial integration. Having 
observed that photostimulation of CT feedback can, in principle, 
induce modulations of geniculate activity with a spatial profile 
suggestive of shaping spatial integration in the dLGN, we probed 
whether CT feedback is indeed involved in tuning for stimulus size 
and surround suppression (Fig. 2). Surround suppression refers to 
the reduction of a neuron’s activity in response to a stimulus that 
exceeds the size of its classical RF (Fig. 2d) and is thought to under-
lie fundamental aspects of visual processing, such as the segregation 
of visual information and the computation of perceptual salience16. 
Furthermore, weakened center-surround interactions seem to be a 
low-level sensory facet of the compromised ability of individuals 
with schizophrenia to use context for the interpretation of stimuli17.

L6CT neurons are known to have low firing rates18 and to con-
trol activity in the V1 cortical column13, likely via a translaminar 
inhibitory interneuron type19,20. Hence, to avoid concerns that 
direct L6 photoactivation might induce aberrant response patterns 
or recruit intracortical circuits in a widespread way, we suppressed 
the activity of L6CT neurons instead. To this end, we used a strat-
egy of reliable and powerful global V1 suppression21 by targeting 
parvalbumin-positive (PV+) interneurons, the major class of V1 
inhibitory interneurons (Fig. 2a), for Cre-dependent AAV-based 
expression of ChR2. By recording extracellular activity across the 
layers of V1, we characterized V1 tuning for stimulus size and sur-
round suppression (Extended Data Fig. 4), and, importantly, we 
verified that optogenetic activation of PV+ neurons indeed sup-
pressed output across the cortical column (Fig. 2b,c). We found that, 
even in the presence of drifting gratings, which powerfully drive V1 
activity under control conditions (Fig. 2b), optogenetic activation of 
PV+ inhibitory interneurons led to suppression of responses in V1 
neurons across all layers (Fig. 2c; 0 not included in 95% confidence 
intervals (95% CIs)).

Having confirmed that photostimulation of PV+ interneurons 
suppressed V1 activity, even in infragranular layers, we turned to 
the thalamus and recorded from the dLGN (Fig. 2d–m). Because 
dLGN RF locations in single-electrode penetrations vary widely 
across simultaneously recorded neurons (Fig. 1h), measuring 

complete size-tuning curves (Fig. 2d) for dLGN neurons with 
RF-centered stimuli is laborious. We therefore focused first on con-
ditions without a visual stimulus, corresponding to 0° conditions in 
size-tuning experiments, and again restricted our analysis to trials 
without locomotion (speed of ≤0.25 cm s–1; Fig. 2d). In light of a 
previous study showing that mouse dLGN responses to full-screen 
gratings during V1 suppression were enhanced13, we were surprised 
to observe that, in response to a uniformly gray screen, suppression 
of V1 for both shorter (250 ms; Fig. 2e(i)) and longer (1 s; Fig. 2e(ii)) 
periods resulted in reduced geniculate activity. Indeed, firing rates 
of dLGN neurons during the window of V1 suppression were lower 
than in the same-sized window before V1 suppression (during = 3.7 
spikes per s versus before = 4.9 spikes per s; n = 276 neurons; 
P = 1.5 × 10−10, Wilcoxon signed-rank test; Fig. 2f). Furthermore, 
closer inspection of the spike patterns (Fig. 2e) centered around V1 
suppression revealed a change in dLGN spiking; more specifically, 
the fraction of spikes fired in bursts approximately doubled (dur-
ing = 12.4% versus before = 5.0%; n = 236 neurons; P = 4.4 × 10−11, 
Wilcoxon signed-rank test; Fig. 2g). In addition, V1 suppres-
sion shifted the distribution of burst lengths toward higher values 
(P = 3.6 × 10−13, two-sample Kolmogorov–Smirnov test), includ-
ing the median burst length (before V1 suppression, median of 2 
spikes per burst, n = 835 bursts; during V1 suppression, median of 
3 spikes per burst, n = 1,739 bursts; P = 1.8 × 10−18, Mann–Whitney 
U-test; Fig. 2g). Both the decrease in firing rates and the subsequent 
increase in burst–spike ratio and burst length are consistent with the 
interpretation that, in the absence of stimulus drive, V1 suppression 
results in a decrease in feedback-mediated excitation. Such removal 
of excitation should hyperpolarize dLGN cells, resulting initially 
in fewer action potentials and later (≥100 ms) in bursting, given 
the hyperpolarization-mediated deinactivation of T-type calcium  
channels. T-type calcium channels, abundant in the thalamus, medi-
ate low-threshold calcium spikes, whose amplitudes are inversely 
related to membrane potential and are correlated with the number 
of action potentials in a burst riding its crest22. Complementary to 
the results of global V1 suppression, we found that photoactivation 
of L6CT neurons under size 0° conditions (that is, absence of sen-
sory stimulation) was sufficient to enhance tonic firing in the dLGN 
(Extended Data Fig. 5). Overall, in the absence of visual stimuli, CT 
feedback seems to exert its effect mainly through the direct excit-
atory pathway, boosting firing rates and promoting tonic firing.

To probe the effects of CT feedback on spatial integration, we 
next centered drifting gratings of various sizes on the RF of each 
dLGN neuron and recorded responses while interleaving trials with 
and without optogenetic suppression of V1 (Fig. 2h–m). We fit each 
neuron’s responses under either the control or V1 suppression con-
dition with a descriptive model of size tuning (ratio-of-Gaussians 
model (RoG; Methods); Fig. 2d,h,i and Extended Data Fig. 6), 
from which we extracted the preferred size (size at peak response) 
and suppression strength (suppression index (SI), with 0 indicat-
ing no suppression and 1 indicating full suppression). For small 
stimuli (that is, the preferred size under the control condition), we 
observed, as in the case of spontaneous activity, that V1 suppres-
sion caused a decrease in dLGN responses (control = 22.34 spikes 
per s versus V1 suppression = 18.09 spikes per s; n = 33 neurons; 
P = 0.0018, Wilcoxon signed-rank test; Fig. 2j). However, for large 
sizes (that is, the modeled response to a 200° stimulus), we found, 
in accordance with previous results13, the opposite effect; here, 
dLGN responses increased during V1 suppression (control = 11.69 
spikes per s versus V1 suppression = 13.22 spikes per s; n = 33; 
P = 0.033, Wilcoxon signed-rank test; Fig. 2k). Hence, our results 
indicate that cortical feedback can affect dLGN responses in a con-
textual manner, enhancing responses to the preferred size while 
suppressing responses to larger stimuli. To determine whether  
the size-dependent modulation of dLGN firing rates during V1 
suppression translated into changes in spatial integration, we next 
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examined the size-tuning curves of individual neurons. Indeed, 
we found that during V1 suppression, dLGN neurons preferred 
larger sizes (control = 16.27° versus V1 suppression = 20.42°; n = 33; 
P = 0.00024, Wilcoxon signed-rank test; Fig. 2l) and were less sur-
round suppressed (control = 0.62 versus V1 suppression = 0.45; 
n = 33; P = 7.36 × 10−5, Wilcoxon signed-rank test; Fig. 2m).

While V1 suppression did not abolish surround suppression in 
the dLGN (28 of 33 cells still had an SI ≥0.1), our results indicate 
a substantial involvement of cortical feedback in shaping spatial  
integration in the dLGN: feedback enhances contextual effects, 
facilitating responses to the center while suppressing those to the 
surround, which results in sharper RFs and a stronger center–
surround antagonism. While the enhanced small-size responses 
are consistent with a net depolarizing effect of CT feedback, the 
increased surround suppression for large sizes is suggestive of CT 
feedback acting via inhibition.

Model of CT feedback effects on dLGN spatial integration. 
How might CT feedback shape dLGN spatial integration via 
inhibition? We first investigated this question through a previ-
ously developed mechanistic firing rate model of the dLGN, the 
extended difference-of-Gaussians model (eDoG)23,24 (Fig. 3a and 
Supplementary Table 1). While the eDoG model makes clear sim-
plifications, for instance by not explicitly considering intracortical 
connectivity or transformations23, its conceptually and mathemati-
cally simple framework and the availability of a simulation tool24 

make it a prime choice to explore how the spatial scale of inhibitory 
feedback shapes dLGN spatial integration.

To assess how inhibition via CT feedback might increase sur-
round suppression and sharpen the RFs of dLGN neurons, we sys-
tematically varied the width of the inhibitory feedback coupling 
kernel (Fig. 3b) and simulated tuning curves for grating patches 
of different sizes, with and without CT feedback (Fig. 3b). When 
we set the width parameter of the inhibitory CT feedback kernel to 
equal the width of the excitatory CT feedback kernel (σinh fb = σexc fb),  
the model failed to replicate our experimentally observed results 
(Fig. 3b(i)); CT feedback had an overall suppressive effect, reduc-
ing responses for all stimulus sizes (22.8% decrease for preferred 
stimulus size; 23.1% decrease for largest stimulus size) and failed 
to substantially alter the preferred stimulus size and surround sup-
pression (1.9% increase). We then increased the spatial scale of 
inhibitory CT feedback to match the spatial scale of feed-forward 
inhibition (σinh fb = σinh ff; Fig. 3b(ii)). Now CT feedback began to 
decrease the preferred size (9.1% decrease) and increase surround 
suppression (42.7% increase), but it still led to weaker responses 
overall, even for small sizes (14.6% decrease for preferred stimu-
lus size; 22.9% decrease for largest stimulus size). Only when the 
width of the inhibitory CT feedback component was sufficiently 
large (σinh fb = 9 × σexc fb; Fig. 3b(iii)) did our simulations yield a pat-
tern comparable to the size-dependent effects observed on average 
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Fig. 2 | CT feedback effects on dLGN size tuning. a, Representative 
V1 coronal section from a PV-Cre mouse with Cre-dependent 
AAV-ChR2; green, ChR2–YFP; blue, DAPI; scale bar, 100 µm. b, Example 
direction-tuning curves of neurons in putative L2/L3 (top) or L6 (bottom); 
visual stimulus, drifting gratings with temporal and spatial frequencies 
coarsely optimized for the recording, 0.75-s duration; photostimulation, 
starting 0.1 s before stimulus onset and lasting 0.85 s. c, Effect of V1 
suppression (fold change across tuning experiments with parameters 
as described in b) as a function of cortical depth relative to the base of 
L4, estimated by CSD (Methods); gold, layer-wise mean; pink, example 
neurons. Error bars represent confidence intervals of the mean determined 
by bootstrapping; n = 197 neurons. d, Top, schematic size-tuning curve. 
Bottom, schematic of a recording. e, Recordings from the dLGN. Responses 
of two example dLGN neurons to gray screen (size, 0°) aligned to V1 
suppression (shaded blue) are shown; red, burst spikes; black horizontal 
bar, 200 ms; i, n = 54 trials; ii, n = 105 trials. In all trials, the run speed was 
≤0.25 cm s–1. f, Firing rates during versus before V1 suppression; n = 276 
neurons; P = 1.5 × 10−5, two-sided Wilcoxon signed-rank test. g, Ratio 
of burst spikes during versus before V1 suppression; n = 232 neurons; 
P = 4.1 × 10−11, two-sided Wilcoxon signed-rank test. Data points at the 
margins represent a burst ratio of 0. The inset shows the cumulative 
distribution function (CDF) of burst lengths during (blue) versus before 
(black) V1 suppression (P = 3.6 × 10−13, two-sample Kolmogorov–Smirnov 
test). h, Size-tuning curves of an example dLGN neuron. Vertical bars 
represent preferred size, and horizontal lines represent responses to a 
blank screen (size, 0°); visual stimulus, drifting gratings with orientation, 
temporal and spatial frequencies coarsely optimized for the recording, 
0.75-s duration; photostimulation, starting 0.04 s before stimulus onset 
and lasting 0.85 s. i, Means of RoG fits for the dLGN population (n = 33; 
shaded areas represent s.e.m.). j–m, Comparison of V1 suppression to 
control conditions for responses to a small-sized stimulus (P = 0.0018) 
(j), responses to a large-sized stimulus (P = 0.03) (k), the preferred size 
(P = 0.00024) (l) and SI (P = 7.4 × 10−5) (m) (all two-sided Wilcoxon 
signed-rank tests; n = 33 neurons). Error bars represent s.e.m. in b and h. 
Pink indicates an example neuron, and gold indicates the population mean 
in f and g and j–m. Markers of the two neurons indicated in pink almost 
completely overlap in g.
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in the experimental data; while responses to the preferred stimulus 
size were enhanced (22.0% increase), responses to the largest stimu-
lus size were suppressed (21.4% decrease). In accordance with the 
experimental data, we also observed that CT feedback decreased 
the preferred size (9.1% decrease) and strengthened surround sup-
pression (171.2% increase). Finally, when we further increased the 
spatial scale of the inhibitory feedback kernel (σinh fb = 40 × σexc fb;  
Fig. 3b(iv)), CT feedback increased firing rates independently 
of stimulus size (40.4% increase for preferred stimulus size; 9.7% 
increase for largest stimulus size) and enhanced surround suppres-
sion (107.7% increase) but did not affect the preferred stimulus size 
(0.0% change).

Analysis of simulations with more fine-grained variation of 
the width of the inhibitory CT feedback kernel revealed that 
feedback-induced amplification of responses to the preferred size 
and strengthening of surround suppression (Fig. 3c) required suf-
ficiently wide kernels. Much wider kernels, however, failed to repro-
duce both the feedback-induced decrease of responses to larger 
stimulus sizes and the sharpening of RFs (Fig. 3c). This restricted 
the parameter range replicating our average experimental results 
to larger, but spatially confined, inhibitory feedback kernel widths 
(Fig. 3c). Taken together, our model suggests that cortical feedback 
enhances contextual effects in the dLGN via an inhibitory compo-
nent that integrates information over a sufficiently large, yet still 
localized, spatial scale.

RF properties of mouse visTRN. A candidate circuit through 
which the cortex could exert widespread inhibitory influence over 
the dLGN is indirect inhibition via the visTRN (Fig. 4). Present in 
all mammals, the TRN comprises a sheath of GABAergic neurons 
surrounding the lateral and anterior parts of the thalamus25. Because 
the TRN receives input from axon collaterals of both thalamic relay 
cells and CT neurons, it is in a prime position to modulate the flow 
of information between the thalamus and the cortex25. Owing to its 
inhibitory projections to the dLGN, the visTRN has been considered  

a ‘guardian of the gate to the cortex’26 and has been implicated in 
gain control26 and attentional selection27,28.

To better understand how feedback signals from the primary 
visual cortex arrive in the visTRN, we first characterized the orga-
nization of V1 L6CT inputs by analyzing visTRN slices obtained in 
our triple-color viral tracing experiment (Fig. 4a). For injections 
along the V1 azimuth axis, we found clearly separated, topographi-
cally organized terminal fields within single coronal slices (Fig. 4a). 
For injections along the V1 elevation axis, the differently colored 
terminal fields in visTRN were distributed along the anterior–pos-
terior (AP) axis (Extended Data Fig. 7).

To explore whether CT feedback might enhance surround sup-
pression in the dLGN via the visTRN, we next performed silicon 
probe recordings (Fig. 4b) and tested whether mouse visTRN neu-
rons have appropriate feature selectivity, that is, large, retinotopically 
organized RFs, responses that increase with stimulus size and little 
surround suppression. Because the visTRN is located near other 
thalamic nuclei with visually responsive neurons, we confirmed 
postmortem via retrograde viral labeling that our visTRN record-
ing sites were in the vicinity of neurons that provided input to the 
dLGN (Fig. 4c). Indeed, after injection of rAAV2/retro-CMV-GFP 
(Methods) into the dLGN (Fig. 4c(i)), we found dense GFP expres-
sion in the dorsocaudal part corresponding to the visual sector of 
the TRN25,29 (Fig. 4c(ii)), with retrogradely labeled cell bodies local-
ized near the DiI-labeled electrode track (Fig. 4c(iii)). This histo-
logical evidence, in combination with the robust visual responses 
encountered during our recordings, confirmed that we had indeed 
targeted the visTRN.

We first mapped classical RFs of single visTRN neurons using 
a sparse noise stimulus (Fig. 4d). RFs of visTRN neurons covered 
a wide range of sizes, with individual neurons displaying small 
(Fig. 4d, second from the right: area = 169.3(°)2; R2 = 0.92) or large 
RFs (Fig. 4d, far right: area = 780.5(°)2; R2 = 0.84). Focusing on RFs 
obtained within a single penetration (Fig. 4e), we realized that fitted 
RF centers followed a coarse retinotopy, with neurons recorded at 
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preferred size), 1° ≤ σinh fb ≤ 32° (response to largest size), 2° ≤ σinh fb ≤ 12° (preferred size) and 1° ≤ σinh fb ≤ 40° (suppression index). The dark yellow range 
corresponds to 5° ≤ σinh fb ≤ 12°.
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deeper, more ventral electrode sites having more central RF loca-
tions (Fig. 4e). Both RF azimuth (n = 154; P = 5.43 × 10−9; Fig. 4f) 
and elevation (P = 0.08; Fig. 4g) predicted recording depth, but 
the relationship was considerably stronger for azimuth (P = 0.028, 
analysis of covariance (ANCOVA)). Importantly, the retinotopic 
organization of visTRN neurons seems to match the topographic 
arrangement of the V1 L6CT feedback terminal fields (compare to 
Fig. 4a and Extended Data Fig. 7).

While the overall match between retinotopy of the CT innerva-
tion and visTRN organization is consistent with preserving spatial 
information, our simulations predicted inhibitory feedback to be spa-
tially extensive, so we next focused on visTRN RF size. Comparing 
the classical RF size of the visTRN (n = 218 neurons; 566.1 ± 37.4(°)2 
(mean ± s.e.m.); examples in Fig. 4d) with a population of dLGN 

neurons measured under the same conditions (n = 197; 75.9 ± 5.1(°)2; 
examples in Fig. 4h) revealed that, despite having overlapping distri-
butions, classical RFs of visTRN neurons were on average 7.5× larger 
(P = 1.0 × 10−51, Mann–Whitney U-test) and more variable in size 
(P = 8.3 × 10−23, Brown–Forsythe test; Fig. 4i).

Finally, centered on the RFs, we presented drifting gratings of 
various sizes and fit the averaged responses in trials without loco-
motion (run speed < 0.25 cm s–1 for more than half of the trial dura-
tion) with the RoG model (Fig. 4j–m). Analogous to our analysis 
of dLGN size tuning, we used the model fit to determine, for each 
visTRN neuron, its preferred size and the strength of surround sup-
pression. Like the example neuron (SI, 0.02; Fig. 4j,k), the majority 
of visTRN neurons experienced little to no surround suppression 
(n = 125 visTRN neurons; median SI, 0.06; Fig. 4l,m), a value  
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significantly smaller than that found in dLGN neurons (n = 33 
dLGN neurons; median SI, 0.69; P = 2.8 × 10−12, Mann–Whitney 
U-test; Fig. 4m). Thus, similar to neurons in the visTRN of car-
nivores (perigeniculate nucleus)30, mouse visTRN neurons show 
retinotopic organization, have spatially localized yet large RFs and 
experience little surround suppression themselves. By responding 
weakly to small stimuli and strongly during presentation of large 
stimuli, the properties of inhibitory visTRN neurons are well suited 
for sculpting dLGN surround suppression.

Effects of CT feedback suppression on the visTRN. To test whether 
the visTRN would be able to provide CT feedback-mediated indi-
rect inhibition, we measured the responses of visTRN neurons in 
PV-Cre mice to drifting gratings of varying size while suppress-
ing CT feedback by photoactivating PV+ inhibitory interneurons 
in V1 (Fig. 5a). When we inspected the raster plots (Fig. 5b) and 
fitted size-tuning curves (RoG model) of single visTRN neurons 

(Fig. 5b and Extended Data Fig. 8a–j, again focusing on trials with-
out locomotion), we found that suppressing V1 reduced overall 
responsiveness. This reduction was robust not only for the neuron 
shown in Fig. 5b,c (−46.2%) but also for the population of recorded 
visTRN neurons (V1 suppression = 15.6 ± 2.2 spikes per s and 
control = 23.4 ± 2.5 spikes per s; n = 67; P = 4.9 × 10−10, Wilcoxon 
signed-rank test; Fig. 5d,e). Similar to our findings in the dLGN, 
suppressing V1 also increased visTRN neuron burst ratios (V1 sup-
pression = 12.8% and control = 10.1%; n = 67 neurons; P = 0.006, 
Wilcoxon signed-rank test; Fig. 5f). We conclude from the substan-
tial reduction in responsiveness during V1 suppression that the vis-
TRN is strongly engaged by CT feedback.

More closely inspecting the parameters of the fitted size-tuning 
curves, we realized that the reduction of visTRN responses during 
V1 suppression was not uniform across stimulus sizes. Focusing 
on those visTRN neurons that were still responsive during V1 sup-
pression (mean firing rate ≥ 0.1 spikes per s; 61 of 67 neurons), we 

0 25 50 75
Diameter (°)

0 25 50 75
Diameter (°)

0

25

50

Fi
rin

g 
ra

te
 (s

pi
ke

s 
pe

r s
)

0 0.5 1.0
Control

0

0.5

1.0

V1
 s

up
pr

es
si

on Threshold

Normalized
RoG model rates

c d

i j k

ba

0

0.5

1.0

N
or

m
al

iz
ed

 fi
rin

g 
ra

te

0 25 50 75
Diameter (°)

0

−0.5

−1.0N
or

m
al

iz
ed

 ra
te

 c
ha

ng
e

Threshold

Sl
op

e

TRN

V1 L6

dLGN

PV-Cre 
+ ChR2

–1 0 1

<0.25

0.50

1.00

2.00

>4.00

0 0.5
Time (s)

0 40 80
Control

0

40

80

V1
 s

up
pr

es
si

on

Responsiveness
(spikes per s)

0.01 0.10 1.00
Control

0.01

0.10

1.00
Burst ratio

0 25 50 75
Control

0

25

50

75
Preferred size (°)

0 0.5 1.0
Control

0

0.5

1.0

SIe f hg

Fig. 5 | Suppression of cortical feedback reduces responses and increases preferred stimulus size in the visTRN. a, Schematic of the experimental 
approach. b, Raster plot of a visTRN neuron recorded in a size-tuning experiment. Trials are sorted by feedback condition and stimulus size, with lower 
rows corresponding to larger stimulus sizes (20 trials per size and feedback condition; black horizontal bar, stimulus presentation; blue horizontal bar, 
V1 suppression period); visual stimulus, drifting gratings with temporal and spatial frequencies coarsely optimized for the recording, 0.75-s duration; 
photostimulation, starting 0.04 s before stimulus onset and lasting for 0.85 s. c, Size-tuning curves, same neuron as in b. Horizontal bars represent 
response to size 0°, and error bars represent s.e.m. d, Means of RoG fits for the visTRN population (n = 63; shaded areas represent s.e.m.). e–h, Mean 
evoked response (n = 67; P = 4.9 × 10−10) (e), burst ratio (n = 67; P = 0.006) (f), preferred size (n = 61; P = 0.001) (g) and SIs (n = 61; P = 0.18) (h) (all 
two-sided Wilcoxon signed-rank tests) for the visTRN cell population. In f, data points at the margins represent neurons whose burst ratios were 0.  
i, Difference between normalized RoG models for V1 suppression and control conditions (gray, single visTRN neurons; black, population mean; green, size 
range in which a 1° increase in size led to a significant increase in the CT feedback effect (0–18°; P < 0.05, bootstrap test; n = 63). For sizes >18°, the CT 
feedback effect plateaus. j, Threshold-linear fit (blue) to RoG model evaluated in 1° steps (black) for the visTRN neuron in b and c (slope, 0.74; threshold, 
0.15; R2 = 1). k, Slope (P = 2.8 × 10−5) and threshold (n = 46; P = 0.04, two-sided Wilcoxon signed-rank test) parameters extracted from threshold-linear fits 
for the visTRN population. Blue represents V1 suppression, and black represents control in b–d. In e–j, pink indicates an example neuron, and gold indicates 
the population mean.

Nature NeuroscIence | www.nature.com/natureneuroscience



Articles NaTuRE NEuRosCIEnCE

found that V1 suppression increased visTRN preferred size (V1 
suppression = 45.8 ± 2.9° and control = 38.5 ± 2.7°; n = 61 neurons; 
P = 0.001, Wilcoxon signed-rank test; Fig. 5g). This increase indi-
cates that visTRN’s peak inhibitory output to the dLGN might shift 
toward larger stimulus sizes, which could contribute, besides the 
overall reduction in strength of the inhibitory CT feedback compo-
nent, to our observation that V1 suppression increased dLGN pre-
ferred size (Fig. 2l). While we found the effects of CT feedback on 
the visTRN to be overall consistent, the remaining variability across 
the visTRN population was unrelated to several visTRN response 
properties (Extended Data Fig. 9).

While CT feedback did not change the overall strength of 
surround suppression in the visTRN (SI during V1 suppres-
sion = 0.15 ± 0.03 and control = 0.18 ± 0.03; n = 61; P = 0.18, 
Wilcoxon signed-rank test; Fig. 5h and Extended Data Fig. 8k), we 
found that modulation of visTRN responses by CT feedback nev-
ertheless was not constant across stimulus sizes. Inspection of the 
differences in the normalized fitted size-tuning curves between the 
two conditions showed that responses to larger stimuli (>18°) were 
more strongly affected by V1 suppression than responses to smaller 
stimuli (0–18°), where the effect of CT feedback steadily increased 
(n = 63; P < 0.05, bootstrap test; Fig. 5d,i). Hence, while CT feed-
back seems to enhance visTRN responses across all stimulus sizes, 
this enhancement became progressively stronger with increasing 
stimulus size before reaching a plateau.

What is the nature of the transformation exerted by CT feed-
back on visTRN responses? To identify to what degree visTRN 
responses during suppression of CT feedback change in a subtrac-
tive or divisive manner31, we fit a threshold-linear model (Fig. 5j), 
which predicts responses during V1 suppression by shifting and 
scaling responses observed under the control condition. Because 
V1 suppression cannot lead to negative firing rates, the model 
additionally contained a threshold for activation. Although it is 
impossible for this simple model to capture the observed changes 
in preferred size, it still fitted the effects of V1 suppression on 
size-tuning curves reasonably well (46 of 63 neurons with R2 ≥ 0.8). 
Focusing on this subset of well-fit neurons, in which V1 suppres-
sion had mainly linear effects, we found for both the neuron shown 
in Fig. 5j (R2 = 1; threshold = 0.15; slope = 0.74; same neuron as in 
Fig. 5b,c) and the recorded population as a whole (Fig. 5k) a mild 
subtractive effect (threshold = 0.06 ± 0.04, mean ± s.e.m.; P = 0.04, 
Wilcoxon signed-rank test) and a substantial and consistent divisive 
effect (slope = 0.65 ± 1.13; P = 2.8 × 10−5, Wilcoxon signed-rank test; 
Fig. 5k). Because divisive scaling implies that high firing rates are 
reduced most, and visTRN neurons have high responses to large 
stimuli (Fig. 4j–m), this analysis further corroborates our finding 
that CT feedback strongly engages visTRN activity in response to 
large stimuli. Such size-dependent recruitment of inhibition via the 
visTRN by CT feedback might account for our earlier finding that 
the dLGN’s responses to large stimuli are enhanced when CT feed-
back is suppressed (Fig. 2k). Taken together, the substantial modu-
lation of visTRN responses, and the size-dependent recruitment of 
inhibitory visTRN responses by CT feedback, make visTRN an ideal 
candidate for mediating feedback-enhanced surround suppression 
in the dLGN.

Discussion
Using a combination of viral tracing, bidirectional optogenetic 
manipulations and computational modeling, we have shown that 
one role of the retinotopically organized cortical feedback to the 
mouse dLGN is to sculpt spatial integration by sharpening RFs 
and enhancing surround suppression. We identified spatially spe-
cific, distant suppressive influences of CT feedback, which are most 
consistent with indirect inhibition. In accordance with simula-
tions in our thalamocortical network model, which indicated that 
widespread inhibitory CT feedback is required to reproduce our  

experimental results, we show that the spatial selectivity of neurons 
in the visTRN and their size-specific recruitment by CT feedback 
make them an ideal candidate for mediating feedback-enhanced 
surround suppression in the dLGN. Therefore, CT feedback, most 
probably with the involvement of the visTRN, sharpens spatial 
responses and strengthens contextual modulations in the dLGN.

Spatial integration in the dLGN. Spatial integration in the dLGN is 
achieved by multiple mechanisms, as surround suppression occurs 
both up- and downstream of the dLGN. These mechanisms include 
inheritance from feed-forward retinal input32, augmentation via 
non-linearities at the retinogeniculate relay33, recurrent thalamic 
inhibition34 and CT feedback10,11. The CT feedback-mediated sharp-
ening of RFs and strengthening of the center-surround antagonism 
that we found in the dLGN of awake mice parallels earlier results in 
anesthetized cats10, ferrets12 and non-human primates9,11. The effects 
of CT feedback on spatial integration we observed in the dLGN 
have similar signatures to those of corticocortical feedback35,36, sug-
gesting that the sculpting of spatial integration could represent a 
canonical function of feedback in the visual system. Finally, CT 
feedback also sharpens stimulus selectivity in other sensory modali-
ties, such as the primate and rat somatosensory system37,38 or the bat 
echolocation system39.

The role of the TRN. By measuring RF properties in the visTRN 
and their modulation by CT feedback and by simulating the impact 
of inhibitory feedback at various spatial scales in a mechanistic 
dLGN model24, we found evidence that CT feedback can sculpt 
dLGN spatial integration via the visTRN. While the visTRN has 
long been implicated in controlling the dLGN26, the specific form 
of this control has been a matter of debate, ranging from homog-
enizing dLGN activity (‘thermostat hypothesis’) to triggering focal 
rebound excitation in the dLGN (‘searchlight hypothesis’)26,40. 
Although our results share with the ‘searchlight hypothesis’ its com-
ponent of spatial specificity, they also differ by implying that dLGN 
spatial selectivity might be enhanced by direct localized excitation 
from L6CT pyramidal cells acting in concert with indirect, more 
widespread inhibition from the visTRN. Alternative sources of indi-
rect inhibition in the dLGN are local interneurons34. To disentangle 
the relative contributions of dLGN interneurons and the visTRN 
to feedback-enhanced surround suppression in the dLGN, targeted 
recordings from geniculate interneurons, and an assessment of their 
modulation by CT feedback, will be a crucial next step.

In contrast to the modulatory effects of CT feedback in the 
dLGN, we found V1 suppression to substantially reduce visTRN 
responses. While our estimation of a ∼50% V1 contribution to vis-
TRN firing rates during size tuning matches observations in slice 
preparations41, the effects of CT feedback suppression on the vis-
TRN in vivo range from strong suppression42 to no changes30. A 
possible explanation for this discrepancy might be that in anesthe-
tized animals, the effects of CT feedback on visTRN responses have 
been underestimated, because the responsiveness of CT feedback 
projections might be particularly reduced during anesthesia, and 
attentional processes recruiting CT feedback are lacking28,42.

Besides the pronounced reduction in responsiveness of visTRN 
neurons during V1 suppression, we also observed an increase in 
preferred size. These findings are consistent with at least two mech-
anisms. Increased visTRN preferred size during V1 suppression 
might simply reflect the increased preferred size of the dLGN pro-
viding feed-forward input to the visTRN. In addition, the increased 
burst ratio in the visTRN during V1 suppression might also con-
tribute, because the slow, low-threshold calcium current underlying 
bursts should more efficiently propagate through the TRN’s electri-
cal synapses and thus might increase the spatial spread of activation.

For future studies, it will be interesting to compare the impact 
of CT feedback on lower- and higher-order subnetworks within the 
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visTRN29 and the dynamic, behavioral state dependence of activity 
and selectivity of visTRN neurons28.

Manipulating CT feedback. Which alternative circuits could be 
affected by our reliable21, yet global, suppression of CT feedback 
through PV+ activation? Global V1 suppression will also influ-
ence corticofugal L5 neurons targeting the superior colliculus (SC), 
which in turn provide excitatory, driving input to the dLGN43. We 
regard it, however, as unlikely that the effects observed in our study 
are mediated via the SC; effects of direct SC suppression on dLGN 
responses are limited to the dorsal-most 150 µm of the dLGN44, 
and suppressing V1 affects SC responses independently of stimu-
lus size45. We also think it is unlikely that intracortical rebound 
effects at the edge of the cortical area undergoing optogenetic sup-
pression drive our main conclusions, because such effects have not 
been prominent in previous studies quantifying the lateral extent 
of cortical suppression21. In addition, we have found a consistent 
spatial pattern of CT feedback effects in the dLGN with both global 
V1 suppression and L6CT photoactivation, which likely recruit 
intracortical circuits in different ways. To rule out contributions via 
polysynaptic circuits during global suppression, it is not sufficient 
to selectively suppress L6CT pyramidal cells at the level of V1 (refs. 
13,46), because their intracortical axon collateral makes privileged 
connections with a translaminar PV+ interneuron subtype in L6 
(refs. 19,20), which in turn strongly regulates the gain of the entire 
V1 column13,19,20. Instead, a more promising next step would be to 
directly suppress axon terminals of L6CT pyramidal cells at the tha-
lamic target.

Our results contribute to an emerging view, according to which 
manipulation of L6CT pyramidal cells does not simply produce 
global gain changes in the dLGN, and photostimulation and pho-
tosuppression do not simply produce changes with opposite sign. 
First, effects of L6CT activation cannot be described by a global 
gain factor, because these effects have a spatial profile, ranging from 
facilitation in the dLGN region corresponding to the retinotopic 
location of the L6 source to suppression beyond. Second, effects of 
CT feedback on sensory thalamic nuclei are known to be frequency 
dependent6,47, reflecting the distinct short-term dynamics of syn-
apses in the CT circuit. Complicating the matter further, CT feed-
back can increase dLGN firing not only via net depolarization but 
also by sustained hyperpolarization and rebound firing26 through 
deinactivation of low-threshold, T-type Ca2+ channels22 and subse-
quent bursting.

L6CT pyramidal cells, as targeted by the Ntsr1-Cre line19,20, are 
not homogeneous but are known to contain at least two subtypes 
defined by morphology19,20,48, three subtypes defined by electrophysi-
ology and morphology48 and four major subtypes defined by tran-
scriptomics48. For the mouse, it is currently unknown whether these 
subtypes differentially contribute to modulation by CT feedback. In 
the visual system of primates and carnivores, where feed-forward 
processing along the retino–geniculo–cortical pathway occurs in 
functionally segregated parallel pathways, CT feedback circuits seem 
to mimic this organization both in terms of morphology49 and func-
tion50 of L6CT pyramidal cells. Functional cell typing of our dLGN 
and visTRN population revealed only subtle, if any, differential 
effects of CT feedback, which might not be so surprising given our 
strategy of global V1 suppression. In the future, investigating to what 
extent excitatory and inhibitory feedback pathways are recruited 
under different stimulus and behavioral conditions, and with speci-
ficity for L6CT subtypes, will likely yield more complete answers.
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Methods
All procedures complied with the European Communities Council Directive 
2010/63/EU and the German Law on the Protection of Animals and were approved 
by local authorities following appropriate ethics review.

Experiments were performed on three strains of adult mice of both 
sexes, including C57BL/6J (n = 3; mean age = 14.2 weeks) and PV-Cre 
(B6.129P2-Pvalbtm1(cre)Arbr/J; n = 19; mean age = 23.3 weeks) obtained from the 
Jackson Laboratory and Ntsr1-Cre51 (B6.FVB(Cg)-Tg(Ntsr1-cre)GN220Gsat/
Mmcd; n = 20; mean age = 24.4 weeks; MMRRC).

Virus used for triple-color tracing. pAAV-CAG-FLEX-GFP was a gift from 
M. Parmar (Developmental and Regenerative Neurobiology, Lund University), 
pAAV-CAG-FLEX-mScarlet was a gift from R. Larsen (Allen Institute 
for Brain Science; Addgene, 99280; http://n2t.net/addgene:99280; RRID: 
Addgene_99280) and pAAV-TRE-DIO-mTurquoise2 was a gift from V. Gradinaru 
(Neuroscience and Biological Engineering, California Institute of Technology; 
Addgene, 99115; http://n2t.net/addgene:99115; RRID: Addgene_99115)52. 
pAAV-CAGFLEX-mTurquoise2 was generated in the viral vector facility of the 
Ludwig-MaximiliansUniversität München (LMU) by the restriction digest and 
ligation method using pAAV-CAG-FLEX-mScarlet as a pAAV backbone, replacing 
mScarlet with AscI-FseI/Blunt restriction sites and inserting mTurquoise2 (AscI/
NheI-Blunt) from pAAV-TRE-DIO-mTurquoise2.

AAV production. High-titer preparations of rAAV2/1 and rAAV2/retro were 
produced based on the protocol by Zolotukhin and colleagues53 with minor 
modifications. In brief, HEK 293T cells (ATCC, CRL-3216) were transfected with 
the CaPO4 precipitate method. For triple-color viral tracing, the pAAV plasmid, Ad 
helper (Cell Biolabs, gb AF369965.1) and pRC1 (Cell Biolabs) were applied in an 
equimolar ratio. For retrograde viral tracing, the plasmids rAAV2-retro (Addgene, 
81070)54, Ad helper (Cell Biolabs, gb AF369965.1) and pAAV-CMV-GFP (Cell 
Biolabs, AAV-400) were applied in an equimolar ratio. All plasmids were purified 
on CsCl gradients. After 72–96 h, the cell pellet was collected with the AAV release 
solution, 50 U ml–1 benzonase was added and the solution was then incubated for 
2 h at 37 °C (water bath). Cells were frozen and thawed in liquid nitrogen to allow 
rAAV release. Purification of the rAAV vector was done on iodixanol gradients 
(consisting of 15, 25, 40 and 56% iodixanol), followed by gradient centrifugation 
at 50,000 r.p.m. for 2 h and 17 min at 22 °C in a Ti70 rotor (Beckman). rAAV 
was collected from the 40% iodixanol layer with a 5-ml syringe. rAAVs were 
dialyzed (Slide-A-Lyzer, 10,000 molecular weight cutoff (MWCO), 5 ml) in buffer 
A overnight to remove iodixanol. An anion-exchange chromatography column 
(HiTrap Q FF sepharose) equipped with Superloop was connected with the 
ÄKTAprime Plus chromatography system to collect the eluted fraction. To measure 
rAAV concentration, the eluted fraction was spun and washed once in PBS-MK 
Pluronic F68 buffer with a Millipore 30,000 MWCO 6-ml filter unit. rAAVs were 
stored in a glass vial tube at 4 °C. rAAV titers were measured by SYBR Green 
quantitative PCR (qPCR) with GFP, SV40 or ITR2 primer55. A usual titer was 
3 × 1014 to 5 × 1016 genome copies per ml.

Surgical procedures. The majority of experiments were performed under 
Licence ROB-55.2-2532.Vet_02-17-40. Thirty minutes before surgery, an 
analgesic (metamizole, 200 mg kg–1, subcutaneous (s.c.); MSD Animal Health) 
was administered. Anesthesia was induced by placing the mice in an induction 
chamber and exposing them to isoflurane (5% in oxygen; CP-Pharma). Animals 
were then fixated in a stereotaxic frame (Drill & Microinjection Robot, Neurostar), 
and the isoflurane level was adjusted (0.5–2% in oxygen) to maintain an 
appropriate level of anesthesia, as evaluated by the absence of a pedal reflex. During 
the procedure, the eyes were protected with an ointment (Bepanthen, Bayer), and 
the animal’s body temperature was maintained at 37 °C by means of a closed-loop 
temperature control system (ATC 1000, WPI Germany). An additional analgesic 
was then delivered (buprenorphine, 0.1 mg kg–1, s.c.; Bayer). After the animal’s head 
had been shaved, the skin was thoroughly disinfected with iodine solution (Braun), 
a local analgesic (lidocaine hydrochloride, 7 mg kg–1, s.c.; bela-pharm) was injected 
under the scalp, and a small incision was made along the midline. Part of the skin 
covering the skull was removed, and tissue residues were cleaned by administration 
of a drop of hydrogen peroxide (3%; AppliChem). The animal’s head was then 
adjusted to a skull-flat configuration using four landmarks (bregma, lambda 
and two points 2 mm to the right and to the left of the midline, respectively). In 
mice targeted for head bar implantation and electrophysiological measurements, 
OptiBond FL primer and adhesive (Kerr dental) were applied to the exposed skull, 
except in locations reserved for subsequent craniotomy and a site approximately 
1.5 mm anterior and 1 mm to the right of the bregma, where a miniature reference 
screw (00-96 × 1/16 stainless steel; Bilaney) soldered to a custom-made connector 
pin was implanted.

For Cre-dependent triple-color viral tracing, three small craniotomies were 
drilled over V1 along an iso-azimuth (n = 2) or iso-elevation (n = 2) line or along 
one coronal section (n = 1) (iso-azimuth: AP (−3.80, −3.30, −2.80), ML (−2.70, 
−2.40, −2.10); iso-elevation: AP (−3.80, −3.30, −2.80), ML (−2.60, −2.30, 
−2.00); coronal section: AP −3.64, ML (−2.66, −2.23, −1.79)). Twenty-five to 
fifty nanoliters of pAAV-CAG-FLEX-GFP, pAAV-CAG-FLEX-mScarlet and 

pAAV-CAG-FLEX-mTurquoise2 (all titers adjusted to 2 × 1015 genome copies per 
ml by dilution with a custom-made virus buffer (sterile PBS, 2.6 mM KCl, 1 mM 
MgCl2, 0.05% Pluronic F68)) were injected into V1 through the three craniotomies, 
respectively, at a depth of 900 µm. Injections were performed using a Hamilton 
syringe (SYR 10 µl 1701 RN no NDL, Hamilton) equipped with a glass pipette 
controlled by the Injection Robot of the Neurostar Stereotax. The craniotomies 
were covered with sterile bone wax (AngioTech), and the skin was sutured.

For Cre-dependent expression of ChR2 in PV-Cre and Ntsr1-Cre mice, 2 µl 
of an AAV (pAAV-EF1a-double floxed-hChR2(H134R)-EYFP-WPRE-HGHpA; 
Addgene, 20298; with different serotypes and titers, all ≥7 × 1012 viral genomes 
per ml) was mixed with 0.3 µl of fast green (Sigma-Aldrich). A small craniotomy 
was performed over V1 at AP −2.8 mm and ML −2.5 mm, AP −2.8 mm and ML 
−2.3 mm, AP −3.08 mm and ML −2.5 mm or AP −3.28 mm and ML −2.4 mm to 
enable injection of the prepared mixture. In PV-Cre mice, a total of ∼0.2–0.5 µl 
of the mixture was injected at multiple depths between 1,000 µm and 100 µm 
below the pial surface. In Ntsr1-Cre mice used for global L6 photostimulation 
(Extended Data Fig. 5), <0.5 µl was injected at depths between 800 µm and 
1,000 µm, approximately targeting L6. In three Ntsr1-Cre mice used for mapping 
of L6CT feedback (Fig. 1), only ∼0.05 µl was injected at a depth of ∼ 900 µm. 
For retrograde labeling of visTRN cells, 0.5 µl of the AAV vector rAAV2/
retro-CMV-GFP (titer, 1.61 × 1015 genome copies per ml) was mixed with 1.5 µl 
PBS and 0.3 µl fast green. In three mice, a small craniotomy was performed above 
the dLGN (AP, −2.3 mm; ML, −2.3 mm), and 0.4 µl of the prepared mixture was 
injected at a depth of −2.8 mm. Injections were performed using a Hamilton 
syringe (SYR 10 µl 1701 RN no NDL, Hamilton) equipped with a glass pipette 
controlled by the Injection Robot of the Neurostar Stereotax.

For all animals planned for electrophysiological recordings (with or without 
prior virus injection), a custom-made lightweight stainless steel head bar with 
a cutout for subsequent craniotomy was attached with dental cement (Ivoclar 
Vivadent) above the posterior part of the skull and on top of the primer/adhesive. 
At the end of the procedure, the cutout was covered with the silicone elastomer 
sealant Kwik-Cast (WPI Germany). In some animals, an antibiotic ointment (Imex, 
Merz Pharmaceuticals) was applied to the borders of the wound.

For all animals, the long-term analgesic (meloxicam, 2 mg kg–1, s.c.; Böhringer 
Ingelheim) was injected immediately following the surgery and was administered 
at 24-h intervals for 3 consecutive days. For a period of 5 d after surgery, the 
animal’s health status was assessed with a score sheet.

A smaller number of mice (n = 15) was treated in accordance with Licence CIN 
4/12, in which general surgical procedures were identical to the foregoing with 
the following exceptions. After induction of anesthesia, mice were additionally 
injected with atropine (atropine sulfate, 0.3 mg kg–1, s.c.; Braun). The head post 
consisted of a small S-shaped piece of aluminum, which was cemented to the skull 
between lambda and bregma and to the right of the midline. Virus was injected 
with either a Picospritzer (Parker Hannifin) or a Nanoject (Drummond Scientific). 
Posterior to the head post, overlying the cerebellum, two miniature screws serving 
as ground and reference were implanted. A well of dental cement was formed over 
the target recording and stimulation sites and filled with Kwik-Cast. At the end of 
the procedure, antibiotics (Baytril, 5 mg kg–1, s.c.; Bayer) and a long-term analgesic 
(Carprofen, 5 mg kg–1, s.c.; Rimadyl, Zoetis) were administered and were given for 
3 d after surgery.

To compare visTRN RFs to dLGN RFs (Fig. 4i), we included dLGN 
recordings from 16 mice (8 PV-Cre and 8 Ntsr1-Cre mice). In six of the 
Ntsr1-Cre mice, V1 was injected with a virus irrelevant to the purpose of 
our investigation (AAV-DJ-Ef1a-DIO SwiChR++-EYFP, n = 2; pAAV_
hSyn1-SIO-stGtACR2-FusionRed (Addgene, 105677), n = 4).

Gradual habituation of the animal to the experimental condition was initiated 
after at least 7 d of recovery. The habituation phase consisted of 3 d of handling 
followed by 4 d during which the experimental procedure was simulated. In mice 
prepared for photostimulation experiments, neural recordings were initiated no 
sooner than 3 weeks after injection to allow enough time for virus expression. One 
day before the first recording session, mice were anesthetized in the same way as 
for the initial surgery. For V1 and dLGN recordings, a craniotomy (ca. 1.5 mm2) 
was performed above V1 and the dLGN (AP, −2 or −2.5 mm; ML, −2 mm). For 
visTRN recordings, two smaller craniotomies (ca. 1 mm2) were performed over 
V1 and the visTRN, respectively (V1: AP −2.8 mm and ML −2.5 mm; visTRN: 
AP −1.25 mm and ML −2.15 mm, AP −1.25 mm and ML −2.2 mm or AP −1 mm 
and ML −2 mm). At the end of the procedure, the craniotomy was resealed with 
Kwik-Cast. To avoid residual drug effects during the recordings, the long-term 
analgesic Metacam was injected only once at the end of the surgery, unless 
the mouse showed any sign of distress. Experiments started on the day after 
craniotomy and were performed daily for as long as the electrophysiological signal 
remained of high quality.

Electrophysiological recordings and optogenetics. Recording sessions were 
performed in a secluded chamber that allowed us to perform experiments in the 
absence of any ambient light source. Animals were head fixed and positioned 
on an air-cushioned Styrofoam ball that enabled the mouse to move freely. Ball 
movements were recorded at 90 Hz by two optical computer mice connected 
to a microcontroller (Arduino Duemilanove). Eye position and pupil size were 
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recorded under infrared light illumination with a Guppy AVT camera (frame 
rate, 50 Hz; Allied Vision) interfaced with a zoom lens (Navitar Zoom 6000). 
Extracellular activity was sampled at 30 kHz (Cerebus, version 6.03.01.00, 
Blackrock Microsystems). At the beginning of each recording session, the silicone 
plug covering the craniotomy was removed, and a silicon probe (A1x32Edge-
5mm-20-177-A32, A1x32-5mm-25-177, A1x16-3mm-50-177-A16, A1x64-Poly2-
6mm-23s-160, NeuroNexus; H3, Cambridge NeuroTech) was positioned above the 
target site with a micromanipulator (MP-225, Sutter Instrument) and inserted to 
the appropriate depth (mean recording depth: V1 = 1,040 µm, dLGN = 3,100 µm 
and visTRN = 3,394 µm) until we encountered vigorous responses to visual stimuli. 
For recordings from the dLGN and visTRN, we judged the correct position of 
the electrode based on postmortem histological reconstruction of the electrode 
track, for which the electrode was stained with a lipophilic fluorescent tracer (DiI, 
DiD, Invitrogen) on one of the final recording sessions. For recordings from the 
dLGN, where physiological properties are well known14, additional indicators 
were the characteristic progression of RFs from upper to lower visual field along 
the electrode shank, the neurons’ preference for drifting gratings of high temporal 
frequency and the manifestation of this frequency in the response pattern of the 
cells (strong F1 response).

To photostimulate PV+ inhibitory interneurons or L6CT cells, we interfaced 
an optic fiber (diameter of 910 µm, Thorlabs, or 480 µm, Doric Lenses) with a blue 
light-emitting diode (LED) (center wavelength, 470 nm, M470F1, Thorlabs, or 
center wavelength 465 nm, LEDC2_465/635_SMA, Doric Lenses). The tip of the 
fiber was placed less than 1 mm above the exposed surface of V1 using a manual 
micromanipulator. The tip of the head bar holder was surrounded with black metal 
foil that prevented light from reaching the animal’s eyes. For each mouse, the first 
recording session was conducted in V1 to verify that the photostimulation was 
effective. Only if light exposure reliably triggered suppression of V1 in PV-Cre 
mice or activation of L6 in Ntsr1-Cre mice was the animal used for subsequent 
recordings from the dLGN or visTRN. To elicit reliable effects during each 
recording session, we adjusted the light intensity of the LED on a daily basis 
(median intensity of 1.1 mW mm–2 as measured at the tip of the optic fiber).

Visual stimulation. Visual stimuli were presented on a gamma-corrected liquid 
crystal display (LCD) monitor (Samsung Sync-Master 2233RZ; 47 × 29 cm, 
1,680 × 1,050 resolution at 60 Hz, mean luminance of 50 cd m–2) positioned at a 
distance of 25 cm from the animal’s right eye (spanning ∼108 × 66°, small angle 
approximation) and controlled by custom-written software (EXPO, https://sites.
google.com/a/nyu.edu/expo/home).

RF mapping and identification of cortical layers. We mapped RFs with a sparse noise 
stimulus, which consisted of non-overlapping black and white squares with a side 
length of 4 or 5° that were arranged on a grid spanning between 40 and 60° on each 
side. Stimulus presentation time varied between experiments and ranged from 0.08 
to 0.20 s. Whenever possible, subsequent stimuli were presented at RF locations 
based on multiunit activity (MUAe) extracted from the ongoing recordings by 
applying a threshold of 4.5 to 6.5 s.d. to the high-pass filtered signals.

To determine the V1 laminar location of the recording sites, we presented 
full-screen, contrast-reversing checkerboards at 100% contrast, with a check size of 
25° and a temporal frequency of 0.5 cycles per s.

Tuning experiments. Drifting gratings adapted in their temporal (0.20–15.00 
cycles per s) and spatial frequencies (0.01–0.08 cycles per degree) to the 
preferences of neurons at the recording site were used to determine selectivity for 
orientation, contrast and size. Contrast was set to 1 for all gratings except those in 
contrast-tuning experiments. In all tuning experiments, we assessed spontaneous 
firing rate by including trials in which only the mean luminance gray screen was 
presented. Effects of photostimulation were computed using photostimulation 
windows and corresponding windows in control conditions during stimulus 
presentation. Across experiments, we used slight variations of stimulus and light 
durations. In the figure captions, we indicate the parameters of the most common 
protocol.

To verify the effectiveness of photostimulation, we performed the first recording 
session for each animal in area V1 using drifting sinusoidal gratings to measure 
tuning for various stimulus properties, with photostimulation trials interleaved 
in pseudorandom order. For the analysis of V1 suppression by photoactivating 
PV+ inhibitory interneurons (Fig. 2a–c), we pooled data from direction-tuning 
experiments (n = 11), size-tuning experiments (n = 19), and contrast-tuning 
experiments (n = 10). For direction-tuning experiments, grating direction  
was varied in step sizes of 30° or 45°. Gratings were presented for 0.75 s with  
photostimulation starting with stimulus onset and lasting for 0.85 s, for 1.5 s with 
photostimulation starting with stimulus onset and lasting for 1.6 s or for 2 s  
with photostimulation starting 0.85 s after stimulus onset and lasting for 0.25 s. For 
size-tuning experiments, gratings ranged in diameter between 0° and 67° (in 11 
or 15 steps). Stimuli were presented for either 1.5 s with photostimulation starting 
with stimulus onset and lasting for 1.6 s or 0.75 s with photostimulation starting 
0.21 s after stimulus onset and lasting for 0.25 s. For contrast-tuning experiments, 
contrast was varied in 13 steps between 0 and 1. Stimuli were presented for 2 s, and 
photostimulation started 0.85 s after stimulus onset and lasted for 0.25 s.

For the analysis of L6CT activation effects in V1 during photostimulation 
of Ntsr1+ neurons (Extended Data Fig. 5a–c), we again pooled data from 
direction- (n = 11), size- (n = 11) and contrast-tuning (n = 6) experiments. For 
direction-tuning experiments, grating direction was varied in step sizes of 30°. 
Gratings were presented either for 0.75 s with photostimulation starting 0.1 s before 
stimulus onset and lasting for 0.85 s or for 0.75 s with photostimulation starting 
0.15 s after stimulus onset and lasting for 0.25 s. For size-tuning experiments, 
grating diameter was varied between 0° and 67° in 13 steps. Gratings were 
presented for 0.75 s with photostimulation starting 0.10 s before stimulus onset and 
lasting for 0.85 s or for 0.75 s with photostimulation starting 0.15 s after stimulus 
onset and lasting for 0.25 s. Finally, for contrast-tuning experiments, contrast levels 
were varied between 0 and 1 in 13 steps. Gratings were presented for 0.75 s with 
photostimulation starting 0.1 s before stimulus onset and lasting for 0.85 s.

To assess the functional specificity of CT feedback (Fig. 1d–i), we relied on 
activity measured during orientation-tuning experiments. Sinusoidal gratings 
drifting in different directions (0–330°, step size = 30°) were presented with and 
without photostimulation in pseudorandom order. During most experiments 
(n = 14), stimuli were presented for 0.75 s, and photostimulation started 0.085 s 
before stimulus onset and lasted for 0.85 s. In a small fraction of experiments 
(n = 5), stimuli were presented for 1 s, and photostimulation started 0.15 s before 
stimulus onset and lasted for 1.35 s.

To assess the effects of V1 suppression on spatial integration in the dLGN 
(n = 20 experiments; Fig. 2h–m), we used drifting gratings with stimulus diameter 
ranging between 0° and 67° (in 11 or 15 steps). Gratings were presented for 0.75 s 
with photostimulation starting 0.04 s before stimulus onset and lasting for 0.85 s, 
for 1.5 s and photoactivation starting 0.03 s before stimulus onset and lasting for 
1.6 s or for 0.75 s with photostimulation starting 0.25 s after stimulus onset and 
lasting for 0.25 s. To probe size tuning in the visTRN (n = 69 experiments;  
Fig. 4j–m), we used sinusoidal or square-wave drifting gratings with diameters 
ranging between 0° and 67° (in 11 or 15 steps). Stimuli were presented for 0.75 s. In 
a subset of experiments with paired photoactivation of PV+ neurons in V1 (n = 31; 
Fig. 5), photoactivation started 0.04 s before stimulus onset and lasted for 0.85 s.

To measure contrast tuning in the visTRN (n = 9 experiments), we presented 
sinusoidal drifting gratings at different contrasts (in 13 steps). Gratings were 
presented for 1 s. To measure contrast tuning in the dLGN (n = 9 experiments), we 
presented sinusoidal drifting gratings at different contrasts (in 13 steps). Gratings 
were presented for 0.75 s (six experiments) or 0.5 s (three experiments).

Spontaneous activity. To probe the effect of suppressing CT feedback on 
spontaneous activity in the dLGN, we photoactivated PV+ neurons in V1 in the 
absence of visual stimulation (n = 28 experiments). Photostimulation periods 
differed between experiments and ranged from 0.17 s to 1 s.

Histology. To verify recording site and virus expression, we performed histological 
analyses. For experiments under Licence ROB-55.2-2532.Vet_02-17-40, mice 
received an analgesic (Metamizole) after the final recording session and were 
anesthetized with isoflurane and injected (intraperitoneally) with a mixture of 
medetomidin (Domitor, 0.5 mg kg–1; Vetoquinol), midazolam (Climasol, 5 mg kg–1;  
Ratiopharm) and fentanyl (Fentadon, 0.05 mg kg–1; Dechra Veterinary Products 
Deutschland) 30 min later. Under deep anesthesia, mice were then perfused 
with 4% paraformaldehyde in PBS. Brains were removed, post-fixed in 
paraformaldehyde for 24 h and rinsed with and stored in PBS at 4 °C. Coronal 
brain slices (40 µm) were cut using a vibratome (Leica VT1200 S, Leica), stained 
with DAPI solution before (DAPI, Thermo Fisher Scientific; Vectashield H-1000, 
Vector Laboratories) or after mounting on glass slides (Vectashield DAPI) and 
cover-slipped. For viral tracing experiments, the perfusion, fixation and slice 
preparation procedures were identical to those described above, except that brain 
slices were stained on slides with Invitrogen NeuroTrace DeepRed overnight before 
being cover-slipped.

A scanning fluorescent microscope (BX61 Systems Microscope, Olympus) 
was used to inspect slices for the presence of eYFP, GFP, mScarlet, DiI and DiD. 
Confocal microscopy was performed at the bioimaging core facility of the LMU 
Biomedical Center with a Leica SP8X WLL microscope equipped with a 405-nm 
laser, WLL2 laser (470–670 nm) and acousto-optical beam splitter. Images were 
acquired with a ×63, 1.30-NA glycerol objective. For the different fluorophores, 
the following fluorescence settings were used: mTurquoise2 (405; 450–480 nm), 
GFP (490; 492–550 nm), mScarlet (570; 560–600 nm) and NeuroTrace DeepRed 
(640; 650–700 nm). Recording was performed in three sequences (1, mTurquoise2; 
2, GFP, DeepRed; 3, mScarlet) to avoid bleed-through between the channels. All 
channels were imaged with hybrid photo detectors (HyDs).

For experiments under Licence CIN 4/12, general histological procedures were 
identical to those described above, except that mice were injected with sodium 
pentobarbital (Narcoren, 200 mg kg–1 intraperitoneally; Böhringer Ingelheim) 
before perfusion. Coronal brain slices (50 µm) were obtained by using a vibratome 
(Microm HM 650V, Thermo Fisher Scientific) and inspected with a Zeiss Imager.
Z1m fluorescent microscope (Zeiss).

For atlas registration and three-dimensional (3D) reconstruction, whole-brain 
images were obtained. Images were processed offline using Fiji56,57. We adjusted 
individual color channels for better visibility.
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3D reconstruction of expression volumes. For 3D reconstruction and volumetric 
quantification of expression volumes in L6 and the dLGN, brain slice images 
had to be annotated and mapped to stereotaxic coordinates for each pixel. To 
this end, brain slice images were registered to the Allen Common Coordinate 
Framework58 using the allenCCF tools software package (https://github.com/
cortex-lab/allenCCF)59. In brief, for each brain slice, best corresponding atlas 
sections were chosen manually. To find the optimal transform between atlas 
coordinates and image pixels, reference points between the atlas section and brain 
slice image were manually set at unambiguous and salient features of the brain, 
including structures of the hippocampus, ventricle borders along the midline, 
habenular nuclei, the midline crossing of the corpus callosum, the indent between 
the ventral end of the hippocampal formation and the hypothalamus, the meeting 
point between the medial amygdala and the hypothalamus and high curvature 
turning points of the brain outline. After successful registration, points set 
manually along the outline of the expression zones were exported in stereotaxic 
coordinates. Repeating these steps for the brain slices containing the target 
regions yielded point clouds in 3D space, circumscribing the expression zones 
in cortex and thalamus. We computed the convex hull of each point cloud as a 
geometric description of the expression volume. We chose the convex hull because 
it is unambiguously defined for any set of points and does not require prior 
assumptions about the shape of the volume. To constrain the expression volume 
with respect to the potentially non-convex structure of the brain area it occupies, 
we computed the intersection between the convex hull and the 3D model of the 
brain area of interest (V1, L6 or dLGN). This process yielded a 3D model of that 
part of the expression zone, which was embedded in the brain area of interest. 
The intersection operations and computations of volumes on the 3D models were 
performed with specialized geometry processing software for Python (PyMesh, 
https://github.com/PyMesh).

Locomotion. For recordings under Licence ROB-55.2-2532.Vet_02-17-40 (Figs. 
1i, 2h–m, 4 and 5 and associated Extended Data figures), we computed run speed 
by using the Euclidean norm of three perpendicular components of ball velocity 
(roll, pitch and yaw)60 and smoothed traces with a Gaussian filter (σ = 0.2 s). For 
all analyses of electrophysiological data (except RF mapping with the sparse noise 
stimulus), we only considered trials in which the animal was sitting. Sitting trials 
were defined as trials in which the speed of the animal remained below 0.25 cm 
s–1 for at least 50% of the time. For recordings performed under Licence CIN 4/12 
(Figs. 1k and 2 and associated Extended Data figures), the Gaussian filter differed 
slightly (σ = 0.15 s), and, hence, sitting trials were defined by a run speed below 
1 cm s–1 for 80% of the analyzed time window.

Spike sorting. Recordings under protocol ROB-55.2-2532.Vet_02-17-40 (Figs. 
1i, 2h–m, 4 and 5 and associated Extended Data figures) were filtered using a 
fourth-order Butterworth high-pass non-causal filter with a low frequency cutoff 
of 300 Hz. Any saturation in the signal was removed before clustering responses 
with the Matlab-based automated spike-sorting software Kilosort61. The resulting 
clusters were imported to the Python toolbox Spyke62 for manual refinement of 
clusters. Spyke allows one to select time ranges and channels around clustered 
spikes for realignment and for representation in 3D space using dimensionality 
reduction (multichannel principal-component analysis, independent component 
analysis and/or spike time). In 3D, clusters were further separated by a gradient 
ascent-based clustering algorithm63. Using exhaustive pairwise comparison of 
similar clusters, we merged potentially overclustered units. Only clusters whose 
autocorrelogram displayed a clear refractory period and whose mean voltage trace 
showed a characteristic spike waveshape were considered for subsequent analyses.

For data recorded under protocol CIN 4/12 (Figs. 1i and 2 and associated 
Extended Data figures), single neurons in our linear array recordings were isolated 
by grouping neighboring channels into five equally sized ‘virtual octrodes’ (8 
channels per group with 2-channel overlap for 32 channel probes). Using an 
automatic spike detection threshold64 multiplied by a factor of 1.5, spikes were 
extracted from the high-pass-filtered continuous signal for each group separately. 
The first three principal components of each channel were used for semi-automatic 
isolation of single neurons with KlustaKwik65, and the resulting clusters were 
manually refined with Klusters66. Only clusters whose autocorrelogram displayed 
a clear refractory period and whose mean voltage trace showed a characteristic 
spike waveshape were further considered. To avoid duplication of neurons 
extracted from linear probe recordings, we computed cross-correlograms (1-ms 
bins) between pairs of neurons from neighboring groups. Pairs for which the 
cross-correlogram’s zero bin was three times larger than the mean of non-zero-bins 
were considered to be in conflict, and only one was kept.

Extracted single units were assigned to the electrode contact with the largest 
waveform.

Analysis of MUAe. To obtain robust estimates of RFs at the V1 injection site, 
we used the envelope of MUAe, which reflects the number and amplitude of 
spikes close to the electrode and resembles thresholded multiunit data and 
average single-unit activity67. To calculate the MUAe, the median-subtracted, 
high-pass-filtered signals were full-wave rectified before low-pass filtering (200 Hz) 
and downsampling to 2,000 Hz (ref. 67).

Assignment of units to V1 layers. We assigned units to V1 layers by CSD 
analyses68. The local field potential (LFP) was computed by downsampling the 
wideband signal to 1,250 Hz. For V1 recordings, the LFP was triggered to contrast 
reversals of the checkerboard stimulus. The CSD was computed by taking the 
second spatial derivative of the LFP68 and spatially smoothing with a triangular 
kernel69. The contact closest to the earliest CSD polarity inversion was assigned to 
the base of L4. The remaining contacts were assigned to putative layers based on a 
cortical thickness of 1 mm and anatomical measurements of relative layer thickness 
in mouse V1 (ref. 70). Note that the depth estimation is limited in resolution to the 
electrode site spacing (either 25 or 20 µm, depending on probe configuration) both 
in terms of estimating the base of L4 as well as taking the contact with the largest 
waveform.

Estimation of anatomical depth in the dLGN. To estimate the anatomical depth 
of recorded neurons in the dLGN, we considered MUAe. The top-most channel, 
which showed a clear MUAe RF and was well aligned with the characteristic 
progression of RFs in the dLGN along the dorsoventral axis14, was set as the 
reference channel estimating the dorsal edge of the dLGN during the respective 
recording session. Single neurons were then assigned the relative depth of the 
channel with the maximum amplitude of their extracellular waveshape with respect 
to the reference channel, as determined by the spatial layout of the probe.

Data analysis. All further analyses were conducted with custom-written code in 
Matlab or Python using the DataJoint framework71. All statistical tests were two 
sided.

We calculated mean percent change as

Δ%(x) =



2

∑n
k=1 log2

(
xsup pk
xcontk

)

n − 1




∗ 100 (1)

Here, xsupp and xcont represent the measured variables under the control condition 
and under the photostimulation condition, respectively, and n is the number of 
observations.

Descriptive modeling of tuning curves. To characterize neural selectivity, we fit 
descriptive models and determined goodness of fit by R2 = 1 – (SSE/SST), where 
SSE =

∑
(y − ŷ)2 and SST =

∑
(y − y)2.

Receptive field fitting. Receptive field maps obtained in sparse noise experiments 
were fit with a 2D Gaussian72.

f (x, y) =
A

2πab exp
(

− x′2

2a2 − y′2

2b2

)

+ c (2)

Here, A is the maximum amplitude, a and b are half-axes of the ellipse and x′ and y′ 
are the transformations of the stimulus coordinates x and y, considering the angle 
θ and the coordinates of the center (xc,yc) of the ellipse, and c is an offset. RF area 
(Figs. 4d,h,i and 5) was calculated at 1σ.

In analyses where we relied on MUAe activity (Figs. 1f–i and 2h–m), the RF 
maps were based on MUAe activity between 50 and 100 ms after stimulus onset 
(both black and white squares). For the comparison of classical RF sizes in the 
dLGN and visTRN (Fig. 4d,h,i), the RF maps were based on single-unit responses 
to both bright and dark stimuli. Before fitting the 2D Gaussian, mean responses 
were normalized by first subtracting the minimum response and then dividing by 
the range.

Responses in direction-tuning experiments (Figs. 1i and 2b) were fit with a 
sum of two Gaussians with peaks 180° apart, which could have different amplitudes 
but equal width and a constant baseline73

R (θ) = R0 + Rpe−
(θ−θp)2

2σ2 + Rne−
(θ−θp+180)2

2σ2 (3)

Here, θ is stimulus direction (0–360°). The function has five parameters: preferred 
direction θp, tuning width σ, baseline response R0, response at the preferred 
direction Rp and response at the null direction Rn.

Orientation and direction selectivity. Orientation selectivity was quantified 
according to refs. 13,74 as

OSI =

√
(
∑

Rksin (2θk))2 + (
∑

Rkcos (2θk))2
∑

Rk
(4)

Here, Rk is the response to the kth direction given by θk. We determined OSI for 
each unit during control conditions without optogenetic manipulation.

Direction selectivity index (DSI)75 was computed for each unit as

DSI = Rp − Rn

Rp + Rn + 2R0
(5)
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Here, Rp and Rn are the firing rates in the preferred and null directions, respectively, 
taken from tuning curves fit to responses to drifting gratings in different directions, 
and R0 is baseline firing rate independent of orientation. For both OSI and DSI, we 
focused on experiments in which responses were sufficiently well fit (R2 > 0.8).

Contrast sensitivity. We fit contrast response functions with a hyperbolic ratio 
function76

RC = R0 +
Rmax ∗ cn

cn50 + cn (6)

where c is the stimulus contrast. The function has four parameters: baseline 
response R0, responsiveness Rmax, semisaturation contrast c50 and exponent n. 
To compute contrast response functions, we only considered trials in which the 
animals were sitting. For the analyses, we focused on experiments in which the 
response pattern was well captured by the model R2 > 0.8.

Size tuning. To analyze size tuning in the dLGN, we fit responses to drifting 
gratings of different sizes with an RoG model77, where a center Gaussian 
is normalized by a Gaussian representing the surround, each having their 
independent amplitude (k) and width (w)

R(x) =
KcLc(x)

1 + KsLs(x)
(7)

Lc (x) =

( 2
√π

∫ x

0
e−

(
y
wc

)2

dy
)2

(8)
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We always constrained wc < ws.
To analyze spatial integration in the visTRN (Figs. 4j–m and 5), we included 

an offset (b) and allowed for rectification of the size-tuning curve to better capture 
spatial integration in neurons whose firing rates were substantially reduced during 
V1 suppression

R (x) = max
(

0, kcLc (x)
1 + ksLs (x)

+ b
)

(10)

We subtracted the modeled response to a stimulus size of 0° from the resulting 
curve and quantified suppression strength with an SI of SI = (Ropt − Rsupp)/Ropt, 
where Ropt is the peak response, and Rsupp is the response to the largest stimulus 
diameter (75°). The peak response was defined as the response to the stimulus 
diameter for which a 1° increment in size failed to increase the modeled firing rate 
by 0.05%. Similar to previous observations78,79, for size-tuning curves fitted to both 
dLGN and visTRN responses, we found a negative correlation between preferred 
size and suppression strength (SI; visTRN: R2 = 0.19, slope of –0.003, P = 3.4 × 10−7; 
dLGN: R2 = 0.18, slope of –0.01, P = 0.01; Extended Data Fig. 10d,f).

Quantification of RFs for functional mapping of CT feedback. To quantify average RF 
location at the V1 injection site (Fig. 1f), we computed an RF map based on MUAe 
activity for each channel. Channels with poor fits to the 2D Gaussians (R2 < 0.4) 
were not considered for further analyses. Average V1 RF location was obtained by 
averaging the center positions over all 2D Gaussians. To quantify the retinotopic 
distance of dLGN neurons with respect to the V1 injection site, we computed the 
Euclidean distance between their channels’ MUAe RF center and the retinotopic 
location of the V1 injection site.

Spatial profile of CT feedback. To quantify the spatial profile of CT feedback (Fig. 
1i), we used direction-tuning experiments. We focused on visually driven units, 
defined by evoked firing rates that differed from spontaneous activity by at least 
3.29× the standard error of the mean for at least one direction, with average firing 
rates ≥0.15 spikes per s. We computed for each unit and direction the log2 ratio 
of firing rates with photoactivation to those under the corresponding control 
condition before averaging across directions.

To assess the spatial profile of CT feedback effects in the dLGN, we grouped 
neurons according to their retinotopic distance from the V1 injection zone into 
overlapping bins (15° width, 3.3° spacing; average number of units per bin = 66; 
minimum number of units per bin = 32, except for the last bin with 7 units), for 
which we computed the mean. We estimated the 95% CI of the mean effect per bin 
by resampling with replacement (1,000 iterations). To test for spatial regions with 
a significant CT feedback effect, we used a cluster-based permutation test80. We 
grouped all neighboring bins with the same sign and mean log2 ratios that were 
significantly different from 0 (0 not within 95% CI) into clusters and computed 
the sum of absolute mean log2 ratios within those clusters. We then considered the 
maximum absolute cluster sum value as the test statistic. These steps were then 
repeated over 1,0000 iterations with randomly permuted distance values across all 

neurons. The P value was the proportion of random permutations that yielded a 
cluster sum larger than the one from our original dataset.

Next, we classified single neurons into significantly enhanced, suppressed or 
unmodulated groups depending on whether their average log2 ratio was above, 
below or within the 95% interval of the sampling distribution obtained from 
permuting the photoactivation labels of trials within directions and recomputing 
the average log2 ratio across directions (1,0000 iterations). To test whether the 
proportions of enhanced, suppressed or non-modulated neurons depended on 
retinotopic distance, we counted the numbers of each modulation type within 
5° bins along the retinotopic distance axis, obtaining a 3 × 11 contingency table. 
Statistical test for non-uniformity was done using an omnibus chi-squared test, 
which was followed by post hoc chi-squared tests for each modulation type.

To test whether significantly enhanced neurons were predominantly present 
close to the injection site, we again applied a cluster-based permutation approach80. 
We first calculated the adjusted standardized residuals (ASR), defined as the 
difference between the observed counts in the contingency table and the expected 
counts under the null hypothesis, adjusted for the row and column totals. For the 
enhanced neurons, we grouped neighboring bins with |ASR| ≥ 1 for the enhanced 
neurons into clusters and computed the sum of |ASR| in those clusters. We then 
considered the maximum cluster sum value as the test statistic. These steps were 
then repeated over 100,000 iterations with randomly permuted distance values 
across all neurons. The P value was the proportion of random permutations that 
yielded a cluster sum larger than the one from our original dataset.

Effects of photostimulation on V1 responses. For the quantification of effects of 
optogenetic manipulations on V1 responses, we only considered V1 neurons 
whose maximal firing rate exceeded 0.5 spikes per s in tuning experiments 
involving either different directions, sizes or contrasts. Furthermore, we excluded 
neurons that showed a change in the sign of the effect of optogenetic manipulation 
across experiments. We first computed, for each unit and experiment, average 
firing rates during photostimulation in trials with optogenetic manipulation and 
in equivalent time windows in trials of the control condition. We then computed, 
across experiments, the effect of photostimulation by taking the difference in 
average rates between the photostimulation condition and the control condition 
normalized to the rate in the control condition. For the analysis of average effects 
of V1 suppression by optogenetic activation of PV+ inhibitory interneurons, we 
excluded putative PV+ inhibitory interneurons directly driven by the light, defined 
as a greater than or equal to twofold increase of firing rates in the photostimulation 
condition compared to the control condition.

Effects of V1 suppression on dLGN responses. To analyze the effects of V1 
suppression on dLGN responses, we considered neurons to be located in the 
dLGN (as opposed to, for example, in the dorsally located hippocampus) if their 
highest-amplitude extracellular spike waveshape was measured on an electrode 
channel including and between channels delineating the top and bottom of 
the dLGN. Top and bottom dLGN channels were defined as the dorsal- and 
ventral-most channels, respectively, with visually responsive neurons in at least one 
tuning experiment, involving gratings of either different directions, sizes, temporal 
frequencies or contrasts. We defined a neuron as being visually responsive in these 
tuning experiments if (1) the absolute difference between its mean firing rates 
under at least three conditions within an experiment and the interleaved blank 
condition was larger than 2.58× the standard error of the mean rate under that 
condition and (2) its maximal firing rate exceeded 0.5 spikes per s.

For the analysis of effects of V1 photostimulation on dLGN responses to 
medium gray screen (corresponding to a size 0° stimulus; Fig. 2d–g), we excluded 
neurons that never spiked in a time window around V1 photostimulation 
(±(0.8 s+∆topto)), where ∆topto is the duration of V1 photostimulation. We focused 
on experiments with a minimum of five trials, during which the animal was sitting 
during the temporal analysis windows of interest. To assess changes in firing 
rate, we computed for each unit an average firing rate during the window of V1 
photostimulation and during a window of equivalent length immediately preceding 
light onset. For the analysis of burst ratios, we excluded all neurons that did not 
spike either in the control or the photostimulation window, as the ratio of burst 
spikes to all spikes in such cases is not defined. We assessed changes in bursting by 
computing in the same time windows the ratio of burst spikes to the total number 
of spikes. Burst spikes were defined according to ref. 81 and required a silent period 
of at least 100 ms before the first spike in a burst, followed by a second spike with 
an interspike interval of <4 ms. Any subsequent spikes with preceding interspike 
intervals <4 ms were also considered to be part of the burst. All other spikes were 
regarded as tonic.

For the analysis of V1 suppression effects on dLGN spatial integration  
(Fig. 2h–m), we considered neurons for further analysis whose size-tuning curves 
had an R2 ≥ 0.7 and, under the control condition, a mean firing rate of at least 
0.15 spikes per s. We discarded experiments in which the stimulus center was 
placed outside of 1σ of its fitted RF center. We focused on RF fits with R2 ≥ 0.4 
obtained from units that responded to the sparse noise stimulus with a sufficiently 
high firing rate (≥0.15 spikes per s). If none of the fitted single-unit RFs fulfilled 
these criteria, we used, if they were well fit (R2 ≥ 0.4), RFs computed from MUAe 
activity. To further assure that neurons were well driven by our stimulus, we only 
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included neurons whose mean response to the first four stimulus sizes greater 
than 0° was, under the control condition, at least 5% larger than the response to 
the blank screen. To evaluate the effects of CT feedback on small stimulus sizes, 
we considered for each neuron the responses obtained from the model for the 
preferred size under the control condition. To assess the effect of CT feedback for 
large stimulus sizes, we compared modeled responses to a 200° stimulus under the 
two conditions.

RFs in the visTRN and dLGN. To analyze the organization of classical RFs in the 
visTRN (Fig. 4e–g) and to compare their sizes to those of dLGN neurons (Fig. 
4d,h,i), we analyzed responses to sparse noise stimuli. We focused on units with a 
mean firing rate of at least 0.15 spikes per s and whose RFs were well fit (R2 ≥ 0.65 
for retinotopy in the visTRN and R2 ≥ 0.4 for comparing RF sizes). If for a given 
unit results from more than one sparse noise experiment fulfilled these criteria, 
we selected the experiment in which the RF was best captured by the 2D Gaussian 
(largest R2 value). To test whether the relation between estimated depth and RF 
center position was different for azimuth versus elevation, we performed an 
ANCOVA, which regressed depth on visual angle and included the categorical 
covariate azimuth versus elevation.

Spatial integration in the visTRN. To analyze spatial integration in the visTRN 
(Figs. 4j–m and 5), we only considered units whose mean firing rate in the control 
condition was sufficiently high (≥0.15 spikes per s) and whose size-tuning curve 
in the control condition was well captured by the model R2 ≥ 0.7. We further 
concentrated on experiments in which the stimulus center had been presented 
inside 1σ of the fitted RF center, focusing on RF fits with R2 ≥ 0.4 obtained from 
units with sufficiently high mean firing rates (≥0.15 spikes per s). In cases where a 
unit fulfilled these criteria for multiple size-tuning experiments, we focused on the 
experiment in which responses in the control condition were best captured by the 
RoG model (largest R2 value).

SI and preferred size were computed as described above. For few units, our 
definition of the preferred size and the absence of surround suppression led to 
slightly stronger responses to the largest stimulus than the optimal stimulus 
diameter, resulting in negative SIs. In such cases, we set the SI to 0.

To rule out that a lack of surround suppression could be explained by the 
difference between stimulus center and RF center or the difference between 
monitor center and RF center, we computed linear regressions between the SIs and 
the two differences (Extended Data Fig. 10). When multiple valid RF mapping 
experiments were available for a unit, we used the RF with the best model fit 
(largest R2 value).

Quantifying effects of V1 suppression on visTRN responses. For the analysis of 
burst ratios (Fig. 5f), we computed, separately for the control condition and 
the V1 suppression condition, the ratios of burst spikes to the total number of 
spikes during sitting trials of a size-tuning experiment. Burst spikes were defined 
according to ref. 82 and required a silent period of at least 70 ms before the first 
spike in a burst, followed by a second spike with an interspike interval of <10 ms. 
Any subsequent spikes with preceding interspike intervals <10 ms were also 
considered to be part of the burst. All other spikes were regarded as tonic.

To ensure that SIs and preferred size for size-tuning curves recorded under 
V1 suppression could be reliably interpreted, we required a minimum mean firing 
rate of 0.1 spikes per s during V1 suppression for the analyses in Fig. 5g,h. Before 
computing population size-tuning curves (Fig. 5d), differences in response rate as a 
function of stimulus size (Fig. 5i), and fitting the threshold-linear model (Fig. 5j,k), 
we normalized the fitted size-tuning curves by dividing them by the maximum 
response across the two conditions.

To analyze differences in response rate between control and photostimulation 
conditions as a function of stimulus size (Fig. 5i), we subtracted for each unit the 
normalized size-tuning curve (1° resolution) in the control condition from that in 
the photostimulation condition and took the mean across the population. To test 
for a significant change in the effect of photostimulation with size, we computed 
the difference in photostimulation effect for subsequent sizes (1° steps) and used a 
resampling procedure across neurons (1,000 iterations). If 0 was outside the 97.5th 
percentile of the resulting distribution of mean differences, we considered the 
change significant.

To characterize the change in visTRN size tuning induced by suppression of 
CT feedback (Fig. 5j,k), we predicted visTRN responses to stimuli of different sizes 
during V1 suppression based on responses under the control condition by fitting a 
threshold-linear model

f (x) = max (0, m ∗ x + b) (11)

If the resulting fit was of good quality (R2 ≥ 0.8), we extracted the slope and the 
threshold parameter (x intercept).

Computational modeling. To explore how dLGN size tuning changes with the 
spatial scale of the inhibitory CT feedback component, we used the eDoG model23. 
This choice of model was motivated by our intention to explore the effects of CT 
feedback in a conceptually and mathematically simple framework. The eDoG 
model is a mechanistic firing rate-based model in which visual responses of 

dLGN relay cells are computed from direct evaluation of integrals, representing 
the spatiotemporal receptive field of RGCs and feed-forward and feedback 
coupling kernels connecting the neurons of the circuit. Despite the relatively 
simple linear mathematical structure of the model, it nevertheless incorporates 
two key biological features of the CT feedback: (1) the non-linearity (half-wave 
rectification) of cortical L6 cells providing feedback and (2) the observation 
that dLGN cells receive feedback from numerous cortical cells with different 
orientation selectivities together covering all directions. A key simplification of the 
framework is that the different cortical populations providing CT feedback can 
be modeled to be uncoupled at the cortical stage. Thus, the eDoG model does not 
explicitly consider intracortical connectivity or transformations, such as between 
the dominant input L4 and L6, from where the CT feedback arises. Rather, such 
effects are implicitly contained in the choice of effective spatiotemporal feedback 
coupling kernels.

To perform simulations in the eDoG modeling framework, we computed 
response curves using the Python toolbox pyLGN24 (Fig. 3). We evaluated the 
model in its mixed-feedback configuration, where a given dLGN relay cell receives 
feedback of both signs from cortical cells belonging to the ON and OFF pathways. 
We took existing code (https://github.com/miladh/edog-simulations/tree/master/
size_tuning) that had specified the model parameters following insights from the 
cat visual system and adjusted them to mimic more closely the properties of the 
mouse visual system. For the DoG, which represents the receptive field of RGCs, 
we approximated width parameters based on data recorded from transient OFF 
α-RGCs83. For the coupling kernels, we scaled the width parameter by a factor of 
10, excluding the target inhibitory feedback kernel, which we varied between 1 and 
40 in 1° steps. For each inhibitory feedback kernel width, we then generated tuning 
curves by simulating responses to static gratings of different size (diameter = 0–75; 
step size = 1°) with and without feedback. Feedback was manipulated by setting 
the weight of the feedback kernels to either 0 (no feedback) or 1. The resulting 
curves were normalized so that the maximum response in the no feedback 
condition equaled 1. Preferred size and SI were computed as described for the 
electrophysiological data.

Statistics and reproducibility. For all electrophysiological experiments, each 
animal was tested with the full set of stimuli. For experiments in which we 
manipulated neural activity with optogenetics, we chose a within-study design 
in which neural responses are probed under the photostimulation and control 
conditions. Stimulus presentation was pseudorandomized. To avoid making 
assumptions about the distribution of the data, we used non-parametric tests 
for statistical comparison. We did not explicitly try to reproduce experiments; 
however, for statistical tests, we always pooled responses from neurons from 
multiple recording sessions and animals. No statistical methods were used to 
predetermine sample sizes, but our sample sizes are similar to those reported in 
previous publications15. Criteria for excluding data depended on the analysis and 
are described in detail in the Methods. In brief, for anatomical tracing studies, we 
only considered mice in which the cortical expression zone of the virus was focal. 
For experiments in which we used optogenetics to manipulate CT feedback, we 
only considered mice in which we observed reliable effects of light stimulation in 
recordings from V1. For some analyses, we excluded neurons that were not visually 
responsive or whose response pattern was not captured well by the descriptive 
model. The investigators were not blinded to allocation during experiments and 
outcome assessment. Data collection and analysis were not performed blind to the 
conditions of the experiments.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
Except for Fig. 3, all figures were generated from processed data. 
The data sets are available from https://gin.g-node.org/busse_lab/
corticothalamic_spatial_integration.

Code availability
Preprocessed data were analyzed in Matlab and Python using custom-written code. 
The code to reproduce the figures is available at https://gin.g-node.org/busse_lab/
corticothalamic_spatial_integration.
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Extended Data Fig. 1 | Results of additional mice used for the analysis of retinotopy of corticothalamic projections. (a) Cartoon of V1 injection sites 
along the elevation axis. (b) Representative coronal slices with fluorophore expression along the V1 elevation axis. Images are ordered posterior to anterior. 
(c) Labeled L6CT axonal terminal fields in dLGN. (d–f). Same as (a–c) for another mouse, injected along the V1 azimuth axis. (g–i) Results of another 
mouse, where V1 injections were placed within a single coronal plane. Narrow-field images of mTurquoise2 in b,e and eGFP, mScarlet and mTurquoise2 in h 
were acquired with a confocal microscope and manually aligned with the wide-field epifluorescence images of the corresponding brain slices. All panels: 
numbers indicate distance from bregma. (b,e,h) Scale bar: 1 mm. (c,f,h) Scale bar: 250 µm. Observations in (b-i) were reproduced in 5 mice.
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Extended Data Fig. 2 | Quantification of expression volumes. (a) Schematic of the injection: Extended Data Fig. 1). expression of ChR2-eYFP (n = 3), eGFP 
(n = 3) or mScarlet (n = 3) in a localized population of V1 L6CT pyramidal cells (see also Fig. 1a,b and Extended Data Fig. 1) (b) Pipeline for quantification 
of expression volumes. (b) Left: Manually chosen reference points (green circles) on salient features of an example brain-slice image. Blue: DAPI; fainter 
green: eYFP. Middle: Corresponding locations marked on the manually chosen atlas section from the Allen CCF (see Methods). (c) Right: Brain-slice image 
registered and transformed to the CCF. White points outline the expression zone and are extracted as CCF coordinates. (c–f) Computation of the relative 
volumes of transduced V1 CT pyramidal cells within L6 (‘source volume’) and those of their dLGN projections (‘target volume’) for a representative 
Ntsr1-Cre mouse. (c) Coronal sections of the V1 injection site, overlaid with fitted area boundaries from the Allen CCF (gray). Green: ChR2-eYFP. (d) Top: 
Top view of V1 L6 (blue) within the cortex (black contour). Bottom: 3D reconstruction of the expression volume (green) within V1 L6 (blue), seen from 
the same perspective as the upper panel (‘source volume’). Relative volume: 25%. (e) Coronal sections with transduced L6CT neurons projecting to a 
restricted volume the dLGN. (f) Top: Coronal schematic of dLGN (blue) within the brain section (black contour). Bottom: 3D reconstruction of the expression 
volume (green) within the dLGN (blue), seen from the same perspective as the upper panel (‘target volume’). Relative volume: 15%. In (c,e), numbers in 
bottom right corner indicate distance from bregma in mm; scale bar: 0.5 mm. (g) Comparison of the relative expression volumes within V1 L6 ((expression 
volume within V1 L6)/(total volume of V1 L6)) and dLGN ((expression volume within dLGN)/(total volume of dLGN)) for each mouse. Local injections in 
V1 yield restricted, spatially specific expression in dLGN with similar relative volumes (mean difference = 0.017, p = 0.55, resampling, n = 9 mice). Black: 
mice used for viral tracing experiments; green: mice used for ChR2-assisted functional mapping). (h) Example close-up image of L6CT neurons expressing 
eGFP (green). Scale bar: 0.5 mm. (i) Example confocal image of dLGN with eGFP signal in projections from L6CT neurons. Scale bar: 250 µm. (j) Close-up 
confocal image of L6CT projections in dLGN for same slice as in (i). Scale bar: 25 µm.
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Extended Data Fig. 3 | L6CT photoactivation effects across various classifications of dLGN neurons and stability of distance dependence. Change of 
firing rate (fold change, log2 ratio) as a function of (a) orientation selectivity index (OSI, see Methods), (b) direction selectivity index (DSI, see Methods), 
(c) estimated depth within dLGN, (d) RF area as obtained from sparse noise experiments, (e) contrast sensitivity (c50) and (f) exponent n of the contrast 
response function, (g) spontaneous firing rate obtained from interleaved blank trials, (h) mean response across all drift directions, (i) burst ratio, and (j) 
burst length (spikes/burst). Functional properties in (a,b,g–j) are computed from direction tuning experiments. (k,l) Spatial profile of modulations induced 
by photostimulation of CT feedback (see Fig. 1i) retested for the first half and second half of trials in each experiment (first half: p = 0.003, second half: 
p = 0.015). (m,n) Same as k-l for data partitioned into first and second half of each individual trial (first half: p = 0.016, second half: p = 0.009). (o) Variance 
in fold change values across distance in same overlapping bins as in Fig. 1i for all trials. Black line: regression fit; b: slope; p: significance of slope.
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Extended Data Fig. 4 | Neurons in L6 of mouse V1 prefer large stimulus sizes and experience little surround suppression. (a) Distribution of preferred 
size for neurons (n = 177) recorded across layers of V1. (b) Same as (a) for suppression index. Dashed horizontal lines: borders between V1 layers, based on 
CSD analysis and histological estimates of relative layer thickness (see Methods). Red: Smoothed mean computed by local robust regression (MATLAB 
function ‘smooth’, method ‘rlowess’, window size = 0.28 mm).
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Extended Data Fig. 5 | Photoactivation of L6CT neurons promotes dLGN tonic firing mode. (a) Representative image of a V1 coronal section from a 
Ntsr1-Cre mouse injected with Cre-dependent AAV-ChR2. Green: ChR2-YFP, blue: DAPI. Scale bar 100 µm. (b) Example orientation-tuning curves of cells 
located in putative L2/3 or putative L6 for trials during V1 L6CT photoactivation (blue) and under control conditions (black). Visual stimulus: Drifting 
gratings with temporal and spatial frequencies coarsely optimized for the recording, duration 0.75 s, photostimulation: starting 0.1 s before stimulus onset, 
lasting for 0.85 s. Data are presented as mean values ± s.e.m.. (c) Fold change (that is log2 ratio of average firing rates for V1 L6CT photoactivation and 
control conditions across tuning experiments) as a function of cortical depth relative to the base of L4, estimated by CSD (see Methods). Gold: layer-wise 
mean; pink: example neurons. Error bars: confidence intervals of the mean, determined by bootstrapping. n = 362 neurons. (d) Representative image of a 
dLGN coronal slice, with axons of Ntsr1+ neurons expressing ChR2 in green. (e,f) Recordings from dLGN. Raster plots of two example dLGN neurons during 
spontaneous activity aligned to V1 L6CT photoactivation (shaded blue). Red: burst spikes, black horizontal bar: 200 ms. (e) n = 31 trials, (f) n = 69 trials. 
(g) Firing rates during vs. before V1 L6CT photoactivation. Activation of L6CT neurons yielded diverse results (during: 4.2 sp/s vs. before: 2.7 sp/s; n = 167 
neurons; p = 0.4, two-sided Wilcoxon signed-rank test), consistent with the interpretation of our functional mapping experiments (Fig. 1k). (h) Ratio of 
burst spikes during vs. before V1 L6CT photoactivation. Activating CT feedback decreased the fraction of spikes fired in bursts (before: 9.04%, during: 
3.75%; n = 139 neurons; p = 1.7 × 10 − 7, Wilcoxon signed-rank test). Data points at marginals represent burst ratio = 0. Inset: cumulative distribution of 
burst lengths during (blue) vs. before (black) V1 L6CT photoactivation. Activating CT feedback shifted the distribution of spikes per burst towards lower 
values (p = 7.8×10−5, two-sample Kolmogorov-Smirnov test).
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Extended Data Fig. 6 | Size tuning curves of more dLGN example neurons. Black: control condition; Blue: V1 suppression; horizontal lines: responses to 
blank screen (size 0 deg); vertical lines: preferred size; error bars represent s.e.m.
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Extended Data Fig. 7 | In visTRN, elevation is predominantly encoded along the anterior-posterior axis. (ai−iii) Innervation pattern in visTRN of axons 
from L6CT populations transduced with pAAV-CAG-FLEX-EGFP (green, left), pAAV-CAG-FLEX-mScarlet (red, middle), or pAAV-CAG-FLEX-mTurqoise 
(blue, right). V1 injections were performed along the retinotopic axis representing elevation (ai, inset, right), with EGFP labeling V1 regions representing 
higher elevations. Confocal images in (ai−iii) are arranged from posterior to anterior (number indicates distance from bregma in mm); images of each row 
were taken from the same slice, with separate visualization of the three fluorophores. Note that more anterior regions in visTRN contain terminal fields of 
L6CT axons labeled with mTurqoise, that is representing lower elevations in the visual field; middle regions along the AP axis in visTRN contain terminal 
fields of L6CT axons labeled with mScarlet, that is representing central elevations in the visual field; more posterior regions in visTRN contain terminal 
fields of L6CT axons labeled with EGFP, that is representing higher elevations in the visual field. (bi−iii) Same as (a) for a second example mouse. All scale 
bars 0.25 mm. We observed retinotopic CT projections from V1 to visTRN in 4 mice.
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Extended Data Fig. 8 | Size tuning curves of more visTRN example neurons. (a-j) Black: control condition; Blue: V1 suppression; horizontal lines: 
responses to blank screen (size 0 deg); vertical lines: preferred size; error bars represent s.e.m. (k) Distribution of suppression indices for the visTRN 
neuron population (n = 61) during control (black) and V1 suppression (blue). Note that in both conditions the majority of visTRN neurons show little to no 
surround suppression (SI < 0.05).
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Extended Data Fig. 9 | The relationship between CT feedback effects on visTRN neurons and their response properties. (a) Percent change in overall 
responsiveness by CT feedback as a function of SI (ai) and preferred size (aii) under control conditions, RF area as measured by a sparse noise stimulus 
(aiii), contrast sensitivity (c50, aiv) and steepness of the contrast response function (av), spontaneous firing rate (avi), mean response (avii), burst ratio 
(aviii), and burst length (aix) under control conditions of the size tuning experiments. While many relationships are not significant, CT feedback reduces 
overall responsiveness more for visTRN neurons with small compared to large RFs (aiii), but the explained variance is small, partially because there is 
a wide array of effects for visTRN neurons with rather small RF coverage. Second, visTRN neurons with higher firing rates, show stronger CT feedback 
related modulations of firing rate (avi−vii), pointing towards a multiplicative mechanism. (b,c) Same as (a), for CT feedback effects on preferred size and 
on surround suppression (SI), respectively. The observation that visTRN neurons with stronger surround suppression in control conditions show more 
pronounced changes in SI than those with weaker surround suppression (ci) could point towards an interesting subpopulation of visTRN neurons, which 
might represent spatial context and for which this representation is further enhanced by CT feedback. Black/red line: regression fit; b: slope; p: significance 
of slope.
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Extended Data Fig. 10 | Correlations between suppression index and distance of RF center to monitor or stimulus center, and between suppression 
index and preferred size. (a) Suppression indices for visTRN population (n = 125) plotted against the normalized distance between stimulus center and 
their RF centers (Black line: linear regression; b: slope; p: significance of slope). (b) Suppression indices for visTRN population plotted against the distance 
between monitor center and their RF centers. (c,d) Strength of surround suppression in visTRN measured during size tuning as a function of RF area 
mapped with the sparse noise stimulus (c) and as a function of preferred size taken from the size tuning curve (d). Black: regression line including all 
data points, grey regression line including a restricted set (SI > 0.01 and RF area < 2000 deg2). (e,f) Same as (c-d), for dLGN neurons. Note that in both 
visTRN (d) and dLGN (f) neurons with larger preferred sizes also tend to have less surround suppression. One caveat regarding the interpretation of this 
anti-correlation is the limited size of our monitor, which for neurons with larger RFs might not allow for a sufficiently strong stimulation of the surround.
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Robust effects of corticothalamic feedback during naturalistic visual1

stimulation2
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Abstract8

Neurons in the dorsolateral geniculate nucleus (dLGN) of the thalamus are contacted by

a large number of feedback synapses from cortex, whose role in visual processing is poorly

understood. Past studies investigating this role have mostly used simple visual stimuli and

anesthetized animals, but corticothalamic (CT) feedback might be particularly relevant dur-

ing processing of complex visual stimuli, and its effects might depend on behavioral state.

Here, we find that CT feedback robustly modulates responses to naturalistic movie clips by

increasing response gain and promoting tonic firing mode. Compared to these robust effects

for naturalistic movies, CT feedback effects on firing rates were less consistent for grating

stimuli. Finally, while CT feedback and locomotion affected dLGN responses in similar

ways, we found their effects to be largely independent. We propose that CT feedback and

behavioral state use separate circuits to modulate visual information on its way to cortex in

a stimulus-dependent manner.

Introduction9

Mammalian vision is based on a hierarchy of processing stages that are connected by10

feedforward circuits projecting from lower to higher levels, and by feedback circuits projecting11

from higher to lower levels. Feedforward processing is thought to create feature selectivity12

[1, 2] and invariance to translation, scale, or rotation [2–5], to ultimately enable object13

recognition [6]. Hypotheses about the functional role of feedback circuits include top-down14

attention, working memory, prediction, and awareness [7–12]. Compared to theories of15

feedforward processing, however, there is little consensus on the specific function of feedback16

connections [13, 14].17
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Feedback in the mammalian visual system targets brain areas as early as the dorsolateral18

geniculate nucleus (dLGN) of the thalamus, where up to 30% of synaptic connections onto19

relay cells are established by corticothalamic (CT) feedback [15]. Direct CT feedback is20

thought to arise from V1 layer 6 (L6) CT pyramidal cells [16, 17], whose role in visual pro-21

cessing has remained elusive for a number of reasons. L6 CT pyramidal cells have notoriously22

low firing rates [18–23] and their deep location within cortex makes them a difficult target for23

in-vivo single cell functional imaging [24] and cell-type specific manipulations using optoge-24

netics [25]. L6 CT pyramidal cells are also challenging to identify in extracellular recordings25

due to the heterogeneity of L6 neurons [16]. The action of CT feedback on dLGN activity26

is generally considered modulatory rather than driving [26], as CT feedback inputs contact27

the distal dendrites of relay cells via mGluR1 metabotropic receptors [27], implying rather28

slow and long-lasting effects on dLGN processing. Since L6 CT pyramidal cells provide both29

direct excitation and indirect inhibition of dLGN via the thalamic reticular nucleus (TRN)30

and dLGN inhibitory interneurons [17, 28], the effects of CT feedback are expected to be31

complex.32

Despite the massive number of CT inputs to dLGN, the functional impact of CT feedback33

remains unclear [29, 30]. In the literature, diverse methods of manipulation with different34

temporal scales, specificity and overall sign (activation vs. suppression), have yielded diverse35

and even conflicting results. CT feedback, for instance, has been shown to modulate genicu-36

late spatial integration [31–39], temporal processing [37, 40], response gain [38, 41–43], and37

transitions between tonic and burst firing modes [44, 45]. Other studies, however, found that38

manipulation of CT feedback did not change some or any of these dLGN response properties39

[25, 37, 46–48].40

Most of these previous studies have probed the effects of CT feedback with artificial stim-41

uli, and mostly in anesthetized animals; CT feedback, however, might be most relevant for42

processing of dynamic naturalistic information and during wakefulness. From a conceptual43

perspective, if the role of feedback was to provide context based on an internal model built44

from the statistics of the world [49–52], natural stimuli would be expected to best comply45

with this model, and hence better drive these feedback mechanisms. Indeed, it has previously46

been suggested that CT feedback might be more strongly engaged for moving compared to47

stationary stimuli [17], and for complex dynamic noise textures than simple moving bars48

[53], consistent with a potential role in figure-ground processing [33, 54, 55]. Furthermore,49

since the responsiveness of feedback projections [56, 57], including those originating from V150

CT neurons [30], seem to be strongly reduced by anesthesia, it is critical for an acceleration51

of our understanding to examine CT feedback effects in awake animals.52

Here, we recorded spiking activity in dLGN of awake mice and investigated how CT feed-53
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back affected dLGN responses to naturalistic movie clips. In order to achieve reliable, tem-54

porally precise, and reversible suppression of CT feedback, we conditionally expressed chan-55

nelrhodopsin2 (ChR2) in V1 parvalbumin-positive (PV+) inhibitory interneurons, whose56

activation can efficiently suppress cortical output [41, 58]. We found that V1 suppression57

had consistent modulatory effects on dLGN responses to movie clips, which could largely be58

captured by divisive transformations. Effects of CT feedback on dLGN responses to grating59

stimuli were more diverse, highlighting the stimulus-dependency of CT feedback effects. Fi-60

nally, while geniculate responses during V1 suppression resembled those during quiescence,61

we found effects of CT feedback and behavioral state to be largely independent. Overall, our62

results demonstrate that visual information en route to cortex can be reliably modulated by63

extra-retinal influences such as cortical feedback and locomotion, which are likely conveyed64

via different modulatory pathways.65

Results66

CT feedback robustly modulates dLGN responses to naturalistic movie clips67

To investigate the impact of CT feedback on visual processing of naturalistic stimuli, we68

presented to head-fixed mice full-screen movie clips and compared responses of dLGN neurons69

during optogenetic suppression of V1 activity to a control condition with CT feedback left70

intact (Fig. 1). The responses of individual dLGN neurons to naturalistic movie clips71

were characterized by distinct response events that were narrow in time and reliable across72

trials (Fig. 1d, top, example neuron). Consistent with the notion that CT feedback has a73

modulatory rather than driving role [59], even during V1 suppression the temporal response74

pattern remained discernible (Pearson correlation r = 0.54, p < 10−6, Fig. 1d,e). Yet, as75

illustrated in the example neuron, with CT feedback intact, firing rates were higher and burst76

spikes were less frequent (Fig. 1e, left). As a consequence, the distributions of instantaneous77

firing rates in the two conditions were significantly different (KS test, p < 10−6), and were78

more skewed during V1 suppression than with CT feedback intact (γ = 2.02 vs. 1.22; Fig. 1e,79

right).80

We observed similar effects in the recorded population of dLGN neurons, where CT feed-81

back enhanced overall responses and promoted tonic mode firing. Indeed, while mean firing82

rates varied almost 4 orders of magnitude across the population (∼ 0.1–100 spikes/s), they83

were higher with CT feedback intact than with feedback suppressed (13.1 vs. 10.6 spikes/s;84

linear multilevel-model (LMM): F1,173.1 = 12.5, p = 0.0005; Fig. 1f). In addition, CT feed-85

back also influenced more fine-grained properties of geniculate responses. First, with CT86

feedback, the mean proportion of spikes occurring as part of a burst event was about half of87

what we observed during suppression (0.050 vs. 0.090; LMM: F1,177.9 = 45.6, p = 1.9×10−10;88
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Figure 1 (Previous page) CT feedback modulates dLGN responses to full-screen naturalistic movie clips.
(a) Left : Schematic of experimental setup. Head-fixed mice were placed on a floating Styrofoam ball and
visual stimuli were presented on a screen located ∼ 25 cm away from the animal. Right : ChR2 was condition-
ally expressed in PV+ inhibitory interneurons (green) in all layers of V1 using a viral approach. Extracellular
silicon electrode recordings were performed in dLGN with and without optogenetic suppression of V1. (b)
Coronal section close to the V1 injection site for an example PV-Cre mouse (blue: DAPI; green: eYFP;
Bregma: −3.4 mm). (c) Coronal section at the dLGN (white outline) recording site, same animal as in (b).
For post-mortem confirmation of the electrode position, the back of the probe was stained with DiI (ma-
genta) for one of the recording sessions (blue : DAPI; Bregma: −1.82 mm). (d) Raster plots of an example
neuron for 200 presentations of a 5 s naturalistic movie clip, with CT feedback intact (control condition, top)
and during V1 suppression (bottom). Red : burst spikes; black bar : movie clip presentation; gray bar : V1
suppression. (e) Left : PSTHs for both the feedback (black) and V1 suppression (gray) conditions. Superim-
posed are PSTHs of burst spikes only, separately for feedback (red) and suppression (pale red) conditions.
Right : Corresponding instantaneous firing rate distributions. (f–i) Comparison of CT feedback vs. suppres-
sion conditions for mean firing rate (f), burst ratio (g), temporal sparseness (h), and response reliability
(i), all calculated for the duration of the movie clip. Sparseness captures the activity fraction of a neuron,
re-scaled between 0 and 1 [60]. Response reliability is defined as the mean Pearson correlation of all single
trial PSTH pairs [61]. For sample sizes, see Table 1. Purple: example neuron. Black markers in (f,g,i)
indicate neurons with individually significant effects (Welch’s t-test). See also Fig. 1-Supplement 1 and
Fig. 1-Supplement 2.

Fig. 1g). Second, consistent with the distributions of firing rate for the example neu-89

ron (Fig. 1e, right) and related to the relative increase of responsiveness in the population90

(Fig. 1-Supplement 2d), responses to the naturalistic movie clips with CT feedback intact91

were, on average, less sparse (0.35 vs. 0.54; LMM: F1,170.1 = 55.4, p = 4.7× 10−12; Fig. 1h),92

indicating that neurons fired less selectively across the frames of the movie. Finally, we also93

examined the effect of CT feedback on response reliability. To quantify reliability, we com-94

puted the Pearson correlation coefficient of a neuron’s responses between each pair of the 20095

stimulus repeats per condition, and averaged the correlation coefficients over all pair-wise96

combinations [61]. With CT feedback intact, mean response reliability was lower than with-97

out feedback (0.15 vs. 0.18; LMM: F1,166.9 = 22.5, p = 4.4 × 10−6; Fig. 1i). Except for the98

effects on sparseness, the feedback effects on responses to naturalistic movies were unrelated99

to changes in firing rates (Fig. 1-Supplement 2c–g). The increased trial-to-trial reliability100

during V1 suppression could not be explained by higher stability in eye positions, because,101

first, variability in eye position was comparable between conditions with CT feedback intact102

vs. suppressed (Fig. 1-Supplement 2h), and second, effects of CT feedback on neural re-103

liability were unrelated to changes in variability in eye position (Fig. 1-Supplement 2i).104

Splitting the dLGN population into putative cell types according to several functional char-105

acteristics and location within dLGN revealed few differences in how global V1 suppression106

affected firing rates and bursting (Fig. 1-Supplement 3). Finally, we repeated our exper-107

iments with more specific optogenetic suppression after selectively expressing the inhibitory108

opsin stGtACR2 [62] in V1 Ntsr1+ neurons, which correspond to ≥ 90% to L6 CT neurons109
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[63, 64] (Fig. 1-Supplement 4). These control experiments with specific suppression of110

L6 CT neurons during viewing of naturalistic movies yielded identical conclusions (Fig. 1-111

Supplement 4a–h). Taken together, our results indicate that CT feedback can modulate112

responses of dLGN neurons to naturalistic movie clips. The modulations are consistent with113

a net depolarizing effect, which supports higher firing rates and more linear, tonic firing114

mode with higher dynamic range, at the expense of sparseness, trial-to-trial reliability, and115

signal-to-noise.116

V1 suppression decreases dLGN responses to naturalistic movies by reducing response gain117

To better understand the effects of V1 suppression on dLGN firing rate, we next asked118

whether the observed reduction in responsiveness could be explained by a divisive and/or119

subtractive change (Fig. 2). Using repeated random subsampling cross-validation, we fit120

a simple threshold linear model (Fig. 2a, inset) to timepoint-by-timepoint responses in121

suppression vs. feedback conditions, and extracted the slope and threshold of the fit for122

each subsample (Fig. 2b,d). In the two example neurons shown in Fig. 2a–d, the fitted123

slope was significantly smaller than 1 (neuron 2: median slope of 0.66, 95% CI: 0.63–0.69,124

Fig. 2b; neuron 1: median slope of 0.37, 95% CI: 0.32–0.41, Fig. 2d), while the threshold125

(x-intercept) was either small or not significantly different from 0 (neuron 2: median of126

1.58, 95% CI: 0.39–2.91; neuron 1: median of −0.14, 95% CI: −1.49–0.89). We obtained127

similar results for the population of recorded neurons, where V1 suppression decreased the128

neurons’ responses to naturalistic movie clips via a substantial change in response gain129

(slope of 0.76 ± 0.1; LMM) without a significant shift in baseline (threshold of 0.013 ± 1.3;130

LMM; Fig. 2e). This demonstrates that V1 suppression influences responses in dLGN to131

naturalistic movie clips predominantly via a divisive effect.132

We noticed that the threshold linear model could predict the effects of V1 suppression133

better for some neurons than for others. We therefore explored whether poor fits of the134

model might be related to our finding that V1 suppression can trigger non-linear, burst-135

mode firing. For instance, the threshold-linear model accurately captured the responses of136

example neuron 2 (median R2 = 0.90, cross-validated; Fig. 2a,b), which exhibited little137

bursting during V1 suppression (burst ratio: 0.007). Neuron 1, in contrast, had a higher138

burst ratio during suppression (0.28) and the prediction (blue) sometimes overestimated or139

underestimated peaks in the actual response (gray), such that the percentage of explained140

variability was rather low (median R2 = 0.29, cross-validated, Fig. 2c,d).141

Indeed, across the population of recorded cells, the model goodness of fit (median R2,142

cross-validated) during V1 suppression was inversely related to the burst ratio (slope of143

−1.4 ± 0.23; LMM; Fig. 2f), consistent with the notion that the highly non-linear, all-144
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Figure 2 The effect of V1 suppression on dLGN responses to naturalistic movie clips is predominantly
divisive.
(a) PSTHs of an example neuron during CT feedback (black, dotted) and V1 suppression (gray) conditions, for
a random subset of 50% of trials per condition not used for model fitting. Responses during the suppression
condition are approximated by the threshold linear model (blue) based on responses during the feedback
condition. Pale red: PSTH during V1 suppression consisting only of burst spikes. Inset : cartoon of threshold
linear model. (b) Timepoint-by-timepoint comparison of instantaneous firing rates of the PSTHs (derived
from the 50% of trials not used for fitting) during the suppression vs. feedback conditions. PSTH data points
are plotted at 0.01 ms resolution. Blue line: threshold linear model fit. (c,d) Same as (a,b) for a second
example neuron (same as in Fig. 1d,e). (a,b) and (c,d) each contain data from 1 representative subsample.
(e) Slope and threshold parameters for all neurons. Each point represents the median for each neuron across
1000 random subsamples of trials. Black points indicate neurons with slopes significantly different from 1
(95% CI). (f) Cross-validated model prediction quality (median R2) vs. burst ratio during V1 suppression.
Red line: LMM fit. (g) Model prediction quality with and without removal of burst spikes. (h) Model
prediction quality with and without removal of an equivalent number of tonic spikes. (i) Same as (e) but
with burst spikes removed. (e–h) Purple, green: example neurons; red triangle: LMM estimate of the mean.

or-none-like burst mode firing [65] cannot be captured by the threshold-linear model. To145

further investigate the impact of bursting on response transformations by CT feedback, we re-146

computed the PSTHs for each neuron during V1 suppression after removing all burst spikes.147

Removal of burst spikes allowed our model to capture the effects of V1 suppression even148

better (all spikes: mean R2 = 0.60; non-burst spikes: mean R2 = 0.63; LMM: F1,152.8 = 5.9,149

p = 0.016; Fig. 2g). Importantly, this increase in model performance was not simply a150
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consequence of removing a certain proportion of spikes that originally needed to be predicted:151

discarding an equivalent number of randomly selected tonic spikes did not yield improved152

fit quality (random tonic spikes removed: mean R2 = 0.60; LMM: F1,153.8 = 0.017, p =153

0.9; Fig. 2h). While burst spikes thus cannot be captured by the threshold-linear model,154

removing burst spikes did not change our conclusion that the effect of CT feedback on movie155

responses was predominantly divisive (slope: 0.75 ± 0.09; threshold: 0.22 ± 1.33; LMM;156

Fig. 2i), likely because burst events were much rarer than tonic spikes (see also Fig. 1g)157

[66]. Indeed, firing mode (all spikes vs. non-burst spikes) had no effect on either slope158

(LMM: F1,153.7 = 0.57, p = 0.45) or threshold estimates (LMM: F1,150.5 = 0.21, p = 0.65) of159

the simple linear model.160

CT feedback modulates dLGN responses evoked by drifting gratings161

Previous studies have investigated the effects of CT feedback using artificial stimuli,162

such as gratings and bars [25, 34, 41, 44]. To relate our findings to these studies, and163

to investigate the role of stimulus type, we next examined the effects of V1 suppression164

during the presentation of drifting gratings (Fig. 3). To approximate the visual stimulus165

configuration used for naturalistic movie clips, we presented full-screen gratings drifting166

in one of 12 different orientations, and selected a pseudo-random subset of trials for V1167

suppression. As expected, we found that responses of single dLGN neurons in the control168

condition with CT feedback intact could be modulated at the temporal frequency (TF,169

4 cyc/s) of the drifting grating (Fig. 3a1, b1). Similar to previous studies in mouse dLGN170

[67–69], we also encountered some dLGN neurons with tuning for grating orientation or171

direction (Fig. 3a2, b2).172

Remarkably, V1 suppression had mixed effects on dLGN responses to drifting gratings.173

Example neuron 1, for instance, had lower firing rates with CT feedback intact, both in the174

orientation tuning (Fig. 3a2) and the cycle-averaged response to the preferred orientation175

(Fig. 3a3). In addition, with CT feedback intact, there were markedly fewer burst spikes.176

In contrast, example neuron 3 responded more strongly with CT feedback intact (Fig. 3b2,177

b3). Such diverse effects of CT feedback were representative of the recorded population178

(Fig. 3c): V1 suppression during grating presentation significantly reduced responses for179

some neurons, but significantly increased responses for others, such that the average firing180

rates in the two conditions were almost identical (feedback: 14.8 spikes/s, suppression: 15.1181

spikes/s) and statistically indistinguishable (LMM: F1,88.7 = 0.05, p = 0.83). In contrast to182

these diverse effects on firing rate, but similar to our findings for naturalistic movie clips,183

intact CT feedback was consistently associated with less bursting (burst ratios of 0.041 vs.184

0.15; LMM: F1,90.8 = 42.6, p = 3.8× 10−9; Fig. 3d). Also similar to our findings for movies,185
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there was no relationship between the strength of feedback effects on firing rate and on186

bursting (Fig. 4-Supplement 1a).187

Beyond studying overall changes in responsiveness and firing mode, we next asked how188

CT feedback affected the tuning for grating orientation of dLGN neurons. It is known from189

previous studies [67, 69–72] that mouse dLGN neurons show various degrees of orientation190

tuning, ranging from few strongly tuned neurons, potentially relaying tuned input from the191

retina [70], to a larger group with orientation bias [67, 72]. We computed orientation tuning192

curves separately for feedback and suppression conditions. For neuron 1, intact CT feedback193

was associated not only with lower average firing rates, but also poorer selectivity (OSIs of194

0.14 vs. 0.25; Fig. 3a2). In contrast, for neuron 3, orientation selectivity was similar during195

feedback and suppression conditions (OSIs of 0.1 vs. 0.09; Fig. 3b2). These results were196

representative of the population, where CT feedback affected orientation selectivity in diverse197

ways, with virtually no difference in population means (feedback OSI: 0.13; suppression:198

0.12; LMM: F1,88.7 = 0.31, p = 0.58; Fig. 3e; see also [25, 46, 47, 72]). For neurons with199

OSI > 0.02 and well-fit orientation tuning curves (R2 > 0.5), preferred orientation during200

feedback and suppression conditions was largely similar, except for some cases where it201

shifted (Fig. 3f). As was the case for movie stimulation, for grating stimulation, splitting the202

dLGN population into putative cell types according to several functional characteristics and203

their location within dLGN revealed few consistent differences in how global V1 suppression204

affected firing rates and bursting (Fig. 3-Supplement 1). Taken together, although the205

effects of V1 suppression on firing rate seem more diverse in magnitude and sign for grating206

stimuli, the similarity of orientation selectivity between CT feedback conditions suggests207

underlying changes in gain, in accordance to what we observed for naturalistic movies.208

Inspecting the spike rasters at different orientations, we realized that responses of genic-209

ulate neurons appeared to be more strongly modulated at the grating’s temporal frequency210

during V1 suppression than when feedback was intact (Fig. 3a1). To test whether V1 sup-211

pression affected the ability of dLGN neurons to follow the gratings’ temporal modulation,212

for each neuron we computed the amplitude of the response at the stimulus frequency (F1213

component) relative to the mean response (F0 component) [73, 74] and found that F1/F0214

ratios were indeed lower when feedback was intact (1.08 vs. 1.22; LMM: F1,90.5 = 15.8,215

p = 0.00014; Fig. 3g). To explore the impact of CT feedback on the first harmonic re-216

sponse in more detail, we examined the cycle average responses to the preferred orientation,217

and asked how CT feedback affected response phase. Similar to the results obtained for218

the example neurons (Fig. 3a3, Fig. 3b3), we found that V1 suppression could advance219

response phase (Fig. 3h). This phase advance occurred more often for neurons whose re-220

sponses during V1 suppression included a substantial proportion of burst spikes (Fig. 3i,221
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Figure 3 CT feedback modulates dLGN responses to drifting gratings.
(a) Responses of example neuron 1 (same as in Fig. 1d,e and Fig. 2c,d) to full-screen, drifting gratings.
(a1) Raster plot in response to drifting gratings, with trials sorted by grating orientation (10 trials per
orientation, 30◦ steps). Red : burst spikes. (a2) Corresponding orientation tuning curve. Dashed lines
represent spontaneous firing rates in response to medium gray screen. Error bars : standard error of the
mean. (a3) Cycle average response to preferred orientation. Black, gray : cycle average constructed from
all spikes. Red, pale red : cycle average constructed from burst spikes only. Black, red : CT feedback intact;
gray, pale red : V1 suppression. (b) Same as (a), for example neuron 3. (c–h) Comparison of conditions
with CT feedback intact vs. V1 suppression, for mean firing rate (c), burst ratio (d), orientation selectivity
index (OSI) (e), preferred orientation θ (f), F1/F0 (g), and cycle average phase φ (h). Purple, blue: example
neurons. Black markers in (c,d) indicate neurons with individually significant effects (Welch’s t-test). (i)
Cumulative distribution of cycle average phase differences between feedback and suppression conditions.
Black : neurons with little burst spiking (ratio of cycle average peak for burst spikes to cycle average peak
for all spikes < 0.1); red : neurons with substantial burst spiking (ratio of cycle average peak for burst spikes
to cycle average peak for all spikes ≥ 0.1).
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red ; 25 of 29 neurons showed phase advance, p = 0.0001, binomial test) than for neurons222

whose V1 suppression responses had little or no bursting (Fig. 3i, black ; 11 of 21 neurons223

advanced, p = 1, binomial test). Together with earlier work using intracellular recordings224

at different levels of holding membrane potential in anesthetized cats [75], these analyses225

demonstrate that the phase advance is driven by the dynamics of burst spiking. Finally,226

similar to our re-assessment of CT feedback effect on responses to naturalistic movies, our227

conclusions regarding the effects of CT feedback on grating responses did not change when228

we repeated our experiments using a selective suppression of Ntsr1+ neurons with stGtACR2229

[62] (Fig. 1-Supplement 4i–o).230

Effects of CT feedback on dLGN firing rates are more consistent and overall stronger for231

full-screen movies than full-screen gratings232

Our analyses suggest that the impact of CT feedback on firing rates might be overall233

stronger for naturalistic movie stimuli than for gratings. To test this hypothesis, we focused234

on the subset of neurons recorded with both types of stimuli. Indeed, when we compared235

feedback modulation indices (FMIs) of firing rates, we found that FMI was on average236

more positive for movies than for gratings (0.15 vs. 0.053; LMM: F1,38 = 5.21, p = 0.028;237

Fig. 4a). Remarkably, in 10/39 neurons (Fig. 4a, dark lines) V1 suppression decreased238

firing rates for movies (positive movie FMI), but increased firing rates for gratings (negative239

grating FMI). The opposite effect only occurred in 3/39 neurons (dark dashed lines). These240

findings were not a consequence of differences in firing rates that might have already been241

present in conditions with CT feedback intact (Fig. 4-Supplement 1b), and were also242

not a consequence of the longer duration of V1 suppression during movie clips (Fig. 4-243

Supplement 1c,d).244

Differences in CT feedback effects on firing rates to full-screen gratings and movies might245

be related to feedback-mediated changes in bursting, which might be stimulus-dependent246

[75, 76] and can drive high frequency firing. To test this hypothesis, we compared CT247

feedback modulation of burst ratio for gratings vs. movie clips, and found that V1 suppression248

indeed induced stronger bursting for gratings than for movies (Fig. 4-Supplement 1e).249

However, for both movies (Fig. 1-Supplement 2c) and gratings (Fig. 4-Supplement250

1a), CT feedback effects on firing rates were unrelated to those on bursting. Thus, while251

suppression of CT feedback engages bursting overall more strongly for gratings than movies,252

this differential recruitment does not seem to account for differences in CT feedback-related253

modulations of firing rates for movies vs. grating stimuli.254

Alternatively, CT feedback might operate differently on full-screen movie vs. grating255

stimuli, because the stimuli themselves might differentially engage CT feedback to modulate256
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Figure 4 Effects of CT feedback on dLGN firing rate depend on stimulus type.
(a) Comparison of the strength of CT feedback effects on firing rate (feedback modulation index, FMI)
during presentation of full-screen movie clips and gratings. (b) Comparison of the strength of CT feedback
effect on firing rate for blank stimuli interleaved with movies or gratings. Red : mean (LMM), dark lines :
changes in sign of feedback modulation effect with stimulus type from positive for movies to negative for
gratings (solid) and vice versa (dashed). See also Fig. 4-Supplement 1.

dLGN processing. Differential engagement of CT feedback might be related to differences257

in multiple aspects of the two stimulus types, for instance contrast, spatial and temporal258

frequency, or spatial context. With respect to spatial context, a substantial body of lit-259

erature has indicated that one role of CT feedback is to enhance dLGN center-surround260

antagonism [31–35, 37, 39, 77, 78]. Such center-surround antagonism might be stimulus de-261

pendent: recordings in area V1 have demonstrated that the strength of surround modulation262

dynamically changes with the statistics of naturalistic stimuli, and on average is less than263

the surround modulation exerted by large-sized iso-oriented gratings [79].264

To test whether CT feedback effects differ for movies and gratings due to differential265

modulation of dLGN surround suppression, one would ideally compare responses to movies266

and gratings of optimal size, which evoke little surround suppression, in addition to responses267

to both types of full-screen stimuli, which evoke more surround suppression, all while ma-268

nipulating CT feedback. However, due to limited recording time and the impracticality269

of centering movies and gratings over the retinotopically dispersed RFs in dLGN (Fig. 1-270

Supplement 1b) [67], we did not collect responses to optimally sized stimuli. However,271

our recordings did include periods of blank screen, which minimally recruit surround mech-272

anisms. These were short (∼0.3 s) periods directly preceding each full-screen movie and273

grating trial (see e.g. Fig. 1d and Fig. 3a1), as well as blank trials interleaved as one274

condition in the grating experiments. Applying our analyses to these various blank stimuli275

(Fig. 4b, Fig. 4-Supplement 1g–i), we found that CT feedback enhanced mean firing rates276

regardless of blank type or blank period duration (positive firing rate FMIs, mean FMIs: 0.27277

vs. 0.30 vs. 0.36; LMM: F2,76 = 1.69, p = 0.19; Fig. 4b). This CT feedback-related average278
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enhancement for blank stimuli was even stronger than the enhancement observed during279

movie presentation (LMM: F1,116 = 15.1, p = 0.0002), and stronger than the mixed effects280

during grating presentation (LMM: F1,116 = 34.9, p = 3.6 × 10−8). Since the CT feedback281

effects on these various blank stimuli (see also Fig. 4-Supplement 1e–l) did not depend on282

blank period duration or whether blanks were embedded in grating or movie experiments,283

we interpret these findings to represent differential, stimulus-dependent engagement of CT284

feedback.285

These findings are consistent with the interpretation that CT feedback most strongly286

enhances firing rates to blanks in both movie and grating experiments, because the recruit-287

ment of suppressive mechanisms via the indirect inhibitory CT feedback circuit is minimal.288

In contrast, presentation of iso-oriented full-screen gratings likely invokes stronger suppres-289

sive feedback mechanisms, such that overall CT feedback influences would be comprised of290

a mix of direct excitation and indirect inhibition. Suppressing cortex during presentation of291

full-screen gratings would thus result in reduced excitation, but also release from inhibition,292

such that the two effects on firing rate might cancel out. Finally, if indirect inhibitory in-293

fluences of CT feedback were recruited less by full-screen naturalistic movies, CT feedback294

effects on firing rates would more strongly reflect the influences of the direct, excitatory CT295

feedback circuit. Taken together with previous studies in anesthetized cats demonstrating296

that CT feedback-mediated enhancement of dLGN surround suppression can depend on the297

orientation alignment of center and surround [33, 55], these findings suggest that the strength298

and sign of CT feedback gain might be stimulus-dependent and potentially sensitive to the299

statistics of the center and the surround stimulation.300

Effects of locomotion on dLGN responses resemble effects of CT feedback, but are largely301

independent302

Previous studies have reported that responses of mouse dLGN neurons to grating stimuli303

are modulated by locomotion [80–82]. To assess how these findings extend to more complex304

stimuli, we separated the trials with CT feedback intact according to the animals’ locomo-305

tion behavior. When we examined the spike rasters and PSTHs of example neuron 1 in306

control conditions with CT feedback intact (Fig. 5a,b), we found that, despite preserved307

temporal features of the responses (Pearson correlation r = 0.72 between run and sit PSTHs,308

p < 10−6), firing rates were higher overall during locomotion than stationary periods. Addi-309

tionally, during locomotion, the distribution of firing rates was less skewed (γ = 1.15 vs. 1.45310

during stationary trials), with a decrease in low and an increase in medium firing rates (KS311

test, p < 10−6). This pattern was also observed in the population of dLGN neurons, where312

firing rates were consistently higher for trials with locomotion compared to trials when the313
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animal was stationary (12.7 vs. 9.7 spikes/s; LMM: F1,194.1 = 15.4, p = 0.00012; Fig. 5c).314

Similar to previous reports using gratings [80, 83], we found that bursting was lower during315

locomotion than stationary periods (0.045 vs. 0.068; LMM: F1,185.4 = 28.5, p = 2.7 × 10−7;316

Fig. 5d). Beyond these established measures, using movie clips allowed us to test the effects317

of locomotion on additional response properties: trials with locomotion were associated with318

lower sparseness (0.40 vs. 0.47; LMM: F1,181.9 = 22.7, p = 3.8 × 10−6; Fig. 5e) and lower319

trial-to-trial reliability (0.14 vs. 0.17; LMM: F1,190.0 = 10.1; p = 0.0018; Fig. 5f). This320

locomotion-related decrease of reliability could be related to, but is likely not fully explained321

by, the increase in eye movements typically associated with running (Fig. 5-Supplement322

1h,i) [80, 84]. These analyses demonstrate that in dLGN, processing of naturalistic movie323

clips is robustly modulated by locomotion. Curiously, in all aspects tested, these modula-324

tions by locomotion had the same signatures as those of CT feedback: increased firing rates,325

reduced bursting, and decreased sparseness and trial-to-trial reliability.326

Since the effects of CT feedback and locomotion closely resembled each other, and since327

L6CT neurons themselves are modulated by locomotion [85], are the effects of locomotion328

on dLGN responses inherited via feedback from cortex? To test this hypothesis, we next329

focused on only those trials with V1 suppression and repeated the separation according to330

locomotion (Fig. 5g–h). These analyses revealed that effects of locomotion persisted, even if331

CT feedback was suppressed (Fig. 5i–l; firing rate: 9.7 vs. 7.5 spikes/s; LMM: F1,183.2 = 18.1,332

p = 3.3 × 10−5; burst ratio: 0.084 vs. 0.12 spikes/s; LMM: F1,193.1 = 28.3, p = 2.8 × 10−7;333

sparseness: 0.47 vs. 0.56; LMM: F1,179.5 = 54.7, p = 5.1 × 10−12; reliability: 0.14 vs. 0.18;334

LMM: F1,187.5 = 22.0, p = 5.3× 10−6).335

Finally, to test more directly the relationship between effects of behavioral state and CT336

feedback, we compared CT feedback and running-related modulations on a neuron-by-neuron337

basis. First, we hypothesized that if effects of locomotion on dLGN responses were inherited338

from primary visual cortex, such effects should vanish during V1 suppression (Fig. 6a0).339

However, consistent with our observations above (Fig. 5i–l), even during V1 suppression,340

running-related modulations were significantly different from 0 (firing rate run modulation341

index (RMI): 0.18 ± 0.06; burst ratio: −0.17 ± 0.12; sparseness: −0.12 ± 0.04; reliability:342

−0.11±0.08; Fig. 6a1−4). In fact, the degree of running modulation was correlated between343

feedback and suppression conditions (firing rate: slope of 0.51 ± 0.12; burst ratio: slope of344

0.38 ± 0.2; sparseness: slope of 0.44 ± 0.14; reliability: slope of 0.50 ± 0.15; Fig. 6a1−4).345

Interestingly, for firing rates and burst ratios, locomotion effects were slightly stronger, on346

average, with CT feedback intact compared to V1 suppression (firing rate RMI: 0.23 vs.347

0.20; LMM: F1,168.3 = 4.3, p = 0.04, Fig. 6a1; burst ratio RMI: −0.25 vs. −0.17; LMM:348

F1,154.7 = 6.3, p = 0.013, Fig. 6a2), indicating that these two modulatory influences likely349

14

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 25, 2021. ; https://doi.org/10.1101/776237doi: bioRxiv preprint 



0.01 1 100
0.01

1

100

0.0 0.5
0.0

0.5

0.0 0.5
0.0

0.5

0.01 1 100
0.01

1

100

0.001 0.01 0.1 1

0.001

0.01

0.1

1

0.001 0.01 0.1 1

0.001

0.01

0.1

1

0.0 0.5 1.0
0.0

0.5

1.0

0.0 0.5 1.0
0.0

0.5

1.0

0 1 2 3 4 5
Time (s)

0

20

40

F
ir

in
g 

ra
te

 (
sp

k/
s)

a Neuron 1

Movie

Run

Sit

b

T
ri

al
T

ri
al

c

R
un

Firing rate (spk/s)
d

Burst ratio

Sit

i

Sit

R
un

Sparseness

Sit

j

Sit

Feedback

e f

R
un

R
un

k l

Firing rate (spk/s) Burst ratio

Sparseness Reliability

R
un

S
it

Suppression

0 1 2 3 4 5
Time (s)

g

h

Reliability

Figure 5 Effects of locomotion on dLGN responses resemble those of CT feedback, but persist even during
V1 suppression.
(a) Spike raster of example neuron 1 (same as Fig. 1d) in response to a naturalistic movie clip during
locomotion and stationary trials with CT feedback intact. Top: trials with run speed > 1 cm/s; bottom:
trials with run speed < 0.25 cm/s, both for at least > 50% of each trial. Red : burst spikes. (b) Corresponding
PSTHs. Green: locomotion, orange: stationary; black bar : duration of movie clip. (c–f) Comparison of firing
rates (c), burst ratio (d), sparseness (e), and trial-to-trial reliability (f) during locomotion and stationary
trials. Black markers in (c,d,f) correspond to individually significant observations (Welch’s t-test). (g–l)
Same as (a–f), for locomotion and stationary trials during V1 suppression. See also Fig. 5-Supplement 1.
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interact.350

We next tested the hypothesis that CT feedback might have a stronger impact during351

active behavioral states than during quiescence. Indeed, it has previously been shown that352

during brain states associated with anesthesia, the responsiveness of feedback circuits is353

particularly reduced [30, 56, 57]. One might therefore predict that during quiescence, if354

feedback circuits were already completely disengaged, we should not be able to observe355

further effects of V1 suppression (Fig. 6b0). This was clearly not the case, because CT356

feedback effects were correlated across behavioral states (firing rate: slope of 0.72±0.10; burst357

ratio: slope of 0.34± 0.15; sparseness: slope of 0.85± 0.12; reliability: slope of 0.43 ± 0.14;358

Fig. 6b1−4). In addition, and similar to the slightly stronger RMIs during feedback, we359

discovered a locomotion-dependent CT feedback effect for firing rates and burst ratios. CT360

feedback effects were slightly stronger, on average, during locomotion than during quiescence361

(firing rate FMI: 0.18 vs. 0.15; LMM: F1,172.8 = 3.5, p = 0.065; Fig. 6b1; burst ratio FMI:362

−0.27 vs. −0.19; LMM: F1,166.9 = 6.8, p = 0.0097; Fig. 6b2). This subtle interaction363

between behavioral state and CT feedback effects might relate to a previous finding, where364

careful dissection of brain states by depth of anesthesia had already suggested that the365

effects of transient cortical inactivation on dLGN responses were more evident during lighter366

anesthesia, i.e., during desynchronized cortical activity [43]. Our ability to observe effects of367

V1 suppression in dLGN while the animal was stationary suggests that CT feedback circuits368

are engaged even under conditions of behavioral quiescence and underscores that effects of369

CT feedback and behavioral state are largely independent.370

Finally, if modulations by CT feedback and behavioral state exploited the same circuitry,371

neurons experiencing strong modulation by V1 suppression should also be strongly affected372

by locomotion (Fig. 6c0). Contrary to this prediction, we found that effects of CT feedback373

(FMI) and behavioral state (RMI) were uncorrelated (firing rate: slope of 0.054±0.13; burst374

ratio: slope of −0.11±0.13; sparseness: slope of −0.053±0.21; reliability: slope of −0.095±375

0.12; Fig. 6c1−4). Together, these comparisons demonstrate that effects of behavioral state376

associated with locomotion and effects of CT feedback are largely independent.377

Discussion378

In this study, we used naturalistic movies to reveal that corticothalamic feedback can have379

substantial and consistent effects on dLGN responses. First, we show that V1 suppression380

reduces time-varying dLGN firing rates, and leads to increases in bursting, sparseness and381

trial-to-trial reliability. While changes of time-varying responses to movies were generally382

well predicted via a divisive reduction in response gain, a simple threshold-linear model383

could not capture the full spectrum of V1 suppression effects, in particular the nonlinearities384
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arising from burst spiking. Second, we demonstrate that effects of V1 suppression on firing385

rate were more consistent and therefore stronger overall for naturalistic movies than for386

gratings, potentially related to the differential engagement of CT feedback as a function387

of stimulus context. Third, we show that CT feedback effects on dLGN activity closely388

resemble effects of behavioral state, as assessed by locomotion. We demonstrate, however,389

that the effects of V1 suppression on firing rate, bursting, sparseness and reliability are largely390

independent of modulations by behavioral state, and importantly, that effects of locomotion391

persist even when V1 activity is suppressed. Together, these findings demonstrate that392

behavioral modulations of dLGN activity are not simply inherited from cortex. Overall, our393

findings highlight that dLGN activity can be reliably modulated by two extra-retinal sources394

– cortical feedback and locomotion – which exert their influences via largely separate routes.395

To manipulate CT feedback, we chose a global V1 suppression approach based on opto-396

genetic activation of ChR2 expressed in local PV+ inhibitory interneurons [41, 46–48, 86].397

ChR2-based activation of local PV+ inhibitory interneurons results in reliable, continu-398

ous, and strong suppression of V1 L6 CT neurons, compared to alternative optogenetic399

approaches involving direct photosuppression of L6 CT neurons using archaerhodopsin and400

halorhodopsin [25, 41]. These light-driven pumps pose challenges in terms of light power401

requirements, temporal decay of sensitivity, and effects on intracellular ion homeostasis402

[62, 86]. While silencing by excitation of inhibitory interneurons can exploit the robust403

effects of GABA-mediated inhibition in cortical circuits, it comes with a limitation in speci-404

ficity. In addition to the direct L6 → thalamus circuit, indirect, polysynaptic effects might405

be exerted via alternative routes. One example is L5 corticofugal pyramidal cells projecting406

to the superior colliculus (SC), where tectogeniculate neurons in the superficial layers pro-407

vide retinotopically organized, driving inputs to the dorsolateral shell region of the dLGN408

[87]. To address this lack of specificity, in control experiments, we replaced photoactivation409

of PV+ neurons with direct, selective suppression of V1 Ntsr1+ neurons, which overlap by410

at least 90% with L6 CT pyramidal cells [63, 64]. Since photosuppression via the novel411

light-gated chloride channel stGtACR2 [62] did not alter any of our conclusions regarding412

the effects of CT feedback on dLGN responses, we assume that the effects of V1 suppression413

to a large degree reflect the specific impact of the L6 CT circuit. L6 CT neurons, however,414

have an intracortical axon collateral making privileged connections with a translaminar PV+415

interneuron subtype in L6 [63, 88], which in turn strongly regulates the gain of the entire416

V1 column [41, 63, 88]. Since suppression of L6 CT neurons increases the gain in V1 [41],417

and since this is the opposite of the global effects of V1 suppression via PV+ activation, it418

is unlikely that the observed modulations of dLGN are largely driven by alternative circuits.419

Nevertheless, decisively ruling out alternative circuits would require the selective suppression420
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of L6 CT axon terminals at the thalamic target.421

Cortical layer 6 is well known for its especially high diversity of neuronal cell types422

[16]. Even within the population of L6 CT pyramidal cells there is heterogeneity, with at423

least 2 subtypes defined by morphology [88–90], 3 subtypes defined by electrophysiology424

and morphology [90], and 4 major subtypes defined by transcriptomics [89, 90]. Whether425

these subtypes mediate different aspects of feedback modulations is currently unknown. In426

the visual system of primates and carnivores, CT feedback circuits seem to be organized427

into distinct streams [91–93] whose functional organization mimics that of the feedforward428

streams. Whether the known subtypes in mice can convey independent, stream-specific429

information is currently unknown, partly because already at the level of feedforward pro-430

cessing, the notion of streams in mouse dLGN is a matter of ongoing debate [94, 94–97], and431

response properties are diverse [67, 68, 98]. Our own assessment of CT feedback effects re-432

vealed few systematic differences for various dLGN cell-type classifications. Such an absence433

of differences, however, is not surprising, because our manipulation approaches nonspecifi-434

cally suppressed all L6 CT neuron subtypes. Once genetic targeting of L6 CT subtypes is435

possible [99, 100], it will be important to test the stream-specificity of CT feedback in the436

mouse.437

Our analyses of the time-varying firing rates in response to naturalistic movies revealed438

that V1 suppression results in a robust decrease of geniculate response gain. Divisive CT439

feedback effects have also been previously reported for contrast response functions of parvo-440

cellular dLGN neurons in anesthetized macaques [42]. Such divisive gain modulations were441

commonly thought to arise from shunting inhibition, as opposed to hyperpolarizing inhibi-442

tion. From simulations, however, it has become clear that in the suprathreshold regime,443

the effect of shunting synapses is also subtractive [101], even if voltage-dependent inhibitory444

conductances are considered [102]. Instead, a crucial element to produce gain modulations445

seems to be changes in the level of synaptically driven Vm fluctuations, often called “synaptic446

noise” [103–105]. Indeed, in vivo V1 recordings suggest that the combined impact of changes447

in Vm fluctuations, input resistance, and depolarization is needed to produce gain changes448

[106]. These cellular properties are altered by both feedback [105] and neuromodulation449

[107], not only in cortex [108] but also in the corticothalamic system [109]. Here, “synap-450

tic noise” together with varying degrees of T-type channel recruitment has been shown to451

change the slope of the input-output function and alter the temporal filtering characteristics452

of thalamic relay cells [109, 110]. Thus, by providing variable synaptic input and affecting453

membrane depolarization, CT feedback might be in a prime position to dynamically tune454

the gain of the thalamic relay; elucidating the underlying cellular mechanisms will be an455

important step in the future.456
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In addition to potentially contributing to the observed gain modulations, “synaptic noise”457

from CT feedback may also help explain the less precise and less reliable dLGN responses458

we observed when feedback was left intact. Specifically, V1 neurons are known to exhibit459

about double the trial-to-trial variability of simultaneously recorded dLGN neurons [111], and460

eliminating variable cortical input might reveal the even greater reliability of feed-forward461

retinal inputs [111].462

Our analyses of movie and grating response characteristics showed that V1 suppression463

robustly and consistently biased geniculate activity towards burst firing mode. Burst firing464

mode occurs when dLGN neurons undergo sustained (≥ 100 ms) hyperpolarization [65],465

which allows for the de-inactivation of low-threshold T-type calcium channels abundant in466

thalamus [112]. Previous intracellular recordings in cat dLGN have revealed that cortical467

ablation can hyperpolarize the resting membrane potential of dLGN relay cells by ∼ 9 mV,468

enough to push them into burst-firing mode [113]. Conversely, direct optogenetic activation469

of L6 CT neurons in primary somatosensory cortex has been shown to decrease burst mode470

firing [114]. In burst firing mode, reminiscent of the effects we observed during V1 suppres-471

sion, dLGN spontaneous activity is low [65], stimulus-evoked responses show phase-advance472

[75, 115] and high trial-to-trial reliability [115]. The increase in trial-to-trial response re-473

liability we observed during V1 suppression might therefore be explained not only by the474

removal of a more variable input as mentioned above [111], but also by a shift towards burst475

mode, where retinogeniculate communication efficacy is elevated [116].476

Theories about the function of thalamic firing modes can also provide a useful framework477

for interpreting the effects of CT feedback we observed here, in particular since the greater478

precision and trial-to-trial reliability of responses during V1 suppression might be unexpected479

at first glance. Thalamic burst mode is often linked with “inattentive states”, where the480

sudden appearance or change of a visual stimulus from non-preferred to preferred RF contents481

[117–119] can reliably trigger a thalamic burst. Bursting is associated with high signal-to-482

noise, well-suited for stimulus detection [65, 120]. In addition, thalamic burst mode is known483

to augment the efficacy of retinal input to drive spiking in dLGN [116], and increases the484

probability of relay between thalamus and cortex, because bursts drive large postsynaptic485

potentials [121]. This in turn might lead to depolarizing CT feedback, switching the thalamus486

to tonic mode and allowing more faithful, linear relay of information with a higher dynamic487

range, better suited for encoding of more finely graded details [65, 109]. Sherman has488

termed this process a “wake-up-call” for cortex [65, 117], which could represent a neural489

implementation of bottom-up attention in dLGN [122]. To understand if CT feedback is490

indeed recruited for detailed perceptual analyses, an essential next step would be to measure491

the activity of L6 CT neurons under behaviorally relevant conditions. Interestingly, in the492
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auditory system, activation of L6 CT feedback has been shown to influence sound perception,493

with enhancements of sound detection or discrimination behavior, depending on the relative494

timing between CT spiking and stimulus onset [123]. Beyond having broad impact on coding495

regimes and transmission, bursting in thalamus is also known to have specific computational496

properties, such as efficiently encoding high- and low-frequency information in parallel [124].497

So far, most studies using naturalistic stimuli to probe dLGN responses have been per-498

formed in anesthetized animals and have not considered CT feedback [117–119, 125–127].499

Similarly, most studies investigating the impact of CT feedback have relied on artificial500

stimuli [25, 34, 41, 44]. Combining both manipulations to directly compare the effects of501

CT feedback during naturalistic movies and gratings, we found evidence that CT feedback502

modulates firing rates at the geniculate level in a stimulus-dependent fashion. For artificial503

stimuli, such as gratings and bars, it has long been known that CT feedback can enhance504

dLGN surround suppression by increasing responses to small stimuli and reducing responses505

to large stimuli [31–35, 37, 39, 77, 78]. Such CT feedback mediated enhancement of sur-506

round suppression might result from recruitment of a more narrow direct excitatory and a507

wider indirect inhibitory CT feedback component according to grating size [78], with the508

balance shifting more towards direct excitation for small gratings and more towards indirect509

inhibition for large gratings. Size, however, is likely not the only determinant of relative re-510

cruitment of CT feedback circuits: for instance, V1 ablation or pharmacological suppression511

in anesthetized cats leads to more prominent reductions of dLGN surround suppression for512

iso- vs. cross-oriented gratings [33, 55], suggesting an additional role of stimulus context. For513

naturalistic stimuli with complex context, measurements in area V1 have already demon-514

strated that surround suppression is generally lower than for iso-oriented gratings, and is515

flexibly invoked depending on the specific statistics in the RF center and surround [79]. The516

differential effect of CT feedback on dLGN firing rates for full-screen naturalistic movies517

and iso-oriented gratings observed in our study might therefore be parsimoniously explained518

by differences in the relative strength of direct excitatory and indirect inhibitory CT feed-519

back. It would be of prime interest to measure, in future experiments, size tuning curves520

with and without CT feedback using different stimuli, such as naturalistic movies, iso- and521

cross-oriented gratings. Given our results, we predict that CT feedback would affect firing522

rate responses to full-screen cross-oriented gratings more similarly to full-screen naturalistic523

movies than would iso-oriented gratings.524

By measuring the effects of V1 suppression during different behavioral states, and by525

measuring locomotion effects with and without CT feedback, we found that locomotion and526

CT feedback had similar effects on dLGN responses, but operated via largely separate cir-527

cuits. The independence of modulations by CT feedback and behavioral state is remarkable:528
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neuromodulation accompanying locomotion also affects cortical layer 6, which receives dense529

cholinergic afferents from basal forebrain [128], and mouse V1 L6 CT neurons increase action530

potential firing in slice recordings upon bath application of ACh [129]. Potentially related,531

many V1 L6 CT neurons themselves increase activity during locomotion or arousal [85, 130].532

While it is therefore unclear why such modulations of V1 L6 CT neurons only contribute533

relatively little to the dLGN locomotion effects, our result is similar to recent findings in534

superior colliculus (SC), where locomotion-related response modulations were also indepen-535

dent of V1 feedback [131]. If not inherited from CT feedback [see also 132, 133], which536

alternative circuits could mediate the effects of locomotion in dLGN [80–82]? Locomotion is537

accompanied by arousal [134], which in turn involves various neuromodulatory influences [re-538

viewed in 135]. For instance, norepinephrine from the locus coeruleus (LC) and acetylcholine539

(ACh) from the midbrain are known to act directly on the thalamus [reviewed in 136, 137]540

and could drive some of the arousal-related depolarizing effects on firing rate independent of541

cortical feedback, for instance by blocking a long-lasting Ca2+-dependent K+ current [138].542

In addition, electrical stimulation of the LC [139] and the parabrachial region (PBR) [140]543

within the mesencephalic locomotor region (MLR), and direct application of noradrenergic544

[141] and cholinergic [137, 142] agonists within dLGN, are sufficient to reduce thalamic burst545

mode firing. Finally, at least part of the locomotion effects in dLGN might also be related546

to modulations of retinal output [131, 143]. Indeed, two-photon calcium imaging of retinal547

ganglion cell boutons in dLGN [143] and SC [131] revealed that their activity can be mod-548

ulated by locomotion, albeit with an overall suppressive effect. In future studies, it will be549

key to further dissect the contributions of retinal, cortical and potentially collicular modu-550

lations, and the different neuromodulatory sources of behavioral state-related modulations551

in thalamic targets.552
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Materials and Methods561

All procedures complied with the European Communities Council Directive 2010/63/EC562

and the German Law for Protection of Animals, and were approved by local authorities,563

following appropriate ethics review.564

Surgical procedures565

Experiments were carried out in 6 adult PV-Cre mice (median age at first recording ses-566

sion: 23.5 weeks; B6;129P2-Pvalbtm1(cre)Arbr/J; Jackson Laboratory) and 3 adult Ntsr1-Cre567

mice (median age: 29.4 weeks; B6.FVB(Cg)-Tg(Ntsr1-cre)GN220Gsat/Mmcd; MMRRC)568

of either sex. Thirty minutes prior to the surgical procedure, mice were injected with an569

analgesic (Metamizole, 200 mg/kg, sc, MSD Animal Health, Brussels, Belgium). To induce570

anesthesia, animals were placed in an induction chamber and exposed to isoflurane (5% in571

oxygen, CP-Pharma, Burgdorf, Germany). After induction of anesthesia, mice were fixated572

in a stereotaxic frame (Drill & Microinjection Robot, Neurostar, Tuebingen, Germany) and573

the isoflurane level was lowered (0.5%–2% in oxygen), such that a stable level of anesthesia574

could be achieved as judged by the absence of a pedal reflex. Throughout the procedure,575

the eyes were covered with an eye ointment (Bepanthen, Bayer, Leverkusen, Germany) and576

a closed loop temperature control system (ATC 1000, WPI Germany, Berlin, Germany) en-577

sured that the animal’s body temperature was maintained at 37◦ C. At the beginning of the578

surgical procedure, an additional analgesic was administered (Buprenorphine, 0.1 mg/kg, sc,579

Bayer, Leverkusen, Germany) and the animal’s head was shaved and thoroughly disinfected580

using idodine solution (Braun, Melsungen, Germany). Before performing a scalp incision581

along the midline, a local analgesic was delivered (Lidocaine hydrochloride, sc, bela-pharm,582

Vechta, Germany). The skin covering the skull was partially removed and cleaned from583

tissue residues with a drop of H2O2 (3%, AppliChem, Darmstadt, Germany). Using four584

reference points (bregma, lambda, and two points 2 mm to the left and to the right of585

the midline respectively), the animal’s head was positioned into a skull-flat configuration.586

The exposed skull was covered with OptiBond FL primer and adhesive (Kerr dental, Ras-587

tatt, Germany) omitting three locations: V1 (AP: −2.8 mm, ML: −2.5 mm), dLGN (AP:588

−2.3 mm, ML: −2 mm), and a position roughly 1.5 mm anterior and 1 mm to the right589

of bregma, designated for a miniature reference screw (00-96 X 1/16 stainless steel screws,590

Bilaney) soldered to a custom-made connector pin. 2 µL of the adeno-associated viral vec-591

tor rAAV9/1.EF1a.DIO.hChR2(H134R)-eYFP.WPRE.hGH (Addgene, #20298-AAV9) was592

dyed with 0.3 µL fast green (Sigma-Aldrich, St. Louis, USA). After performing a small593

craniotomy over V1, in PV-Cre mice a total of ∼ 0.5 µL of this mixture was injected across594

the entire depth of cortex (0.05 µL injected every 100 µm, starting at 1000 µm and ending at595
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100 µm below the brain surface), using a glass pipette mounted on a Hamilton syringe (SYR596

10 µL 1701 RN no NDL, Hamilton, Bonaduz, Switzerland). In V1 of Ntsr1-Cre mice, we in-597

jected 0.35 µL of stGtACR2 (pAAV hSyn1-SIO-stGtACR2-FusionRed, Addgene, #105677;598

0.05 µL injected every 100 µm, starting at 1000 µm and ending at 500 µm below the brain599

surface). A custom-made lightweight stainless steel head bar was positioned over the poste-600

rior part of the skull such that the round opening in the bar was centered on V1/dLGN. The601

head bar was attached with dental cement (Ivoclar Vivadent, Ellwangen, Germany) to the602

primer/adhesive. The opening was later filled with the silicone elastomer sealant Kwik-Cast603

(WPI Germany, Berlin, Germany). At the end of the procedure, an antibiotic ointment604

(Imex, Merz Pharmaceuticals, Frankfurt, Germany) or iodine-based ointment (Braunodi-605

von, 10%, B. Braun, Melsungen, Germany) was applied to the edges of the wound and a606

long-term analgesic (Meloxicam, 2 mg/kg, sc, Böhringer Ingelheim, Ingelheim, Germany)607

was administered and for 3 consecutive days. For at least 5 days post-surgery, the animal’s608

health status was assessed via a score sheet. After at least 1 week of recovery, animals were609

gradually habituated to the experimental setup by first handling them and then simulat-610

ing the experimental procedure. To allow for virus expression, neural recordings started no611

sooner than 3 weeks after injection. On the day prior to the first day of recording, mice612

were fully anesthetized using the same procedures as described for the initial surgery, and a613

craniotomy (ca. 1.5 mm2) was performed over dLGN and V1 and re-sealed with Kwik-Cast614

(WPI Germany, Berlin, Germany). As long as the animals did not show signs of discom-615

fort, the long-term analgesic Metacam was administered only once at the end of surgery, to616

avoid any confounding effect on experimental results. Recordings were performed daily and617

continued for as long as the quality of the electrophysiological signals remained high.618

Electrophysiological recordings, optogenetic suppression of V1, perfusion619

Head-fixed mice were placed on an air-cushioned Styrofoam ball, which allowed the ani-620

mal to freely move. Two optical computer mice interfaced with a microcontroller (Arduino621

Duemilanove) sampled ball movements at 90 Hz. To record eye position and pupil size, the622

animal’s eye was illuminated with infrared light and monitored using a zoom lens (Navitar623

Zoom 6000) coupled with a camera (Guppy AVT camera; frame rate 50 Hz, Allied Vision,624

Exton, USA). Extracellular signals were recorded at 30 kHz (Blackrock microsystems). For625

each recording session, the silicon plug sealing the craniotomy was removed. For V1 record-626

ings, a 32 or 64 channel silicon probe (Neuronexus, A1x32-5mm-25-177, A1x32Edge-5mm-627

20-177-A32 or A1x64-Poly2-6mm-23s-160) was lowered into the brain to a median depth of628

1025 µm. For dLGN recordings, a 32 channel linear silicon probe (Neuronexus A1x32Edge-629

5mm-20-177-A32) was lowered to a depth of ∼ 2300–3611 µm below the brain surface. We630
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judged recording sites to be located in dLGN based on the characteristic progression of RFs631

from upper to lower visual field along the electrode shank [67] (Fig. 1-Supplement 1b), the632

presence of responses strongly modulated at the temporal frequency of the drifting gratings633

(F1 response), and the preference of responses to high temporal frequencies [67, 144]. For634

post hoc histological reconstruction of the recording site, the electrode was stained with DiI635

(Invitrogen, Carlsbad, USA) for one of the final recording sessions.636

For photostimulation of V1 PV+ inhibitory interneurons, an optic fiber (910 µm diam-637

eter, Thorlabs, Newton, USA) was coupled to a light-emitting diode (LED, center wavelength638

470 nm, M470F1, Thorlabs, Newton, USA; or center wavelength 465 nm, LEDC2 465/635 SMA,639

Doric Lenses, Quebec, Canada) and positioned with a micromanipulator less than 1 mm640

above the exposed surface of V1. A black metal foil surrounding the tip of the head bar641

holder prevented the photostimulation light from reaching the animal’s eyes. To ensure that642

the photostimulation was effective, the first recording session for each mouse was carried643

out in V1. Only if the exposure to light reliably induced suppression of V1 activity was644

the animal used for subsequent dLGN recordings. For gratings, photostimulation started645

either 0.1 s before stimulus onset and ended 0.1 s after stimulus offset (2 experiments),646

or photostimulation started 0.3 s before stimulus onset and ended 0.2 s after stimulus off-647

set (11 experiments), or photostimulation started 0.3 s before stimulus onset and ended648

0.45 s after stimulus offset (12 experiments). For movie clips, photostimulation started ei-649

ther 0.1 s before stimulus onset and ended 0.1 s after stimulus offset (2 experiments), or650

photostimulation started 0.3 s before stimulus onset and ended 0.45 s after stimulus offset651

(45 experiments). LED light intensity was adjusted on a daily basis to evoke reliable ef-652

fects (median intensity: 13.66 mW/mm2 for activating ChR2 in PV-Cre mice, and 10.84653

mW/mm2 for activating stGtACR2 in Ntsr1-Cre mice, as measured at the tip of the optic654

fiber). Since the tip of the fiber never directly touched the surface of the brain, and since the655

clarity of the surface of the brain varied (generally decreasing every day following the cran-656

iotomy), the light intensity delivered even to superficial layers of V1 was inevitably lower.657

Importantly, changes in dLGN firing rates induced by V1 suppression (FMI, see below) did658

not differ, on average, from those induced by behavioral state (RMI, see below) (firing rate:659

FMI 0.20 vs. RMI 0.15, LMM: F1,145.7 = 3.02, p = 0.08; burst ratio: FMI −0.27 vs. RMI660

−0.28, F1,124.0 = 0.002, p = 0.97; sparseness: FMI −0.12 vs. RMI −0.14, F1,144.9 = 1.03,661

p = 0.31; reliability: FMI −0.084 vs. −0.037, F1,183.0 = 1.96, p = 0.16; Fig. 6c), indicating662

that optogenetic stimulation effects were not outside the physiological range.663

After the final recording session, mice were first administered an analgesic (Metamizole,664

200 mg/kg, sc, MSD Animal Health, Brussels, Belgium) and following a 30 min latency665

period were transcardially perfused under deep anesthesia using a cocktail of Medetomidin666
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(Domitor, 0.5 mg/kg, Vetoquinol, Ismaning, Germany), Midazolam (Climasol, 5 mg/kg, Ra-667

tiopharm, Ulm, Germany) and Fentanyl (Fentadon, 0.05 mg/kg, Dechra Veterinary Products668

Deutschland, Aulendorf, Germany) (ip). A few animals, which were treated according to669

a different license, were anesthetized with sodium pentobarbital (Narcoren, 400 mg/kg, ip,670

Böhringer Ingelheim, Ingelheim, Germany). Perfusion was first done with Ringer’s lactate671

solution followed by 4% paraformaldehyde (PFA) in 0.2 M sodium phosphate buffer (PBS).672

Histology673

To verify recording site and virus expression, we performed histological analyses. Brains674

were removed, postfixed in PFA for 24 h, and then rinsed with and stored in PBS at 4◦
675

C. Slices (40 µm) were cut using a vibrotome (Leica VT1200 S, Leica, Wetzlar, Germany),676

mounted on glass slides with Vectashield DAPI (Vector Laboratories, Burlingame, USA),677

and coverslipped. A fluorescent microscope (BX61, Olympus, Tokyo, Japan) was used to678

inspect slices for the presence of yellow fluorescent protein (eYFP) and DiI. Recorded images679

were processed using FIJI [145, 146].680

Visual stimulation681

Visual stimuli were presented on a liquid crystal display (LCD) monitor (Samsung Sync-682

Master 2233RZ, 47×29 cm, 1680×1050 resolution at 60 Hz, mean luminance 50 cd/m2)683

positioned at a distance of 25 cm from the animal’s right eye (spanning ∼ 108×66◦, small684

angle approximation) using custom written software (EXPO, https://sites.google.com/a/nyu.685

edu/expo/home). The display was gamma-corrected for the presentation of artificial stimuli,686

but not for movies (see below).687

To measure receptive fields (RFs), we mapped the ON and OFF subfields with a sparse688

noise stimulus. The stimulus consisted of nonoverlapping white and black squares on a689

square grid, each flashed for 200 ms. For dLGN recordings, the square grid spanned 60◦ on690

a side, while individual squares spanned 5◦ on a side. For a single experiment the vertical691

extent was reduced to 50◦. For subsequent choices of stimuli, RF positions and other tuning692

preferences were determined online after each experiment based on multiunit activity, i.e.693

high-pass filtered signals crossing a threshold of 4.5 to 6.5 SD.694

We measured single unit orientation preference by presenting full-screen, full-contrast695

drifting sinusoidal gratings of either 12 (23 experiments) or 8 (2 experiments) different,696

pseudo-randomly interleaved orientations (30◦ or 45◦ steps). For dLGN recordings, spatial697

frequency was either 0.02 cyc/◦ (17 experiments) or 0.04 cyc/◦ (8 experiments) and temporal698

frequency was either 2 Hz (2 experiments) or 4 Hz (23 experiments). One blank condition699

(i.e., mean luminance gray screen) was included to allow measurements of spontaneous ac-700

tivity. The stimulus duration was either 2 s (23 experiments) or 5 s (2 experiments), with701
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an interstimulus interval (ISI) of 2.4 s (21 experiments) or 1.25 s (2 experiments). For two702

Ntsr1-Cre experiments, ISIs varied and were either 0.58 s or 1.09 s.703

For laminar localization of neurons recorded in V1, we presented a full-screen, contrast-704

reversing checkerboard at 100% contrast, with a spatial frequency of either 0.01 cyc/◦ (2 ex-705

periments) or 0.02 cyc/◦ (5 experiments) and a temporal frequency of 0.5 cyc/s.706

Movies were acquired using a hand-held consumer-grade digital camera (Canon Power-707

Shot SD200) at a resolution of 320×240 pixels and 60 frames/s. Movies were filmed close to708

the ground in a variety of wooded or grassy locations in Vancouver, BC, and contained little709

to no forward/backward optic flow, but did contain simulated gaze shifts (up to 275◦/s),710

generated by manual camera movements (for example movies, see Fig. 1-Video 1 and711

Fig. 1-Video 2). Focus was kept within 2 m and exposure settings were set to automatic.712

The horizontal angle subtended by the camera lens was 51.6◦. No display gamma correction713

was used while presenting movies, since consumer-grade digital cameras are already gamma714

corrected for consumer displays [147]. For presentation, movies were cut into 5 s clips and715

converted from color to grayscale. Movie clips were presented full-screen with an ISI of716

1.25 s (43 experiments). For two Ntsr1-Cre experiments, ISIs varied and were either 0.58 s717

or 1.08 s. white noise: Different clips were presented in pseudorandom order,718

Spike sorting719

To obtain single unit activity from extracellular recordings, we used the open source,720

Matlab-based, automated spike sorting toolbox Kilosort [148]. Resulting clusters were man-721

ually refined using Spyke [149], a Python application that allows the selection of channels722

and time ranges around clustered spikes for realignment, as well as representation in 3D723

space using dimension reduction (multichannel PCA, ICA, and/or spike time). In 3D, clus-724

ters were then further split via a gradient-ascent based clustering algorithm (GAC) [150].725

Exhaustive pairwise comparisons of similar clusters allowed the merger of potentially over-726

clustered units. For subsequent analyses, we inspected autocorrelograms and mean voltage727

traces, and only considered units that displayed a clear refractory period and a distinct spike728

waveshape. All further analyses were carried out using the DataJoint framework [151] with729

custom-written code in Python.730

Response characterization731

We used current source density (CSD) analysis for recordings in area V1 to determine732

the laminar position of electrode contacts. To obtain the LFP data we first down-sampled733

the signal to 1 kHz before applying a bandpass filter (4–90 Hz, 2nd-order Butterworth filter).734

We computed the CSD from the second spatial derivative of the local field potentials [152],735

and assigned the base of layer 4 to the contact that was closest to the earliest CSD polarity736
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inversion. The remaining contacts were assigned to supragranular, granular and infragranular737

layers, assuming a thickness of ∼ 1 mm for mouse visual cortex [153].738

In recordings targeting dLGN, we used the envelope of multi-unit spiking activity (MUAe)739

[154] to determine RF progression (Fig. 1-Supplement 1b). Briefly, we full-wave rectified740

the high-pass filtered signals (cutoff frequency: 300 Hz, 4th-order non-causal Butterworth741

filter) before performing common average referencing by subtracting the median voltage742

across all channels in order to eliminate potential artifacts (e.g. movement artifacts). We743

then applied a low-pass filter (cutoff frequency: 500 Hz, Butterworth filter) and down-744

sampled the signal to 2 kHz. Recording sessions for which RFs did not show the retinotopic745

progression typical of dLGN (Fig. 1-Supplement 1b) [67] were excluded from further746

analysis.747

Each unit’s peristimulus time histogram (PSTH, i.e., the response averaged over trials)748

was calculated by convolving a Gaussian of width 2σ = 20 ms with the spike train collapsed749

across all trials, separately for each condition.750

We defined bursts according to [75], which required a silent period of at least 100 ms before751

the first spike in a burst, followed by a second spike with an interspike interval < 4 ms. Any752

subsequent spikes with preceding interspike intervals < 4 ms were also considered to be part753

of the burst. All other spikes were regarded as tonic. We computed a burst ratio (the number754

of burst spikes divided by the total number of spikes) and compared this ratio in conditions755

with CT feedback intact vs. V1 suppression or during locomotion vs. stationary conditions.756

PSTHs for burst spikes were calculated by only considering spikes that were part of bursts757

before collapsing across trials and convolving with the Gaussian kernel (see above). PSTHs758

for non-burst spikes were calculated in an analogous way.759

To quantify the effect of V1 suppression on various response properties, we defined the760

feedback modulation index (FMI) as761

FMI =
feedback− suppression

feedback + suppression
(1)

Characterization of responses to naturalistic movie clips762

Signal to noise ratio (SNR) was calculated according to [155] by763

SNR =
V ar[〈Cr〉]t
〈V ar[C]t〉r

(2)

where C is the T by R response matrix (time samples by stimulus repetitions) and 〈〉x and764

Var[]x denote the mean and variance across the indicated dimension, respectively. If all trials765

were identical such that the mean response was a perfect representative of the response, SNR766
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would equal 1.767

The sparseness S of a PSTH was calculated according to [60] by768

S =




1−

(
n∑

i=1

ri/n

)2

n∑

i=1

r2i /n




(
1

1− 1/n

)
(3)

where ri ≥ 0 is the signal value in the ith time bin, and n is the number of time bins.769

Sparseness ranges from 0 to 1, with 0 corresponding to a uniform signal, and 1 corresponding770

to a signal with all of its energy in a single time bin.771

Response reliability was quantified according to [61] as the mean pairwise correlation772

of all trial pairs of a unit’s single trial responses. Single trial responses were computed by773

counting spikes in 20 ms, overlapping time bins at 1 ms resolution. Pearson’s correlation was774

calculated between all possible pairs of trials, and then averaged across trials per condition.775

To detect response peaks in trial raster plots and measure their widths, clustering of spike776

times collapsed across trials was performed using the gradient ascent clustering (GAC) algo-777

rithm [150], with a characteristic neighborhood size of 20 ms. Spike time clusters containing778

less than 5 spikes were discarded. The center of each detected cluster of spike times was779

matched to the nearest peak in the PSTH. A threshold of θ = b + 3 Hz was applied to the780

matching PSTH peak, where b = 2 median(x) is the baseline of each PSTH x. Peaks in the781

PSTH that fell below θ were discarded, and all others were kept as valid peaks. Peak widths782

were measured as the temporal separation of the middle 68% (16th to 84th percentile) of783

spike times within each cluster.784

To determine whether V1 suppression changes dLGN responses in a divisive or subtractive785

manner, we fit a threshold-linear model using repeated random subsampling cross-validation.786

To this end, we first selected a random set of 50% of the trials for each condition for fitting787

to the timepoint-by-timepoint responses a threshold linear model given by Rsupp = sRfb + b,788

where Rsupp > 0, with s representing the slope and b the offset. Fitting was done using789

non-linear least squares (scipy.optimize.curve fit). Throughout Fig. 2, we report the790

resulting x-intercept as the threshold. We evaluated goodness of fit (R2) for the other 50% of791

trials not used for fitting. We repeated this procedure 1000 times and considered threshold792

and slope as significant if the central 95% of their distribution did not include 0 and 1,793

respectively.794
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Characterization of responses to drifting gratings795

For display of spike rasters (Fig. 3), trials were sorted by condition. We computed796

orientation tuning curves by fitting a sum of two Gaussians of the same width with peaks797

180◦ apart:798

R(θ) = R0 +Rpe
− (θ−θp)2

2σ2 +Rne
− (θ−θp+180)2

2σ2 (4)

In this expression, θ is stimulus orientation (0–360◦). The function has five parameters:799

preferred orientation θp, tuning width σ, baseline response (offset independent of orientation)800

R0, response at the preferred orientation Rp, and response at the null orientation Rn.801

Orientation selectivity was quantified according to [41, 156] as802

OSI =

√
(
∑
Rk sin(2θk))2 + (

∑
Rk cos(2θk))2

∑
Rk

(5)

where Rk is the response to the kth direction given by θk. We determined OSI for each unit803

during both feedback and suppression conditions.804

We computed the first harmonic of the response R from the spike trains according to [74]805

to obtain the amplitude and phase of the best-fitting sinusoid, which has the same temporal806

frequency as the stimulus. For each trial, we calculated807

R = (1/D)
∑

k

cos(2πftk) + i sin(2πftk) (6)

where D is the stimulus duration, f is the temporal frequency of the stimulus, and the tk808

are the times of the individual spikes. We excluded the first cycle to avoid contamination809

by the onset response. For (Fig. 3g), we calculated average amplitude F1 by obtaining810

the absolute value of the complex number R on each trial, before averaging across trials,811

to avoid potential confounds due to differences in response phase across conditions. For812

the comparison of response phase, we focused on the orientation which elicited the maximal813

cycle average response across both feedback and suppression conditions.814

Cell typing815

Units were classified as suppressed by contrast (SbC) or not suppressed by contrast (non-816

SbC) by comparing their mean firing rates during full-screen drifting grating presentation to817

their mean firing rates during blank-screen presentation. Units were classified as SbC if they818

were visually responsive to gratings (see below) and had a median z-scored response across819

orientation conditions of ≤ −3 during at least one grating experiment. Otherwise, units820

were classified as non-SbC. SbC units seem to constitute a sizeable fraction in our dataset,821
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which is similar to our previous results [68], where SbC was also found to be among the822

overrepresented retinal ganglion cell (RGC) types providing input to dLGN.823

To identify electrode channels within the putative shell/core of the dLGN, we concen-824

trated on the RF progression as assessed with MUAe maps that were constructed using825

sparse noise experiments. Because RF progression is mainly along elevation, amplitudes of826

MUAe for each channel were collapsed across azimuth and then range normalized. Channels827

with normalized amplitudes higher than an empirically set threshold (0.4) were considered828

part of dLGN. Non-detected channels located between detected channels were added. We829

considered neurons to be located in putative dLGN shell if their mean spike waveform had830

the largest amplitude on one of the uppermost 20% of electrode channels classified as falling831

within dLGN.832

Direction selectivity index (DSI, [157]) was calculated for each unit as833

DSI =
Rp −Rn

Rp +Rn + 2R0

(7)

where Rp and Rn are the firing rates in the preferred and null directions, respectively, ex-834

tracted from tuning curves fit to drifting grating responses (see above), and R0 is baseline835

firing rate independent of orientation.836

The RF distance from the center of the screen was calculated for each unit by finding837

the position of the MUAe RF for the channel on which the unit’s mean spike waveform had838

the largest amplitude.839

Exclusion criteria840

Neurons with mean evoked firing rates < 0.01 spikes/s were excluded from further anal-841

ysis. For movie clips, only neurons with SNR ≥ 0.015 in at least one of the conditions in842

an experiment were considered. Of this population, 2 neurons were excluded from the anal-843

ysis of the parameters returned by the threshold linear model, because their R2 was < 0.844

For gratings, we converted firing rates in response to each orientation to z-scores relative845

to responses to the mean luminance gray screen. We only considered visually responsive846

neurons, with an absolute z-scored response ≥ 2.5 to at least 1 orientation. For the analysis847

of response phase, we only considered neurons with a peak of the cycle average response of848

at least 10 Hz in both feedback and suppression conditions, and an F1/F0 ratio of at least849

0.25.850

Locomotion851

We used the Euclidean norm of three perpendicular components of ball velocity (roll,852

pitch and yaw) to compute animal running speed. For the analysis of neural responses as a853

31

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 25, 2021. ; https://doi.org/10.1101/776237doi: bioRxiv preprint 



function of behavioral state, locomotion trials were defined as those for which speed exceeded854

1 cm/s for at least 50% of the stimulus presentation, and stationary trials as those for which855

speed fell below 0.25 cm/s for at least 50% of the stimulus presentation. To quantify the856

effect of running vs. sitting on various response properties, the run modulation index (RMI)857

was defined as858

RMI =
running − sitting

running + sitting
(8)

Although other measures of behavioral state such as pupil size indicate that the animal859

may be in an active/ aroused state outside of periods of locomotion [134, 158, 159], we have860

chosen to use locomotion to categorize trials for several reasons. Firstly, it is clear from861

the aforementioned studies that the largest changes in neural activity (at the level of the862

visual cortex) occur as a function of locomotion. Secondly, because pupil size and locomotion863

fluctuations are highly correlated [80], using one measure or the other would likely result in a864

similar separation of trials. Finally, our naturalistic movie stimuli contain dynamic changes865

in luminance, which drive changes in pupil size that would act as a confound to behavioral866

state classification.867

Eye Tracking868

The stimulus viewing eye was filmed using an infrared camera under infrared LED il-869

lumination. Pupil position was extracted from the videos using a custom, semi-automated870

algorithm. Briefly, each video frame was equalized using an adaptive bi-histogram equaliza-871

tion procedure, and then smoothed using median and bilateral filters. The center of the pupil872

was detected by taking the darkest point in a convolution of the filtered image with a black873

square. Next, the peaks of the image gradient along lines extending radially from the center874

point were used to define the pupil contour. Lastly, an ellipse was fit to the contour, and the875

center of this ellipse was taken as the position of the pupil. A similar procedure was used876

to extract the position of the corneal reflection (CR) of the LED illumination. Eye blinks877

were automatically detected and the immediately adjacent data points were excluded. Ad-878

justable algorithm parameters were set manually for each experiment. Output pupil position879

time-courses were lightly smoothed, and unreliable segments were automatically removed ac-880

cording to a priori criteria. Finally, the CR position was subtracted from the pupil position881

to eliminate translational eye movements, and pupil displacement in degrees relative to the882

baseline (median) position was determined by883

θ = 2
arcsin(d/2)

r
(9)
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where d is the distance between the pupil and the baseline position, and r = 1.25 mm is884

the radius of the eye [160]. Angular displacement was computed separately for x and y885

directions.886

Eye position standard deviation was computed by first taking the standard deviation887

of the horizontal eye position at each time point across trials, and then averaging over the888

5 s during which the visual stimulus was presented. We focused on horizontal eye position889

because horizontal and vertical eye movements tend to occur in tandem under head-fixed890

conditions, and the horizontal position variance is larger [161], thus serving as a better proxy891

for variance in 2D. For each experiment, trials were sorted either by the presence of optoge-892

netic suppression of CT feedback (Fig. 1-Supplement 2h), or by the behavioral state of893

the animal as described above (Fig. 5-Supplement 1h). The eye position standard devia-894

tion FMI and RMI (Fig. 1-Supplement 2i and Fig. 5-Supplement 1i) were calculated895

in the same manner as for the neural response properties.896

Statistical methods897

To assess statistical significance, we fitted and examined multilevel linear models [162].898

Such models take into account the hierarchical structure present in our data (i.e., neurons899

nested in experiments, experiments nested in recording sessions, recordings sessions nested900

in animals), and eliminate the detrimental effect of structural dependencies on the likelihood901

of Type I errors (false positive reports) [163]. By considering the nested structure of the902

data, multilevel models also eliminate the need for “pre-selecting” data sets, such as one903

out of several experiments repeatedly performed on the same neurons. Whenever we have904

several experiments per neuron, we include all of them, and also show them in the scatter905

plots (“observations”). We provide the sample size for each analysis in Table 1. In fitting906

the models, we accounted for repeated measures by including random effects for animals,907

recording sessions, experiments, and neurons. We fit these models in R [164], using the908

lme4 package [165]. We estimated F-values, their degrees of freedom, and the corresponding909

p-values using the Satterthwaite approximation [166] implemented by the lmertest package910

[167]. Throughout, uncertainty in estimated regression slopes is represented as slope ± x,911

where x is 2× the estimated standard error of the slope.912

Data and code availability913

Data and source code used to generate the figures in the manuscript will be made available914

on Dryad.915
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Observations Neurons Mice

Figure 1f–i 124 65 6

Figure 2e–h 119 63 6

Figure 3c–e,g 68 44 4

Figure 3f 36 28 4

Figure 3h–i 50 35 3

Figure 4a–b 39 39 4

Figure 5c–e 130 66 6

Figure 5f,i–l 129 66 6

Figure 6a1,a3 126 64 6

Figure 6a2 109 58 6

Figure 6a4 111 63 6

Figure 6b1,c3 123 63 6

Figure 6b2 110 58 6

Figure 6b4 109 62 6

Figure 6c1,c3,c4 109 59 6

Figure 6c2 101 56 6

Figure 1S2a 124 65 6

Figure 1S2b,g 108 57 6

Figure 1S2c 117 63 6

Figure 1S2d–f 118 64 6

Figure 1S2h 22 n/a 6

Figure 1S2i 124 64 6

Figure 1S3a,c 39 39 4

Figure 1S3b 63 63 6

Figure 1S3d 54 54 6

Figure 1S3e 64 64 6

Figure 1S3f,h 38 38 4

Figure 1S3g 62 62 6

Figure 1S3i 53 53 6

Figure 1S3j 63 63 6

Figure 1S4e–h 64 59 3

Figure 1S4l,n 110 73 3

Figure 1S4m 98 71 3

Figure 3S1a,c,e 44 44 4

Figure 3S1b 63 63 6
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Figure 3S1d 36 36 4

Figure 3S1f,h,j 42 42 4

Figure 3S1g 40 40 4

Figure 3S1i 35 35 4

Figure 4S1a 65 42 4

Figure 4S1b 43 43 4

Figure 4S1c–d, g, j 124 65 6

Figure 4S1e 36 36 3

Figure 4S1f 29 29 3

Figure 4S1h–i,k 68 44 4

Figure 4S1l 66 43 4

Figure 5S1a 130 66 6

Figure 5S1b,g 102 56 6

Figure 5S1c 107 57 6

Figure 5S1d,f 129 65 6

Figure 5S1e,i 125 65 6

Figure 5S1h 30 n/a 6

Table 1 Breakdown of sample sizes (N) for the analyses of neural data. See text for details.
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154. van der Togt, C., Spekreijse, H. & Supèr, H. Neural responses in cat visual cortex1286

reflect state changes in correlated activity. Eur. J. Neurosci. 22, 465–475 (2005).1287

155. Baden, T. et al. The functional diversity of retinal ganglion cells in the mouse. Nature1288

529, 345–350 (2016).1289

156. Bonhoeffer, T., Kim, D.-S., Malonek, D., Shoham, D. & Grinvald, A. Optical Imaging1290

of the Layout of Functional Domains in Area 17 and Across the Area 17/18 Border in1291

Cat Visual Cortex. Eur. J. Neurosci. 7, 1973–1988 (1995).1292

157. Niell, C. M. & Stryker, M. P. Highly selective receptive fields in mouse visual cortex.1293

J Neurosci 28, 7520–7536 (2008).1294

158. Reimer, J. et al. Pupil Fluctuations Track Fast Switching of Cortical States during1295

Quiet Wakefulness. Neuron 84, 355–362 (2014).1296

159. McGinley, M. J., David, S. V. & McCormick, D. A. Cortical Membrane Potential1297

Signature of Optimal States for Sensory Signal Detection. Neuron 87, 179–192 (2015).1298

160. Remtulla, S. & Hallett, P. A schematic eye for the mouse, and comparisons with the1299

rat. Vision Res. 25, 21–31 (1985).1300

161. Sakatani, T. & Isa, T. Quantitative analysis of spontaneous saccade-like rapid eye1301

movements in c57bl/6 mice. Neuroscience research 58, 324–331 (2007).1302

162. Gelman, A. & Hill, J. Data Analysis Using Regression and Multilevel/Hierarchical Mod-1303

els. Analytical Methods for Social Research (Cambridge University Press, Cambridge,1304

2007).1305

163. Aarts, E., Verhage, M., Veenvliet, J. V., Dolan, C. V. & van der Sluis, S. A solution1306

to dependency: Using multilevel analysis to accommodate nested data. Nat. Neurosci.1307

17, 491–496 (2014).1308

49

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 25, 2021. ; https://doi.org/10.1101/776237doi: bioRxiv preprint 



164. R Core Team. R: A Language and Environment for Statistical Computing. R Foun-1309

dation for Statistical Computing, Vienna, Austria (2017). URL https://www.R-project.1310

org/.1311
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Figure 1-Supplement 1 Confirmation of optogenetic suppression of V1 responses and targeting dLGN for
recordings.
(a) MUAe responses [154] to 2 s drifting gratings recorded in one experiment for three example channels.
All three channels were located, as determined by current source density analysis [152], in the infragranular
layers of V1. Black : Mean MUAe responses across control trials; blue: MUAe responses in trials with
optogenetic activation of PV+ inhibitory interneurons. Normalized MUAe was computed by subtracting
the mean activity across both conditions in a 200 ms time window prior to light onset before normalizing to
the maximum response across the two conditions. Percentages indicate mean reduction in MUAe over the
stimulus presentation period. Black bar : stimulus period; blue bar : photoactivation period. (b) MUAe-based
RFs for channels located in dLGN during two example RF mapping experiments. Each panel represents one
channel, with the top channel being located most dorsally and the bottom channel most ventrally in the
dLGN. RFs were computed as the mean response to a change in contrast at a given monitor position in a time
window ranging from 50 ms after stimulus onset to 100 ms after stimulus offset. Brighter pixels indicate higher
activity. The emerging characteristic pattern with more ventrally located channels representing locations
lower in the visual field was used to confirm successful targeting of dLGN.
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Figure 1-Supplement 2 Effects of CT feedback on additional parameters of responses to naturalistic movies
and relationship with firing rate.
(a,b) Comparison of CT feedback vs. V1 suppression conditions for PSTH signal-to-noise ratio (SNR) (a) and
mean peak width (b). SNR was computed as in [155], and compares the variance of the trial-averaged PSTH
across time relative to the single-trial variance across time, averaged across stimulus repeats. If all trials are
identical such that the PSTH is a perfect representation of each trial’s response, SNR equals 1. The width
of PSTH peaks that exceeded a threshold amplitude was measured as the temporal separation of the middle
68% of spikes clustered as part of each peak (see Methods). Narrow peaks are a proxy for high temporal
precision of responses. With CT feedback intact, mean SNR was lower (0.15 vs. 0.18, LMM: F1,180.6 = 11.2,
p = 0.00098) and mean peak width was higher (0.087 vs. 0.081, LMM: F1,154.15 = 7.0, p = 0.0091). (c–g)
Relationship between CT feedback effects on firing rate and burst ratio (c), sparseness (d), reliability (e), SNR
(f), and mean peak width (g). Feedback effects were quantified with a feedback modulation index (FMI),
where FMI = (feedback − suppressed)/(feedback + suppressed). CT feedback-related changes in firing rate
can to a large degree account for the changes in sparseness (LMM: slope of −0.62± 0.11; (d)). Importantly,
for all other measures, there was no systematic relation to the feedback manipulation of firing rates because
slopes were either non-significant or close to 0 (burst ratio, LMM: slope of −0.18 ± 0.29; reliability, LMM:
−0.018± 0.19; SNR, LMM: slope of −0.18± 0.18; mean peak width, LMM: slope of 0.19 ± 0.11; estimated
slope ± 2× the estimated standard error). (h) Cumulative distribution of variance in eye position with CT
feedback intact (black) and suppressed (gray). Eye position standard deviation was, on average, slightly
greater during V1 suppression than during feedback (4.5◦ vs. 4.3◦, LMM: F1,21 = 4.4, p = 0.049, N = 22
experiments from 6 mice). (i) The strength of CT feedback effects on reliability is unrelated to the strength
of feedback effects on eye position (LMM: slope 0.83 ± 1.27). The results from (h) and (i) are inconsistent
with the hypothesis that CT feedback effects on trial-to-trial reliability can be explained by changes in eye
position variance.
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Figure 1-Supplement 3 Feedback effects during movie presentation are largely independent of functional
cell type classification.
The dLGN is a non-homogeneous nucleus, consisting of different neuronal cell types [67, 68]. To test if the
effect of CT feedback depended on functional cell type, we performed functional cell typing of neurons in
various ways. None of the classifications yielded significant results. (a) Firing rate FMI distributions during
movie presentation, with units classified according to whether or not they were suppressed by contrast
(SbC) [67, 68]. Units were defined as SbC if their mean firing rates to uniform equiluminant gray screen
were ≥ 3× that of a full-contrast stimulus. CT feedback effects on firing rates tended to be lower for SbC
neurons compared to the rest of the population, but not significantly (SbC: 0.062 vs. non-SbC: 0.20; LMM:
F1,37.0 = 3.51, p = 0.069). (b) Firing rate FMI during movie presentation, plotted against estimated depth of
each unit in dLGN (slope −0.00032±0.00046). (c) Same as (b), but with units plotted against the direction
selectivity index (DSI) [157] of each unit (slope −0.034 ± 0.37). (d) Same as (c), but with units plotted
against the distance of their RFs from the center of the screen (slope −0.0035 ± 0.0083). We considered
distance from center of screen as a proxy for RF coverage by the visual stimuli, which we hypothesized might
modulate CT feedback effects through its known effects on spatial integration [78]. (e) Same as (d), but
with units plotted against their mean firing rate during the feedback intact condition (slope 0.00052±0.006).
This indicates that the CT feedback modulation of firing rates does not depend on overall firing rate, i.e.
that neurons do not share the same gain factor (see also Fig. 2e,i). (f–j) Same as (a–e), but for burst ratio
(-0.40 (SbC) vs. -0.36 (non-SbC); LMM: F1,30.8 = 0.42, p = 0.52; depth: slope −0.00067 ± 0.0006; DSI:
slope −0.057 ± 0.3; RF distance: slope −0.0081 ± 0.01; burst ratio: slope 1.1 ± 1.3). In summary, except
for modest trends of differential CT feedback modulations of SbC neurons, we did not find any difference
in how feedback affected the various subpopulations. The general similarity of CT feedback effects across
classifications might be related to a lack of power (cell-typing in high-dimensional space requires high neuron
counts) and to the global suppression approach.
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Figure 1-Supplement 4 (Previous page) Selective optogenetic suppression of L6 CT feedback in Ntsr1-Cre
yielded similar results as global V1 suppression via PV+ activation.
(a) Schematic of experimental approach. The chloride-conducting, inhibitory opsin stGtACR2 [62] was
conditionally expressed in V1 Ntsr1+ neurons (red ) using a viral approach. Extracellular silicon electrode
recordings were performed in dLGN with and without optogenetic suppression of V1. (b) Coronal section
of V1 for an example Ntsr1-Cre mouse, showing transduced Ntsr1+ neurons (magenta) located in the deep
layers of V1. Blue: cell nuclei stained with DAPI. Inset : magnified view with expression of stGtACR2
largely restricted to somata. (c) Movie raster plots during feedback and suppression for an example neuron.
(d) Corresponding PSTHs. (e–h) Comparison of CT feedback vs. suppression conditions for mean firing
rate (e), burst ratio (f), temporal sparseness (g), and response reliability (h), all calculated for the duration
of the movie clip. Similar to our results for global V1 suppression, CT feedback enhanced firing rates (10.4
(feedback) vs. 9.0 spikes/s (suppression); LMM: F1,68.3 = 9.2, p = 0.0034), reduced bursting (0.083 vs.
0.12; LMM: F1,67.7 = 57.6, p = 1.3 × 10−10), reduced sparseness (0.31 vs. 0.36; LMM: F1,68.1 = 37.9,
p = 4.4 × 10−8), and reduced trial-to-trial reliability (0.10 vs. 0.11; LMM: F1,66.3 = 5.1, p = 0.027). (i)
Grating raster plots sorted by orientation, during CT feedback and suppression conditions for a different
example neuron. (j,k) Corresponding orientation tuning curves and cycle average responses to preferred
orientation. (l–o) Comparison of feedback vs. suppression conditions for mean firing rate (l), burst ratio (m),
F1/F0 (n), and cycle average phase φ (o). Similar to our results for global V1 suppression, CT feedback had
no consistent effect on firing rate (11.10 (feedback) vs. 11.09 spikes/s (suppression); LMM: F1,137.9 = 0.0001,
p = 0.99), but reduced bursting (0.04 vs. 0.12; LMM: F1,127.5 = 43.7, p = 9.4× 10−10), and reduced F1/F0

(1.2 vs. 1.3; LMM: F1,142.9 = 13.0, p = 0.00043). Black symbols in (e,f,h,l,m) indicate individually significant
neurons (Welch’s t-test).

Figure 1-Video 1 First example 5 s movie clip used for visual stimulation.

Figure 1-Video 2 Second example 5 s movie clip used for visual stimulation.
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Figure 3-Supplement 1 As for movies (Fig. 1-Supplement 3), feedback effects during grating presentation
are largely independent of functional cell type classification.
(a–e) Same as Fig. 1-Supplement 3a–e but for drifting gratings (0.08 (SbC) vs. 0.05 (non-SbC); LMM:
F1,42 = 0.12, p = 0.73; depth: slope −0.00032± 0.0005; DSI: slope 0.11± 0.4; RF distance: slope −0.0004±
0.01; firing rate: slope 0.0009 ± 0.005). (f–j) Same as Fig. 1-Supplement 3f–j but for drifting gratings
(-0.49 (SbC) vs. -0.24 (non-SbC); LMM: F1,34.0 = 3.77, p = 0.061; depth: slope 0.00043± 0.0012; DSI: slope
−0.18± 0.6; RF distance: slope −0.013± 0.03; burst ratio: slope −1.5± 2.2).
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Figure 4-Supplement 1 (Previous page) Control analyses assessing the difference in CT feedback effects
for gratings and movies.
(a) Similar to our results for movies (Fig. 1-Supplement 2c), CT feedback modulation of grating burst
ratio was unrelated to CT feedback modulation of firing rate (LMM: slope of 0.029 ± 0.41). (b) With CT
feedback intact, movies and gratings evoked firing rates of similar magnitude (13.3 spikes/s vs. 16.3 spikes/s,
LMM: F1,42 = 4.1, p = 0.05). This rules out the possibility that larger CT feedback effects for movies are
related to stronger firing rates already present in the baseline condition with CT feedback intact. (c) dLGN
firing rates for movies were consistently higher during the CT feedback intact vs. V1 suppression condition,
even when restricted to only the first 2 s and 120 trials of movie stimulation, for more direct comparison with
grating stimulation (main effect of feedback, LMM: F1,429.1 = 13.0, p = 0.0004). (d) Same as (c), but for the
last 2 s of movie stimulation. The effect of V1 suppression was indistinguishable during the first two and the
last two seconds of the movie clips (interaction feedback × analysis window, LMM: F1,429.1 = 0.54, p = 0.46).
Higher consistency of effects of V1 feedback suppression on firing rates for naturalistic movies thus cannot be
explained by the longer duration or greater number of movie trials (5 s, 200 trials) than grating trials (2 s,
120 trials). (e) V1 suppression increases bursting more strongly during presentation of gratings than movies
(burst ratio FMI of -0.34 (movies) vs. -0.5 (gratings); LMM: F1,35 = 5.7, p = 0.023). (f) V1 suppression
increases bursting to a similar degree during short blank screen periods preceding movie and grating stimulus
trials, and during blank grating conditions (burst ratio FMI of -0.67 (pre-movies) vs. -0.68 (pre-gratings) vs.
-0.58 (blank grating condition); LMM: F2,56 = 0.43, p = 0.65). Burst ratio FMI depended only weakly on
stimulus type (movie vs. grating, average of all blank conditions, LMM: F2,126,2 = 2.8, p = 0.067). (g,h,i)
Comparison of firing rates during CT feedback vs. V1 suppression for short blank periods preceding movies
and gratings, and during blank grating conditions. In all cases, CT feedback is associated with enhanced
firing rates (blank pre-movies: firing rates 12.9 spikes/s (feedback) vs. 8.9 spikes/s (V1 suppression); LMM:
F1,178.7 = 24.2, p = 2.0× 10−6; blank pre-gratings: firing rates 11.5 spikes/s (feedback) vs. 7.9 spikes/s (V1
suppression); LMM: F1,86.4 = 13.2, p = 0.0005; blank grating condition: firing rates 11.4 spikes/s (feedback)
vs. 8.5 spikes/s (V1 suppression); LMM: F1,86.3 = 6.4, p = 0.01). (j,k,l) Same as (g,h,i), but for burst ratio.
In all cases, CT feedback is associated with less bursting (blank pre-movies: burst ratios 0.024 (feedback)
vs. 0.22 (V1 suppression); LMM: F1,185.7 = 96.5, p = 2.2 × 10−16; blank pre-gratings: burst ratios 0.036
(feedback) vs. 0.22 (V1 suppression); LMM: F1,93.0 = 38.1, p = 1.8 × 10−8; blank grating condition: burst
ratios 0.047 (feedback) vs. 0.14 (V1 suppression); LMM: F1,83.0 = 24.4, p = 4.0×10−6). (e,f) Red horizontal
lines: means estimated by LMM.
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Figure 5-Supplement 1 Effects of locomotion on additional parameters of responses to naturalistic movie
clips and relationship with firing rate.
(a,b) Comparison between trials with locomotion and stationary periods for (a) SNR [155] and (b) width
of response peaks. During locomotion, SNR was lower (0.14 vs. 0.16, LMM: F1,174.1 = 5.6, p = 0.019)
and mean peak width was broader (0.08 vs. 0.07, LMM: F1,146.2 = 13.1, p = 0.0004). (c–g) Relationship
between locomotion effects (RMI) on firing rate of burst ratio (c), sparseness (d), reliability (e), SNR (f),
and mean peak width (g). Locomotion-related changes in firing rate can to some degree account for the
changes in reliability (LMM: slope of 0.59 ± 0.38) and SNR (LMM: slope of 0.56 ± 0.20). Slopes were
non-significant for burst ratio (LMM: slope of 0.41 ± 0.43), sparseness (LMM: slope of −0.11 ± 0.11) and
mean peak width (LMM: slope of 0.12 ± 0.14). (h) Cumulative distribution of trial-averaged eye-position
standard deviation for stationary (orange) and locomotion (green) trials. Eye-position standard deviation
was first calculated for each time point across trials, and then averaged across time points. In line with
previous reports [80, 84], standard deviation of eye position was, on average, larger during locomotion than
during stationary periods (4.4◦ vs. 2.9◦, LMM: F1,49 = 50.3, p = 4.8 × 10−9, N = 60 experiments from
6 mice). (i) Locomotion-related trial-to-trial reliability co-varied with locomotion-related changes in eye
position standard deviation (LMM: slope of −0.46 ± 0.38); however, the expected difference in reliability
RMI corresponding to a 1 standard deviation difference in eye position σ RMI is −0.082, which is much
smaller than the residual standard deviation of 0.28 unexplained by the regression. Therefore, changes in eye
position during locomotion cannot account for most of the reduced reliability of responses during locomotion
(Fig. 5f).
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Behavioral/Cognitive

Evaluating Visual Cues Modulates Their Representation in
Mouse Visual and Cingulate Cortex

Alexandra Wal,2,3 Frederike Johanna Klein,2 Gregory Born,1,3,4 Laura Busse,1,5 and Steffen Katzner1,2
1Division of Neurobiology, Department Biology II, LMU Munich, Martinsried 82152, Germany, 2Werner Reichardt Centre for Integrative
Neuroscience, University of Tübingen, Tübingen 72076, Germany, 3Graduate Training Centre of Neuroscience, International Max Planck Research
School, Tübingen 72076, Germany, 4Graduate School of Systemic Neuroscience, LMU Munich, Martinsried 82152, Germany, and 5Bernstein Centre
for Computational Neuroscience Munich, Martinsried 82152, Germany

Choosing an action in response to visual cues relies on cognitive processes, such as perception, evaluation, and prediction,
which can modulate visual representations even at early processing stages. In the mouse, it is challenging to isolate cognitive
modulations of sensory signals because concurrent overt behavior patterns, such as locomotion, can also have brainwide
influences. To address this challenge, we designed a task, in which head-fixed mice had to evaluate one of two visual cues.
While their global shape signaled the opportunity to earn reward, the cues provided equivalent local stimulation to receptive
fields of neurons in primary visual (V1) and anterior cingulate cortex (ACC). We found that mice evaluated these cues within
few hundred milliseconds. During this period, ;30% of V1 neurons became cue-selective, with preferences for either cue
being balanced across the recorded population. This selectivity emerged in response to the behavioral demands because the
same neurons could not discriminate the cues in sensory control measurements. In ACC, cue evaluation affected a similar
fraction of neurons; emerging selectivity, however, was stronger than in V1, and preferences in the recorded population were
biased toward the cue promising reward. Such a biased selectivity regime might allow the mouse to infer the promise of
reward simply by the overall level of activity. Together, these experiments isolate the impact of task demands on neural
responses in mouse cerebral cortex, and document distinct neural signatures of cue evaluation in V1 and ACC.

Key words: behavior; mouse vision; prefrontal cortex; task-dependent modulation; visual cortex

Significance Statement

Performing a cognitive task, such as evaluating visual cues, not only recruits frontal and parietal brain regions, but also modu-
lates sensory processing stages. We trained mice to evaluate two visual cues, and show that, during this task, ;30% of neu-
rons recorded in V1 became selective for either cue, although they provided equivalent visual stimulation. We also show that,
during cue evaluation, mice frequently move their eyes, even under head fixation, and that ignoring systematic differences in
eye position can substantially obscure the modulations seen in V1 neurons. Finally, we document that modulations are stron-
ger in ACC, and biased toward the reward-predicting cue, suggesting a transition in the neural representation of task-relevant
information across processing stages in mouse cerebral cortex.

Introduction
Goal-directed behavior, such as standing in line for a restaurant
table, relies on cognitive processes allowing us to recognize the
current situation, evaluate the costs and benefits of potential
actions, and eventually decide on a specific course of action,
here, keep standing or move on. The neural signals reflecting
such cognitive processes are often studied in parietal (Shadlen
and Kiani, 2013; Hanks et al., 2015; Goard et al., 2016; Licata et
al., 2017; Krumin et al., 2018; Pho et al., 2018) and frontal areas
of cerebral cortex (Duan et al., 2015; Hanks et al., 2015; Goard et
al., 2016; Kim et al., 2016; Murray and Rudebeck, 2018; Pho et
al., 2018), yet they can have widespread impact, reaching down
to the earliest stages of cortical sensory processing (Chen et al.,
2008; Briggs et al., 2013; Saleem et al., 2018). Measuring how
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cognition affects sensory responses is essential to understand
how the same physical stimulus can give rise to different
percepts.

Cognition has long been known to shape responses of visual
neurons; its impact has most elegantly been demonstrated in
nonhuman primates, where the level of behavioral control
remains unmatched. Excellent examples are studies on covert
attention (for review, see Maunsell, 2015; Moore and Zirnsak,
2017), where monkeys are trained to direct, without moving
their eyes, attention to a visual stimulus. Attentional effects are
then isolated by comparing conditions with identical sensory
stimulation, levels of engagement, task difficulty, and behavioral
responses. How cognition influences early vision is increasingly
studied in the mouse (Gavornik and Bear, 2014; Zhang et al.,
2014; Poort et al., 2015; Wimmer et al., 2015; Fiser et al., 2016;
Goard et al., 2016; Henschke et al., 2020; Speed et al., 2020); turn-
ing to the mouse brings powerful genetic tools, but reaching a
level of behavioral control strong enough to isolate cognition is a
challenge. A standard paradigm for mice is the Go/No-go task
with head fixation, where the mouse is required to respond to a
specific stimulus, and withhold the response to other stimuli
(e.g., Andermann et al., 2010; Histed et al., 2012; Lee et al., 2012;
Glickfeld et al., 2013; Goard et al., 2016; Montijn et al., 2016;
Ramesh et al., 2018; Neske et al., 2019). These tasks have the
advantage that mice can learn them in reasonable time.
However, if the animal’s behavioral report, or the sensory drive
provided by each stimulus, grossly differs between Go and No-
go conditions, it can be difficult to isolate neural signatures of
cognition. Any such efforts can be further complicated by the
fact that rodents perform eye movements when viewing visual
stimuli (Sakatani and Isa, 2007; Wallace et al., 2013; Samonds et
al., 2018).

Here, we focus on one cognitive process, evaluating visual
cues, and study how this process affects stimulus representations
in V1 and ACC of the mouse. We trained mice to engage in
goal-directed behavior, where the commitment to a potentially
rewarding action had to rely on visual cues. These cues differed in
terms of global shape but provided equivalent stimulation to
locally confined receptive fields (RFs) in cortex. Under equivalent
visual stimulation, with controlled locomotion behavior and
matched eye positions, we found that, during cue evaluation,
about one-third of V1 neurons responded more strongly to one
or the other of the two locally identical visual cues, and their pref-
erences were evenly split. In ACC, cue evaluation affected activity
in a similar fraction of neurons; here, however, the effect was sub-
stantially stronger and preferences in the recorded population
were biased in favor of the cue promising reward. Together, these
results reveal distinct signatures of cue evaluation in mouse visual
and cingulate cortex.

Materials and Methods
We used 19 mice (3-4months old, 11 males and 8 females): 9 of the
C57BL/6J WT strain and 10 of the PV-Cre strain B6;129P2-Pvalbtm1
(cre)Arbr/J (JAX stock #008069). All procedures were conducted in com-
pliance with the European Communities Council Directive 2010/63/EC
and the German Law for Protection of Animals; they were approved by
the local authorities following appropriate ethics review.

Surgical protocol. Anesthesia was induced with isoflurane (3%) and
maintained throughout the surgery (1.5%). A small S-shaped aluminum
headpost was attached to the anterior part of the skull (OptiBond FL
primer and adhesive, Kerr dental; Tetric EvoFlow dental cement, Ivoclar
vivadent); two miniature screws (00-96� 1/16 stainless-steel screws,
Bilaney) were implanted over the cerebellum serving as reference and

ground for electrophysiological recordings. Before surgery, an analgesic
(buprenorphine, 0.1mg/kg s.c.) was administered, and the eyes were
protected with ointment (Bepanthen). The animal’s temperature was
kept at 37°C via a feedback-controlled heating pad (WPI). Antibiotics
(Baytril, 5mg/kg s.c.) and a longer-lasting analgesic (Carprofen, 5mg/kg
s.c.) were administered for 3 d after surgery. Mice were given 7 days to
recover before they were habituated to the experimental setup. Before
electrophysiological recordings, a craniotomy (1.5 mm2) was performed
over V1 (3 mm lateral to the midline, 1.1 mm anterior to the transverse
sinus) (Wang et al., 2011) or ACC (0.3 mm lateral to the midline, 0.2
mm anterior to bregma) (Zhang et al., 2014). The craniotomy was sealed
with Kwik-Cast (WPI), which was removed and reapplied before and af-
ter each recording session.

In PV-Cre mice, we expressed channelrhodopsin (ChR2) by injecting
the adeno-associated viral vector rAAV5.EF1a.DIO.hChR2(H134R)-
EYFP.WPRE.hGH (Penn Vector Core, University of Pennsylvania). The
vector was injected through a small craniotomy into V1 of anesthetized
mice. We used a Picospritzer III (Parker) to inject the virus at multiple
depths while gradually retracting the pipette. We expressed ChR2 to
identify, in our recorded population, inhibitory interneurons (Kvitsiani
et al., 2013). The number of identified interneurons was too small, how-
ever, to provide a substantial contribution to this report.

Histology. Histologic reconstructions were used to verify recording
sites from ACC. Before recording from ACC, electrodes were coated
with a yellow-shifted fluorescent lipophilic tracer (DiI; DiIC18(3),
Invitrogen). After recordings were terminated, mice were perfused trans-
cardially and the brain was fixed in a 4% PFA/PBS solution for 24 h,
before being stored in PBS. Brains were sliced at 50mm using a vibra-
tome (Microm HM 650 V, Thermo Scientific), mounted on glass slides
with Vectashield DAPI (Vector Laboratories), and coverslipped. Slides
were inspected for blue DAPI and yellow DiI using a fluorescent micro-
scope (Zeiss Imager.Z1m).

Experimental setup and visual stimulus.Mice were put on an air-sus-
pended Styrofoam ball (n=11) or a mounted plastic disk (n=8) and
head-fixed by clamping their headpost to a rod. Movements of the ball
were recorded at 90Hz by two optical mice connected to a microcontrol-
ler (Arduino Duemilanove); disk rotation was measured with a rotary
encoder sampling at 100Hz (MA3-A10-125-N Magnetic Encoder,
Pewatron). A computer-controlled syringe pump (Aladdin AL-1000,
WPI) delivered precise amounts of water through a drinking spout,
which was positioned in front of the animal’s snout. The drinking spout
was present only during the foraging task experiments and was removed
during measurements in sensory control conditions. Eye movements
were monitored under infrared illumination using a zoom lens (Navitar
Zoom 6000) coupled to a camera (Guppy AVT, frame rate 50Hz). The
setup was enclosed with a black fabric curtain. Visual stimuli were gener-
ated with custom-written software (https://sites.google.com/a/nyu.edu/
expo/home) and presented on an LCD monitor (Samsung 2233RZ, dis-
play size 47� 30 cm, refresh rate 120Hz, mean luminance of 50 cd/m2).
The monitor was positioned 20-25 cm from the animal’s eyes at an angle
of 15-40 degrees, relative to the mouse AP axis. Luminance nonlinear-
ities of the display were corrected with an inverse g lookup table, which
was regularly obtained by calibration with a photometer. Stimuli were
downward-drifting sinusoidal gratings at 50% contrast. Temporal fre-
quency was 1.5Hz, spatial frequency 0.02-0.05 cycles/degree. Gratings
were 40-55 degrees diameter in size, and framed by either a black square
or diamond.

Behavioral training. After recovery from the surgery, mice were
placed on a water restriction schedule until their weight dropped to
;85% of their ad libitum body weight. During this time, mice were habi-
tuated to head fixation on the ball or disk and delivery of water through
the spout. The animals’ weight and fluid consumption were monitored
and recorded on each day, and the mice were checked for potential signs
of dehydration. After the weight had stabilized, the mice were trained in
daily sessions on the visual task. Training sessions were typically per-
formed 5 d a week. On days without training, mice received water sup-
plement of 25 ml/kg body weight.

Electrophysiological recordings. After mice had learned the task,
extracellular recordings were performed with 32-channel linear silicon
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probes (Neuronexus, A1x32-5 mm-25-177-A32). Electrodes were
inserted perpendicular to the brain surface and lowered to ;800mm
(V1) or 1200mm (ACC) below the surface. Wideband extracellular sig-
nals were digitized at 30 kHz (Blackrock Microsystems) and analyzed
using the NDManager software suite. To isolate single neurons from lin-
ear arrays, we grouped adjacent channels into 5 equally sized “virtual
octrodes” (8 channels per group with 2 channels overlap). Using an
automatic spike detection threshold (Quiroga et al., 2004), spikes were
extracted from the high-pass filtered continuous signal for each group
separately. The first three principal components of each channel were
used for automatic clustering with KlustaKwik (K. D. Harris, http://
klusta-team.github.io/klustakwik), which was followed by manual refine-
ment of clusters (Hazan et al., 2006). For the analyses of neural data, we
only considered high-quality single-unit activity, judged by rate stability,
distinctiveness of spike wave shape, and cleanness of the refractory pe-
riod in the autocorrelogram. In our final set of neurons, overall firing
rates were distributed according to a log-normal distribution (Buzsaki
and Mizuseki, 2014). Only 0.14% (median) of single-unit waveforms vio-
lated a refractory period of 2ms. The median rate of interspike interval

violations was 0.15, computed for an assumed
refractory period of 2ms and reflecting the rela-
tive firing rate of hypothetical neurons generat-
ing these violations (Hill et al., 2011). Overall
cluster quality was assessed by fitting separate
Gaussian mixture models in principal compo-
nent analysis space between all pairs of units
(Hill et al., 2011) on our “virtual octrodes,”
which revealed a median summed false positive
rate of 0.14 (probability that a waveform
assigned to cluster 1 was generated by cluster
2), and a median summed false negative rate of
0.08 (probability that a waveform assigned to
cluster 2 was generated by cluster 1).

RF mappings and orientation tuning. We
mapped RFs of V1 neurons with a sparse noise
stimulus, consisting of 5 degree, full-contrast
black and white squares, which were flashed on
a gray background for 150ms at a random loca-
tion on a virtual 12� 12 grid. Neural responses
were fitted with 2D Gaussians to determine RF
center, separately for ON and OFF subfields
(Liu et al., 2010). To guide the placement of the
stimuli, we estimated RF parameters online,
relying on threshold crossings of spiking activ-
ity at each recording channel. Stimuli were then
positioned to cover as many RFs as possible.
For the analyses shown in Figure 4A, we con-
sidered RFs as well defined if the 2D Gaussian
explained at least 30% of the variance in the
neural response.

We computed orientation tuning curves by
fitting a sum of two Gaussians of the same
width with peaks 180 degrees apart (Jurjut et
al., 2017). For the analysis shown in Figure 4B,
we considered neurons well tuned if the sum of
Gaussians explained at least 50% of response
variance.

Current source density (CSD) analysis. As
described by Jurjut et al. (2017), we computed
the CSD from the second spatial derivative of
the local field potential (Mitzdorf, 1985) in
response to periodic visual stimulation. We
smoothed the CSD in space using a triangular
kernel (Nicholson and Freeman, 1975) and
used a value of 0.4 S/m as measure of cortical
conductivity (Logothetis et al., 2007) to approx-
imate the CSD in units of nanoamperes per
cubic millimeter. We assigned the contact clos-
est to the earliest polarity inversion to the base
of layer 4 (Schroeder et al., 1998). The remain-

ing contacts were assigned to putative supragranular, granular, and
infragranular layers based on a cortical thickness of 1 mm and anatomic
measurements of the relative thickness of individual layers in mouse V1
(Heumann et al., 1977).

Behavioral task.We successfully trained n=19 mice on the cue eval-
uation task shown in Figure 1A. For n=12 mice, the diamond was the
Go cue and the square the Stop cue; for the remaining mice (n=7), this
assignment was reversed. The cues were presented in a randomized
sequence. After keeping still for at least 80ms, the mice could trigger cue
onset by running for a duration of 500ms above a speed threshold of
5 cm/s, during which a mean-luminance gray screen was shown. The Go
cue signaled a delayed fluid reward (5ml), which the mouse could earn
by continuing to run above threshold for an additional 3.5 s. Running in
response to the Stop cue was not rewarded; therefore, the most economi-
cal action for the mouse was to terminate such trials by stopping, and
immediately initiate a new trial. Cues were present until a trial was cor-
rectly or incorrectly terminated. To measure V1 activity in the absence
of visual stimulation, running triggered, on a fraction of trials, a mean-

Figure 1. Behavioral task and performance. A, Schematic of the behavioral task. Mice were head-fixed using an implanted
headpost (not shown). Running for 0.5 s above a speed threshold of 5 cm/s triggered the presentation of one of two visual
cues that were identical, except for their overall shape, and were positioned such that they covered multiple RFs (dotted
circle) of V1 neurons. Arrows indicate drift direction of the grating. By extending the run for 3.5 s in response to the Go cue,
the mouse could earn a fluid reward (hit). By slowing down in response to the Stop cue, the mouse could terminate the cur-
rent trial (correct abort) and initiate a new trial. The cue was presented until the end of a trial. B, Behavioral performance
for 1 example mouse (M85) during an early (left) and late training stage (right). C, Learning curves of 10 example mice.
Mice were considered trained when d’ � 1.5 for 2 consecutive sessions. D, Summary of training sessions across our sample
of mice (n= 19). E, Trial-averaged speed traces for hits (blue) and correct aborts (red) aligned to the presentation of the
cue, from a single session of 2 trained mice (M312; M323). Shaded area represents SEM. Dashed lines indicate running speed
threshold. Arrows indicate the point in time, at which the two traces significantly diverged (left: 365 ms; right: 414 ms). F,
Summary of running speed divergence times across all sessions, in which we measured neural responses during task perform-
ance (n= 42 sessions from 13 mice).
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luminance gray screen without any cue. A single session consisted of
300-600 trials divided into blocks of 100 trials; diamond, square, and
blank screen appeared on 43%, 43%, and 14%, respectively, of all trials.

Because trials were actively initiated by the mouse, the interstimulus
intervals were variable. After a hit, mice took some time to consume the
reward before they initiated a new trial (median interstimulus interval:
8.3 s, interquartile range: 3.6 s, minimum: 4.2 s, n=2173 trials from 63
experiments). After correct aborts, in contrast, mice initiated trials more
quickly, but the interstimulus interval never fell below 1 s (median: 2.3 s,
interquartile range: 1.5 s, minimum: 1.1 s, n= 1445 trials).

Sensory control measurements. After the mice had completed all task
blocks, we ran a sensory control condition, in which a periodic sequence
of the stimuli was shown, independent of the animals’ behavior. To set
apart this sensory control condition, the mice could not initiate a trial by
running. Instead, the stimuli were simply flashed in a randomized, peri-
odic sequence. Each stimulus was shown for 2 s, followed by a 1 s pre-
sentation of a mean-luminance gray screen. No reward was given during
these controls. To further emphasize the difference to the task condition,
the lick spout was removed. Analogous to the task condition, we showed,
on a fraction of trials, a mean-luminance gray screen without any stimu-
lus. Sensory control experiments consisted of 100-500 trials; square, dia-
mond, and blank screen appeared on 40%, 40%, and 20%, respectively,
of all trials.

Measurements of eye position. We detected the pupil with a custom-
written program developed with the Bonsai framework (Lopes et al.,
2015). Briefly, we applied a threshold to turn each camera frame into a
binary image, performed a morphologic opening operation, identified
the most circle-like object as the pupil, and fitted a circle to determine
the position of its center. We computed relative pupil displacements by
subtracting, for each frame, the pupil position from a default position,
defined as the grand average eye position across all stimuli and task con-
ditions. To convert pupil displacements to angular displacements, we
assumed that the center of eye rotation was 1.041 mm behind the pupil
(Stahl et al., 2000). We defined saccades as changes in eye position� 2
degrees. Considering that the average mouse saccade lasts 50ms
(Sakatani and Isa, 2007), we detected saccades by taking the difference of
mean eye position 60ms before and after each time point.

Measurements of locomotion. For the air-suspended ball, running
speed was computed as the Euclidean norm of three perpendicular com-
ponents (roll, pitch, and yaw) of ball velocity (Dombeck et al., 2007). For
the running disk, we converted deg/s to cm/s by considering the radius
from the center of the mouse to the center of the disk, which typically
was between 5 and 6 cm.

Experimental design and statistical analysis. We relied on the open-
source framework DataJoint for creating data analysis pipelines
(Yatsenko et al., 2018) and the R project for statistical analysis (R Core
Team, 2017). We used a within-subject (i.e., repeated-measures) design,
such that every mouse participated in each condition (visual task, sen-
sory control measurements). Neural data were also collected within sub-
jects; that is, responses of each neuron were measured under all
behavioral conditions. Where appropriate, we therefore performed
within-subject ANOVAs, or tests relying on dependent samples. Details
of the statistical procedures, and sample sizes are described in the follow-
ing subsections.

Running behavior. For each session of each mouse, we extracted
run-speed profiles for individual trials and aligned them to stimulus
onset to identify and exclude invalid trials, in which task engagement
might have been suboptimal. For aborted trials, we took as termination
time the point in time, relative to stimulus onset, where running speed
dropped below the threshold of 5 cm/s, and considered trials invalid if
termination time was faster than 500ms (13.6% of 5253 trials) or slower
than 2 s (9.0%). We also considered a trial invalid if its running speed
profile differed markedly from the average profile across trials of the
same type (i.e., across all hits, or all correct aborts). It “differed mark-
edly” if the maximum running speed within 500ms after stimulus onset
was lower than the mean across trials - � p SEM. The factor x varied
across mice and sessions and ranged from 2 to 5, excluding 1.8% of the
trials. After removing invalid trials, we then determined, for hits and cor-
rect aborts, the period of stimulus presentation, during which running

speed was indistinguishable. We compared distributions of running
speed at every point in time, and took as “point of speed divergence” the
first of three consecutively significant time points (Kolmogorov–
Smirnov test, p, 0.01).

Behavioral discrimination performance. To quantify and track be-
havioral performance, we computed, from hits and false alarm rates, a
discriminability index d’, defined as ZN - ZSN, after ZN = 1 – p(false
alarm) and ZSN = 1 – p(hit) were turned into z scores using the inverse
of the cumulative normal distribution (Gescheider, 1997). In case of
extreme performance levels (hits or false alarm rates of 0 or 1), we com-
puted d’ using the log-linear approach described by Stanislaw and
Todorov (1999). We considered mice as trained, if d’ across task blocks
was� 1.5 for at least 2 consecutive days. From trained mice, we only
considered neural responses, eye positions, or speed profiles that were
measured in task blocks where d’ was� 1.5.

Eye position. For each session and each mouse, we extracted eye posi-
tions for individual trials and aligned them to stimulus onset. Within
each session’s time window of constant running speed (based on the
speed divergence times shown in Fig. 1F), we removed trials containing
saccades and then determined, for each trial, the average eye position
across time. We compiled 2D (horizontal, vertical) distributions of eye
positions, separately for each stimulus and task condition. We matched
the number of trials across conditions in each eye position bin by finding
the smallest number of trials across conditions and deleting, where nec-
essary, excess trials from the corresponding bin in the other three condi-
tions. By matching the number of trials, we made sure that we removed
any potential bias in terms of eye position across all task and sensory
control conditions. We varied bin width across mice and sessions from
1.4 to 6.4 degrees, with the exception of a single session in 1 mouse,
where bin width was 19.2 degrees. We chose bin widths to maximize the
number of surviving trials under the constraint that the resulting distri-
butions of eye positions were statistically indistinguishable across stimu-
lus and task conditions (p� 0.1). Statistical testing, however, was then
performed on raw eye positions (i.e., without any binning). To assess sta-
tistical significance, we compared all four distributions of eye positions
using the multisample variant of the nonparametric Anderson–Darling
test (Scholz and Stephens, 1987). This is an omnibus test (i.e., it provides
a single test statistic to assess whether multiple distributions differ from
each other). Sessions for which p, 0.1, or the number of surviving
trials, 10, were considered “unmatchable” and excluded from the anal-
yses of V1 responses (13 of 25 sessions, see Fig. 2G). After matching eye
positions, the mean number of trials per condition was 28.756 3.8, aver-
aged across sessions. To assess statistical significance of mean saccade
rates (see Fig. 2C), we performed a repeated-measures ANOVA, includ-
ing the within-subject factors task condition (task vs sensory control)
and stimulus type (Go vs Stop).

Neural data.We obtained neural data during task performance from
n=13 mice in 42 sessions. In 9 mice (25 sessions), we recorded spiking
activity in area V1. Sessions for which we were unable to match eye posi-
tions were excluded from further analyses, resulting in a final V1 dataset
of 5 mice (12 sessions). In these sessions, we recorded 411 single neu-
rons. We computed single-trial firing rates by convolving spike trains
with a Gaussian kernel (resolution 1ms, width 70ms). We first identified
neurons that were visually responsive: we compared, across trials, time-
averaged firing rates in 5 ms bins between stimulus and blank screen
conditions and considered a neuron visually responsive if its response to
a stimulus, during task and sensory control, was significantly larger than
its response to the blank screen in at least 10 consecutive bins within a
window of 1 s (Wilcoxon rank sum test, p, 0.05). Of n=264 visually
driven neurons, we only included those for which we had at least 10 tri-
als per stimulus and task condition after matching eye positions
(n= 247). To quantify how well each neuron could discriminate the
stimuli, we performed ideal observer analyses (Macmillan and
Creelman, 2005), separately for task and sensory control conditions. We
split single-trial firing rates based on stimulus type, focused on the time
window where running speed was indistinguishable during task per-
formance, averaged across time, and determined the area under the re-
ceiver operating characteristic (area under the curve [AUC]). To assess
statistical significance, we repeated 1000 times the random selection of
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trials by eye position matching and created, for each neuron, a distribu-
tion of AUC values. We took the mean AUC across repeats as measure
of neural discriminability and considered it significant if chance per-
formance (0.5) was outside the central region of the CI. In the sensory
control condition, our criterion was lax: We used a 90% CI to catch neu-
rons that showed any trend toward differential responses. Using a lax
criterion was important because we wanted to make sure that the neu-
rons we examined responded in the same way to stimulation of their
classical and extraclassical RFs. In the task condition, our criterion was
conservative: we used a 99% CI to identify those neurons that could reli-
ably discriminate the stimuli. Based on these statistics, we excluded neu-
rons that could discriminate the stimuli in the sensory control condition,
and asked how many of the remaining, nonselective, neurons (n= 115)
could discriminate the stimuli within the context of the task.

Although we selected neurons based on their AUC value in the sen-
sory control condition, and then reassessed AUCs during task perform-
ance, our observed effects cannot be reduced to the statistical
phenomenon known as “regression to the mean” (e.g., Barnett et al.,

2005). By requiring that neurons could not discriminate the stimuli dur-
ing the sensory control, we selected those neurons whose AUC values
were very close to the overall population mean, which was at 0.51. If
they then showed any significance during the task, they actually
“regressed away” from the population mean (see, e.g., Fig. 3G,H). We
also tested for regression-to-the-mean effects at the level of individual
neurons. We took the V1 neurons that could not discriminate the stim-
uli during the control condition (n= 115; Fig. 3H), split the dataset into
odd and even trials, and computed AUC values for each subset of trials.
Reassuringly, AUC values that were nonsignificant for the subset of even
trials remained so for the subset of odd trials, and vice versa. In stark
contrast, comparing the subsets of even trials from sensory control and
task condition still revealed significant task-related modulation in 25 of
115 neurons. A similar fraction (21 of 115) showed task-dependent mod-
ulation when we compared the odd trials from the sensory control and
task conditions. A smaller fraction overall, with these control analyses, is
to be expected, given the reduction in power that comes with using only
half of the trials. Together, these control analyses show that the task-

Figure 2. Eye movements occurred frequently and varied systematically across behavioral conditions; differences across conditions were eliminated by selecting subsets of trials with matched
eye positions. A, Example image acquired by the eye-tracking camera. White spot represents cornea reflection of infrared LED. Green cross represents estimate of pupil center. B, Top,
Horizontal eye position recorded in one example session. Gray bars represent time periods during which a cue was presented on the screen. Bottom, Running speed. In a small fraction of trials,
stimulus presentation was omitted even if the speed threshold was crossed (blank screen trials to assess visual responsiveness). C, Average percentage of trials with at least one saccade, during
task and sensory control condition, separately for the two stimuli (n= 42 sessions from 13 mice). Saccade activity was determined during the time window of equal running speed. Error bars
indicate SEM after accounting for variability across sessions (Loftus and Masson, 1994). D, Single-trial eye positions during task performance, relative to the presentation of the cue (time 0).
Black trace represents a trial with a saccade. Dotted vertical lines span the time period of cue evaluation in this session, during which running speed was indistinguishable. E, 2D histograms of
eye positions shown in D, binned after removing saccades and averaging across the time window of constant running speed; bin width 2 degrees. Left, Number of trials as a function of eye
position for each combination of stimulus and task condition. Right, Same, after matching eye positions by randomly deleting excess trials. F, Cumulative distributions, without binning, of hori-
zontal (left) and vertical (right) eye positions after matching, for each stimulus and task condition. The four distributions in each panel are statistically indistinguishable (Anderson–Darling om-
nibus test, p. 0.1). A, B, D-F, Mouse M85, session 62. G, Summary, across all sessions. Each session’s omnibus p value summarizes the statistical significance of any difference between the
four distributions. Left, Before matching (n= 25 sessions from 9 mice), in which we recorded from V1. Right, Subset of sessions that survived eye position matching (n= 12 sessions from 5
mice).
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dependent modulations we observed are not simply a statistical artifact
introduced by taking two successive measurements from the same
neuron.

To assess how strongly eye position matching contributed to our
result, we reran our analyses of discriminability by randomly selecting
subsets of trials, but independent of eye position. Everything else was
kept identical, including the trial numbers and the computation of AUC
values. Using identical trial numbers was important because it rules out
that any changes in variability might be related to an unequal number of
trials. To compare counts of significant neurons between matched and
nonmatched datasets, we used a x 2 test. To assess the variability of sin-
gle-neuron AUC distributions, we determined their SDs and compared
distributions of SDs between matched and nonmatched datasets using a
two-sample Kolmogorov–Smirnov test.

Because of a bug in the stimulus presentation program, the phase of
the gratings during sensory control measurements was shifted by
90degrees, relative to the phase of the stimuli during the cue evaluation
task. We therefore repeated all analyses by shifting the time window in
the sensory control condition, such that the stimulus phases were identi-
cal across conditions. The results were essentially the same and the con-
clusions unaffected: With matched eye positions, the number of cells
that could discriminate during the task was 30.07% (16.99% responded
more strongly to the Go stimulus, 13.07% more strongly to the Stop stimu-
lus). Without matching, this percentage dropped to 9.8% (5.88% responded
more strongly to the Go stimulus, 3.92%more strongly to the Stop stimulus).
The drop in percentages was highly significant (p, 0.00001, x 2 test), and
the SDs of single-neuron AUC distributions were smaller under matched
than unmatched eye positions (p, 0.00001, two-sample Kolmogorov–
Smirnov test).

To test whether the results observed in V1 might be caused by
changes in spatial integration because of running, we focused on the sen-
sory control condition, in which mice showed variability in running
behavior. For each trial, we computed the mean speed in a time window
of 0.5 s after stimulus onset, and determined whether the mouse was
running (speed. 1 cm/s) or stationary (speed� 1 cm/s). Where possi-
ble, we split trials based on running behavior, and drew 1000 times,
without replacement, random subsets of trials. For each neuron, we
compiled distributions of AUC values, separately for running versus sit-
ting. We considered a neuron’s discriminability to be affected by run-
ning if the mean AUC value for running was outside the central 95% of
the AUC distribution for sitting.

In 3 mice (14 sessions), we recorded spiking activity from ACC.
During ACC recordings, we did not track eye positions; all other aspects
of task structure and analyses were kept identical to the V1 recordings
described above. We excluded neurons with, 1 spike/s and boot-
strapped CIs for AUC values (n=1000 replications). If many ACC neu-
rons showed visual responses that were sensitive to differences in eye
positions, we might have underestimated the number of neurons that
can discriminate the stimuli during the task, just as in V1 with
unmatched eye positions. We also tested whether stratifying V1 data by
matching eye positions introduced a bias in terms of a specific brain state
or arousal level. We examined two prominent proxies for brain state: pu-
pil size and spectral content of the local field potential. We found that
both were largely similar between trials with matched and unmatched
eye positions. These analyses confirmed that matching for eye positions
in V1 recordings did not select for a specific brain state, and justify the
comparison of V1 to ACC recordings, where responses were not strati-
fied by eye position.
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Figure 3. Cue evaluation can modulate responses of V1 neurons to locally identical visual
stimulation. A, ON and OFF RF subregions for two example V1 neurons. B, RF contours of
simultaneously recorded V1 neurons in one example session (n= 14); stimulus outlines are
drawn in black. C, Spike rasters and density functions in response to the Go (blue) and Stop
stimulus (red) for one example neuron (M127-78-28) measured in the sensory control (left)
and task condition (right). Thick marks in task raster represent end of trial. Black horizontal
bar represents time window used for the analyses of neural data, defined by the period dur-
ing which running speed in the task was indistinguishable. D, ROC curves quantifying how

/

well this neuron could discriminate Go and Stop stimuli during the sensory control (left) and
task condition (right). E, F, Same, but for a second example neuron (M85-56-8). G,
Population summary of AUC values during sensory control condition. Neurons showing any
trend toward differential responses (p, 0.1) are excluded from further analyses (black data
points, n= 132). Gray represents nonselective neurons (n= 115). H, Discrimination perform-
ance (AUC) of nonselective neurons (gray data points in G) during task performance. Green
represents neurons that can reliably discriminate the cues (p, 0.01) (n= 35).
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Results
To isolate how visual processing is modulated by behavioral
demands, we designed a task, in which mice had to evaluate vis-
ual cues to decide on an appropriate action (Fig. 1). We placed
head-fixed mice on a treadmill in front of a monitor, where they
could harvest a reward by running in response to one, but not
the other, of two visual cues (Fig. 1A). The cues had different
global shapes (diamond vs square), such that they could be dis-
criminated by the mice, but they were composed of the same,
downward-drifting grating to provide identical visual stimula-
tion to neurons targeted for recordings in visual cortex. The
mice initiated each trial by moving forward on the treadmill,
which triggered the presentation of a randomly selected cue. One
cue (Go) promised a fluid reward, which the mouse could earn
by continuing to run for an additional 3.5 s. A 3.5 s run in
response to the Go cue was considered a hit; a 3.5 s run in
response to the other cue (Stop) was considered a false alarm. At
any point in time, the mouse could terminate the current trial by
slowing down, and immediately start over; these terminated tri-
als were considered correct or incorrect aborts (Fig. 1A). With
this task and stimulus design, we sought to isolate how visual
processing is affected by the process of evaluating cues because
(1) across cue conditions, the animal’s running behavior was
identical around the time of cue onset and (2) those neurons,
whose classical RFs (Fig. 1A, dotted circles) were contained
within the stimulus aperture, should receive equivalent visual
stimulation. Which of those neurons indeed received equivalent
visual signals was determined in a sensory control condition, in
which we flashed the same stimuli in a randomized, periodic
sequence, unrelated to the animals’ behavior. In this condition,
the mice were not engaged: they could not control the onset of a
cue, nor could they earn rewards by running.

After a few training sessions, mice had learned to discriminate
the cues and earn rewards (Fig. 1B–D). Naive mice performed at
chance level (Fig. 1B, left). Trained mice, in contrast, achieved
high hit rates and low false alarm rates (right). From hit and false
alarm rates, we computed d’ (Gescheider, 1997) to quantify and
track behavioral performance (Fig. 1C,D). Some mice reached a
criterion level of 1.5 within few days (Fig. 1C, dark traces); other
mice needed multiple weeks (bright traces). On average, mice
reached criterion levels of performance after 18.96 3.3 training
days (mean6 SEM, n=19). Once the mice had learned the task,
they showed stereotypical running behavior, which reliably
reflected the reward assignments (Fig. 1E,F). Consider, for
instance, the 2 example mice shown in Figure 1E. Running above
threshold for 0.5 s triggered the onset of the cue (time 0). After
presentation of the Go cue, speed remained high or even
increased as the mice went for the reward (hit trials, blue traces);
after presentation of the Stop cue, in contrast, running speed
quickly dropped (correct aborts, red traces).

How long does it take a mouse to evaluate a visual cue and
decide on a specific course of action? We took the point in time,
at which the speed profiles diverged as an estimate for the dura-
tion of this process. We determined, for each individual session,
the time window during which running speed was indi-
stinguishable between cue conditions (Fig. 1E,F). We performed
these analyses on a subset of 13 mice, from which we recorded
neural responses during task performance. Across these recording
sessions, behavioral performance remained well above criterion
level (mean d’ = 2.826 0.08, n=42 sessions). We compiled distri-
butions of running speeds across trials, separately for hits and cor-
rect aborts, and compared these distributions at every point in time.

We took as point of speed divergence the first of three consecutive
time points, where the distributions of running speed significantly
differed (Kolmogorov–Smirnov test, p, 0.01). For the two sessions
shown in Figure 1E, running speeds were indistinguishable during
the first 365 (left) or 414ms (right) of stimulus presentation. The
time points of speed divergence varied across sessions with an aver-
age of 3476 16ms (Fig. 1F; n=42 sessions from 13 mice). We took
these estimates as a behavioral marker for the average duration of
the cue evaluation process, and used them to define the time win-
dow of interest for the analyses of cortical responses. Restricting the
analyses to this time window also ensured that the two behavioral
conditions were comparable in terms of locomotion behavior.
Controlling locomotion is important because it can affect sensory
responses in the mouse visual system (Niell and Stryker, 2010;
Bennett et al., 2013; Saleem et al., 2013; Erisken et al., 2014; Pakan et
al., 2016; Dadarlat and Stryker, 2017; Aydın et al., 2018; Clancy et
al., 2019; Musall et al., 2019).

We next examined eye movements during cue evaluation and
found systematic differences in saccades and eye positions
between the cue conditions (Fig. 2). We recorded videos of the
eye to track pupil position (Fig. 2A) and observed frequent eye
movements (Fig. 2B). They mostly occurred along the horizontal
direction and often seemed related to the trial structure (gray
vertical bars mark cue presentations). We expected eye move-
ments in our task because mice initiated trials by running (Fig.
2B, bottom), which increases the frequency of eye movements in
head-fixed mice (Niell and Stryker, 2010; Keller et al., 2012; Ayaz
et al., 2013; Bennett et al., 2013). Because running behavior was
comparable during evaluation of Go and Stop cues, we expected
eye movements of similar frequencies. However, when we identi-
fied saccades and aligned them to cue onset, we found clear differ-
ences in saccade frequency between cue conditions: more saccades
occurred during the presentation of the Go cue than during the
Stop cue, but only during the task (Fig. 2C; n=42 sessions from 13
mice, interaction between cue and task: F(1,41) = 8.27, p=0.0064,
repeated-measures ANOVA). Follow-up analyses confirmed that,
during the task, saccades occurred more often for the Go cue than
for the Stop cue (7.1 vs 3.8%, F(1,41) = 15.48, p=0.00032). In the
control condition, however, the percentage of saccades was indistin-
guishable (2.8 vs 2.3%, F(1,41) = 2.71, p=0.11). In both task and con-
trol conditions, saccades were linked to transitions from slowing
down to speeding up (data not shown), potentially reflecting
intended head movements (Meyer et al., 2020).

To remove any differences in eye position between cue condi-
tions for subsequent analyses of V1 responses, we next identified
subsets of trials where eye position was equivalent between all
task and sensory control conditions (Fig. 2D–G). For each re-
cording session, we focused on the cue evaluation period where
running speed was comparable between the cue conditions (Fig.
1E,F), and matched distributions of eye positions (Roelfsema et
al., 1998). We illustrate this procedure for one example session
(Fig. 2D–F). First, we removed all trials containing one or more
saccades during the cue evaluation window (Fig. 2D, black trace).
From the remaining trials (gray), we constructed histograms of
time-averaged eye positions, separately for each stimulus in the
task and sensory control condition (Fig. 2E, left). We then
matched the number of trials in each eye-position bin by finding
the minimum number across all four conditions and removing,
where necessary, a random selection of excess trials from the
other conditions (Fig. 2E, right). To confirm that this matching
procedure removed any differences in eye positions, we com-
pared, without binning, their cumulative distributions across all
four conditions and found that they were indistinguishable (Fig.
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2F, horizontal position: p=0.77; vertical position: p=0.36;
Anderson–Darling test). Applying this procedure to our entire
dataset, we found that, before matching, the distributions of eye
position differed systematically in every single session (Fig. 2G,
left, n=25 sessions from 9 mice). In 12 sessions obtained from 5
mice, however, we could match eye positions without falling
below a minimum number of 10 trials for each combination of
stimulus and task condition (Fig. 2G, right, all p. 0.1). These
are the sessions with equivalent visual input to the mouse’s eye
during task performance and in the sensory control condition;
we focused on those for the analyses of V1 responses.

Having identified time windows of equal running speed and
subsets of trials with equalized visual input reaching the eye, we
analyzed how V1 neurons were modulated during cue evaluation
(Fig. 3). We first identified those neurons, which could not dis-
criminate the cues in the sensory control condition. To increase
our chances that the two cues provided the same visual stimula-
tion we had mapped, at the beginning of each recording session,
RFs of the recorded V1 neurons (n= 9 mice, Fig. 3A) and had
positioned the two cues during the task such that they fully cov-
ered multiple RFs (Fig. 3B). Post hoc, we tested which neurons
indeed received comparable stimulation by comparing responses
to the cues in the sensory control condition (Fig. 3C–F, left). To
quantify whether individual neurons could discriminate between
the two cues, we determined how well an ideal observer could
decode stimulus identity. We separated single-trial firing rates
evoked by Go versus Stop cues, determined mean firing rates
during the window of constant running speed (black horizontal
bars in Fig. 3C,E), and computed the area under the receiver
operating characteristic (AUC) (Macmillan and Creelman, 2005)
(Fig. 3D,F, left). To make sure that the magnitude of the AUC
value did not depend on the specific subset of trials that survived
our eye-position stratification procedure, we repeated random
stratification and AUC computation 1000 times, creating, for
each neuron, a distribution of AUC values. We took the mean of
this distribution as measure of discriminability. To select only
those neurons for further analyses that could not discriminate
between the cues, we applied a conservative criterion and
excluded all neurons that showed any trend for differential
responses to the cues in the sensory control condition (chance
performance= 0.5 was outside the central 90% of the AUC distri-
bution, i.e., p, 0.1). This left us with 115 neurons, for which,
similar to both example neurons (Fig. 3C–F, left; AUC=0.53 and
0.52, both p. 0.1), the AUC was not significantly different from
chance performance in the sensory control condition (Fig. 3G,
gray data points).

Focusing on those neurons whose RFs received comparable
sensory drive from the locally identical cues (Fig. 3G, gray; 115 of
247 neurons), we then examined how they represented the two
cues during task performance. Consider, for instance, the exam-
ple neurons shown in Figure 3C–F. Despite similar responses
in the sensory control condition (left panels), both neurons
could reliably discriminate these locally identical visual sig-
nals when the mouse had to extract the meaning of the cues.
Neuron 1 responded more strongly to the Go than to the
Stop cue (Fig. 3C,D, right panels, AUC = 0.68, p, 0.01).
Neuron 2 showed the opposite effect (Fig. 3E,F, right panels,
AUC=0.32, p, 0.01). Choosing again a conservative criterion, we
considered discriminability during the task as significant if chance
performance was outside the central 99% of the AUC distribution
(p, 0.01), and found that discriminability emerged, during cue
evaluation, in a substantial fraction of V1 neurons. Specifically,
among the nonselective neurons, which failed to discriminate

between Go and Stop cue in the sensory control condition, 30.4%
reliably signaled the identity of the stimulus during task perform-
ance (Fig. 3H, green, n=35). About half of these neurons responded
more strongly to the Go stimulus (AUC. 0.5, n=16), and the
remaining neurons responded more strongly to the Stop stimulus
(AUC, 0.5, n=19). These data show that responses in mouse V1
to locally identical stimuli can indeed reflect the process of evaluat-
ing visual cues.

To gain insight into potential differences between the neurons
modulated by cue evaluation and those unaffected, we examined
basic physiological parameters and compared them between
these populations (Fig. 4). The majority (85%) of neurons that
were modulated during cue evaluation had RF areas that were
smaller than the mean of the entire population (189.26 17.1,
n= 81 well-defined RFs), indicating that modulation by cue eval-
uation was not restricted to neurons with relatively large RFs
(Fig. 4A). Indeed, neurons that were modulated during cue eval-
uation (Fig. 4A, green data points) had significantly smaller RF
areas than neurons that were shape-selective (Fig. 4A, black data
points, p=0.046, two-sample Kolmogorov-Smirnov test). We
also asked whether the strength of modulation would depend on
the neurons’ orientation preference but found no evidence for
any such relation: orientation preferences of neurons modulated
during cue evaluation (green, n=23 well-tuned neurons) were
distributed around the circle, with no indication of a particular
peak (Fig. 4B, Rayleigh test of uniformity, p=0.69). Finally, we
examined laminar positions and found that modulated neurons
were present across the depth of cortex, with no apparent cluster-
ing (Fig. 4C, n= 115).

Figure 4. Basic physiological properties of V1 neurons, separated by whether or not they
were modulated during cue evaluation. A, RF area of ON/OFF subregions, separately for
shape-selective neurons (black, n= 42), nonselective neurons that were not modulated dur-
ing cue evaluation (gray, n= 25), and nonselective neurons that were modulated during cue
evaluation (green, n= 14). B, Strength of modulation (AUC value) as a function of direction
preference. Conventions as in A, but n= 23 (green) and n= 64 (gray). Stimulus direction is
0. Inner circle represents chance performance (AUC = 0.5). Outer circle represents AUC = 1. C,
Strength of modulation (AUC value) across cortical depth, n= 115. Borders between supra-
granular, granular, and infragranular layers (dashed lines) are based on CSD analyses of
simultaneously recorded local field potentials.
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Would we have observed comparable effects had we not con-
trolled for eye position? To address this question, we recomputed
AUC distributions by randomly selecting the same number of
trials, but regardless of the eye positions. We found the number
of neurons modulated by task context to be substantially reduced
(Fig. 5). In the sensory control condition, a larger fraction of neu-
rons failed to discriminate between Go and Stop stimulus, which
effectively increased the pool of nonselective neurons (n=178 of
247, Fig. 5A, gray data points). From this pool of nonselective neu-
rons, however, only 11.24% (20 of 178, Fig. 5B, green data points)
signaled the identity of the stimulus during the task, a fraction that
was significantly smaller compared with the fraction obtained after
matching eye positions (30.4%, p, 0.00004, x 2 test). Matching eye

positions made a difference because it reduced trial-by-trial variabil-
ity in firing rates. As a consequence, individual neurons were more
likely to be found selective in the sensory control condition, as illus-
trated for one example neuron in Figure 5C. Without matching eye
positions, trial-by-trial variability in firing rates was relatively high,
and the distribution of AUC values obtained by randomly resam-
pling trials was relatively broad (orange histogram, mean=0.45,
SD=0.04). Its confidence region (orange horizontal line at top)
included chance performance (black vertical line), and the neuron
would therefore be considered nonselective. With matched eye
positions, however, trial-by-trial firing rates became less variable,
the distribution of AUC values was narrower (black histogram,
mean=0.44, SD=0.02), and chance performance was clearly out-
side the confidence limits (black horizontal line), such that the neu-
ron would now be excluded from the nonselective pool. Across the
population, therefore, matching eye position reduced the size of the
nonselective pool. In the same way, matching eye positions
increased the number of neurons that could discriminate the
stimuli during the task, as illustrated with a second neuron in
Figure 5D. Without matching eye positions, the AUC distribu-
tion was relatively broad (orange histogram, mean= 0.58,
SD=0.06); matching eye positions made this distribution tighter
(black histogram, mean= 0.60, SD= 0.03), and performance for
decoding stimulus identity significantly different from chance
level (confidence limits at top). The observation that matching
eye positions sharpened the distributions of AUC values was true
across the population of recorded neurons (Fig. 5E,F). We deter-
mined, for each neuron, the SD of the AUC distribution and
compared the distributions of SDs with and without matching
eye positions. Both during sensory control (Fig. 5E) and during
task performance (Fig. 5F), the SDs of the AUC distributions
were smaller under matched (black traces) than unmatched eye
positions (orange traces, p, 0.00001 in both cases, two-sample
Kolmogorov–Smirnov test). We conclude that, had we not
matched eye position, we would have substantially underesti-
mated the number of V1 neurons that were modulated by the
process of evaluating cues.

The improvements in discriminability seen during the task
could not be explained by any differences in running between
sensory control and task conditions. While running behavior
was under tight control during task performance, it was uncon-
strained in the sensory control condition, where mice could not
earn a reward. It might therefore be possible that the changes in
V1 discriminability between task and sensory control condition
do not reflect the context of the visual task, but rather differences
in running (Niell and Stryker, 2010; Ayaz et al., 2013; Erisken et
al., 2014). To address this question, we focused on the sensory
control condition and asked whether running per se, outside the
context of the task, would affect discriminability of single neu-
rons. We found that, with the exception of 1 mouse, the animals
were also running, in the sensory control condition, on a sub-
stantial percentage of trials (35.66 1.9%, on average). Where
possible, we exploited this behavioral variability and separated
single-trial firing rates based on whether the mouse was running
or sitting (n= 71 of the 115 neurons). Consistent with previous
reports (Niell and Stryker, 2010; Saleem et al., 2013; Erisken et
al., 2014; Dadarlat and Stryker, 2017), we found a fraction of V1
neurons, whose firing rates were modulated by running (15 of 71
neurons, 21.13%, p, 0.05 for each neuron, unpaired t test).
Although running had a general effect on average firing rates, it
did not, however, affect how well V1 neurons could discriminate
the cues. We computed AUC values and asked whether V1 dis-
criminability, measured during sitting, would be any different if

Figure 5. Without matching eye positions, neural responses are more variable, reducing
the number of neurons modulated during cue evaluation. A, Population summary of AUC val-
ues in the sensory control condition without eye-position matching. B, Discrimination per-
formance of nonselective (based on sensory control) neurons during task performance
(n= 178). Conventions as in Figure 3. C, Distributions of AUC values for one example neuron
(M85-56-13), separately for matched (black) and unmatched eye positions (orange) meas-
ured in the sensory control condition. Distributions were created by randomly resampling tri-
als 1000 times. Inset, CIs (horizontal lines) for the mean AUC values, relative to chance
performance (0.5, vertical line). D, Same as in C, but for another example neuron measured
during task performance (M85-62-34). E, Cumulative distributions of SDs summarizing the
width of single-neuron AUC distributions in the sensory control condition, separately for
matched (black) and unmatched eye positions (orange). F, Same as in E, but during task
performance.
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the mouse was running. On average, mean AUC values were
very similar (sitting: 0.52, running: 0.51, p=0.28, paired t test),
and only 4 of 71 neurons (5.6%) showed a significant difference
in AUC values (permutation test, p, 0.05). This observation is
consistent with imaging data, where the relative selectivity for
two grating stimuli was also not affected by running behavior
(Poort et al., 2015). We therefore conclude that running per se
cannot account for the improved discriminability of V1 neurons
during task performance.

To gauge the task-dependent modulations in V1, we com-
pared them against potential cue evaluation signatures in pre-
frontal cortex, a key area for many aspects of behavioral control.
We focused on ACC for two reasons. First, ACC plays a promi-
nent role in foraging-like behaviors, where the benefits of certain
actions have to be evaluated relative to the required efforts
(Walton et al., 2002; Rudebeck et al., 2006; Kennerley et al., 2009;
Hillman and Bilkey, 2010). Second, in mouse cortex, ACC sends
direct projections to V1, providing a network for top-downmod-
ulation of visual processing (Zhang et al., 2014, 2016; Fiser et al.,
2016; Leinweber et al., 2017).

We recorded, using the same paradigm, from ACC and found
a similar fraction of neurons that was modulated during cue eval-
uation; discriminative power, however, was much stronger than
in area V1, and population preferences were biased toward the
cue promising reward (Fig. 6). We recorded from n=3 mice (12
sessions) targeting the ACC just anterior of bregma (Fig. 6A);
this part of ACC sends topographically organized projections to
V1 (Zhang et al., 2016; Leinweber et al., 2017). In many ACC
neurons, selectivity emerged for Go versus Stop cues during the
task. The example neuron shown in Figure 6B, for instance, gave
almost no response to either cue in the sensory control condition
(left, AUC=0.54, p. 0.1), but strongly signaled the presence of
the Go cue during the task (AUC=0.72, p, 0.01). We also
observed, although less frequently, neurons with the opposite
pattern of responses, such as the example shown in Figure 6C
(left: AUC=0.44, p. 0.1; right: AUC=0.22, p, 0.01). Across
the population, 82.5% (94 of 114) of ACC neurons could not dis-
criminate the cues in the sensory control condition (Fig. 6D, gray
data points, p. 0.1), a fraction of nonselective neurons that was
significantly larger than observed in V1, even without matching
eye positions (i.e., Fig. 5A, p= 0.033, x 2 test). Of these nonselec-
tive ACC neurons, 34.04% (32 of 94) signaled the identity of the
cue during the task (Fig. 6E, green data points, p, 0.01). While
the proportion of neurons affected by evaluating cues seemed
comparable to area V1, two differences stood out: (1) discrimina-
tive power, assessed by the magnitude of AUC values, was
consistently stronger in ACC than in V1 (Fig. 6F, p=0.001, two-
sample Kolmogorov–Smirnov test); and (2) modulations in ACC
were not as balanced as in V1: among the modulated ACC neu-
rons, the majority (75%) responded more strongly to the cue
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Figure 6. In ACC, cue evaluation has a markedly stronger impact than in V1, and prefer-
ences in the population are biased toward the cue promising reward. A, Histological recon-
struction of recording sites in an example session. Left, Saggital view. Silicon probe is shown
in red. Dashed vertical line indicates the position of the coronal section shown on the right.
Cross represents the location of bregma. Probes were coated with a lipophilic tracer (pink)
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before insertion. Right, Coronal view. Dashed outline in the section indicates the anterior cin-
gulate region, following Franklin and Paxinos (2013). B, Spike rasters and density functions
in response to the Go (blue) and Stop cue (red) for one example neuron (M302-44-13),
measured in the sensory control (left) and task condition (right). C, Same as in B, but for a
second example neuron (M312-42-37). D, Population summary of AUC values in the sensory
control condition (n= 114). E, Discrimination performance of nonselective neurons during
task performance (n= 94). Conventions as in Figure 3. F, Cumulative distributions of mean
AUC values during task performance, separately for the populations of neurons recorded
from V1 (black, n= 115) and ACC (orange, n= 94). G, Differences in AUC values, based on
trials in the sensory control condition, during which the mouse was either running or sitting
(n= 31). Filled markers represent neurons with significant differences.
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predicting a reward, a percentage significantly larger than in V1
(p=0.015, x 2 test). Analogous to V1, we also examined whether
the changes in discriminability had any simple relation to the
act of running. We focused on the sensory control condi-
tion, in which mice were running around cue onset on
almost half of the trials (44.55 6 5.04%, n = 12 sessions),
and compared AUC values computed separately for run-
ning versus sitting trials. Across the population of discrimi-
nating ACC neurons (n = 31, Fig. 6G, open circles), only 2
showed a statistically significant difference between sitting
versus running AUCs (closed circles, permutation test,
p, 0.05). These analyses show that running per se does not
influence how well ACC neurons discriminate visual cues.

Discussion
Here, we have assessed how the behavioral demands of evaluat-
ing visual cues affected their neural representations in mouse V1
and ACC. In our task, the animal’s commitment to a potentially
rewarding action had to rely on visual cues, which differed in
terms of global shape, but provided equivalent visual stimulation
to RFs in cortex. Tightly controlling locomotion and eye posi-
tions, we found differential responses to locally identical visual
cues in ;30% of V1 neurons; this proportion was substantially
smaller when we did not account for eye positions. In ACC,
much stronger selectivity emerged during cue evaluation, con-
sistent with its prominent role in behavioral control. While pref-
erences for either cue were balanced in the V1 population,
preferences in ACC were biased toward the cue promising
reward. Together, these experiments demonstrate distinct signa-
tures of cue evaluation in primary visual and cingulate cortex of
the mouse.

Isolating cue evaluation signatures in mouse V1 is challenging
because its neural activity can reflect multiple behavioral influen-
ces; our task was designed to reduce the impact of such influen-
ces, but it also has its shortcomings. Key features of our task,
such as self-initiation of trials ensuring constant task engage-
ment, constant running speed, and a delayed reward, allowed us
to compare responses to the cues during the task, while control-
ling for the impact of arousal (Vinck et al., 2015; Reimer et al.,
2016), locomotion (Niell and Stryker, 2010; Erisken et al., 2014;
Dadarlat and Stryker, 2017), and task engagement (Jurjut et al.,
2017; Pho et al., 2018; Jacobs et al., 2020). Yet, to assess baseline
neural discriminability, we relied on the sensory control condi-
tion, during which the temporal structure of stimulus presenta-
tion and the overall arousal level of the mice were different.
Although neural discriminability did not depend on locomotion
per se, we cannot rule out that stimulus timing or arousal con-
tributed to the difference in discriminability between sensory
control and task condition. We also did not monitor orofacial
features, such as movements of the face, the nose, or whiskers
(Musall et al., 2019; Stringer et al., 2019; Salkoff et al., 2020),
whose impact on V1 activity can be substantial during uncon-
strained behavior (Stringer et al., 2019) but might be less perva-
sive when mice are engaged in a visual task (Musall et al., 2019).

One of our findings is that substantial modulations of V1
responses were revealed only under tight control of eye positions.
Even under head fixation, mice make saccadic eye movements
(Sakatani and Isa, 2007; Payne and Raymond, 2017; Meyer et al.,
2018, 2020; Samonds et al., 2018), whose size can depend on
stimulus properties (Samonds et al., 2018) and whose frequency
increases with running (Niell and Stryker, 2010; Keller et al.,
2012; Ayaz et al., 2013; Bennett et al., 2013). Broadly consistent

with the notion that saccades in head-fixed mice are related to
attempted head movements (Meyer et al., 2020), we found that
saccades were reliably preceded by acceleration. Systematic dif-
ferences in eye position across behavioral conditions (Keller et
al., 2012; Liang et al., 2020) required a stringent eye position
matching procedure (Roelfsema et al., 1998) because simply col-
lecting more trials would not alleviate such systematic differen-
ces. As we show, stratifying mouse V1 responses removes
variability related to eye position, which might otherwise mask
or reduce effects of interest. Indeed, had we not considered eye
position, we would have grossly underestimated the percentage
of modulated V1 neurons.

A key feature of our behavioral task is that mice self-initiate
each trial by running (see also Marques et al., 2018), which we
chose to aim for a constant level of task engagement. One might
suspect that this requirement for running negatively affects per-
formance, given previous reports of poorer visual performance
during hyperaroused states, including running (McGinley et al.,
2015; McBride et al., 2019; Neske et al., 2019; Salkoff et al., 2020).
We found, however, that running is not detrimental to visual
performance in our task, with a post-learning average d’ of
almost 3. Similarly, in earlier work, running also did not compro-
mise motion coherence thresholds during direction discrimina-
tion in random dot patterns (Marques et al., 2018). One
potential explanation for this apparent contradiction might be
that, in Go/No-go tasks without self-initiation of trials, periods
of running or hyperarousal might coincide with lower task
engagement, which might underlie the poorer visual perform-
ance. A similar argument has recently been proposed for the low
arousal case, where trials indexed by high amplitudes of low-fre-
quency oscillations were linked to reduced task engagement
more than to impaired performance (Jacobs et al., 2020).

Differential neural responses in V1 to identical visual stimula-
tion, under comparable running behavior and eye positions,
could reflect several task-related contexts, such as reward expect-
ancy or learned categorical representations. Reward expectancy
can shape activity in V1 of rodents (Shuler and Bear, 2006;
Chubykin et al., 2013; Poort et al., 2015) and macaques (Stănişor
et al., 2013). In macaque V1, if the amount of a fluid reward is
manipulated and independently assigned to either of two stimuli,
multiunit responses to the same stimulus can become stronger
with increasing values of relative reward (Stănişor et al., 2013).
Such a straight relation, however, did not exist in our single-neu-
ron data: only half the population responded stronger to the
reward-predicting cue; the other half responded stronger to the
cue predicting no reward. We would argue, however, that there
is no a priori reason that the cue predicting a reward is the only
one that is behaviorally relevant. In our paradigm, the cue signal-
ing the absence of reward might be just as relevant, if the goal is
to save time and energy. Alternatively, the differential processing
of the two cues might not reflect the value of reward, but rather
represent a category representation emerging in the context of
the task. Training macaques in categorical discrimination of sim-
ilar shapes, for instance, can increase selectivity of neurons in
ventral stream areas (Logothetis et al., 1995; Baker et al., 2002).
Remarkably, in inferior temporal cortex, selectivity for stimulus
categories can be stronger in a categorization task than during
passive viewing (McKee et al., 2014). The differential responses
we observed in mouse V1 might in a similar way reflect the fact
that the mouse has learned to categorize the two stimuli.

In contrast to the balanced selectivity we observed in area V1,
preferences in ACC were biased toward the stimulus that prom-
ised a reward; this biased selectivity in ACC was task-specific
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because it only emerged in response to the behavioral demands.
Neural populations at higher processing stages often exhibit pro-
nounced biases for specific stimuli. For instance, in macaques
trained to discriminate visual stimuli, the majority of neurons
recorded in the lateral intraparietal area responded most strongly
to one particular stimulus (Fitzgerald et al., 2013). Such biased
selectivity might be beneficial in perceptual tasks with binary or
discrete outcomes because the overall level of activity could then
be used by downstream areas to infer stimulus identity and com-
mit toward an action. Biased selectivity has also been observed in
mice trained to discriminate two orientations: 88% of neurons
imaged in PPC responded more strongly to a rewarded than to
an unrewarded orientation (Pho et al., 2018). These and our
findings suggest that, in the mouse, stimulus representations
transition along the cortical hierarchy from a balanced to a bi-
ased scheme. Future work will have to clarify under which be-
havioral conditions biased selectivity emerges, and where in
cortex the transition occurs from balanced to biased distributions
of preferences.

What might be the neural circuits underlying the task-depend-
ent modulation we observed in area V1? Although we have no
direct evidence, several lines of research indicate ACC as a prime
candidate. ACC is important for reward-guided action selection
(Doya, 2008; Kolling et al., 2016; Shenhav et al., 2016). In forag-
ing-like behaviors, responses of ACC neurons represent the bene-
fits of certain actions, relative to the required effort (Walton et al.,
2002; Rudebeck et al., 2006; Kennerley et al., 2009; Hillman and
Bilkey, 2010; Kolling et al., 2012). Effort-based decision-making
might be one of the processes that is relevant in our task because
mice have to commit to running bouts to harvest a reward.
Furthermore, ACC sends direct projections to mouse V1, which
can carry top-down signals that can shape activity of V1 neurons
(Zhang et al., 2014, 2016; Fiser et al., 2016; Leinweber et al., 2017;
Huda et al., 2020). Consistent with the idea that ACC contributes
to the selectivity emerging in V1, we found that neurons in ACC
became strikingly selective during cue evaluation. Conclusive
demonstrations, however, for V1 modulations in our task by ACC
will require simultaneous recordings from both areas (e.g.,
Steinmetz et al., 2019) or optogenetic suppression of ACC termi-
nals over V1 (e.g., Zhang et al., 2014).
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V1 microcircuits underlying mouse visual behavior
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Visual behavior is based on the concerted activity of neurons in

visual areas, where sensory signals are integrated with

top-down information. In the past decade, the advent of new

tools, such as functional imaging of populations of identified

single neurons, high-density electrophysiology, virus-assisted

circuit mapping, and precisely timed, cell-type specific

manipulations, has advanced our understanding of the

neuronal microcircuits underlying visual behavior. Studies in

head-fixed mice, where such tools can routinely be applied,

begin to provide new insights into the neural code of

primary visual cortex (V1) underlying visual perception, and the

micro-circuits of attention, predictive processing, and learning.
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Introduction
How do we see? This simple question does not have a

simple answer. Vision is a complex process that starts with

the absorption of light by the photoreceptors in the retina,

which convey to downstream circuits the information

necessary for perception and action. Essential for visual

behavior are several processes, such as the encoding and

transformation of visual representations across the visual

hierarchy, the selection of salient or otherwise relevant

information, the integration of visual inputs with learned

priors or predictions for scene interpretation, and the

translation into appropriate behavioral actions.

Within the last two decades, experiments in head-fixed

mice have enabled researchers to investigate the neural

basis of visual behavior on the microcircuit level. Rapid

progress has been made, thanks to the availability of

techniques that cannot as readily be used in other mam-

mals. Examples are long-term monitoring of populations

of identified single neurons using two-photon imaging

with genetically encoded calcium indicators [1], and cell-

type or projection-specific optogenetic manipulations [2].

Here, we survey this progress by focusing on in vivo
studies in the head-fixed mouse, review how neural

microcircuits in V1 support visual behavior and relate,

where possible, experimental findings to computational

models of visual function.

The mouse as a model system for visually
guided behavior
While working with mice allows the interrogation of

neuronal microcircuits at unprecedented detail, their

suitability as a model system for visual behavior has often

been called into question. Indeed, mice have large visual

receptive fields (RFs, e.g. �20 deg in V1 [3]) and poor

spatial acuity in laboratory vision tests [4]. Yet, mice can

discriminate not only simple, but also higher-order visual

stimuli [5,6], as well as natural scenes [7]. Furthermore,

they exhibit interesting and ecologically relevant visual

behaviors: vision is their only sense to detect avian

overhead predators [8,9], and is essential to orient them-

selves accurately towards prey and approach it from the

distance [10] (Figure 1a).

It is becoming increasingly clear that considering the

natural habitat of mice in the design and display of visual

stimuli is likely to advance our understanding of mouse

vision and visual behavior. For instance, preferences for

spatial frequency in mouse V1 are concentrated below

0.08 cyc/deg, if measured with standard, artificial grating

stimuli [11,12]. However, probing mouse V1 with more

complex stimuli that mimic the optic flow experienced by

running through grass (Figure 1b), revealed reliable,

highly selective responses for orientation and direction,

even at high spatial frequencies [13�]. Such adaptations in

tuning might be understood in the context of efficient

coding theory [14,15], which posits that perceptual

systems have evolved towards transmission of as much

information as possible, given the statistics of the natural

environment and biological constraints of the nervous

system. Relatedly, if performance in a natural task, such

as object localization or identification, is taken as starting

point, Bayesian ideal observer analysis [16] can provide a

framework for extracting the most task-relevant stimulus

features and hence infer representations for natural

stimuli. Developing custom display solutions for optimal

stimulation of the mouse’s large field of view [12,17,18],

and providing color inputs with wavelengths appropriate
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for their UV-sensitive cones [17–20] (Figure 1c), will

likely reveal visual capabilities of mice that surpass what

has so far been recognized [18], and will allow further

testing of theories relating environment statistics to

neural representations and task performance.

Do mice use the thalamocortical pathway for
visual behavior?
Given the prominence of subcortical visual pathways in

rodents, it has been imperative for studies of mouse visual

behavior to demonstrate that, like in other mammals,

specific visual tasks rely on thalamocortical pathways,

in particular on V1. In the mouse, as much as 88% of

retinal ganglion cells (RGCs) target the superior collicu-

lus (SC) and most RGCs projecting to the dorsolateral

geniculate nucleus of the thalamus (dLGN) have an axon

collateral to SC [21]. In SC, neurons are selective for

direction and orientation [22], and organized in maps with

orientation columns [23,24]. Consistent with the impor-

tance of SC for visual behavior in rodents, ablation of

primary visual cortex seems to have little impact on the

detection and orientation towards salient visual stimuli

[25,26]. Similarly, muscimol-induced inactivation of ger-

bil primary auditory cortex has little impact on behavioral

performance in a sound detection task [27], and mice

trained to detect objects using their whiskers can rapidly

recover their performance level after ablation of barrel

cortex [28], suggesting that across sensory systems

rodents might not require primary cortices to detect

simple stimuli. Remarkably, SC can have powerful con-

trol over visual cortex [29]: in postrhinal cortex, an extra-

striate visual area, neural responses seem to remain intact

after V1 inactivation, but they are abolished upon silenc-

ing SC. Despite the prominent role of the SC, short-term

inactivation of V1 consistently demonstrated impair-

ments of performance during orientation discrimination
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Mouse vision and neural codes in V1. (a) Ethological visually guided behaviors in the mouse: avoidance of aerial predators [8,9] and prey capture

[10]. (b) Comparison of V1 responses (example cell) to grating stimuli (left) and visual stimuli inspired by the mouse’s visual habitat, here: patches

of grass (right). These flow stimuli evoke higher firing rates and responses, which remain well tuned even for spatial frequencies so far considered

beyond the resolution of the mouse (adapted from [13�]). (c) Custom projection and display devices to provide panoramic input of appropriate

wavelength to the mouse’s large field of view (Euler and Busse, unpublished). (d) Psychometric curve of an example mouse (single session) in a

contrast change detection experiment, during control trials (black) and trials with V1 inactivation (blue) over V1 regions encoding the visual

stimulus (inset). V1 inactivation systematically impairs perceptual performance, that is, shifts the psychometric curve to the right, providing

evidence for a link between V1 activity and visual behavior (adapted from [30]). (e) Behavioral report of optogenetic V1 pyramidal cell stimulation

can be well predicted by the total amount of light delivered. Example mouse, two sessions (adapted from [38�]). (f) During precisely timed,

optogenetic inactivation of V1, behavioral performance in an orientation discrimination task is to large degree restored, even if as little as the initial

�80 ms of the stimulus-evoked V1 response is left intact (adapted from [34��]).
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[30–33,34��,35], motion perception [36], and detection of

changes in stimulus contrast [30] (Figure 1d). Impor-

tantly, impairments in orientation discrimination perfor-

mance seem to be strongest for low-contrast stimuli [32],

and rather moderate suppression of firing rates can sub-

stantially elevate perceptual thresholds [30]. Together,

these studies are consistent with a critical link between

activity in mouse V1 and perceptual performance in a

range of visual tasks.

Inactivating V1 in order to pinpoint its specific functions,

however, comes with caveats. First, diminished behav-

ioral performance during inactivation experiments could

arise from effects unspecific to vision. A stronger case is

thus made if V1 suppression impairs behavioral perfor-

mance only in vision tasks, and not in a variant of the task

in a different sensory modality [31]. Second, since V1

sends numerous projections to subcortical structures,

manipulating V1 activity will inevitably also affect output

targets, such as SC [37]. Hence, even if inactivation is

targeted to area V1, it is challenging to ultimately rule out

the involvement of SC in mouse visual perception.

The code and microcircuits for sensation and
perception in mouse V1
While it seems that activity in mouse V1 is necessary for

image-forming vision, it is less clear how many of its

neurons are required for perception. This question has

been elegantly tested in the somatosensory system’s

barrel cortex, where rats can report juxtacellular current

injections into single neurons, leading to �10–15

additional action potentials. Behavioral reports of such

nanostimulation were most reliable if the stimulation

targeted strongly responsive pyramidal cells in deep

layers [39,40] or fast-spiking inhibitory interneurons

[40,41]. Potentially related are findings of single ‘hub’

neurons in superficial layers of rodent V1, which exert

widespread control over the cortical population: The

induction of burst spiking in single neurons could change,

in �40% of the cases, global brain state as assessed by the

local field potential (LFP) [42]. Induced bursts also

affected, within a radius of �100 mm, spiking activity

in <1.7% of excitatory neurons [43,44] and in 29% of

somatostatin-positive (SOM+) inhibitory interneurons

[43]. The strong recruitment of inhibition resonates well

with recent findings, where holographic optogenetic acti-

vation of a single pyramidal cell in L2/3 of mouse V1

induced a pattern of activity consistent with feature

competition, in which similarly tuned neurons predomi-

nantly suppress each other [45��]. Together, these studies

point towards an important role of V1 L2/3 circuits in

suppressing redundant information and promoting sparse

coding [46].

How activation of inhibitory interneurons in V1 influences

visual perception is a matter of debate. One study

reported that driving V1 parvalbumin-positive inhibitory

interneurons (PV+) improved discriminability (d0) for ori-

entation [47]; however, the interpretation of these behav-

ioral data is not straightforward, because they do not rule out

the possibility that optogenetic stimulation affected task

compliance [38�,48]. The opposite conclusions were

reached by other studies, in which activation of PV+ inter-

neurons impaired contrast discrimination, particularly in

perceptually limited, threshold-level sensory conditions

[48]. Interestingly, a similar decline in performance was

observed for activation of somatostatin-positive (SOM+)

interneurons, while activation of vasoactive intestinal pep-

tide (VIP+) interneurons improved perceptual thresholds

[48], potentially via the well-characterized disinhibitory

VIP+ ! SOM+ ! pyramidal cell circuit [49].An important

next step will be a detailed characterization of visual per-

ception under a wide range of optogenetic stimulation

intensities. Such an approach would allow one to assess

whether varying drive to the targeted interneurons changes

perception in qualitatively different ways. This could

potentially reconcile discrepancies between previous

studies.

How relevant is spike timing in mouse V1 for driving

visually guided behavior? A few studies causally tested, in

the context of perception, predictions of theoretical

models concerning the relevance of precise timing and

synchronicity [50] versus the necessity of rate coding

given chaotic network dynamics and noisy single neurons

[51]. While single neuron nanostimulation in somatosen-

sory cortex demonstrated that detection performance

improved with the irregularity of the induced spike train

[41], results in V1 obtained during larger-scale optoge-

netic stimulation of pyramidal cells rather suggest that the

exact timing of spikes does not matter, at least in simple

detection tasks [38�]. Indeed, detection performance of

direct, low-intensity V1 optogenetic stimulation seems to

depend only on total light energy, that is, the product of

pulse intensity and duration, with little effect of stimula-

tion frequency [38�] (Figure 1e). At least for the type of

V1 stimulation employed, which increased spiking on

average by �1.1 spikes/s over 100 ms, behavior could

be well approximated by a linear integration of spikes

occurring within this stimulation window in a population

of noisy neurons. These experiments elegantly and pow-

erfully establish the capabilities of readout [52]; to which

degree this result generalizes to more naturalistic stimu-

lation patterns and is sufficient for explaining perfor-

mance in complex, sensory tasks remain important open

questions.

Which V1 spikes are critical for visual perception?

Exploiting the power of precisely timed optogenetic

suppression of V1 activity, Scanziani and colleagues could

show that the first 40–80 ms of V1 activity are sufficient

for mice to perform a simple orientation discrimination

task (45 deg, [34��]) (Figure 1f). Remarkably, within this

initial 80 ms of V1 response, the majority of V1 neurons
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discriminating the stimulus had a response difference of

�1 spike. This highlights that the first V1 spikes, proba-

bly mostly representing the initial feedforward sweep,

can reliably drive behavior, at least in simple discrimina-

tion tasks.

Finally, two photon functional imaging — currently still

limited to the temporal scale of calcium indicators — allows

to determine in large neuronal populations, which features

of the neural code correlate with task performance. The

heterogeneity of V1 L2/3 responses both before and during

stimulus presentation, but not mean activity, seems a good

candidate for predicting single trial detection performance

and reaction time [53], and differs between active task

performance and passive viewing [54�]. Other studies,

however, have found that populations of V1 L2/3 neurons

during orientation discrimination predominantly encoded

stimulus identity as opposed to delayed behavioral choice

[33], and did not alter selectivity after reward contingencies

had been reversed [54�]. One goal for the future will be to

investigate questions of population coding and behavior

with more complex stimuli and tasks, at higher temporal

resolution, on a trial-by-trial basis, and in individual animals

[52]. Furthermore, our most detailed knowledge of the

neural circuits underlying visual behavior in the mouse

currently arises from layers 2/3 of primary visual cortex.

In the future, it will be important to expand these investiga-

tions to other layers and areas beyond the primary visual

cortex, whose potential function in mouse visual behavior

remains largely unknown.

Top-down modulation of sensory processing
in mouse V1
A fundamental task of sensory systems is to select behav-

iorally relevant information and enhance its neural repre-

sentation, commonly referred to as selective attention.

Selective visual attention has long been studied in pri-

mates, but recent work has shown that attention can also

be probed in head-fixed mice [55�]. Indeed, in carefully

designed spatial cueing tasks (Figure 2a), mice showed

higher accuracy, faster reaction times, and enhanced

perceptual sensitivity after valid compared to invalid cues

[55�]; such results are characteristic signatures of selective

visual attention. This key demonstration has opened up

the possibility to relate perceptual improvements by

attention to activity in V1 microcircuits, and to identify

the neural source and signals controlling visual attention.

Experiments on the microcircuits of attention would also

allow testing predictions of a biophysically inspired

computational model, which postulates specific roles

for different types of interneurons in the attentional

modulation of sensory responses [56].

One candidate source for attentional modulation of V1

responses is the anterior cingulate region of prefrontal

cortex (ACC), which sends long-range, monosynaptic

projections to V1 innervating pyramidal cells and all three

major classes of inhibitory interneurons (PVs, SOMs,

VIPs) [57,58]. In anesthetized mice, optogenetic stimu-

lation of ACC projections terminating in V1 recruited

these interneurons, whose concerted activity produced a

pattern of pyramidal cell responses similar to the

center-surround profile of spatial attention [58]

(Figure 2b). It has also been reported that optogenetic

stimulation of ACC improved behavioral performance

during orientation discrimination [58], which is consistent

with a functional relevance of those projections during

task performance.

According to the influential framework of predictive

coding, early processing stages are less concerned with

selecting and representing stimulus features, but rather

compare incoming sensory signals against an internal

model of the world [59–61]. The predictive coding frame-

work postulates a hierarchical processing scheme, where

higher-level stages send predictions of sensory inputs to

lower levels. Lower-level stages compare predicted

against actual sensory input and might signal prediction

errors, which are used to update the model. How these

key components of the predictive coding framework

might be implemented by neural circuits in mouse cortex

has been tested in a series of studies, in which mice

were navigating virtual reality (VR) environments

[57,62,63,64��,65]. VR environments allow sudden per-

turbations of the optic flow, creating visual input that

deviates from what would be expected based on self-

motion. Two-photon calcium imaging revealed that such

mismatches evoked responses in a population of layer 2/3

V1 neurons [62,65] (Figure 2c), consistent with prediction

error signals. Such mismatch signals required that the

animals experienced the coupling between optic flow and

self-motion, because mismatch responses were absent in a

separate group of animals receiving identical visual stim-

ulation without visuomotor coupling [64��]. The predic-

tions themselves are thought to be conveyed by

subregions of the ACC and secondary motor cortex

(M2). ACC/M2 provide, via topographically organized,

monosynaptic projections, to V1 layer 2/3 neurons motor-

related signals [57]. Motor-related signals in ACC/M2

projections were found to be correlated with the optic

flow expected by self-movement, and this correlation was

restored, after additional practice, in VR environments,

where the coupling of optic flow to the animal’s move-

ment direction was inverted [57]. Finally, a circuit in layer

2/3 of mouse V1 has been proposed that could potentially

implement the computation of prediction errors

(Figure 2c). Layer 2/3 ‘mismatch’ neurons integrate

motor-related, excitatory input and inhibitory input from

SOM+ interneurons driven by the visual optic flow.

Without perturbations, the excitatory motor-input and

the inhibitory visual input cancel out; if perturbations

stop the optic flow, however, SOM+ activity decreases

and this release of inhibition allows the mismatch neuron

to signal a prediction error [64��].
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VR experiments with rodents also highlight the intimate

relation between vision and navigation. As mice navi-

gate a virtual corridor lined by visual stimuli, responses

of V1 neurons to identical stimuli were found to be

selective for the animal’s spatial position in the corridor

[66��,63]. V1 selectivity for spatial position closely cor-

responded to the spatial position encoded in the hippo-

campal area CA1, and population activity in both regions

seemed to reflect the animal’s subjective estimate of

position [66��].

Key ideas behind theories of selective attention or pre-

dictive processing already imply that neural representa-

tions in V1 are not static, but depend on context and

experience. How experience, or learning, affects sensory

processing in V1 circuits can be investigated elegantly in

the mouse, where the activity of populations of identified

single neurons can be tracked across recording sessions.

Longitudinal two-photon calcium imaging during learn-

ing of a visual detection task, for instance, revealed

decreasing responses of layer 4 neurons, the primary

target of bottom-up inputs, yet increasing activity in

top-down projections from the retrosplineal cortex [68].

Consistent with such learning-related strengthening of

top-down influences on V1 processing, two studies have

reported that L2/3 neurons can acquire ramp-like

responses, possibly encoding the timing of the behavior-

ally relevant stimulus [31,68].
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Top-down modulations of V1 circuits. (a) The adaptation of classic spatial cueing tasks to head-fixed mice opens up the possibility to study

microcircuits of attentional selection. Left: in the experimental setup, the animal is facing two screens, one of which displays a cue grating at the

beginning of the trial. After the following delay period, where the grating is presented on both screens, the animal needs to lick if either of the two

gratings changes its orientation and refrain from licking if the orientations remain the same. Right: behavioral performance is better in trials in

which the cue is valid (i.e. presented at the same location at which a later change in orientation needs to be detected) compared to trials in which

the cue is invalid (adapted from [55�]). (b) In anesthetized mice, optogenetic activation of ACC projections over V1 results in center-surround

modulation. Left: laser stimulation sites (blue) relative to the recording site (red). Right: Spatial profile of response modulation, averaged across the

population of recorded neurons. A facilitatory center and a suppressive surround are reminiscent of spatial attention effects (adapted from [58]).

(c) A predicive coding interpretation of V1 responses. Top: Sudden halts (yellow) of optic flow in a VR environment can elicit ‘mismatch’ responses

from a population of L2/3 V1 pyramidal cells. Bottom: The proposed microcircuit generating these responses integrates excitatory signals from

ACC/M2 (purple) signaling predicted optic flow and inhibitory inputs from SOM+ neurons (orange) driven by the visual optic flow (green). If visual

and predicted optic flow match, these inputs cancel; in case of ‘mismatches’ the pyramidal cell produces a prediction error (adapted from [64��]).
(d) Top: During orientation discrimination learning, individual pyramidal cells and PV+ interneurons develop a preference for one or the other

grating stimuli. Bottom: Population summary of changes in selectivity for these two neuron types (adapted from [67��]).
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Besides strengthening top-down signals, learning can also

improve V1 stimulus processing [31,32]. Indeed, learning

to discriminate stimulus orientation made responses more

reliable in neurons that already preferred either orienta-

tion before learning; other neurons developed such rela-

tive preference during learning [31] (Figure 2d). On the

microcircuit-level, a methodological tour de force com-

bining longitudinal functional imaging with cell type

identification by post-mortem immunohistochemistry

[67��] could reveal differential effects of learning on

multiple classes of inhibitory interneurons. With learning,

PV+ neurons acquired substantial stimulus selectivity

(Figure 2d), which could be modeled as increased func-

tional connectivity between pyramidal and PV+ cells with

similar preferences. The model also revealed that the

magnitude of learning-related increases in stimulus pref-

erence of pyramidal cells was inversely related to their

pre-learning coupling strength with SOM+ neurons.

Thus, SOM+ neurons might be responsible for gating

learning-induced effects in V1. Consistent with a role in

gating learning-induced changes, the activity of SOM+

interneurons was found to be reduced during learning

[68], and rather decorrelated from the local network

[67��]. Thus, a release from inhibition during learning

might be important to promote plasticity in V1 [68],

where optogenetic activation of SOM+ neurons could,

to some degree, reverse learning-induced changes [68].

Although learning-related improvements in behavioral

performance are often paralleled by changes in sensory

processing, the time course for behavioral and neural

measures of learning can also dissociate. During classical

conditioning of orientation discrimination, for instance,

sensory processing in mouse V1 improved before success-

ful discrimination was evident in the animal’s licking

behavior [32]. This observation might be related to

reports from the auditory system, showing elegantly that

behavioral readouts of learning can systematically under-

estimate the acquisition of task knowledge [69]. These

findings provide important constraints for theories of

learning, and highlight the need to quantify learning

precisely in individual animals, and to carefully choose

behavioral indicators of progress.

Conclusions and outlook
We reviewed recent work on how microcircuits in V1, and

projections from top-down sources, might serve visual

behavior of the mouse. While rapid progress has been

made in understanding the role of V1 upper layers and

their specific inputs, much less is understood about the

role of lower-layer circuits and inter-laminar connectivity.

A new wave of discoveries is likely to come from record-

ings with high-density CMOS-based electrodes [70],

sampling from distributed areas of the brain [71], or from

brain-wide functional imaging methods [72], which prom-

ise to frame V1 computations in the brain-wide network

of regions active during visual behavior.
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6 Discussion

This thesis describes contextual modulations of visual processing in mouse V1 and
dLGN with a focus on the role of feedback signals. In particular, we show that CT
feedback can in dLGN affect processing of naturalistic stimuli by increasing the re-
sponse gain and by promoting tonic firing mode (Spacek et al., 2021). Moreover, we
reveal that CT feedback sculpts spatial integration in dLGN by enhancing surround
suppression and sharpening RFs (Born et al., 2021). These results integrate, at least in
part, well with studies carried out in other species (Andolina et al., 2013; Hasse and
Briggs, 2017a; Jones et al., 2012) and modalities (Alitto and Usrey, 2003; Ergenzinger
et al., 1998; Zhang et al., 1997). At the level of V1, we reveal that a large fraction of
neurons responds preferentially to either a rewarded or an unrewarded cue (Wal et al.,
2021). This effect might be established by feedback connections from the ACC, whose
neurons project to V1 and for which we describe a similar phenomenon. In the last part,
we summarize current literature on mouse V1 microcircuits mediating visually-guided
behavior with an emphasis on the role of top-down modulations for sensory processing
in V1 (Katzner et al., 2019).

6.1 The role of feedback

Although the general purpose of feedback is still debated, most functions of feedback
enable the organism to rapidly adjust sensory processing to changing contexts. These
functions include changing the firing mode of neurons, controlling their response gain,
and shaping their tuning properties.

6.1.1 Firing mode

A crucial component of context-dependent processing at the level of the thalamus might
be the firing mode of relay cells. Relay cells can respond to incoming stimuli in either
the burst or the tonic firing mode. The tonic firing mode is characterized by regularly
fired, sodium-mediated action potentials and a firing rate that increases approximately
linearly with the driving input, yielding a high dynamic range (Sherman, 2001; Lu
et al., 1992). Therefore, this processing regime seems particularly well suited for the
precise encoding of surrounding stimuli. The burst firing mode, on the other hand, is
defined by a rapid train of sodium action potentials that ride on top of a slow calcium
spike. Although it has been argued that spikes within a burst might encode sensory
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information (Mease et al., 2017), the prevailing idea is that the burst spikes represent
all-or-none responses (Sherman, 2001; Lu et al., 1992). These nonlinear responses have
a high probability of triggering an action potential in downstream cortical neurons and
might thus serve as a wake-up call to cortex (Sherman, 2001). Such wake-up calls
might be particularly useful for detecting sudden changes in the sensory input.

In Manuscript 1 (Born et al., 2021) and Manuscript 2 (Spacek et al., 2021), we
found that suppressing CT feedback increased in dLGN burst ratios. Conversely, ac-
tivating CT feedback reduced burst ratios (Born et al., 2021). Burst spikes depend
on voltage-gated T-type channels which only become de-inactivated when the neurons
membrane potential becomes sufficiently hyperpolarized for at least 100 ms (Sherman,
2001). Hence, this result is in line with CT feedback acting via its direct excitatory
route and supports previous findings: Mease et al. (2014), for instance, juxtacellularly
probed responses to whisker deflections in the mouse somatosensory thalamus and re-
vealed that optogenetic activation of L6CT neurons in barrel cortex reduced the proba-
bility of thalamic bursts. Yet, these observations are contrasted by findings from Olsen
et al. (2012) and Bortone et al. (2014) who activated and inactivated corticothalamic
feedback to dLGN respectively and found no significant change in burst ratios. Thus,
to resolve this conflict, further studies are needed.

6.1.2 Gain control

By fitting a threshold linear model to dLGN responses under control conditions and
under conditions in which CT feedback was suppressed, we were able to show that CT
feedback modulates dLGN firing rates by a divisive mechanism (Spacek et al., 2021).
Gain modulations occur in both subcortical and cortical structures and are suggested
to play an important role for a wide range of cognitive functions such as multimodal
integration, learning, and sensory processing (Ferguson and Cardin, 2020). In exci-
tatory neurons of mouse primary auditory cortex, for example, repeated exposure to
a sound reduces, by recruitment of SOM+ interneurons, the gain of frequency tuning
(Natan et al., 2017), and L6CT pyramidal cells in V1 control, via translaminar PV+
inhibitory interneurons (Bortone et al., 2014; Frandolig et al., 2019), the gain across
cortical layers (Olsen et al., 2012; Bortone et al., 2014; Frandolig et al., 2019).

For a long time, it has been thought that subtractive modulations would arise from
hyperpolarizing inputs while divisive modulations were attributed to shunting inhibi-
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tion. Modelling the effects of shunting inhibition, however, resulted in subtractive
changes (Holt and Koch, 1997). An alternative explanation is the so-called “synap-
tic noise” (Shu et al., 2003; Chance et al., 2002). Synaptic noise describes the extend
to which a neurons membrane potential fluctuates due to synaptic inputs and seems
in cat V1 together with changes in depolarization and input resistance responsible for
evoking gain modulations (Cardin et al., 2008). These factors are indeed also affected
by CT feedback (Béhuret et al., 2015) which, combined with fluctuations in the recruit-
ment of T-type channels, can alter the slope of the input-output function of thalamic
relay cell (Béhuret et al., 2015; Wolfart et al., 2005). CT feedback can also influence
the retino-thalamo-cortical transmission by eliciting NMDA plateau potentials in distal
dendrites of relay cells (Augustinaite et al., 2014). If the relay cell is in burst mode, an
NMDA spike can switch the neuron to tonic mode, and if already in tonic mode, the
excitatory potential increases the probability of the relay cell to respond to incoming
retinal inputs. Supporting this notion, Przybyszewski et al. (2000), showed that feed-
back projections from macaque V1 multiplicatively modulate contrast-tuning of dLGN
parvocellular neurons.

CT feedback can thus alter the sensitivity of neurons at an early processing stage
and contribute to the dynamic encoding range necessary for an organism to detect both
subtle and prominent inputs (Ferguson and Cardin, 2020).

6.1.3 Contextual modulation in mouse V1

Contextual modulations are not restricted to the thalamus but occur also upstream in
the primary sensory cortices. In mouse V1, we found that a substantial fraction of neu-
rons develops selective responses to one of two visual cues that signal either a missing
or an upcoming reward (Wal et al., 2021). Reward modulations have previously been
reported in rodent V1 (Poort et al., 2015; Shuler, 2006; Chubykin et al., 2013), where
neurons can predict the timing of a reward (Shuler, 2006). While it has been suggested
that reward timing in V1 is established by local circuits together with cholinergic in-
puts from the basal forebrain (Chubykin et al., 2013), Stanisor et al. (2013) found that
the strength with which neurons in macaque V1 are modulated by a reward is corre-
lated with top-down attentional influences. This suggests that reward modulation in
V1 could, at least in part, be mediated by feedback connections. In line with this idea,
we found selective response patterns also in the mouse ACC, which sends feedback
projections to V1 (Leinweber et al., 2017; Zhang et al., 2014).
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Even though we cannot rule out that the modulations we observed are better ex-
plained by other contextual influences, such as those due to the global shape of the
stimuli (Baker et al., 2002; Logothetis et al., 1995; McKee et al., 2014), they neverthe-
less might help the animal to discriminate between two behaviorally-relevant cues.

6.1.4 Predictive coding

Another prominent idea regarding the role of feedback for sensory processing comes
from the predictive coding framework (Rao and Ballard, 1999; Clark, 2013; Keller and
Mrsic-Flogel, 2018). According to the predictive coding idea, higher processing stages
acquire, through experience, a model of the external world, which generates specific
predictions about incoming sensory information. These predictions are conveyed via
feedback signals to lower processing stages, where they are compared with external
feedforward inputs. Only the difference between the actual sensory input and the pre-
diction is then passed on to the next processing stage in the form of an error signal.
Based on the error signal the model representation is updated.

A prominent example of a predictive signal can be traced back to Helmholtz
(Von Helmholtz, 1867) who coined the term corollary discharge. Corollary discharge
describes the sensory consequence that is predicted based on an efference copy, i.e. a
copy of the motor command, and that enables the organism to distinguish own move-
ments from external movements. Neurophysiological evidence for this idea has been
found in different species and processing domains. Trying to understand why we per-
ceive a stable visual world, regardless of saccadic or rapid eye movements, Sommer
and Wurtz (2006) found that neurons in the frontal eye field of macaques receive, via
the thalamus, corollary discharges from neurons in the superior colliculus based on
which they shift their RFs. Moreover, Keller and Hahnloser (2009) reported neurons in
the zebra finch’ auditory forebrain that seem to detect mismatches between the bird’s
model of a song and the actually perceived song.

In mice, predictive processing has been studied in the primary visual cortex. Keller
et al. (2012) recorded from neurons in layer 2/3 of mouse V1, while the animals, being
headfixed over a spherical treadmill, navigated through a virtual corridor. Interestingly,
they found a fraction of neurons that predominantly responded when the visual feed-
back was not coupled to the movement of the mice and hence elicited a mismatch. Cru-
cially, these mismatch signals are experience-dependent, which is in line with the idea
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that they reflect sensory-driven violations of a learned model (Attinger et al., 2017).
It has been proposed that prediction of this model are sent in form of excitatory motor
signals from neurons in the ACC/M2 to neurons in L2/3 of V1 (Leinweber et al., 2017).
These neurons are also targeted by somatostatin-positive inhibitory neurons that encode
the visual flow. If the visual flow is in accordance with top-down mediated motor com-
mands, inhibitory and excitatory inputs are cancelled out, otherwise a mismatch signal
is elicited (Attinger et al., 2017).

Adopting the idea of predictive coding to contextual influences on spatial integra-
tion, surround suppression can be understood as the successful prediction of a local
stimulus from the global spatial pattern. The stronger response to a small stimulus can,
on the other hand, be viewed as a mismatch signal, that is generated because the local
input could not be predicted by the larger context (Rao and Ballard, 1999). In fact, a
computational model based on predictive coding was able to recapitulate many aspects
of the V1 classical and extraclassical RF properties, including surround suppression
(Spratling, 2010). Thus, CT feedback-mediated effects on surround suppression ob-
served in our study can be explained in the framework of predictive coding.

From the predictive coding framework one can also derive specific hypotheses re-
garding the effects of CT feedback for processing artificial vs. naturalistic stimuli. That
is, CT feedback should be particularly engaged for naturalistic stimuli since they should
more closely match the model of the external world. In line with this idea, we found
effects of CT feedback on firing rate to be more consistent and stronger for naturalistic
movie clips than for drifting gratings (Spacek et al., 2021).

6.1.5 State-dependent modulations in dLGN

While activity in both cortex and thalamus is known to depend on the behavioral state
of the animal, the effects of corticothalamic feedback have traditionally been probed
in anesthetized animals (Briggs and Usrey, 2011). This is problematic because, first,
anaesthesia might affect higher processing stages stronger than lower processing stages
and therefore alter in particular the influence of feedback projections (Makino and
Komiyama, 2015; Keller et al., 2020; Briggs and Usrey, 2011). In line with this notion,
Makino and Komiyama (2015) found that administering in mice a mixture of ketamine
and xylazine had little effect on the response profile of the feedfoward-recpient layer 4
neurons while strongly suppressing feedback from the retrosplenial cortex to V1. Sec-
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ondly, recordings in anesthetized animals do not allow to answer important questions
regarding interactions between effects of CT feedback and behavioral state.

In Manuscript 2 (Spacek et al., 2021), we recorded in mouse dLGN responses to
naturalistic movie clips and manipulate CT feedback during different behavioral states.
Our results show that although effects of locomotion mimic those of CT feedback, the
two influences act largely independent. This is indeed similar to what has been de-
scribed for state-dependent modulations in the superior colliculus, which are suggested
to be independent of corticotectal inputs: In a recent study, Schröder et al. (2020) used
two-photon calcium imaging to record from neurons in the mouse SC. When compar-
ing the response properties of SC neurons during different arousal levels, as assessed
by the pupil size, they found both neurons whose responses were positively modulated
by arousal as well as neurons that were negatively modulated by arousal. Importantly,
when optogenetically inactivating V1, this pattern persisted.

Although we found that effects of CT feedback and behavioral state were overall
independent, we indeed revealed two subtle interactions. That is, CT feedback affected
dLGN firing rates and burst ratios less strongly during periods of quiescence than dur-
ing periods of locomotion. Importantly, locomotion is associated with a more desyn-
chronized brain state (Niell and Stryker, 2010). A relationship between brain state and
CT feedback effects has previously been reported by Wörgötter et al. (1998), who mea-
sured the effect of inactivating CT feedback on responses in the dLGN of anaethetized
cats while monitoring EEG activity. They found that during more desynchronized states
CT feedback effects are more prominent. Also stressing the link between CT feedback
and arousal-dependent modulations in mouse dLGN, a recent study showed that sup-
pressing V1 by administering muscimol significantly reduced the correlation between
dLGN firing rates and pupil size (Molnár et al., 2021).

Although our results speak in favor of dLGN processing being modulated by behav-
ioral state and CT feedback independently, the current paradigm shift from recordings
in anaesthetized to recordings in awake animals will hopefully contribute to further
clarify the matter.
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6.2 Diversity of L6 CT feedback

6.2.1 Anatomical diversity

CT feedback arises from the upper part of the deepest cortical layer, layer 6a, from
where long-range axonal projections are sent to the thalamus by a distinct population of
pyramidal cells (Frandolig et al., 2019; Gouwens et al., 2019). Even though this popu-
lation, which in mice makes up about 65% of excitatory neurons in layer 6 (Olsen et al.,
2012), is locally confined, it is not homogeneous. On a morphological level one can
discriminate between two subtypes, one of which has a shorter apical dendrite reach-
ing up to layer 4, while the apical dendrite of the second subtype extends to the most
superficial layers (Olsen et al., 2012). Using unsupervised clustering algorithms recent
studies determined three L6CT subtypes based on electrophysiological and morpholog-
ical properties and two subtypes based on transcriptomics (Gouwens et al., 2019; Tasic
et al., 2016). Single-cell RNA sequencing on L6CT neurons in the mouse barrel cortex
could show that their transcriptonal heterogeneity reflects in part their different laminar
locations and projection patterns (Chevée et al., 2018). CT neurons in the upper part
of L6a send axonal projections to the first-order thalamic nucleus of the somatosensory
system, the ventral posterior medial nucleus (VPM), and the thalamic reticular nucleus
(TRN), whereas CT neurons in the lower part of layer 6a innervate the VPM and the
higher-order thalamic nucleus of the somatosensory system, the posterior medial nu-
cleus (Frandolig et al., 2019). Also, in primate V1, L6 can be subdivided into two tiers
based on the projection target of its corticogeniculate neurons. Corticogeniculate neu-
rons in the upper tier of L6 innervate the parvocellular layers of the dLGN, whereas
corticogeniculate neurons in the lower tier project mainly to the magnocellular layers
(Lund et al., 1975; Conley and Raczkowski, 1990; Fitzpatrick et al., 1994).

6.2.2 Functional diversity

How is this diversity in the CT population reflected on a functional level? Functional
properties of L6CT neurons remain relatively unexplored, mainly owing to their deep
location. Although L6CT neurons in mouse V1 share specific response properties,
such as their ultrasparse firing and their strong orientation selectivity (Vélez-Fort et al.,
2014), corticogeniculate cells in ferrets, rabbits, and monkeys display heterogeneous
tuning (Harvey, 1978; Tsumoto and Suda, 1980; Swadlow and Weyand, 1987; Briggs
and Usrey, 2005). Tuning properties that are suited to functionally cluster corticogenic-
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ulate cells are, for instance, contrast sensitivity or temporal frequency tuning (Stoelzel
et al., 2017; Briggs and Usrey, 2009). In primate V1, it has been shown that cortico-
geniculate neurons can be clustered based on their antidromic latencies and the degree
to which their response is modulated by the temporal frequency of a drifting grating
into three groups. Compared to simple cells, fast and slow complex cells are more sen-
sitive to low contrast stimuli, prefer higher temporal frequencies, and display stronger
surround suppression. The two complex cell population, on the other hand, differ with
respect to their orientation and direction selectivity: Fast complex cells show sharper
orientation tuning and are more sensitive to the direction in which the grating is drift-
ing. In sum, the three populations display response properties that closely resemble
those found in feedforward processing streams, which suggests that CT feedback is
organized in segregated channels (Briggs and Usrey, 2009).

While our studies add important insights into the role of feedback for sensory pro-
cessing in the mouse visual system, our approach of optogenetically manipulating CT
feedback in PV-Cre and Ntsr1-Cre mice does not do justice to the diversity within the
L6CT population. To gain a more complete understanding of CT feedback, future stud-
ies would greatly benefit from mice strains in which specific L6CT subpopulation could
be targeted.

6.3 Manipulating CT feedback

In addition, our approach of suppressing L6CT neurons at the level of the cell body
cannot rule out that thalamic activity is affected by other poly-synaptic routes. It is
known that L6CT neurons have cortical axons collaterals which change the gain across
cortical layers, including neurons in layer 5 (Bortone et al., 2014; Kim et al., 2014;
Olsen et al., 2012). In the visual system, layer 5 pyramidal cells project to the superior
colliculus (SC). Tectogeniculate neurons in the SC, in turn, provide driving input to the
dorsolateral shell of the dLGN (Bickford et al., 2015; Cang et al., 2018).

Future studies should therefore manipulate CT feedback by inhibiting in the tha-
lamus CT axon terminals. However, optogenetic inhibition of axon terminals remains
difficult. While opening GtACRs can have, due to the high chloride concentration in
axons, excitatory effects, photoactivating proton pumps at terminal sites can lead to a
pH-dependent influx of calcium, which can in turn increase spontaneous neurotrans-
mitter release (Mahn et al., 2016; Wiegert et al., 2017). A solution to this problem
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is a targeting-enhanced mosquito homologue of the vertebrate encephalopsin, eOPN3.
Light-activating eOPN3 recruits G protein-coupled receptors at the presynaptic termi-
nals which, by reducing intracellular calcium concentrations, inhibits vesicle release
(Mahn et al., 2021).

6.4 Conclusions and Outlook

The shift in model organism from anaesthetized cats and primates to awake mice in
combination with the advent of genetic tools and steadily improving recording tech-
niques has significantly facilitated the dissection and understanding of neural circuits,
including the anatomy and the functional role of L6 corticothalamic projections. As
established by the manuscripts in this thesis, L6 corticothalamic projections are highly
structured and affect sensory processing in thalamocortical neurons on multiple levels,
including their firing mode and their spatial integration properties.

These insights contribute to an emerging view, according to which the thalamus
does not simply relay sensory information from the periphery to the cortex but rather
constitutes an important processing stage at which cortical neurons can, via feedback
connections, actively alter their inputs. Despite adding valuable information to this
view, many interesting questions remain unanswered. For instance, do CT feedback
connections in the mouse consist of parallel processing streams similar to what has
been shown in primates; what is the relative contribution of inhibitory neurons in the
TRN and in first-order thalamic nuclei to feedback-mediated inhibitory effects; and do
these effects persist if we control for influences that are mediated by other polysynaptic
corticofugal pathways?

Contextual modulations are not restricted to the thalamus but extent throughout the
sensory systems. In mouse V1, we show that a large fraction of neurons is preferentially
engaged by a rewarded or an unrewarded stimulus. Although we find a similar pattern
at the level of the ACC, a structure that sends projections to V1, we cannot resolve the
relationship between the two effects. An important follow-up question is therefore to
which extent are the tuning preferences found at the level of V1 mediated by top-down
projections from ACC.

Lastly, while we have probed contextual modulations in experimental setting that
allowed us to optimally control any source of variance, investigating contextual modu-
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lations and their link to feedback connections under more complex, ecologically rele-
vant conditions will yield a more complete understanding of feedback.
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E. S., Buzsáki, G., Ramirez, J. M., Jones, A. R., Svoboda, K., Han, X., Turner, E. E.,
and Zeng, H. (2012). A toolbox of Cre-dependent optogenetic transgenic mice for
light-induced activation and silencing. Nature Neuroscience, 15(5):793–802.

Mahn, M., Gibor, L., Patil, P., Cohen-Kashi Malina, K., Oring, S., Printz, Y., Levy, R.,
Lampl, I., and Yizhar, O. (2018). High-efficiency optogenetic silencing with soma-
targeted anion-conducting channelrhodopsins. Nature Communications, 9(1):4125.

Mahn, M., Prigge, M., Ron, S., Levy, R., and Yizhar, O. (2016). Biophysical constraints
of optogenetic inhibition at presynaptic terminals. Nature Neuroscience, 19(4):554–
556.

Mahn, M., Saraf-Sinik, I., Patil, P., Pulin, M., Bitton, E., Karalis, N., Bruentgens,
F., Palgi, S., Gat, A., Dine, J., Wietek, J., Davidi, I., Levy, R., Litvin, A., Zhou, F.,
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