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Chapter 1

Introduction



Innovation is the driving factor behind technological change and economic growth
(Romer [1990], Aghion and Howitt [1992]). According to the Romer [1990] model,
short-term economic growth is possible by increasing the input of capital and labor.
However, due to declining marginal products, this is not sustained growth. Long-
term growth depends on innovation and the stock of (human) capital devoted to
R&D activities. Both types of growth highlight the importance of a country’s work-
force, especially for innovation activities: Sufficient and well-trained workers are a
prerequisite for a country’s economic growth and prosperity. Different from basic
theory (Romer [1990]), labor is not exogenous in practice but can be influenced by
economic policy and other factors. A high rate of labor market participation in the
total workforce is crucial for economic activity. This raises different questions in the
labor market context: On the one hand, what can be done to ensure that enough
workers in the labor force guarantee short-term growth? And on the other hand,
how can we increase the availability of labor in the R&D sector to enable long-term
growth?

Especially with regard to the upcoming skills shortage and demographical changes,
the topic is highly relevant (Klinger and Fuchs [2019], German Council of Economic
Experts (GCEE) [2017], Federal Ministry for Economic Affairs and Climate Action
[2022]). To date, there is still an unused potential, especially among specific groups
such as migrants, women, and older people (German Council of Economic Experts
(GCEE) [2017]). Therefore, the labor market participation of these groups (espe-
cially in STEM fields) is an important goal in the upcoming years and decades. The
three papers of this dissertation contribute to this goal by examining the labor mar-
ket participation of individuals at the micro level using different statistical methods.
Empirical evidence helps to understand possible improvements in the labor market
participation of specific groups and is important for future labor market policies.
The first two papers of this thesis focus on the effects of displacement on (migrant)
workers and their reintegration into the labor market. The third paper investigates
female inventors. For all three papers, I take advantage of the rich administrative
employer-employee data provided by the Institute for Employment Research (IAB).

The first and second papers analyze the effects of job displacement due to a mass
layoff on individual workers’ labor market trajectories. Prior research finds that
displacement due to a mass layoff can lead to long-lasting earnings and employment
losses for displaced workers (e.g., Jacobson et al. [1993], Couch and Placzek [2010],
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Davis and von Wachter [2011], Lachowska et al. [2020], Schmieder et al. [2020]), but
studies focusing on migrants in this context are scarce. The first paper uses an event
study approach to contrast the costs of displacement for native workers compared
to migrant workers. The paper provides new insights into the emerging literature
focusing on the costs of job loss by worker type (e.g., Meekes and Hassink [2020],
Blien et al. [2020]) and investigating these heterogeneities. The second paper iden-
tifies the effect of social networks on the re-employment probability of migrants and
natives after displacement using an IV estimation strategy. Using newly available
geo-coded social security data, I estimate the effect of the employment rate within a
displaced worker’s neighbor and coworker network on his re-employment probability
one year after displacement. This paper contributes to a large body of migration
literature arguing that individuals embedded in a network benefit from relevant (so-
cial) resources with respect to their labor market outcomes (Battisti et al. [2021],
Damm [2014], Edin et al. [2003], Glitz [2017], Granovetter [1977]). The third paper
focuses on female inventors. Using a newly available dataset that comprises labor
market biographies of inventors in Germany, we investigate female inventors’ char-
acteristics and add new evidence to the literature on how to foster innovation by
increasing the number of (high-potential but currently underrepresented) inventors
(Bell et al. [2019]). In the following, I will present the three papers in more detail:

Paper 1: Who Suffers the Greatest Loss? Costs of Job Displacement for
Migrants and Natives.1

The first paper investigates the costs of job loss for migrants and natives. Due
to increasing immigration to Germany in the past decades, on the one hand, and
skill shortages and demographic change, on the other hand, migrants’ successful
labor market integration is crucial. The research question that the paper aims to
answer is how quickly and successful migrants, compared to natives, reintegrate
into the labor market after displacement. Using rich administrative register data
from Germany from 1996-2017, we compare the labor market outcomes of displaced
migrants (individuals with non-German citizenship) and natives. These data include
the employment biographies of all employees covered by social security in Germany.

1A prior version of this paper was published as discussion paper: H. Illing and T. Koch. Who
suffers the greatest loss? Costs of job displacement for migrants and natives. IAB Discussion
Paper, 08/2021, 2021, https://www.iab.de/183/section.aspx/Publikation/K210427JCN [last
access: 03-15-2022]
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Using the variables covered by the extensive data, we contribute to the literature
on heterogeneity in the costs of job loss by worker type (see, e.g., Blien et al. [2020]
for differences by occupational routine intensity, Helm et al. [2021] for differences by
wage group, and Meekes and Hassink [2020] and Illing et al. [2021] for differences
by gender).

Following Jacobson et al. [1993], we contrast the labor market outcomes of displaced
to nondisplaced workers prior to and after a job loss for migrants and natives, re-
spectively. The idea is that job loss is more likely to be a surprise for workers with
high tenure, and therefore, these workers are highly comparable to workers with
similar characteristics who keep their job in the same year. This procedure provides
us with the cost of job loss, for migrants and natives. However, comparing migrants
to natives is still challenging. To make migrants’ and natives’ costs of job loss
more comparable, we reweight migrants to natives based on their observable char-
acteristics (see DiNardo et al. [1996]). This enables us to control for migrants’ and
natives’ different individual characteristics and differential sorting across industries
and occupations before displacement.

We find that both migrants and natives face large earnings losses after displacement,
when looking at the matching results, but migrants’ losses are larger (12,000 EUR vs.
16,000 EUR in the year after losing their job compared to earnings two years earlier).
The event study regression model (with worker and year fixed effects) reveals that the
decline in migrants’ earnings in the year of the layoff is 12 percentage points larger
than that of natives. Even five years after displacement, migrants do not fully catch
up with natives, which indicates persistent differences. Using the reweighting scheme
and making migrants and natives comparable based on individual characteristics,
industry, and occupation, the difference in earnings immediately after displacement
decreases to 5 percentage points and disappears over time.

Earnings losses may stem from wage and/or employment losses. We find that both
wage and employment losses are larger for migrants when looking at the raw results.
When taking reweighting into account, the results reveal that while observable char-
acteristics fully explain the gap in wage losses (conditional on finding a job), there
is still a gap in employment. Migrants are approximately 5 percentage points less
likely to be employed in the year after job loss. This difference decreases to approx-
imately 2 percentage points five years later. The results show a similar pattern for
days worked per year: Migrants work approximately 25 fewer days per year in the
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year after displacement; five years later, the gap is still statistically significant but
shrinks to approximately 10 days.

However, what are the possible channels that explain the differences in earnings
losses? We investigate this in three steps. First, we explore whether migrants work
for different types of establishments after displacement (conditional on employment).
We find that migrants indeed work for worse establishments after displacement in
terms of wages and establishment fixed effects2 (Abowd et al. [1999]), and the share
of marginally employed workers. However, the earnings gap is much weaker once
controlling for observable differences via reweighting. Nevertheless, migrants’ sorting
into different establishments can only partly explain their higher costs of job loss.

Second, we test whether differences in mobility patterns explain the diverse costs
of job loss. As in Huttunen et al. [2018], the results reveal that both migrants and
natives expand their regional mobility (change in workplace location, commuting)
after a job loss, conditional on employment. We find that migrants are more likely
to commute (2 percentage point difference compared to natives) and less likely to
change workplaces to a new federal state (a 3 percentage point difference) after
displacement. One explanation for migrants’ lower mobility is higher constraints,
e.g., on the housing market. If migrants face higher difficulties finding new housing,
this explains their lower mobility and, in turn, their larger earnings losses.

Third, we investigate the role of local labor market concentration by using three
proxies: i) the change in local unemployment rates around the time of displacement,
ii) city residency, and iii) the share of same-nationality working-age population in a
worker’s workplace county. Why should these proxies impact labor market outcomes
after a job loss? Previous literature finds that i) migrants’ wages assimilate slowly
in periods of high unemployment (Bratsberg et al. [2006]), ii) displaced workers
face longer unemployment if living in cities (Haller and Heuermann [2019]), and iii)
competition among similar workers is particularly high for migrants (e.g., Albert
et al. [2021], Beaman [2012]).

To empirically test these hypotheses, we follow Schmieder et al. [2020]. We use
a matched difference-in-differences (DID) analysis to measure the relevance of lo-
cal labor market concentration. First, we find for each displaced worker a simi-

2Based on Abowd et al. [1999], a large body of literature finds that persistent wage differentials
exist across firms within the same labor market (e.g., Card et al. [2013], Bonhomme et al. [2019],
Song et al. [2019]).
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lar nondisplaced worker. Second, we build a variable measuring the difference in
earnings before and after job loss between each displaced and nondisplaced worker
pair. Last, we regress this variable on the three proxies and numerous worker- and
establishment-level controls for the displaced workers. We find that displaced work-
ers, irrespective of migration status, face larger earnings losses if local unemployment
rates at the time of displacement increase more.

Moreover, earnings losses are higher if one lives in an urban area at the time of
displacement, and this negative effect is about twice as high for migrants. In line with
Caldwell and Danieli [2021], we also find that migrants working in counties with a
higher share of the same-nationality population in the year before displacement have
higher costs of job loss. Migrants with similar characteristics in the German labor
market, e.g., in terms of recognition of educational degrees, face higher competition
for the same types of jobs.

While recent research focuses on the differences in displacement costs among differ-
ent worker groups (see, e.g., Blien et al. [2020], Illing et al. [2021], Meekes and Has-
sink [2020]), to date, no study has examined migrants and natives. One unanswered
question is whether taste-based or statistical discrimination is the driver behind the
migrant-native gap in earnings losses. Previous literature confirms that there is dis-
crimination when new (migrant) workers are hired (e.g., Bertrand and Mullainathan
[2004]). With our data at hand, we cannot provide evidence on discrimination in
the context of job loss. For example, investigating the role of discrimination, with
the help of survey data, is left for future research. However, the results of this paper
confirm that migrants and natives face different labor market possibilities after a
layoff. Enhancing migrants’ labor market participation, e.g., by providing special
courses for the recruitment process or facilitating recognition processes, could lead
to better labor market outcomes after a displacement for both migrants and natives.

Paper 2: Coworkers, Neighbors, and Job-Search: Migrants’ and Natives’
Re-employment after a Layoff.
The second paper of this thesis investigates the importance of social networks for
people’s re-employment probability after a layoff. The paper measures the effect
of the employment rate within one’s coworker and neighbor networks on the re-
employment probability one year after a layoff. A coworker network includes all
prior colleagues one to five years prior to displacement, while neighbors include all
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people living in the same neighborhood in this period. Although previous literature
investigates both theoretically and empirically how social networks impact labor
market outcomes, no paper so far shows how different kinds of networks do this at
the individual level. As individuals belonging to different networks simultaneously,
this question is highly relevant, yet it is unanswered.

When considering different types of networks, there are various potential reasons
why they affect workers differently. Former coworkers belong to the group of work-
related contacts, whereas neighbors are private contacts. Therefore, prior coworkers
can easily assess workers’ skills and are aware of suitable job offers (because they
work for firms with open vacancies or look for a job themselves). Neighbors, however,
compete less likely for jobs than prior coworkers, who worked in the same industry
and selected into the same firms, and neighbors are more aware of geographically
close job offers. This paper is the first to investigate how diverse networks affect
re-employment probability after a layoff. Prior literature focused on one network at
a time, probably because of data limitations.

This paper uses register data from Germany and matches them with new geo-coded
residence data. Combining these two high-quality data sources allows us to esti-
mate the effect of different networks on a worker’s re-employment probability. For
computational reasons, I focus on the universe of workers in Germany’s four largest
metropolitan areas (Cologne, Frankfurt, Hamburg, Munich)3 as defined by Kropp
and Schwengler [2016] in 1995-2015. The sample comprises all male workers who
were displaced due to an establishment closure in 2005-2011. The intuition behind
focusing on displaced workers is (i) they lose their jobs involuntarily, due to the es-
tablishment closure, irrespective of their abilities and networks, and (ii) the workers
are highly comparable. The variation used in this paper comes from the differences
in the employment and living biographies of different workers who became unem-
ployed due to an establishment closure. The coworker network includes all workers
with whom a person worked in the same establishment in the 5 years prior to lay-
off. Before identifying the neighbor networks, I first define every displaced worker
as being located within a 1 times 1 kilometer square. Neighbor networks are then
defined as grids of all workers who lived within 3 times 3 kilometer squares (centered
around the 1 times 1 square the displaced worker lives in) in the past five years.

3Due to German reunification in 1989 and Berlin’s division in the years prior, Berlin is excluded
as a special case. Following Kropp and Schwengler [2016], I define metropolitan areas as the cities
themselves and the surrounding areas within commuting distance.
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To empirically assess the effect of a displaced worker’s network employment share
on his re-employment probability, I run an IV estimation following Glitz [2017]. In
addition to including different control variables in the regression, I further include
displacement establishment fixed effects (county fixed effects) for coworker (neigh-
bor) networks. The instrument for the employment share within a network is the
share of mass layoffs within the past 5 years within the respective network. The
idea behind this IV approach is that conditional on observable characteristics (e.g.,
industry or county), a displaced worker’s re-employment probability is independent
of the mass layoffs within this worker’s network.

The results reveal that both coworker and neighbor networks positively contribute to
a displaced worker’s re-employment one year after displacement. However, the paper
finds that coworker networks are more relevant for re-employment: For coworker
(neighbor) networks, a 10 percentage point increase in the employment rate raises
the probability of being employed after one year by 4.9 (0.7) percentage points.

The paper also highlights diverse effects for (i) different workers and (ii) differences
in the networks. In a first heterogeneity analysis, I check whether the displaced
workers’ migration status plays a role. The results show a positive effect of the em-
ployment rate within a coworker network for natives (5.0 percentage points) but an
insignificant effect for migrants. However, when focusing on only migrants within
the displaced worker’s network, I find positive effects for both natives (4.7 percentage
points) and migrants (5.2 percentage points). Consequently, for migrants, especially
migrants within their coworker network, play an important role. The results detect a
positive effect on natives, irrespective of their networks’ migration status for neigh-
bor networks. The picture is once more different for displaced migrants: While
native neighbors’ employment share positively impacts their re-employment, there
is no significant effect of migrant neighbors. This finding is consistent with papers
predicting competition among migrants living in the same neighborhood (Beaman
[2012], Albert et al. [2021]).

The second heterogeneity analysis takes, in addition to the migration status, the
education status into account. The findings show that the lower the education sta-
tus is, the more relevant coworkers and neighbor networks are. This is in line with
considerations arguing that different networks are of different quality in diffusing
open vacancies and assessing workers’ skills. Therefore, a neighbor network trans-
ferring nonspecialized tasks in the neighborhood may be more beneficial to low- and
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medium-skilled workers than for experts in their fields, who have to search for jobs
outside their neighborhood.

This paper is the first to show how different types of networks affect displaced work-
ers’ re-employment after an establishment closure. Additionally, the paper zooms
into how the two network types differ for migrants and natives. Furthermore, to com-
pute neighbor networks, the paper uses geo-coded data and defines the displaced
workers as the central point within grids of 3 square kilometers in size, irrespective
of administrative borders such as counties or municipalities. As the results of this
paper show that both network types are relevant for job search, policymakers could
use networks more consciously for unemployed individuals, e.g., by utilizing fairs or
mentoring programs. Facilitating exchange could result in higher employment rates
after a displacement.

In pandemic times, however, personal contact is not always possible. Evaluating
the success of virtual formats and groups, e.g., neighborhood groups in Facebook,
is an interesting yet unanswered question. Using field experiments and surveys
could be an interesting tool to get to know the effects of online acquaintances on
re-employment, but this goes beyond the research question of this paper.

Paper 3: Female inventors.
The third paper of this thesis focuses on scarce female inventors, as increasing the
number of inventors is crucial for economic growth (Romer [1990]). The paper adds
to the economic literature focusing on the factors that determine who becomes an
inventor (especially the seminal paper by Bell et al. [2019]). This literature aims
to increase the number of inventors, especially among underrepresented groups such
as women and minorities. According to Bell et al. [2019], girls are more likely to
invent (in a particular field) if they grew up in an area with more female inventors
(in that particular field). Additionally, Bell et al. [2019] find that women are under-
represented among the star (most productive) inventors, as are women among all
inventors. Missing female role models and networks (exposure effect) are central ex-
planations for these findings. Due to the coronavirus disease (COVID-19) pandemic,
Özlem Türeci and Uğur Şahin, who founded BioNTech, are now prominent exam-
ples of high potential among currently underrepresented groups. Both researchers
are Germans with an immigrant background, and one of them is a woman. These
two positive examples show that effectively harnessing the talent of potential in-
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ventors by encouraging the "lost Einsteins" to innovate yields significant welfare
gains. However, apart from the work of Bell et al. [2019], there is little economic
evidence on gender differences among inventors. We contribute to filling this gap
by examining the characteristics of female inventors in Germany. Since Germany is
among the countries with the highest number of patents, it is an interesting case for
investigation.

Women are underrepresented among inventors. This is shown by data from all over
the world. Even though the proportion of female inventors has increased in recent
decades, gender equality has not yet been achieved. In Germany, the share of female
inventors is lower (10 percent in 2015) than in France, Italy, Spain, and the United
Kingdom. This article aims to help increase the proportion of female inventors by
examining what we know about current female inventors in Germany. The main
reason for the gap in the literature is that data on inventors, especially in the labor
market context, are scarce. We address this problem by using newly available patent
and employment register data on all inventors in Germany who filed a patent at the
European patent office between 2000 and 2010. The dataset provides us with full
employment biographies of male and female inventors in the German labor market
and provides detailed insights.

But when we think about female inventors, we need to start earlier in the em-
ployment biography. In many European countries (including Germany), the ma-
jority of university graduates are female, except for in STEM subjects (see, e.g.,
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=T
ertiary_education_statistics#Graduates [last access: 12-20-2021]). We know
that fewer women with good math grades (an indicator of high potential) become
inventors than men (Bell et al. [2019]). Overall, women appear to be choosing not
to pursue careers in STEM fields. In this context, the literature refers to the "leaky
pipeline," i.e., an ever-decreasing proportion of women reaching each level of higher
education (see, e.g., Carrell et al. [2010], Mansour et al. [2021], Buckles [2019]).
While the proportion of women in higher education is over half, only 43% of grad-
uates worldwide earn doctorates. Less than one-third of all researchers are women.
The proportion of women filing patents as inventors is even lower (11%).

In the first part of the analysis, we descriptively investigate inventors’ personal char-
acteristics. A comparison of inventors with a random sample of workers in Germany
shows that inventors are on average older, more educated, and earn higher wages.
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Female inventors (noninventors) earn less than male inventors (noninventors). The
analyses show that women are more likely to work in pharmaceuticals and biotech-
nology fields than in mechatronics. We also find that women are more likely to work
in fields where the total number of patents (in absolute terms) is lower. In the second
part, we compare female and male inventors with respect to patent characteristics.
We find that female inventors have, on average, a lower number of cited, applied,
and rejected patents than their male counterparts. There are also fewer star inven-
tors, i.e., there are fewer highly paid and productive inventors among women than
among men (both in absolute numbers and as a share among female/male inven-
tors). Finally, the share of top-coded inventors (above the social security threshold)
is lower among women than men.

Furthermore, we run multivariate OLS and logit regressions. In these, we control
for additional personal characteristics. These characteristics include (in addition to
gender) education, migration status, and a dummy for motherhood among women.
The regressions also include numerous fixed effects (firm size, industry, year, and
age group). The regression estimates show that female inventors have a higher
patent rejection rate and fewer applied and granted patents (all measured at the
individual level). Regarding citations between different patent offices, the picture
is mixed: For Germany, female inventors have a lower number of citations, while
for the European and US Patent Offices, female inventors have a higher number of
citations. We have four possible explanations for the mixed picture: (i) Women are
more likely to work in teams than alone (Jung and Ejermo [2014], Mauleón and
Bordons [2010], Naldi et al. [2004]) and therefore benefit from larger, international
networks of the larger teams and are more likely to be cited. (ii) Women who
are granted international patents are a highly productive (and selective) group of
highly talented women, as international patents are more difficult to obtain and thus
they are more frequently cited. (iii) Perhaps women are less discriminated against in
more advanced countries with a higher proportion of female inventors. (iv) Different
technological fields in patenting could play a role here. Women tend to work more
often in biotechnology and related fields that are relatively stronger in many other
countries than Germany, while men work in machinery and mechatronics, where
Germany is among the leading countries. For this reason, women’s patents may
be relatively more relevant for research done abroad and men’s patents for research
done in Germany.
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In the last part, we consider mothers among inventors and noninventors. We find
that female inventors are less likely to become mothers than a random sample of
female employees in Germany ("average" women in the German labor market). For
female inventors, the probability of becoming a mother is higher if the inventor is
highly productive (as measured by the number of patent grants and citations in
Germany). Regarding parental leave, the results show that female inventors are on
parental leave longer than "average" women in Germany. Complete exit from the
labor market is also more common among female inventors. Female inventors are
less likely to return to either part-time or full-time work than a percent random
sample of females in Germany, looking at the return to the labor market after the
birth of a child. A possible explanation is that working as an inventor requires full-
time employment or that jobs in research and development are less family-friendly
than other jobs.

This study set out to identify the characteristics of women who decided to become
inventors in the past. The paper provides new insights into female inventorship,
which is a rather unexplored field due to data limitations. We use the newly avail-
able INV-BIO dataset that combines patent data from the German patent office with
administrative data from Germany. Germany is an interesting country to investi-
gate since it is among the leading patenting countries regarding the overall number
of patents, and its industry includes diverse research fields. It is hoped that this re-
search will contribute to a deeper understanding of female inventors’ characteristics.
This might be a first step in avoiding lost "Marie Curies" in the future.

The findings of this paper (along with others) can be used to develop targeted in-
terventions aimed at increasing the number of female inventors. Girls who grow
up in areas with a high share of female inventors are more likely to become inven-
tors themselves, the so-called exposure effect (Bell et al. [2019]). A steady increase
in female inventors and addressing the "leaky pipeline" contribute to higher female
participation in the R&D sector. In this context, evaluating the effectiveness of
different measures to encourage young women to study STEM subjects is highly
relevant. These questions still remain to be answered by future research. In addi-
tion, the lower return rate of female inventors to part-time and full-time positions
after the birth of a child (compared to "average" women) may indicate that family
responsibilities are not easily combinable with a career as an inventor. A reason-
able approach to tackle this issue could be to make work in the R&D sector more
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family-friendly.

Concluding remarks
The questions I raised in the first paragraph of this thesis "What can be done to
ensure that enough workers in the labor force guarantee short-term growth?" and
"How can we increase the availability of labor in the R&D sector to enable long-term
growth?" are too complex to answer in a single dissertation. More appropriate would
be the image of a mosaic to which three small stones have now been added. How-
ever, to obtain a comprehensive picture, much more research is needed to support
politicians in their decision-making process.

Particularly against the backdrop of demographic change and the shortage of skilled
workers, securing a sufficient labor supply is a key issue for politics and future
research. Demographic aging will noticeably reduce the German labor force over
the next 15 years (Klinger and Fuchs [2019]). Fuchs et al. [2017] conclude that
Germany would need an annual net immigration of more than 400,000 from now
on to maintain the number of potentially employable people at the current level.
Thus, in the future, controlled immigration and making full use of the German labor
market potential will play a key role in dampening the effects of demographic change.
The rising labor force participation rates of women, older people, and recognized
asylum seekers currently offset the declining labor force. Nevertheless, the labor
force potential has not yet been exhausted, especially among women, migrants, and
older people there is still an unused labor market potential. In the future, more
use should be made of the workforce potential to mitigate the shortage of skilled
workers caused by demographic change.

How can future research contribute to this process? First, forecasts to calculate the
labor force potential are essential to address this change. These forecasts should
also consider different aspects, such as the regional and industrial heterogeneity
within Germany. In this context, it must also be borne in mind that the probable
decline in the labor force potential does not necessarily lead to a shortage of skilled
workers, as macroeconomic adjustment reactions can be expected (Weber [2016]).
For instance, better training of employees and technological change could lead to the
necessity of fewer employees. The high unemployment rate of low-skilled workers
shows that part of the available labor potential is hardly used. With qualification
requirements tending to rise in the future, higher investment in education could help
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mitigate the consequences of a declining labor force potential for the economy and
the labor market in the longer term. Further, particular attention must be paid
to the role of digitization. On the one hand, if productivity, e.g., as a result of
increasing digitization and per capita national income rise, this could cushion the
consequences of demographic change and counteract welfare losses. On the other
hand, productivity increases in an aging society are not easy but require intensive
efforts to further educate workers.

However, in addition to forecasting, it remains essential to (re)integrate the unem-
ployed and part-time employed into the labor market as well as possible. Therefore,
further research on this is needed, as shown in the first and second paper of this
dissertation. The use of previously unexplored data sources, such as geo-coded data
or telephone data, is an interesting new tool to study different aspects relevant
for labor market integration, e.g., the influence of networks and social interaction.
However, new forms of work (such as increasing working time flexibility) are also
an interesting field for further discoveries. Especially considering the COVID-19
pandemic, home office options have changed dramatically and will probably never
be the same as before the pandemic. It is important to have evidence-based results
on how the trend toward home offices will affect the workforce in the long term,
e.g., whether older or female workers will be willing to increase their working hours
because remote work is now possible. However, artificial intelligence and new digital
possibilities will also lead to serious changes in the labor market, and research into
the consequences of digital and environmental change is crucial to future economic
growth. These research areas are of central importance for securing Germany’s eco-
nomic prosperity in the long term and countering the upcoming hurdles due to the
shortage of labor.

However, what guidance does current research give to policymakers to counter future
labor shortages? Working conditions should be adapted and made more flexible so
that currently unemployed people can take up work and part-time employees can
increase their working hours. Examples would be (i) the further expansion of all-day
childcare, (ii) a more flexible management of working time (e.g., the German Council
of Economic Experts (GCEE) [2017] recommends replacing the maximum working
time per day with a maximum working time per week), and (iii) the expansion of
home office options. Relatively low investments to improve the reconciliation of work
and family life can significantly impact women’s labor force participation. This is
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also in line with our findings in paper three of this dissertation. According to Krebs
and Scheffel [2016], annual investments in kindergartens and schools of 10 billion
Euros could increase the labor supply by nearly 500,000 full-time equivalent jobs
over five years.

The German Council of Economic Experts further advocates labor market-oriented
immigration of skilled workers to Germany (German Council of Economic Experts
(GCEE) [2017]). According to Miguélez and Moreno [2014], the keys to attracting
skilled immigrants are job opportunities and wage levels. The changes in the im-
migration regulations of the past decades (EU blue card; simplified labor market
access for persons from third countries, Skilled Migration Act) facilitated access to
the German labor market (Organization for Economic Cooperation and Develop-
ment (OECD) [2013], Expert Council on Integration and Migration [2015]). How-
ever, according to the German Council of Economic Experts and the German expert
council on Integration and Migration, there is still room for improvement (German
Council of Economic Experts (GCEE) [2017], Expert Council on Integration and
Migration [2021]). For instance, the access to the labor market for well-integrated
and working but rejected asylum seekers (“Spurwechsel”) should be further facili-
tated. Another tool could be to enable visas for job search in Germany (especially
in shortage sectors). Additionally, people from third countries who are willing to,
should be enabled to start a vocational training in Germany. Further, access to the
labor market should be eased and current hurdles (e.g., in the educational recogni-
tion process) overcome (Brücker et al. [2021]). Another argument that also paper
two of this thesis points towards is the importance of social networks when thinking
of labor market integration. The expert council on Integration and Migration high-
lights the importance of networks and role models, especially when thinking of the
low rates of people with migration background working in the public sector (Expert
Council on Integration and Migration [2021]). According to these experts, various
studies show that people with a migration background are sometimes discriminated
against in hiring procedures. It is therefore questionable to what extent diversity
is actually consistently valued in the labor market (Expert Council on Integration
and Migration [2021]). In this spirit, a welcoming culture in Germany is key for the
success of all these interventions.
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Chapter 2

Who Suffers the Greatest Loss?
Costs of Job Displacement for
Migrants and Natives.

Joint work with Hannah Illing.



2.1 Introduction

To fill the vacancies left by demographic change, firms in many countries rely on
steady inflows of migrant workers.1 For example, most of the increase in the US
(65%) and the EU (92%) workforce in 2005-2015 was due to immigration (Rouzet
et al. [2019]). Yet for destination countries to fully benefit from immigration, suc-
cessful long-term labor market integration of migrants is crucial. In particular,
destination countries need to ensure that migrants remain attached to the labor
market, even after an economic shock such as job displacement.

Given how important immigration is for ageing labor markets, there is surprisingly
little causal evidence on how well migrants integrate into destination countries’ labor
markets in the long run. While there exists descriptive evidence on the educational
and labor market performance of first and second generation migrants (e.g., Dust-
mann et al. [2012], Algan et al. [2010]), there is no comprehensive micro-level study
investigating how migrants, compared to natives, react to a labor market shock such
as losing their job.

In an ideal world in which migrants were fully integrated in destination countries’
labor markets, migrants’ and natives’ response to economic shocks should not differ.
Yet, previous research points to migrants being a particularly vulnerable group in
their destination country’s labor market: Migrants are at high risk of losing their
job during recessions (e.g., Fairlie et al. [2020], Montenovo et al. [2020]), and are
less likely to be hired if unemployed (Forsythe and Wu [2021]). They moreover have
lower average wages (e.g., Battisti et al. [2021], Borjas [1995]) and worse networks
than natives (e.g., Gërxhani and Kosyakova [2020], Glitz [2017]). At the same time,
their employment recovery after the first wave of the COVID-19 Pandemic was
quicker than that of natives (Borjas and Cassidy [2021]). Thus, it is ex ante unclear
whether and how labor market shocks may affect migrants and natives differently.

In this paper, we investigate this question by analyzing how job displacement dis-
rupts workers’ careers, and how migrant workers’ post-layoff trajectories differ from
natives’.2 For this purpose, we use rich administrative employer-employee data from

1Many OECD countries are facing labor supply shortages as a result of demographic change.
Societies are ageing fast: The share of individuals aged 65 or older in OECD countries has increased
from less than 9% in 1960 to more than 17% in 2017, and it is projected to rise to 27% by 2050
(Organization for Economic Cooperation and Development (OECD) [2019]).

2Throughout this paper, we define migrants as individuals with non-German citizenship.
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Germany provided by the Institute for Employment Research (IAB), which span
more than 20 years (1996-2017). These data comprise the universe of employees
covered by social security, and they are directly filed by employers, making them
both representative and highly reliable. We use the rich set of individual character-
istics recorded in the data to follow the growing literature on heterogeneity in the
costs of job loss by worker type (see, e.g., Helm et al. [2021] for differences by wage
group, Blien et al. [2020] for differences by occupational routine intensity, and Illing
et al. [2021] and Meekes and Hassink [2020] for differences by gender).

Our empirical strategy builds on the seminal paper by Jacobson et al. [1993], who
compare the labor market outcomes (e.g., earnings, log daily wages, and employ-
ment) of displaced to nondisplaced workers before and after job loss. After identify-
ing displacement events, we use propensity score matching on a range of individual
and establishment characteristics to find a suitable match for each displaced worker.
We match within migration status, and estimate event study regressions separately
for migrant and native matched worker pairs.3

Exploiting layoff events to compare the labor market trajectories of migrant and
native workers comes with the advantage that we can keep workers’ reasons for
leaving an establishment constant. Workers may exit employment contracts for
all sorts of reasons. For example, they may quit an establishment to switch to a
position with higher pay, or establishments may fire workers if they are bad matches,
and this may differ by migration status. Focusing on involuntary, unexpected job
displacement thus helps us to better compare migrants’ and natives’ post-shock labor
market trajectories. To ensure that job displacement is unexpected, we follow the job
displacement literature (e.g., Schmieder et al. [2020], Davis and von Wachter [2011],
Jacobson et al. [1993]) and focus on workers with at least three years of tenure in
the German labor market. We thus compare natives to a sample of migrant workers
with relatively high labor market experience in Germany.4

The key challenge of our study is to make migrants comparable to natives. Migrants
in our sample are, on average, less educated (11.2 vs. 12.3 years), younger (37.9 vs.

3While we estimate our main results for a sample of men, we show in the Online Appendix,
Section C, that women’s labor market trajectories follow a very similar pattern.

4In a robustness check, we vary this restriction to one and two years of tenure, respectively, and
this does not change our main results. In the Online Appendix Figure 2.8 we moreover show that
the time migrant workers have spent in the German labor market upon job displacement matters
surprisingly little for the magnitude of their earnings losses.
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39.4 years), and earn lower daily wages (89.2 EUR vs. 102.3 EUR) in the year before
displacement. These differences in observable characteristics most likely influence
how migrants respond to job displacement compared to native workers.

To isolate the role of observable characteristics in explaining the gap, we use a
reweighting scheme first proposed by DiNardo et al. [1996] and first applied to the
context of job loss by Illing et al. [2021]. For this purpose, we estimate a probit
regression where the dependent variable is a dummy for native displaced worker
on a set of different individual characteristics, 1-digit industry dummies, and 1-
digit occupation dummies, all measured before displacement. Migrant workers then
receive a weight that is based on their propensity scores. We always report both the
raw coefficients (without reweighting) and the adjusted coefficients net of observable
characteristics (with reweighting).

Descriptively, we find that both migrants and natives face large average earnings
losses after displacement, with substantially larger losses for migrants (16,000 EUR
vs. 12,000 EUR in the year after losing their job, compared to earnings two years
earlier). The results from our event study regression model, where we control for
worker and year fixed effects, show that the raw decline in migrants’ relative earnings
in the year of the layoff compared to two years ealier is 12 percentage points larger
than that of natives.5 The long-term trend moreover shows that migrants do not
catch up with natives even five years after displacement. Once we reweight the dis-
tribution of migrants’ characteristics to natives’ based on individual characteristics,
1-digit industry dummies, and 1-digit occupations, the earnings gap immediately af-
ter displacement shrinks to 5 percentage points and closes over time (no differences
from year 4 after displacement).

We then decompose earnings into log daily wages (conditional on employment) and
employment. We find that while observable characteristics fully explain the gap in
wage losses (conditional on finding a job), the gap in employment losses persists
even after reweighting. Differences in observable characteristics can thus explain
why migrants earn lower wages after job displacement, but they cannot explain

5If we include spells with zero earnings (and thus account for workers in unemployment or
workers temporarily unobserved due to, e.g., self-employment), this difference increases to 80 log
points, meaning that the effects on migrants are 1.8 times the effects on natives. We construct
a panel where we keep workers in the sample if they disappear from the social security data in
a given year and appear again in a future year. If they fully disappear from the data, we only
include them up to the last year they are observed in the data.
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why migrants are less likely to become re-employed. Migrants are approximately
5 percentage points less likely to be employed in the year after losing their job,
and this gap shrinks to approximately 2 percentage points five years after job loss.
We observe a similar pattern for days worked per year: Migrants work approxi-
mately 25 fewer days per year than natives in the year after displacement; five years
later, the difference is still statistically significant but reduced to approximately 10
days. Overall, migrants are more likely to sort into part-time rather than full-time
employment after job displacement.

Next, we analyze whether migrants’ and natives’ mobility patterns (conditional on
finding a new job) differ. In line with Huttunen et al. [2018], we find that both
migrants and natives expand their regional mobility - both in terms of changing
workplace location and commuting - after job loss. Our results suggest that migrants
are slightly more likely to commute after job loss (a 2 percentage points difference
compared to natives) and slightly less likely to move workplaces to a new federal
state (a 3 percentage points difference). Migrants may thus face higher relocation
constraints than natives (e.g., because of housing market tightness), and their lower
propensity to relocate partly explains their larger earnings losses.6 Overall, this is
suggestive evidence for migrants searching for jobs more locally.7

The broad comparison of migrants and natives may hide substantial heterogeneity
within groups. We thus document the adjusted migrant-native gap in costs of job
displacement within educational groups. Our results show that workers with voca-
tional training (corresponding to approximately 12 years of education) or without
vocational training (10 years of education) drive this gap, while there is no gap for
high-skilled workers (with university degrees). While for native workers, earnings
losses do not vary substantially across education groups, the least-educated migrant
workers face by far the largest losses. For example, earnings losses of migrants with-
out vocational training are about 1.34 times the size of high-skilled migrants’ losses,
and migrants with vocational training lose about 1.2 times as much.

We moreover show that even within the group of migrant workers, there is substan-
6Online Appendix Table 2.9 shows that commuting and relocation patterns explain about 7%

of the migrant-native earnings gap.
7We moreover show that migrants are about 4 percentage points more likely than natives to

completely disappear from the social security data after job displacement, suggesting that they
may return to their home countries. Conditional on not dropping out, they are also 5 percentage
points less likely than natives to search for jobs formally, pointing to differences in their job search
behavior which may negatively affect their job finding rate.
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tial heterogeneity in costs of job displacement depending on migrant workers’ ori-
gin.8 Migrants from Turkey, Asia and the Middle East, and Africa face the largest
earnings, wage, and employment losses. They also sort into establishments with
lower wage premia, which explains 20-30% of their higher wage losses. Compared
to the other origin groups and conditional on re-employment, these migrants are
least likely to relocate to a different federal state (NUTS-1) after job displacement,
and have a relatively high propensity to switch 1-digit occupations, thus potentially
losing human capital. In contrast, migrants from the former USSR fare slightly
better than natives: they have both a higher re-employment probability and switch
to establishments with higher wage premia.

Last, we explore the importance of local labor market concentration, proxied by
three measures: i) the change in local unemployment rates around time of displace-
ment, ii) city residency, and iii) the share of same-nationality working age population
in a worker’s workplace county. We expect that these three proxies are relevant be-
cause prior literature has shown that i) migrants’ wage assimilation is particularly
slow in periods of high unemployment (Bratsberg et al. [2006]), ii) displaced work-
ers’ unemployment duration is particularly high if they live in cities (Haller and
Heuermann [2019]), and iii) within-network competition may harm migrants’ labor
market integration (e.g., Albert et al. [2021], Beaman [2012]).

Our results suggest that displaced workers, irrespective of nationality, face greater
earnings losses if local unemployment rates at the time of displacement increase
more. Moreover, earnings losses are greater if displaced workers live in a city at the
time of displacement, and this effect is approximately double the size for migrants. In
addition, migrants working in counties with a higher share of the same-nationality
population in the year before displacement face substantially higher costs of job
loss. These findings suggest, in line with Caldwell and Danieli [2021], that a greater
concentration of similar workers at the time of displacement is a crucial factor driving
displaced workers’ earnings losses. Migrants in particular seem to compete with
workers of the same origin for the same types of jobs.

This paper contributes to the literature investigating migrants’ labor market inte-
gration (e.g., Dustmann et al. [2012], Algan et al. [2010]) by exploiting job displace-
ment as an exogenous shock to both migrants’ and natives’ labor market trajectories.

8A number of studies have documented that the degree of migrants’ labor market integration
varies across origin groups, possibly driven by cultural distance (see, e.g., Bedaso [2021], Lundborg
[2013], Edin et al. [2003]).
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While much of the literature investigating migrants’ labor market success is descrip-
tive, our empirical approach of combining event study regressions à la Jacobson et al.
[1993] with worker-level reweighting allows us to estimate causal effects of migrant-
native earnings, wage, and employment gaps. We moreover add a detailed analysis
of the potential mechanisms for migrants’ slower recovery, showing to what extent
establishment sorting, geographic mobility, and local labor market concentration
contribute to the migrant-native earnings gap.

We moreover contribute to the literature investigating how sensitive migrants are to
adverse economic shocks. A recent paper by Borjas and Cassidy [2021] finds that
migrants particularly suffered from displacement during the early phase of the Covid-
19 pandemic, partly because they are less likely to work in jobs that can be performed
remotely. In the same spirit, other studies have shown that migrants’ entry wages
during recessions are lower than natives’ (see, e.g., Speer [2016], Kondo [2015], Kahn
[2010]) and that migrants’ or people of color’s unemployment rate is particularly
sensitive to business cycle conditions and local unemployment rates (e.g., Hoynes
et al. [2012], Bratsberg et al. [2006], Altonji and Blank [1999]). The main difference
from our study is that whereas most of these papers analyze aggregate outcomes,
we follow individual workers’ careers before and after job loss. The high-quality
administrative employer-employee data from Germany allow us to show how each
worker’s earnings, wage, and employment trajectory evolved up to five years before
and after job loss. We can thus directly compare how involuntary displacement
affects migrant workers relative to native workers at the individual level.

Last, we contribute to the literature on the individual costs of job loss by adding
evidence on migrant workers. Many studies have documented large and persistent
earnings losses for displaced workers (see, e.g., Schmieder et al. [2020], von Wachter
et al. [2011], Couch and Placzek [2010], Jacobson et al. [1993]) but without differen-
tiating between specific groups. While there is an emerging literature on the costs
of job loss by worker type (e.g., Helm et al. [2021], Illing et al. [2021], Blien et al.
[2020], Meekes and Hassink [2020]), no study to date focuses on migrant workers.9

The remainder of the paper proceeds as follows. Section 2.2 provides an overview

9One exception is the study by Hardoy and Schøne [2014] who focus on displacement effects
from plant closings over the business cycle in Norway. In comparison to this paper, they, however,
study only two outcomes: employment probability and employment duration. Moreover, they
are not clear on the extent to which differences in observable characteristics drive differences in
employment outcomes between migrants and natives.
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of our data and sample construction. Section 2.3 describes our empirical strategy,
including the event study regression model and the reweighting technique. Section
2.4 reports our main results. In Section 2.5, we explore heterogeneities by educa-
tional attainment, origin group, and local labor market concentration. Section 2.6
presents our robustness checks, and Section 2.7 concludes the paper.

2.2 Data and Sample Construction

In this section, we first describe the linked employer-employee data that we use
for our analysis. Second, we discuss how we define layoff events and construct our
baseline sample. Third, we explain our propensity score matching algorithm, which
we use to find a unique control worker for each displaced worker.

2.2.1 German Administrative Data

For our empirical analysis, we use high-quality social security data provided by the
IAB. Our primary data source is a random 12.5 percent sample of the universe of
workers subject to social security contributions in 1996-2017, which stems from the
Integrated Employment Biographies (IEB), version 14.10 This data includes infor-
mation on both workers’ employment and unemployment spells with daily precision.
We thus observe a detailed set of labor market characteristics for each worker, in-
cluding wage, employment status, and the exact number of days worked. Moreover,
the data contain an extensive set of individual characteristics, such as nationality,
age, education, industry, occupation, and workplace at the municipality level (local
administrative units (LAU)).

We use a unique establishment identifier to combine our worker-level sample with
establishment data from the Establishment History Panel (BHP), from which we
obtain variables such as establishment size, average establishment wage, number of
migrant workers in the establishment, and number of marginally employed workers
in the establishment.

10These data stem from administrative sources and are therefore highly reliable. Note, however,
that these data do not include the self-employed, civil servants, or the informal sector. One
limitation of our study is therefore that we cannot observe whether more migrants than natives
sort into self-employment or into the informal sector after displacement.
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Based on the code provided by Dauth and Eppelsheimer [2020], we then construct
a worker-level panel as of June 30 each year. If workers leave the data and do not
return until the end of our observation period 2017, they drop out of our sample upon
exit.11 If workers only temporarily leave the data, we assign them zero earnings, zero
employment, and missing wages for the missing spells. To ensure the validity of the
data, we further conduct two imputation procedures. First, we correct implausible
education entries following Fitzenberger et al. [2006]. Second, we impute wages
censored at the contribution assessment ceiling in Germany following Gartner [2005]
and Dustmann et al. [2009].

2.2.2 Layoff Events

Next, we use the universe of workers in Germany to identify mass layoff events in
2001-2011. To ensure that our results are comparable with state-of-the-art studies
from the US and other countries, we follow Hethey-Maier and Schmieder [2013] in
their identification of mass layoffs in the German data. In our definition, a layoff
occurs between June 30 in t=-1 and June 30 in t=0 if an establishment (i) completely
closes down, or (ii) reduces its workforce by at least 30 percent. To identify genuine
mass layoffs, we follow the standard literature on job displacement (e.g., Schmieder
et al. [2020], Davis and von Wachter [2011], Jacobson et al. [1993]) and restrict
our sample to establishments with a minimum of 50 employees in the year before
the layoff and without major employment fluctuations in the years before. This
definition follows common approaches in the US literature and thus ensures the
comparability of our study.

One threat to the identification of mass layoffs in administrative data are mergers,
takeovers, spinoffs, and id changes. To eliminate such events from our data and
thus avoid measurement error, we construct a matrix of worker flows between es-
tablishments by year following Hethey-Maier and Schmieder [2013]. If more than 30

11We drop these workers because they could potentially include migrants who have moved
abroad (e.g., returned to their native country) or selected into self-employment or informal sector
employment. If more migrants than natives left social security employment for these reasons,
we would otherwise overestimate our results. Note that in the data, we observe both workers’
employment and unemployment spells; workers who drop out of the data are not registered with the
employment agency at all, and thus do not receive unemployment benefits in Germany. Appendix
Figure 2.9 shows that migrants are about 4 percentage points more likely to disappear from the
social security records after displacement (mean outcome for natives: 5%).
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percent of displaced workers move to the same successor establishment, we exclude
this establishment from our sample.

2.2.3 Baseline Sample

In the next step, we apply a number of baseline restrictions to the random sample of
workers. Following Schmieder et al. [2020], we only consider workers subject to the
following baseline restrictions in a given baseline year: male workers with at least
3 years of tenure who are full-time employed in an establishment with at least 50
employees and aged 25-50.12

These baseline restrictions allow us to compare our results to prior literature from
the US. However, they come at the expense of the representativity of our sample. For
example, Illing et al. [2021] show that the costs of job loss differ substantially between
men and women, and throughout this paper, we focus on men.13 Moreover, given
that we focus on workers with at least three years of tenure upon displacement in our
baseline analysis, we focus on relatively well-integrated migrants. In the robustness
section, we relax the tenure restriction to one and two years of tenure. The results
reveal that the migrant-native gap in costs of job displacement is comparable across
different tenure definitions.

In line with our layoff definition from Section 2.2.2, we define a worker in our sample
as displaced between June 30 in t=-1 and June 30 in t=0 if (i) the establishment
lays off at least 30 percent of its workforce between t=-1 and t=0 and (ii) the worker
leaves the establishment between t=-1 and t=0 and is not employed in the displace-
ment establishment in the following ten years. Workers in our sample are displaced
in 2001-2011. Restricting our observation period to 1996-2017 thus ensures that we
can follow workers for at least five years prior to and five years after displacement,
as long as they are registered in the social-security data during this period.

12The focus on workers with high tenure and full-time employment ensures that if workers switch
jobs, they likely do so involuntarily. For high-tenure workers, job-to-job mobility in Germany is
very low, as German law offers employees a high level of protection. We moreover focus on prime-
age workers to ensure that workers have already fully entered the labor market and do not yet
have access to partial retirement programs. Furthermore, the outside options after job loss may
differ by sex (e.g., fertility for women), which is why we exclude women from our baseline sample.
All of these restrictions enable a clearer interpretation of our results.

13Appendix Section C replicates our main results for a sample of women.
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2.2.4 Propensity Score Matching

We cannot simply compare displaced to nondisplaced workers in our sample, since
they may differ in individual characteristics, which could bias our regression coeffi-
cients. We thus follow the job loss literature, in particular Schmieder et al. [2020],
and apply propensity score matching to assign each displaced worker a suitable
nondisplaced control worker match. We consider only displaced workers and poten-
tial controls who satisfy our baseline restrictions in a given baseline year. We then
estimate a probit regression, where the outcome variable is a dummy for being dis-
placed. We include the following explanatory variables: establishment size in t=-1,
log wage in t=-3 and t=-4, years of education in t=-1, tenure in t=-1, and age in
t=-1. We only allow exact matches within cells of baseline year, 1-digit industries,
and migration status. This means that we only match displaced migrants to nondis-
placed migrants, and displaced natives to nondisplaced natives. We assign each
worker a control worker with the closest propensity score (without replacement).14

This matching algorithm leaves us with a highly comparable control group of nondis-
placed workers for migrants and natives. Table 2.1 presents summary statistics on
the individual characteristics of displaced compared to nondisplaced workers in the
year before displacement. While Columns (1) and (2) show migrant workers’ char-
acteristics, Columns (3) and (4) report native workers’ characteristics.

Panel A of Table 2.1 shows that the matched workers exhibit very similar predis-
placement means in individual characteristics such as years of education and tenure.
In contrast, displaced workers’ wages, earnings, and days worked are lower than
those of matched controls. The main reason for this is our definition of displace-
ment: As workers are displaced between June 30 in t=-1 and t=0, the average wages
of the displaced worker sample are already lower in t=-1 by construction. Another
explanation are anticipation effects (Ashenfelter [1978]). Note that for this reason,
we match on log wages in t=-3 and t=-4 for our propensity score matching algo-
rithm. As Figures 2.1 and 2.7 show, both levels and trends in earnings are, however,
remarkably similar for displaced workers and nondisplaced workers in all periods
leading up to t=-1.

Panel B of Table 2.1 focuses on regional characteristics. It shows that the majority
of displaced and nondisplaced workers in our sample live in cities in West Germany.

14See Section 2.6 for a number of robustness checks with respect to the matching specification.
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The change in municipality unemployment rates between t=-1 and t=0 is substan-
tially larger for displaced workers, suggesting that some of the layoffs affect local
labor markets.

Panel C of Table 2.1 shows that matched workers work for establishments that are
similar in terms of worker composition. One difference is that displaced workers
tend to work in slightly larger establishments. Approximately one third of workers
are displaced from a complete establishment closure (100 percent layoff rate). We
moreover see that a tiny fraction of nondisplaced workers are laid off in complete
closures. This is because we do not impose any restrictions with respect to employ-
ment on this control group after pseudo-treatment following Schmieder et al. [2020].
Some of the control workers are thus also laid-off in future years.

When comparing displaced migrants to natives, a few differences stand out: Mi-
grants have substantially lower wages and consequently lower yearly earnings (30,000
EUR vs. 35,000 EUR). They report fewer years in formal education (11.2 vs. 12.3
years of education). The vast majority of migrants live in cities (80 percent), com-
pared to only 57 percent of natives. Migrants also work in different types of estab-
lishments: These are, on average, smaller, have a substantially higher average share
of migrant workers (25 percent vs. 7.4 percent) and a lower share of high-skilled
workers (7.9 percent vs. 12 percent).

Online Appendix Tables 2.6 and 2.7 report the pre-displacement distributions of
migrants and natives (and their respective matched control group) across industries
and occupations. In groups of migration status and due to our exact matching
within industry cells, the distribution of displaced and nondisplaced workers across
industries is the same. However, there are differences between migrants and natives;
e.g., migrants are more likely to work in food manufacturing, in the hospitality
sector, and in the production goods sector. Natives, in turn, are more likely to work
in education, the non-profit sector, and public administration. With respect to
occupations, migrants are more likely to work in occupations with simple, manual
tasks. Natives more often work in high-skilled occupations such as engineering,
qualified services, and qualified administrative tasks.

This shows that directly comparing migrant to native workers is a challenge. For ex-
ample, if we found that migrants’ earnings losses after job displacement are greater,
then this could simply be due to the fact that they on average work in occupa-
tions with fewer vacancies. While this raw gap is interesting per se, our goal is to
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understand whether a migrant-native gap remains even net of observable character-
istics. For our regression analysis, we will therefore reweight migrants to natives
with respect to individual characteristics, industries, and occupations, using the
reweighting scheme first proposed by DiNardo et al. [1996] and first applied in the
context of job displacement by Illing et al. [2021].

2.3 Estimating Costs of Job Displacement by Mi-
gration Status

2.3.1 Event Study Regressions

When analyzing the effects of job loss on migrants’ and natives’ labor market out-
comes, we follow the seminal study by Jacobson et al. [1993] and apply an event
study regression model with worker and time fixed effects. Specifically, we estimate
the following regression specification separately for migrants and natives:

yitc =
j=5∑

j=−5,j 6=−3
αj×I(t = c+1+j)×Dispi+

j=5∑
j=−5,j 6=−3

βj×I(t = c+1+j)+πt+γi+Xitβ+εitc

(2.1)

where the dependent variable yitc denotes average labor market outcomes (e.g., log
yearly earnings, log daily wages, employment, number of days worked) of individual
i, belonging to cohort c in year t.15 Dispi is a dummy indicating whether a worker
is displaced, which is interacted with dummies I(t = c+1+ j) for years t=-5 to t=5
since job loss. We omit period t=-3 as the reference category, as it should not be
affected by anticipation effects (Ashenfelter [1978]). The coefficients of interest are
αj, which present the change in labor market outcomes of displaced workers relative
to the trends of the nondisplaced control group. Following Schmieder et al. [2020],
we include dummies for the year since displacement in the regression equation. In
addition, πt adds year fixed effects, γi captures individual fixed effects, and Xit is
a vector of time-varying age polynomials. We cluster standard errors at the worker
level.

15For all workers laid off in year t=0, the baseline year is t=-1, which is also their cohort, c.
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2.3.2 Making Migrants and Natives Comparable: Reweight-
ing

When comparing migrants’ and natives’ labor market trajectories after job displace-
ment, it is crucial to control for differences in individual characteristics and sorting
into different industries and occupations. To account for these differences, we follow
Illing et al. [2021] and complement our event study regression with a reweighting
scheme first proposed by DiNardo et al. [1996]. Thus, we reweight migrants to na-
tive workers in terms of observable characteristics before job loss. Migrants who
are more similar to natives on characteristics such as years of education and tenure
receive a higher weight. The intuition is that after reweighting migrants to natives,
we can attribute the differences in their outcomes after job loss to how they respond
to displacement or to the difficulties they face, rather than to their characteristics.

Econometrically, we approach this as follows: First, we estimate a simple probit
regression model:

Pr(nativei = 1|Xi) = ϕ [X ′iβ] (2.2)

where the dependent variable is a dummy that takes value 1 for all native workers.
We regress this dummy on a matrix Xi of individual and establishment character-
istics. The individual characteristics are log wage (t=-3, t=-4), age (t=-1), years
of education (t=-1), tenure (t=-1), and a dummy for city residency (t=-1). In ad-
dition, we control for establishment size (t=-1), 1-digit industry (t=-1) and 1-digit
occupations (t=-1) following the definition of Blossfeld [1987].16

For each displaced migrant worker, we then use the estimated propensity score p̂s
to assign them an individual weight p̂s

1−p̂s
. Following Illing et al. [2021], we compute

these weights only for displaced migrants and then ensure that the weights are
constant within matched worker pairs. In a robustness check in Section 2.6, we
show that our results do not change if we reweight natives to migrants, instead.

Table 2.2 presents summary statistics of displaced workers in our sample in t=-1.
Column (1) shows the characteristics of a random 2-percent sample of migrants in

16Table 2.8 in the Online Appendix shows the explanatory power of these reweighting variables
for the migrant-native earnings gap. The following characteristics turn out to be particularly
important: Age and education, city residency, occupations, and industries.
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Germany, which we compare to our baseline sample of migrants (Column (2)) and
migrants after reweighting (Column (3)). Migrants in our sample have substantially
higher tenure, wages, and earnings than the random sample of migrants. A similar
pattern holds for a random sample of native workers (Column (4)) compared to
native workers in our sample (Column (5)). This reflects our baseline restrictions,
which ensure that we focus on a sample of high-tenured workers with strong attach-
ment to the labor market. Note, however, that our results are robust to relaxing
the tenure restriction to one or two years, respectively (see Table 2.5).

Comparing our reweighted sample of migrants (Column (3)) to baseline native work-
ers (Column (5)) shows that they are very similar in terms of characteristics. After
reweighting, hardly any differences between migrants and natives remain in terms
of characteristics such as years of education, age, earnings, and establishment types.
Any migrant-native gaps remaining after reweighting are thus likely due either to
their different responses to economic shocks, or differences in labor demand.

2.4 The Cost of Job Displacement for Migrants
and Natives

Section 2.4 presents our main results. As a benchmark without controls, we first
present descriptive statistics (Section 2.4.1). We proceed with the results of both
the event study regression model on its own and combined with the reweighting
scheme (Section 2.4.2).

2.4.1 The Evolution of Migrant and Native Earnings with-
out Controls

We first present descriptive statistics on how average yearly earnings develop before
and after job displacement by migration status. Panel A of Figure 2.1 shows how
earnings (without controls) evolve differently for displaced (green line) and nondis-
placed (blue line) natives in the five years before and after job loss. While trends
and levels in pretreatment earnings are very similar between displaced workers and
matched controls, displaced workers’ earnings start decreasing from t=-1 onwards.
Between t=-2 and t=0, displaced workers’ earnings decrease from approximately
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EUR 37,000 to EUR 25,000. While they recover slightly in the years following job
loss, they do not catch up with average earnings in the control group even five years
after displacement. Panel B of Figure 2.1 shows earnings losses for migrant workers.
Displaced migrants’ average earnings are already lower than natives’ pre displace-
ment, and they lose more, both in absolute and relative terms: Their earnings drop
from roughly EUR 33,000 in t=-2 to EUR 17,000 in t=0.17 Thus, while natives
lose about 32% of their original earnings, migrants, at 48%, have much higher rel-
ative losses. This earnings difference between nondisplaced and displaced migrants
decreases but persists for up to five years.

Figure 2.1 moreover shows that for the control groups of nondisplaced workers, log
earnings slightly fall from t=1 onwards. Recall that in the year before (pseudo-)
displacement, both displaced and nondisplaced workers have to be employed with
three years of tenure. This ensures that both groups display relatively stable em-
ployment careers before job loss. Starting with period t=0, we, however, allow
nondisplaced workers to leave social security records for reasons such as unemploy-
ment, self-employment, or parental leave; their average earnings thus mechanically
decrease. This does not present a threat to the validity of our analysis, as we think
of our control group as a random sample of workers, which we do not want to artifi-
cially restrict to being employed. Given the decreasing trends in the control group,
even if there were biases, we would under- rather than overestimate our effects.

2.4.2 Estimating Costs of Job Displacement by Migration
Status

Event Study Coefficients with and without Reweighting Figure 2.2 presents
the results from our event study regression model, where the solid green line shows
the trajectory for natives, the dashed blue line shows the trajectory for migrants,
and the dashed light blue line shows the trajectory for the reweighted sample of
migrants where we control for differences in observable characteristics by migration
status. Panel (a) presents our results for yearly earnings relative to earnings in

17Note that migrants who have contributed to social security in Germany for at least 12 months
within the past 30 months are entitled to receive unemployment benefits according to the same
rules as German workers. Due to our baseline restrictions, all displaced workers in our sample have
at least three years of experience in the German labor market upon displacement, and should thus
be eligible for these benefits.
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t=-2.18 The results underscore the descriptive results from Figure 2.1. Relative
(unweighted) earnings decline significantly both for native (38 log points) and mi-
grant (51 log points) displaced workers between t=-1 and t=0. Neither displaced
migrants nor displaced natives have fully recovered 5 years after job loss. From t=0
onwards, migrants’ average recovery rate is faster, yet even five years after job loss,
their earnings are lower than natives’. Overall, our findings of large and persistent
earnings losses after job loss are in line - in terms of magnitude and pattern - with
existing studies from the US and Germany (e.g., Schmieder et al. [2020], Jacobson
et al. [1993]).

The light blue line shows that reweighting migrants to natives and thus essentially
controlling for differences in individual and establishment characteristics roughly
halves the raw migrant-native gap in earnings losses. Nevertheless, a significant gap
remains, showing that differences in observable characteristics cannot fully explain
the differences.

To better understand what drives these differences, we next decompose earnings
losses into wage and employment losses. Panel (b) of Figure 2.2 shows that migrants
face substantially higher raw wage losses than natives (30 vs. 18 log points in t=0),
but observable characteristics can almost fully explain this difference. In contrast,
as Panels (c) and (d) show, observable characteristics cannot explain the migrant-
native gap in employment.

Panel (c) shows that migrants and natives are both less likely to have a job in
social-security employment in the years following their job displacement. Here, the
outcome variable is a dummy for being employed at least once in a given year (this
includes full-time, part-time, and marginal employment). Migrants’ employment
decreases substantially and more than natives’ (20 vs. 13 percentage points), and
observable characteristics cannot explain the difference. Even five years after dis-
placement, migrants have not fully caught up with natives.19

18This measure helps us to include observations with 0 earnings and is more easily interpretable
than log(earnings+1). Similar measures have been used in recent job displacement papers such as
Illing et al. [2021] and Blien et al. [2020]. Note that we exclude outlier pairs where the relative
earnings measure exceeds 100 at least once during the observation period. This affects less than
0.7% of our sample. See section 2.7 for other earnings measures.

19Our findings are in line with recent work on the Dutch labor market by Meekes and Hassink
[2020]. While the focus of their paper is gender differences in job flexibility outcomes after job
loss, they also show in their online appendix that relative to individuals born in the Netherlands,
the foreign born (non-natives) are less likely to become re-employed (10 percentage points) after
job loss. They find no differential effect on hourly wages.
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Panel (d) presents a very similar pattern with respect to days worked per year.
Again, the reduction is larger for migrants (approximately 150 days) than natives
(approximately 110 days). The gap hardly closes if we reweight migrants to natives
based on observable characteristics (light blue line). Migrants never fully catch up
with natives, even though the gap substantially shrinks from t=3 onwards; after
five years, neither group has fully recovered from displacement in terms of days
worked. Finally, Panels (e) and (f) show that migrants are more likely to take up
part-time rather than full-time employment after layoff. This offers an additional
explanation for migrants’ higher earnings losses and suggests that they sort into
worse employment contracts.

Overall, Figure 2.2 provides two key takeaways. First, if migrants find a new job after
displacement, their wage losses are slightly higher, but observable characteristics
can explain this gap.20 Second, migrants experience greater difficulty finding a new
(full-time) job than natives in the first place. Neither individual characteristics nor
differential sorting across industries and occupations can explain this employment
gap.

Job Search Behavior One obvious question is whether differences in job search
behavior can explain part of this employment gap. Figure 2.9 in the Online Appendix
offers suggestive evidence that migrants do react differently to job displacement in
terms of how, and possibly where, they look for jobs. For our baseline sample and
displaced workers only, it shows how reweighted migrants’ job search outcomes differ
from natives’.

First, the figure shows that about 5% of native workers completely disappear from
our sample after layoff21, and that this share is about twice the size for migrants.
This suggests that migrants do react differently to displacement: For example, they
may be more likely to return to their country of origin, become self-employed, or
move to the informal sector.

Second, conditional on not dropping out of the data, we see that migrants are 5

20In the Online Appendix, section 2.7, we discuss the role of differential sorting into specific
types of establishments after job displacement (in terms of establishment wage premia, share of
marginally employed workers, and share of migrant workers).

21This means that they drop out of the social-security records between t=1 to t=5 and do not
return. Note that in our baseline analysis, these workers drop out of our sample in the year they
are last observed, such that they do not bias our employment estimates.
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percentage points less likely to ever report a job seeker spell (mean for natives:
64%). This is suggestive evidence for migrants searching for jobs in more informal
ways, which could negatively affect their job search success.

We moreover explore 4 job search outcomes measured at the time of the displace-
ment, conditional on workers ever reporting a job seeker spell. These show that
migrants are somewhat more likely to look for “any contract” as opposed to a “per-
manent contract”, and that there is no search difference with respect to the type of
job (full-time vs. part-time).

2.4.3 The Role of Geographic Mobility

We now turn to discussing one characteristic that could explain differences in the
success of finding a new job: geographic mobility. Within-country geographic mo-
bility is an important tool to adjust regional labor market imbalances and, hence,
raise local labor market efficiency (Blanchard and Katz [1992]). Displaced workers
who relocate permanently may be rewarded with higher job search success, yet this
depends on the reason for moving (Huttunen et al. [2018]). Nudges for displaced
workers to relocate are particularly high if they work in highly concentrated labor
markets with fewer outside options (Haller and Heuermann [2019]). While previ-
ous literature has shown that migrants tend to be more geographically mobile than
natives (e.g., Borjas [2001], Cadena and Kovak [2016]), this pattern may reverse in
regions with tight housing markets (Clark and Drever [2000]).

In this section, we make use of the geographic information recorded in the IAB
data. We know the municipality, county, and federal state in which a worker lives
and works.22 It is important to keep in mind that we only observe this information
for employed natives and migrants. To draw conclusions on all displaced workers, we
have to assume that employed workers’ mobility patterns reflect mobility patterns
in the overall population of migrants and natives.

Panel (a) of Figure 2.3 reports event study coefficients for workplace changes as the
22Germany exhibits widespread federalism. Therefore, there exist different administrative units

(according to size): (i) federal states and city states (NUTS 1), (ii) administrative districts (NUTS
2), (iii) counties and cities (NUTS 3), and (iv) municipalities (LAU). In 2010, there were a total
of 11,993 municipalities and 401 counties in Germany. According to data provided by the German
Federal Statistical Office, on average, a municipality had 4,954 inhabitants, and a county had
186,596 inhabitants in 2010.
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outcome variable. Specifically, we create a dummy variable indicating whether the
workplace municipality differs from the workplace municipality in t=-1. In line with
our expectation, displaced workers’ likelihood of moving workplaces substantially
increases following job displacement. In t=0, displaced natives were approximately
58 percent more likely to change workplaces than nondisplaced controls. For mi-
grants, this number is slightly lower (approximately 50 percent). Once we control
for observable characteristics, hardly any differences between migrants and natives
remain.23

Panel (b) of Figure 2.3 shows that mobility across federal states follows a similar
pattern. Approximately 19 percent of displaced natives changed their workplace to
a different federal state from t=-1 to t=0. In contrast, only 11 percent of migrants
moved to a different federal state after displacement. After reweighting migrants
to natives, this difference reduces to 3 percentage points but remains statistically
significant.

Finally, Panel (c) of Figure 2.3 shows how commuting patterns evolve after displace-
ment, where commuting is defined as working and living in different municipalities.
It shows that following displacement, the likelihood of commuting increases substan-
tially. Slightly more migrants (6 percent) than natives (4 percent) start commuting
following displacement.24

Overall, our results on geographic mobility suggest that migrants face higher mo-
bility constraints (e.g., due to tight housing markets or because migrants are par-
ticularly dependent on local networks) in terms of relocating permanently after dis-
placement.25 While they seem to compensate for this by commuting slightly more,
this may not be enough to catch up in terms of job search success. However, we
only observe mobility outcomes for employed workers. Another explanation of the
pattern that we observe is thus that migrants receive fewer job offers at greater
geographic distances.

23This result is robust to adapting the mobility definition to include only workplace moves over
a distance of more than 50 km.

24This result is robust to defining commuting at the county rather than municipality level.
25Table 2.9 shows that changes in commuting behavior or relocation across federal states explain

about 7% of the migrant-native gap in earnings.
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2.5 Heterogeneity in Costs of Job Displacement

The broad comparisons of migrant and native workers may hide substantial hetero-
geneity across different groups of workers. In this section, we shed more light on
three factors by which costs of job displacement may differ: Educational attainment,
migrants’ origin group, and local labor market conditions.

For our empirical approach, we follow Schmieder et al. [2020] and estimate a difference-
in-differences (DID) type of regression model, where we proceed in two steps. In
the first step, within each matched worker pair, we construct an individual-level
measure of earnings losses (and other outcomes), which we call the DID outcome.
For this purpose, we compute the mean difference in earnings (and other outcomes)
before and after job loss within each displaced and nondisplaced worker match:

∆yDID,ic = ∆yDP,ic −∆yNDP,ic (2.3)

where ∆yDP,ic reports the difference in average earnings for displaced worker i in
cohort c before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss. ∆yNDP,ic reports
the corresponding measure for the matched nondisplaced worker. ∆yDID,ic then
indicates the extent to which these differences in means vary within matched worker
pairs, the “individual treatment effect” from job loss.

In the second step, we estimate OLS regression models for displaced workers only,
where we regress the outcome variable ∆yDID,ic on dummies for educational attain-
ment, origin group, or proxies for local labor market concentration. In addition, we
always control for a vector Xic with individual characteristics, 1-digit industries, and
1-digit occupations measured in the year before displacement. We cluster standard
errors at the baseline establishment or baseline county level.

2.5.1 Educational Attainment

Previous research has shown that migrants’ labor market integration varies sub-
stantially with their educational attainment (Battisti et al. [2021], Brücker et al.
[2021]). Educational attainment may also play a role in costs of job displacement,
yet the mechanism is ex ante unclear. On the one hand, earnings losses from job
displacement may be relatively low for high-skilled workers if there is a high demand
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for their types of skills, and their job covers many non-routine tasks (Blien et al.
[2020]) . On the other hand, high-skilled workers may possess very specific human
capital, which they cannot easily transfer across positions.

For skilled migrants, it may be particularly difficult to transfer their skills across
different types of jobs, given that they face difficulties in getting these skills ac-
knowledged (Brücker et al. [2021]). Yet demand for skilled labor may counteract
this effect: A Syrian physician displaced from his job may be re-employed much
more quickly than a Syrian worker working on the assembly line.

To investigate the role of educational attainment, we regress our measure for the
individual treatment effect from job displacement, as defined in Equation 2.3, on
3 dummies for educational attainment26 and interactions of these dummies with
migration status. We then plot marginal effects from this regression in Figure 2.4.

Focusing on Figure 2.4, Panel (a), offers 3 takeaways: First, workers with a uni-
versity degree suffer the smallest earnings losses from job displacement, regardless
of their migration status. Second, while migrant workers with a university degree
suffer somewhat larger earnings losses than native workers with a university degree,
this difference is not statistically significant. Third, within the groups of workers
with/without vocational training, migrant workers always suffer substantially larger
earnings losses than natives. The gap is by far the largest for workers without vo-
cational training: Earnings losses for migrant workers in this group are about 1.5
times the size of native workers’ losses (60 vs. 40 log points).

Interestingly, the overall pattern differs by migration status. For native workers,
earnings losses from job displacement do not vary much across education groups.
This could reflect the counteracting mechanisms discussed above, where high-skilled
workers have the highest losses in terms of their “employer-employee match pre-
mium” but face less competition when searching for new jobs. Yet for migrants,
workers with a university degree have the smallest earnings losses, follwed by mi-
grants with vocational training, and migrants without vocational training losing
most.

Panels (b)-(d) of Figure 2.4 show that this is a pattern which is consistent for the
probability to be employed (Panel (b)), log wages (Panel (c)), and establishment

26The dummies take three values: “No vocational training”, “vocational training”, and “uni-
versity degree” (the latter includes universities of applied sciences).
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wage premia (Panel (d)). Less educated migrants are less likely to become re-
employed, earn lower wages, and sort into worse establishments after job displace-
ment. Within the group of high-skilled workers, there is no difference by migration
status.

While both differences in labor demand and labor supply by education and migration
group can possibly explain this pattern, we provide suggestive evidence that labor
supply may play a role. Online Appendix Figure 2.11 shows that conditional on
employment, medium- and low-skilled migrants are less likely than natives in the
same education group to relocate to a different federal state (approximately 3-4
percentage points). They are also more likely to switch 1-digit occupations, thus
potentially losing more in terms of human capital.

2.5.2 Differences in Costs of Job Displacement by Origin
Group

The degree of labor market integration can vary substantially by origin group (see,
e.g., Algan et al. [2010]). In this section, we therefore report our measures for
migrants’ costs of job displacement for 9 different origin groups as defined by Battisti
et al. [2021]27. For this purpose, we regress the individual difference-in-differences
outcome as defined in Equation 2.3 on the 9 origin groups dummies, where native
worker is the omitted category. Figure 2.5 reports the results, showing that indeed,
there is substantial heterogeneity in costs of job displacement by origin group.

Three groups stand out in particular: Migrants from “Turkey”, from “Asia and
the Middle East”, and from “Africa” have by far the largest earnings, wage, and
employment losses from job displacement. Conditional on employment, they also
sort into establishments with lower wage premia (Panel (d)). A potential explanation
for these origin-group-differences may be cultural distance, but both labor supply
and labor demand may be potentially important.

Costs of job displacement for most other groups are either slightly larger or do not
differ from natives’. The only group which is doing slightly better than natives are
migrants from the former USSR: They are both more likely to become re-employed

27See Online Appendix table 2.16 for a more detailed overview on the definition of these origin
groups.
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(Panel (a)) and sort into better establishments (Panel (d)). This is in line with
previous research showing that, e.g., mathematicians from the former USSR were
particularly productive (Borjas and Doran [2012]).

Additional outcomes, which we show in the Online Appendix Figure 2.12, suggest
that migrants from these different origin groups search for jobs in different ways.
For instance, immigrants from Turkey are the only group with a substantially lower
likelihood to commute than native workers, whereas migrants from the former USSR
are more likely to commute. Turkish migrants are also the only group for which the
share of migrant coworkers increases (compared to natives) after job displacement,
suggesting that ethnic networks may be particularly important for their job search.
Moreover, migrants from the three origin groups with the largest earnings losses are
all substantially less likely to relocate to a different state after displacement. This
may be due to local job search, or barries to mobility such as financial constraints
or discrimination on the housing market.

2.5.3 Location at Time of Displacement

We explore one final type of heterogeneity: the location at time of displacement.
Does the concentration of the local environment at the time of job displacement
matter? We believe that concentration matters in two ways. First, if displaced
workers live and work in labor markets with a high concentration of similar workers,
then finding a new job will be particularly challenging for them (e.g., Caldwell and
Danieli [2021], Haller and Heuermann [2019]), and this may hold in particular for
migrants (Bratsberg et al. [2006]). On the one hand, prospective employers may
find it difficult to judge migrants’ skill portfolio, especially if they did not receive
their qualifications in Germany (Brücker et al. [2021]). They may thus perceive
asymmetric information to be a more severe issue when hiring migrants and prefer
to hire native workers instead.

On the other hand, establishments may display taste-based or statistical discrimi-
nation against migrants. If labor supply is very elastic and employers can choose
between a migrant and native candidate, they may thus opt for the native worker.
Second, migrants may compete for jobs among each other. While previous studies
have shown that migrants benefit from better social networks (e.g., Edin et al. [2003],
Munshi [2003]), migrants may also suffer from within-network competition (e.g., Al-
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bert et al. [2021], Beaman [2012], Calvo-Armengol and Jackson [2004]). Migrants
living in counties with a particularly high share of same-nationality population may
compete for a limited number of jobs.28

We thus regress the individual difference-in-differences measure of earnings losses
(and other outcomes) from Equation 2.3 on three proxies for local labor market
concentration. We start with including URic, which measures the percentage change
in the unemployment rate in the workplace municipality between t=-1 and t=0 for
displaced worker i in cohort c:

∆yDID,ic = αMigi + β1URic + β2URic ∗Migi + φXic + εic (2.4)

The intuition behind this is as follows: If the local unemployment rate increases as
workers lose their job, it will be more difficult for them to find a new job. Note that
to some extent, this measure also controls for the size of the mass layoff event: If a
big employer, e.g., a car manufacturer, closes down its establishment, this will affect
the local labor market more severely than if a small service firm goes bankrupt.

Next, we add Cityic to the difference-in-differences regression, which is a dummy
indicating whether a worker lives in a city at t=-1:29

∆yDID,ic = αMigi + γ1Cityic + γ2Cityic ∗Migi + φXic + εic (2.5)

The expected effect of living in a city is ambiguous: On the one hand, we expect
cities to offer more opportunities, on the other hand, there may be more competition
for some types of jobs (Haller and Heuermann [2019]).

Last, we include a dummy for EthnicShareic, which reports the share of the working
age population of a worker’s nationality by the total working age population in his
workplace county at t=-1:30

28We assume that migrants with the same nationality are similar in terms of characteristics,
e.g., because of similar education systems in their countries of origin, and therefore substitutes.

29To define cities, we use a municipality classification proposed by the German Federal Institute
for Research on Building, Urban Affairs and Spatial Development (BBSR), which is based on
population size and administrative function (see German Federal Institute for Research on Building,
Urban Affairs and Spatial Development (BBSR) [2021]). [last access: 05-30-2021].

30We use data on working age population by nationality and county from the German Federal
Statistical Office (Destatis). For more detail, see Section 2.7 in the appendix.
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∆yDID,ic = αMigi + δ1EthnicShareic + δ2EthnicShareic ∗Migi + φXic + εic (2.6)

EthnicShareic can be a proxy for the extent to which migrant workers compete
for jobs among each other. Note however, that it could also be a proxy for ethnic
enclaves, where the empirical literature is inconclusive on whether they contribute
to or harm migrant workers’ labor market integration (e.g., Chiswick and Miller
[2005], Edin et al. [2003]). With the data at hand, we cannot distinguish between
the substitution vs. ethnic enclave mechanisms.

The Impact of Local Labor Market Concentration on Earnings Table 2.3
reports the results from Equations 2.4-2.6, where we consecutively include controls.
The outcome variable is log(earnings). In all regressions, we control for a set of
individual and establishment characteristics.31 The average loss of earnings is 36 log
points for native workers (see the mean of the dependent variable), and for migrants,
this loss increases by additional 19 log points (Column (1)). This confirms our results
from Section 2.4.2 that even after controlling for observable characteristics, migrants
face larger earnings losses.

We then add our first proxy for local labor market concentration and local unem-
ployment rate changes in Column (2). The coefficient implies that a 1% increase
in the municipality unemployment rate from t=-1 to t=0 increases earnings losses -
regardless of migration status - by 11%. This supports our hypothesis that higher lo-
cal unemployment rates reduce workers’ outside options and thus increase displaced
workers’ earnings losses. The coefficient on the interaction of local unemployment
rate changes and the migrant dummy is negative but estimated very imprecisely.
In Column (3), we include city residency as another proxy for concentration. The
coefficients confirm the negative correlation between living in a city at the time of
displacement and earnings losses, as documented by Haller and Heuermann [2019].
Earnings losses of displaced workers who live in cities at the time of displacement
are 5.6% larger. This effect is approximately twice the size for migrant workers.

31These are age, age squared, years of education, tenure, experience, full-time employment, log
firm size (all measured in t=-1), log wage in t=-3, 1-digit industries (in t=-1), and occupations
according to Blossfeld [1987] (in t=-1).
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Column (4) provides suggestive evidence for a negative relationship between mi-
grants’ earnings and the concentration of similar workers, proxied by the working-age
population of a worker’s nationality as a share of the total working-age population
in his workplace county in the year before job displacement. This is in line with lit-
erature highlighting a competition effect between similar migrants (Beaman [2012],
Albert et al. [2021]). Note that if we simultaneously control for all concentration
proxies (Column (6)), the interaction of the migrant dummy with city residency
shrinks and loses its significance. This suggests that a large part of the city effect
for migrants can be explained by a higher share of the same-nationality working-age
population in cities.

To complete the picture, we estimate versions of Equation 2.4 for additional out-
come variables. Panel A of Table 2.4 reports coefficients on the migrant dummy for
regressions with individual, industry, and occupation controls. The table confirms
the overall pattern from the event study regression model: Migrants’ employment
(Columns (1) and (2)) and wage (Column (3)) losses after displacement are sub-
stantially larger than natives’. This can partly be explained by migrants selecting
into establishments with lower wage premia (Column (5)) and a higher share of
marginally employed workers (Column (7)).

We next add our concentration proxy controls in Panel B. The respective coefficients
broadly confirm the pattern that we already observed in Table 2.4: A larger increase
in the local unemployment rate change from t=-1 to t=0 is associated with greater
losses in terms of employment, irrespective of migrant status. Workers living in cities
at the time of displacement face larger employment and wage losses; for migrants,
this "city penalty" on wage losses is particularly high. Migrants living in counties
with a higher share of the same-nationality population face particularly large wage
and employment losses.

We do not want to interpret the magnitude of the coefficient on the interaction
between migrants and shares of the same nationality since the effect may vary sub-
stantially depending on a migrant’s position in the share distribution. To show this,
we regress the individual DID term, ∆yDID,ic, for log earnings on 18 categories for
the share of same-nationality working age population in t=-1. We plot the respec-
tive marginal effects in Figure 2.6, where the x-axis reports the 18 categories. While
earnings losses for natives (Panel (a), solid green line) are constant and do not vary
substantially by the percentage share of same-nationality working age population,
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there is a clear pattern for migrants (Panel (a), dashed blue line): Earnings losses
are particularly high for migrants working in counties with the highest share of
same-nationality working age population (8-10%). This pattern is driven by larger
log wage losses (Panel (b)) and larger employment losses, both on the extensive and
intensive margins (Panels (c) and (d)).

2.6 Robustness

In the following, we perform a variety of robustness checks to show that our results
are robust to varying our baseline restrictions, matching specifications, and to the
direction of reweighting. Table 2.5 reports the results, where Column (1) shows the
baseline coefficients. We report four outcome variables: Earnings relative to t=-2
(Panel A), log wages (Panel B), employment (Panel C), and days worked in full-time
employment (Panel D).

Baseline Tenure Restriction As discussed before, our baseline analysis focuses
on a sample of workers who are highly attached to the labor market (3 years of
tenure). This could bias the migrant-native gap if high-tenure migrants are par-
ticularly well-integrated into the German labor market, and their re-employment
probability is thus higher than that of other migrants. In this case, we would under-
estimate the gap. In Columns (2) and (3) of Table 2.5, we therefore relax the tenure
restriction to 1 and 2 years, respectively. The table shows that for workers with
1 year of tenure upon displacement, the migrant-native earnings gap is essentially
the same, while it is even slightly smaller for workers with 2 years of tenure (Panel
A). While the migrant-native gap in employment does not substantially differ across
tenure restrictions (Panels C and D), the difference in wages is substantially larger
for workers with 1 year of tenure, and smaller for workers with 2 years of tenure
(Panel B). Overall, the changing baseline tenure restrictions does not substantially
impact the migrant-native gap in costs of job displacement.32

32Appendix Figure 2.8 shows that there is surprisingly little variation in costs of job loss by
the number of years a worker has been recorded in the administrative (admin) employer-employee
data at the time of job displacement. Losses for workers with lower tenure in the admin data are
somewhat lower, perhaps because these are younger workers who are more flexible. Regardless
of their time in the admin data, migrants always have greater earnings losses than natives, even
though this gap somewhat closes for workers who have been in the admin data for more than 27
years (yet note that this is partly due to lower observations and thus more noisy estimates).
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Propensity Score Matching Next, we explore whether our results are sensi-
tive to the matching algorithm. For example, one might be worried that we match
on log wages in t=-3 and t=-4, and thus essentially on trends in one of our out-
come variables. We therefore run a propensity score matching analysis where we
match displaced to nondisplaced workers on education, tenure, and establishment
size only. Column (4) of Table 2.5 shows that this somewhat increases the migrant-
native earnings gap (from 6.4% to 10%). This is mainly due to a larger difference
in employment, with migrants losing about 33 days per year more in full-time em-
ployment (compared to 25 days in the baseline sample). Moreover, one might be
worried about anticipation effects or other trends in the years before job displace-
ment. We therefore conduct a matching analysis where we specifically only match on
characteristics recorded in t=-4, and thus well before job displacement. Column (5)
shows that this somewhat decreases the migrant-native earnings gap (6.4% to 5%)
but it remains statistically significant. In addition, recent work has shown that the
effects of mass layoffs spill over to local labor markets (Gathmann et al. [2020]). We
therefore conduct a matching exercise where we match exactly on counties (NUTS-3
regions) instead of 1-digit industries in t=-1. Column (6) of Table 2.5 shows that
our main results do not change.

Time Window and Reweighting We moreover check how sensitive our results
are to the time window we selected. For this purpose, we run alternative spec-
ifications where we define the individual difference-in-differences estimate as the
difference in the respective outcome from t=-10 to t=-2 vs. t=0 to t=10 (as op-
posed to t=-5 to t=-2 vs. t=0 to t=3 in the baseline regressions). Column (7)
of Table 2.5 shows that if we consider this larger time window, the migrant-native
earnings gap decreases (6.4% vs. 4.7%). In this specification, there is no migrant-
native wage gap, and the employment gap between migrants and natives is smaller,
yet still statistically significant.

We moreover change the direction of reweighting and reweight natives to migrants
(Column (8)). For this purpose, we use the same reweighting algorithm as described
in Section 2.4.2. The only difference is that instead of a dummy for native workers
as an outcome variable in our probit regression, we now regress a dummy for migrant
workers on a set of predisplacement individual characteristics, 1-digit industries, and
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occupations as defined by Blossfeld [1987]. This hardly changes our results.33

Complete Closures, Displacing Establishments Thus far, our sample in-
cludes both workers displaced from complete establishment closures and from layoffs
where only part of the workforce is laid off. Workers displaced in mass layoffs may
be different from workers laid off during complete establishment closures (Gibbons
and Katz [1991]): If establishments decide whom to lay off, they will be more likely
to first fire workers of low ability, without family obligations, or bad matches. Being
laid off could thus be a negative signal to future employers.34 Imagine, for example,
that some migrants have worse language skills than their coworkers, and are thus
more likely to be laid off during a mass layoff. These differences in language skills
(which we do not observe and thus cannot control for) moreover negatively affect
their re-employment probability. If displaced migrants in our sample constituted
a negative selection in terms of language skills compared to the average migrant
population, then we would overestimate migrants’ costs of job displacement.

To solve this, we restrict the sample to workers laid off in a complete establishment
closure only, where we assume that neither migrants nor natives will constitute a
negative selection. As Online Appendix Table 2.15 shows, the individual difference-
in-differences results are very comparable to our baseline regressions.

In a second robustness check, we moreover add fixed effects for the establishment
from which workers are displaced to our regression model. We do this because
workers may sort into specific establishments prior to displacement. For example,
in Table 2.1 we showed that migrants have a greater propensity to work in smaller
establishments with higher shares of migrant workers and lower shares of high-skilled
workers. Again, our individual difference-in-differences results are remarkably stable
(Online Appendix Table 2.14).

Financial Crisis, East Germany Migrants particularly suffer during recessions
(e.g., Borjas and Cassidy [2021], Fairlie et al. [2020], Montenovo et al. [2020], Free-
man et al. [1973]), so the financial crisis, which is included in our period of analysis,

33For more results, see Online Appendix Table 2.13.
34Gibbons and Katz [1991] show that workers displaced from mass layoffs have larger wage

losses and higher unemployment durations than workers laid off in complete closures.
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may bias our results in the direction of particularly large earnings losses for mi-
grants. We thus estimate Equation 2.1 only for baseline years up to 2007, ensuring
that none of the workers in our analysis sample lose their jobs during the financial
crisis. Reassuringly, Table 2.10 in the Online Appendix shows that our results are
robust to excluding the financial crisis years. Migrants displaced in 2001-2007 face
substantially larger earnings losses (Columns (1) and (2)), wage losses (Columns
(3) and (4)), employment losses (Columns (5) and (6)), and losses in yearly days
worked (Columns (7) and (8)) than native workers.35

Similarly, we run a robustness check where we exclude workers displaced from East
German establishments from our sample. Our observation period starts only six
years after German reunification and covers a time when East Germany underwent
major economic transitions. This could lead to different displacement effects for
workers in East Germany, and for migrants in East Germany, reintegration into the
labor market could be particularly difficult. Reassuringly, our results are robust to
estimating our regression based on a sample of workers displaced in West Germany
only (Online Appendix Table 2.12).

2.7 Conclusion

In this paper, we investigate differences in the costs of job displacement for migrants
compared to native workers. We show that migrants face larger costs of job loss
than natives: The raw earnings gap between displaced migrants and natives is 12
percentage points in the year of displacement, and it reduces to 5 percentage points
if we control for pre-displacement differences in observables.

Decomposing earnings into wages and employment shows that in terms of the raw
difference, migrants have both substantially larger wage and employment losses.
Once we control for individual characteristics, 1-digit industries, and 1-digit occu-
pations, the migrant-native wage gap closes while the employment gap persists both
in the short run (5 ppt) and in the long run (2ppt). We moreover find that while

35Since our post-job-loss period spans five years, restricting the observation period to 2007, the
year before the financial crisis, could not suffice - the crisis could also have reduced job search
success in t=1 up to t=5. We therefore run an additional robustness check, where we only include
matched worker pairs with baseline years up to 2003 in our sample (see Table 2.11 in the Online
Appendix). The resulting patterns are very similar to our main results: Migrants face larger
earnings and employment losses.
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migrants are slightly more likely to commute (2 percentage points), they are less
likely to permanently relocate to a new federal state (3 percentage points) following
job loss, pointing to relocation constraints.

With respect to heterogeneity, we show that costs of job displacement are particu-
larly high for the least educated migrant workers, while there is no migrant-native
gap for high-skilled workers. In addition, while some origin groups have particularly
large earnings losses (e.g., migrants from Turkey, Asia and the Middle East, and
Africa), other groups do not differ substantially from native workers. Migrants from
the former USSR even fare slightly better.

Finally, we show that local labor market concentration upon displacement is an
important contributor to displaced workers’ costs of job loss. Displaced workers
living in municipalities with a higher increase in local unemployment rates or in
cities face greater losses. One important factor driving the migrant-native gap in
earnings losses is competition by same-nationality workers: The higher the share of
the working-age population of the same nationality in their workplace county, the
larger migrants’ earnings losses are.

Policymakers interested in improving migrants’ labor market outcomes should pay
attention to our finding that migrants face substantial difficulties in job search after
displacement. When searching for a job, migrants may therefore need a different
type of training than natives (e.g., language courses or training targeted at learning
how the job application process in their destination country works). Such programs
should target low-skilled migrants, in particular. For authorities, it may be worth-
while to invest in different types of trainings for unemployed individuals, depending
on their migration status.
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Table 2.1: Worker Characteristics of Displaced Workers and Matches in t=-1

(1) (2) (3) (4)
Nondisplaced Displaced Nondisplaced Displaced
Migrants Migrants Natives Natives

Panel A: Individual Characteristics
Years of Education 11.2 11.2 12.3 12.3

[1.68] [1.61] [1.76] [1.77]
Age 37.9 37.9 39.4 39.4

[6.83] [6.68] [6.82] [6.71]
Tenure 6.37 6.38 6.19 6.20

[2.60] [2.56] [2.46] [2.43]
Real Daily Wage (EUR) 91.3 89.2 104.1 102.3

[30.1] [30.8] [36.1] [36.7]
Total Yearly Earnings 33644.5 30194.9 38028.3 35477.8

[11159.3] [11844.1] [13486.1] [14189.6]
Days Worked in Year 362.7 335.5 362.8 344.2

[15.1] [53.9] [14.1] [45.6]
Panel B: Regional Characteristics
Lives in City 0.77 0.80 0.55 0.57

[0.42] [0.40] [0.50] [0.50]
Lives in East Germany 0.031 0.041 0.22 0.25

[0.17] [0.20] [0.42] [0.43]
Local UR Change (between t = −1 and t = 0) 0.014 0.027 0.019 0.035

[0.14] [0.14] [0.13] [0.14]
Panel C: Establishment Characteristics
Establishment Size 277.3 291.1 328.9 347.2

[532.0] [490.4] [723.2] [636.8]
Share Migrant Workers 0.22 0.25 0.064 0.074

[0.19] [0.19] [0.085] [0.095]
Share High-Skilled Workers 0.079 0.079 0.12 0.12

[0.12] [0.12] [0.16] [0.16]
Share Marginally Employed Workers 0.078 0.059 0.054 0.041

[0.15] [0.13] [0.11] [0.095]
Displaced from Complete Closure 0.00011 0.32 0.000077 0.32

[0.011] [0.47] [0.0088] [0.47]

Number of Observations 17605 17605 129701 129701
Notes: Characteristics of displaced and matched, nondisplaced workers in the year prior to the displacement year. Workers
satisfy the following baseline restrictions: Aged 24 to 50, working full time in predisplacement year, at least 3 years of tenure,
and establishment has at least 50 employees. Nondisplaced workers are matched to displaced workers using propensity score
matching within year and industry cells. The nondisplaced sample of workers is a random sample of workers (one per displaced
worker) who satisfy the same baseline restrictions. UR is an abbreviation for unemployment rate. Standard deviations in
brackets. Source: IEB and BHP.
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Table 2.2: Comparing Displaced Workers in t=-1 to a Random Sample of Workers

(1) (2) (3) (4) (5)
Random 2-percent Baseline Displacement Reweighted Displacement Random 2-percent Baseline Displacement

Sample Sample Sample Sample Sample
Migrants Migrants Migrants Natives Natives

Panel A: Individual Characteristics
Years of Education 11.2 11.2 12.1 12.0 12.3

[2.05] [1.61] [2.20] [1.94] [1.77]
Age 37.8 37.9 39.8 40.4 39.4

[12.5] [6.68] [6.71] [13.3] [6.71]
Tenure 2.37 6.38 6.05 2.93 6.20

[2.07] [2.56] [2.34] [2.17] [2.43]
Real Daily Wage 57.5 89.2 105.2 68.7 102.3

[48.8] [30.8] [37.5] [53.0] [36.7]
Total Yearly Earnings 13620.3 30194.9 35928.0 20661.7 35477.8

[16493.5] [11844.1] [14285.7] [18855.8] [14189.6]
Days per year working 214.8 335.5 338.7 281.9 344.2

[158.6] [53.9] [51.1] [135.1] [45.6]
Panel B: Regional Characteristics
Lives in City 0.64 0.80 0.58 0.44 0.57

[0.48] [0.40] [0.49] [0.50] [0.50]
Lives in East Germany 0.063 0.041 0.060 0.19 0.25

[0.24] [0.20] [0.24] [0.39] [0.43]
Panel C: Establishment Characteristics
Size of establishment 1000.3 291.1 334.0 782.1 347.2

[3922.8] [490.4] [640.6] [3473.1] [636.8]
Share Migrant Workers 0.30 0.24 0.18 0.053 0.075

[0.27] [0.19] [0.18] [0.086] [0.095]
Share High-Skilled Workers 0.099 0.079 0.13 0.13 0.12

[0.16] [0.12] [0.18] [0.17] [0.16]
Share Marginally Employed Workers 0.21 0.059 0.049 0.17 0.041

[0.28] [0.13] [0.11] [0.26] [0.095]
Displaced from Complete Closure . 0.32 0.32 . 0.32

[0.47] [0.47] [0.47]

Number of Observations 574167 17605 17605 5882551 129701
Notes: This table summarizes characteristics of different samples of (displaced) migrants and natives. Columns (1) and (4) show characteristics of a random 2-percent sample of all workers
subject to social security in Germany 2000-2010. Columns (2) and (5) represent all displaced workers in our baseline sample. We measure characteristics in the year prior displacement
(t=-1). Column (3) reports migrants in our sample reweighted to natives. Standard deviations in brackets. Source: IEB, BBSR.
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Table 2.3: Explaining Earnings Losses by Local Labor Market Concentration

(1) (2) (3) (4) (5) (6)
∆ Log ∆ Log ∆ Log ∆ Log ∆ Log ∆ Log

(Earnings) (Earnings) (Earnings) (Earnings) (Earnings) (Earnings)

Migrant -0.19∗∗ -0.19∗∗ -0.13∗∗ -0.20 -0.12∗∗ -0.25∗

(0.016) (0.017) (0.022) (0.13) (0.023) (0.12)
Local UR Change -0.11∗∗ -0.12∗∗ -0.12∗∗

(0.041) (0.041) (0.042)
Migrant*UR Change -0.090 -0.14 -0.15

(0.12) (0.12) (0.12)
City Residency -0.056∗∗ -0.058∗∗ -0.064∗∗

(0.012) (0.012) (0.011)
Migrant*City Residency -0.058∗ -0.063∗ -0.040

(0.027) (0.027) (0.028)
Share Same Nationality -0.053 -0.17

(0.14) (0.12)
Migrant*Share Same Nationality -3.03∗∗ -2.96∗∗

(0.82) (0.78)

Baseline Controls Yes Yes Yes Yes Yes Yes
Observations 127653 126524 126924 123542 125834 122635
R2 0.049 0.050 0.050 0.050 0.050 0.052
Mean Dep. Var (Native) -0.36 -0.36 -0.36 -0.36 -0.36 -0.36

Notes: This table shows to what extent local labor market conditions contribute to the migrant-native earnings gap after job displacement.
The outcome variable is based on the individual difference-in-differences estimate which measures the change in log earnings before (t=-5
to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. non-displaced workers within matched worker pairs. We successively add
controls for local unemployment rate (UR) changes reported at the municipality (LAU) level (Column (2)), city residency (Column (3)),
and the share of co-ethnic working age population in a county (NUTS 3) (Column (4)), all measured in t=-1. Columns (5) and (6) show
the coefficients when (all) controls are included simultaneously. All columns control for baseline characteristics (age, age squared, years
of education, tenure, experience, full-time work, log establishment size, 1-digit industries, 1-digit occupations (all in t=-1), and log wage
(in t=-3)). The regression sample includes displaced workers, only. ** and * refer to statistical significance at the 1 and 5 percent level
for standard errors clustered at the baseline county level. Workers in our sample are displaced in 2001-2011, and they are observed from
1996 to 2017. Source: IEB, BBSR, Destatis.
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Table 2.4: Explaining Costs of Job Displacement by Local Labor Market Concentration

(1) (2) (3) (4) (5) (6) (7)
∆ Employed ∆ Days ∆ Log ∆ Commutes ∆ AKM ∆ Share ∆ Share Marginally

Worked Daily Wage Effect Migrants Employed

Panel A: Controlling for Individual Characteristics, Industry, and Occupation

Migrant -0.040∗∗ -21.1∗∗ -0.11∗∗ -0.0070 -0.030∗∗ 0.0014 0.028∗∗

(0.0044) (2.10) (0.011) (0.0096) (0.0066) (0.0035) (0.0031)

Baseline Controls Yes Yes Yes Yes Yes Yes Yes
Observations 133338 133338 121866 121676 94866 119631 119291
R2 0.020 0.034 0.047 0.018 0.093 0.007 0.021
Mean Dep. Var (Native) -0.094 -58.7 -0.17 0.027 -0.072 -0.0098 0.034

Panel B: Adding Controls for Local Unemployment Rate Change, City Residency, and Share of Coethnic Neighbors

Migrant 0.012 -26.5 -0.15∗ -0.016 0.0096 0.17∗∗ -0.027
(0.031) (16.2) (0.070) (0.069) (0.046) (0.016) (0.016)

Local UR Change -0.014 -15.8∗ -0.020 0.017 -0.039 0.0071 0.0069
(0.011) (6.21) (0.023) (0.017) (0.044) (0.0065) (0.0070)

Migrant*UR Change -0.0100 -6.46 -0.087 -0.064 0.053 -0.011 0.0089
(0.027) (14.8) (0.076) (0.053) (0.044) (0.032) (0.025)

City Residency -0.018∗∗ -9.72∗∗ -0.022∗∗ 0.059∗∗ 0.0024 0.00026 0.0037∗∗

(0.0035) (1.61) (0.0062) (0.0099) (0.0063) (0.0012) (0.0014)
Migrant*City Residency 0.0047 3.63 -0.073∗∗ -0.024 -0.033∗∗ -0.00053 0.018∗∗

(0.0066) (3.10) (0.019) (0.019) (0.0079) (0.0062) (0.0061)
Share Same Nationality 0.045 -12.1 -0.13 -0.0063 0.013 0.18∗∗ -0.039∗

(0.033) (17.1) (0.073) (0.073) (0.050) (0.017) (0.016)
Migrant*Share Same Nationality -0.76∗∗ -329.3∗∗ -2.06∗∗ 0.66 -0.70 0.13 0.38∗

(0.18) (86.2) (0.57) (0.47) (0.44) (0.20) (0.15)

Baseline Controls Yes Yes Yes Yes Yes Yes Yes
Observations 128092 128092 117075 116885 91178 115078 114745
R2 0.021 0.035 0.049 0.021 0.095 0.015 0.022
Mean Dep. Var (Native) -0.094 -58.7 -0.17 0.027 -0.072 -0.0098 0.034

Notes: This table shows to what extent local labor market conditions contribute to migrant-native gaps in labor market outcomes after job displacement. All outcome variables are based on
individual difference-in-differences estimates which measure the change in the outcome (e.g. log dailys wages) before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. non-displaced
workers within matched worker pairs. Panel A reports coefficients when controlling for baseline characteristics only (age, age squared, years of education, tenure, experience, full-time work, log
establishment size, 1-digit industries, 1-digit occupations (all in t=-1), and log wage (in t=-3)). Panel B reports coefficients when adding controls for local unemployment rate (UR) changes
reported at the municipality (LAU) level, city residency, and the share of coethnic working age population in a county (NUTS 3), all measured in t=-1. The AKM effect is a proxy for wage
differentials across firms, based on Abowd et al. [1999]. The regression sample includes displaced workers, only. ** and * refer to statistical significance at the 1 and 5 percent level for standard
errors clustered at the baseline county level. Workers in our sample are displaced in the period 2001-2011, and they are observed from 1996 to 2017. Source: IEB, BBSR, Destatis.
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Table 2.5: Robustness Checks: Matching and Reweighting

(1) (2) (3) (4) (5) (6) (7) (8)
Baseline 1 Year 2 Years Matching Matching County Time Reweight.

Tenure Tenure w/o Wages in t=-4 Matching Window Nat. to Mig.

Panel A: Earnings Rel. to Year -2
Migrant -0.064 -0.064 -0.056 -0.10 -0.050 -0.070 -0.047 -0.068

(0.011)∗∗ (0.013)∗∗ (0.011)∗∗ (0.034)∗∗ (0.013)∗∗ (0.013)∗∗ (0.010)∗∗ (0.0094)∗∗

Observations 132270 176391 153192 203795 145143 127281 130664 131802
R2 0.003 0.017 0.002 0.001 0.001 0.003 0.001 0.003
Mean Dep. Var Men -.225 -.238 -.226 -.266 -.259 -.232 -.162 -.226

(.002) (.002) (.003) (.004) (.003) -.232 (.002) (.002)

Panel B: Log Wages
Migrant -0.041 -0.064 -0.016 -0.040 -0.041 -0.033 -0.0058 -0.10

(0.013)∗∗ (0.011)∗∗ (0.013) (0.013)∗∗ (0.013)∗∗ (0.016)∗ (0.015) (0.013)∗∗

Observations 120766 161864 140244 182831 132425 116336 124353 120431
R2 0.001 0.024 0.000 0.001 0.001 0.001 0.000 0.005
Mean Dep. Var Men -.176 -.176 -.177 -.174 -.189 -.181 -.159 -.177

(.002) (.002) (.003) (.002) (.002) -.181 (.002) (.002)

Panel C: Employment
Migrant -0.036 -0.030 -0.036 -0.038 -0.033 -0.042 -0.023 -0.034

(0.0070)∗∗ (0.0051)∗∗ (0.0064)∗∗ (0.0043)∗∗ (0.0064)∗∗ (0.0072)∗∗ (0.0057)∗∗ (0.0041)∗∗

Observations 132270 176391 153192 203795 145143 127281 130664 131802
R2 0.004 0.030 0.004 0.004 0.003 0.005 0.002 0.003
Mean Dep. Var Men -.094 -.089 -.092 -.091 -.095 -.093 -.067 -.094

(.001) (.001) (.001) (.001) (.001) -.093 (.001) (.001)

Panel D: Days Worked Full-time
Migrant -24.6 -25.0 -24.0 -32.9 -21.0 -24.8 -18.9 -26.5

(3.07)∗∗ (2.40)∗∗ (3.08)∗∗ (2.19)∗∗ (2.85)∗∗ (3.28)∗∗ (2.93)∗∗ (2.38)∗∗

Observations 132270 176391 153192 203795 145143 127281 130664 131802
R2 0.007 0.033 0.007 0.010 0.005 0.007 0.004 0.008
Mean Dep. Var Men -67.5 -65.54 -66.39 -64.155 -69.2 -68.417 -45.206 -67.654

(.415) (.375) (.536) (.376) (.419) -68.417 (.429) (.414)
Notes: Each column in this table represents a different robustness check of a weighted difference-in-differences regression. All outcome variables are based on the individual
difference-in-differences estimate which measures differences in the outcome before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. non-displaced workers. Column
(1) reports the baseline coefficients. Column (2) and (3) report results when relaxing the baseline tenure restriction to 1 and 2 years, respectively. Columns (4) and (5) report
results of a matching specification where we do not match on trends in wages and where we match on characteristics in t=-4, only. Column (6) reports results when we match
exactly on counties (NUTS 3 regions) instead of 1-digit industries in t=-1. Column (7) reports results for a longer time window (10 years pre vs. 10 years post displacement),
and Column (8) reports results when we reweight natives to migrants. We cluster standard errors at the county level at time of displacement (constant within matched worker
pairs). * and ** correspond to 5 and 1 percent signficance levels, respectively. Workers in our sample are displaced in 2001-2011, and they are observed from 1996 to 2017.
Source: IEB.
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Figure 2.1: Native and Migrant Workers’ Earnings - No Controls
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(A) Total Yearly Earnings in EUR - Natives
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(B) Total Yearly Earnings in EUR - Migrants
Notes: This figure plots raw earnings for displaced compared to nondisplaced workers, re-
spectively for natives (Panel A) and migrants (Panel B). The blue diamonds show earnings
trajectories for nondisplaced workers, and the green circles show earnings trajectories for
workers displaced between t = −1 and t = 0. Displaced workers are matched to nondis-
placed workers using propensity score matching. Workers in our sample are displaced in
the period 2001-2011, and they are observed from 1996 to 2017. In t = −1, we observe
35,210 migrants and 259,402 natives. Source: IEB.
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Figure 2.2: Labor Market Outcomes by Migration Status
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Notes: This figure plots event study regression coefficients on the differential evolution of
the following outcomes for displaced vs. nondisplaced workers: earnings relative to t=-2
(Panel A), log wages (Panel B), employment probability (Panel C), days worked per year
(Panel D), days worked in part-time employment per year (Panel E), and days worked
in full-time employment per year (Panel F). The solid green line reports the results for
our sample of native workers, the dashed blue line reports the results for our sample of
migrant workers, and the light blue line reports the results for our sample of reweighted
migrant workers. Reweighting characteristics are log wage (t=-3, t=-4), age (t=-1), years
of education (t=-1), tenure (t=-1), city residency (t=-1), establishment size (t=-1), 1-digit
industry (t=-1), and 1-digit occupation (t=-1). Vertical bars indicate the estimated 95%
confidence interval based on standard errors clustered at the individual level. Regressions
control for year fixed effects, year since displacement fixed effects, age polynomials, and
worker fixed effects. We omit t=-3 as the reference category. Displaced workers are
matched to nondisplaced workers using propensity score matching. Workers in our sample
are displaced in the period 2001-2011, and they are observed from 1996 to 2017. Source:
IEB.
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Figure 2.3: Geographic Mobility by Migration Status

(A) Changed Workplace Municipality since
t=-1
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(B) Changed Workplace State since t=-1
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Notes: This figure plots event study regression coefficients on the differential evolution of
the following mobility outcomes for displaced vs. nondisplaced workers: the propensity to
change workplace to a different municipality (LAU) from t=-1 (Panel A), the propensity
to change workplace to a different federal state (NUTS 1) from t=-1 (Panel B), and the
propensity to commute (Panel C). We define commuting as working and living in different
municipalities. The solid green line reports the results for our sample of native workers,
the dashed blue line reports the results for our sample of migrant workers, and the light
blue line reports the results for our sample of reweighted migrant workers. Reweighting
characteristics are log wage (t=-3, t=-4), age (t=-1), years of education (t=-1), tenure
(t=-1), city resident (t=-1), establishment size (t=-1), 1-digit industry (t=-1), and 1-digit
occupation (t=-1). Vertical bars indicate the estimated 95% confidence interval based on
standard errors clustered at the individual level. Regressions control for year fixed effects,
year since displacement fixed effects, age polynomials, and worker fixed effects. We omit
t=-3 as the reference category. Displaced workers are matched to nondisplaced workers
using propensity score matching. Workers in our sample are displaced in the period 2001-
2011, and they are observed from 1996 to 2017. Source: IEB.
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Figure 2.4: Costs of Job Displacement by Education Level and Migration Status
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Notes: This figure shows how costs of job displacement differ by education level and
migration status. We regress workers’ individual difference-in-differences outcomes on
dummies for 3 educational groups and an interaction of these educational groups with
migration status. We then plot marginal effects at the respective educational groups.
Each difference-in-differences outcome measures differences in the outcome before (t=-5
to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. nondisplaced workers. Vertical
bars indicate the estimated 95% confidence interval based on standard errors clustered at
the displacement establishment level. All regressions control for individual characteristics
(age, age squared, years of education, tenure, experience, full-time work, log wage in t=-
3, and log establishment size), 1-digit industries, and occupations according to Blossfeld
[1987] in the year before displacement. Source: IEB.
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Figure 2.5: Costs of Job Displacement by Origin Group
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(C) ∆ Log Wages
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Notes: This figure shows how costs of job displacement differ by origin group. Each panel
plots coefficients from a separate OLS regression where we regress workers’ individual
difference-in-differences outcomes on dummies for the 9 origin groups, with "German ori-
gin" as omitted category. Each difference-in-differences outcome measures differences in
the outcome before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. nondis-
placed workers. Vertical bars indicate the estimated 95% confidence interval based on
standard errors clustered at the displacement establishment level. All regressions control
for individual characteristics (age, age squared, years of education, tenure, experience,
full-time work, log wage in t=-3, and log establishment size), 1-digit industries, and occu-
pations according to Blossfeld [1987] in the year before displacement. Source: IEB.
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Figure 2.6: Costs of Job Displacement by Share of Same-Nationality Working Age
Population in t=-1
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Notes: This figure shows how costs of job displacement differ by the share of the same-
nationality working-age population in a worker’s workplace county in t=-1. This share
ranges from 0 to 10% for migrants and from 60 to 100% for natives. Panel (a) reports
coefficients for log earnings, Panel (b) reports coefficients for log wages, Panel (c) reports
coefficients for employment probability, and Panel (d) reports coefficients for number of
days worked per year. We regress workers’ individual difference-in-differences outcomes
on the categories of same-nationality share reported on the x-axis. The solid green line
reports the results for our sample of native workers, and the dashed blue line reports
the results for our sample of migrant workers. Vertical bars indicate the estimated 95%
confidence interval based on standard errors clustered at the displacement county level.
Our regression controls for individual characteristics (age, age squared, years of education,
tenure, experience, full-time work, log wage in t=-3, and log establishment size), 1-digit
industries, and occupations according to Blossfeld [1987] in the year before displacement.
Source: IEB and Destatis.

58



Online Appendix

Appendix A: Population Data and Additional Re-
sults

Population Data

In order to analyze the role of local ethnic shares, we use the dataset Population
and Employment, Foreign Population, Results of the Central Register of Foreigners,
Destatis, 2019. It is based on official records from the German foreigners’ registra-
tion office and thus highly reliable.

This dataset reports the population in Germany on December 31. It thus contains
the exact population of a given nationality by age and county. We have access to this
data for each year in the period 1998-2017. To construct our ethnic share measure,
we restrict the data to the working age population, i.e. individuals aged 15-65.
We then divide nationalites into groups of origin according to Battisti et al. [2021]
(see also Table 2.16). To give one example: Rather than analyzing the share of
Polish citizens by itself, we group them into a cluster of Central European countries
(Polish, Czech, Hungarian, Slovakian, and Slovenian citizens). The idea is that on
the one hand, individuals from these countries have a similar educational background
and are thus likely substitutes for eachother. On the other hand, these countries
are culturally closely related, and Central European citizens may thus form ethnic
clusters.

In a last step, we divide the number of each nationality group in a given county by
the overall working age population in that county on December 31:

Poct

Poct +Nct

where Poct is the number of working age citizens from a given nationality group o,
in county c, and at time t. Nct is the number of working age natives in county c and
at time t.

Figure 2.15 shows how the share of same-nationality working age population is
distributed among displaced workers. Not surprisingly, it takes much higher values
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for Germans (60-100%) than migrants (0-10%). Even though the share is skewed
towards 0 for migrant workers, there is substantial variation in the ethnic share:
About 16% of displaced migrants live in counties with an ethnic share of 5% or
more, and one third of displaced migrant workers live in counties with an ethnic
share of at least 3%.

Note that the population data comes with a drawback: For the majority of foreign-
ers’ registration offices, the jurisdictions coincide with German counties. However,
in the federal states of Saarland, Hesse, and Brandenburg, a county-specific as-
signment of data is not always possible. Therefore, it is not possible to determine
the percentage of the working-age population of a certain nationality for all German
counties over the whole period. For instance, in the year 2017, 10 out of 401 German
counties could not be merged (Kassel city and the county of Kassel, all six counties
of Saarland, Cottbus, and the county of Spree-Neiße). This is only a minor issue for
our analysis, as the vast majority of counties - especially the five largest metropoli-
tan areas: Berlin, Cologne, Frankfurt, Hamburg, and Munich - are included in the
sample.

Alternative Earnings Measures - Raw Gap

Panel (a) of Figure 2.7 presents the event study coefficients for yearly earnings losses
relative to earnings in t=-2 which we have already discussed in Section 2.3 in the
paper.

Note that in Panels (b) and (c) of Figure 2.7, we report log(earnings) and log(earnings+1)
as alternative outcome variables. While including workers with zero earnings in
Panel (c) substantially increases the size of our coefficients, the overall pattern holds:
Both migrant and native displaced workers face large earnings losses, with a sub-
stantial gap between migrant and native displaced workers. We observe the same
pattern in Panel (d), which shows total yearly earnings (in EUR).

The Role of Establishment Characteristics

If displacement had similar effects on migrant and native workers, then we would
expect them to, on average, sort into similar establishments. Yet as we have shown,
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migrant and native workers differ in observable characteristics, and workers with par-
ticular characteristics may sort into specific types of establishments. In an additional
analysis, we therefore estimate our main regression equation with establishment-
specific outcome variables, including a specification where we reweight migrant to
native workers in terms of individual characteristics, industries, and occupations.

The solid green and dashed dark blue lines in Panels (a)-(b) of Figure 2.11 show
that both displaced migrants and natives sort into “worse” establishments after
displacement. These establishments have lower wage premia (Panel (a)), and have
higher shares of marginally employed workers (Panel (b)). Looking at the raw
migrant-native gap only, our results suggest that migrants sort into substantially
worse establishments, with an even larger reduction in wage premia, and a higher
share of marginally employed coworkers. However, once we control for observable
characteristics, these differences largely disappear (dashed light blue lines in Panels
(a) and (b)), suggesting that observables can largely explain the differential sorting
of migrants and natives. Note that while the migrant-native gap with respect to
establishment fixed effects (Panel (a)) slightly closes after reweighting, the difference
remains statistically significant, suggesting that a greater share in migrants’ wage
losses can be explained by a loss in establishment wage premia.

Panel (c) of Figure 2.11 shows that after job displacement, both migrants and natives
sort into establishments with a lower share of migrant workers compared to control
workers.36 Initially, this share is particularly low for migrants but they catch up with
natives as time passes. For the re-weighted sample, the difference in establishments’
migrant share disappears starting from the second year after displacement. Given
that previous literature has identified ethnic networks as an important source of
information in migrants’ job search, this pattern is somewhat surprising.

The Correlation of Wage Residuals with Costs of Job Dis-
placement

So far, we have documented a number of observable characteristics and how they
relate to costs of job displacement. One obvious question is whether a worker’s earn-

36Note that for the share of migrant workers in an establishment, we compute the "leave-one-out
mean", as otherwise the share mechanically increases if displaced migrants start working at a new
establishment.
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ings losses after job displacement also relate to their unobservable characteristics,
such as ability.

As an additional analysis, we thus follow Borjas et al. [2019] and compute residu-
als from a Mincerian wage regression to show whether they correlate with workers’
earnings, wage, and employment losses. Our regression sample includes displaced
workers in the baseline year (t=-1). We regress wages on a number of observ-
able characteristics: 7 education group dummies37, potential experience, experience
squared, tenure, a dummy for full-time employment on June 30, age dummies, year
dummies, and log firmsize. The outcome variable is log wages.

We think of the residuals from this regression in two ways: First, they may reflect
employer-employee-specific match quality in the job that workers are displaced from.
Workers with particularly high wage residuals may thus also face greater costs of job
displacement, because they “have more to lose”. Second, the unobserved component
of the Mincerian wage regressions may reflect how a given worker is selected in terms
of their unobservable characteristics. In that case, we may expect that workers with
higher residuals find a new job quicker, and have lower earnings losses. We plot
the cumulative distribution of the wage residuals in Figure 2.13, which shows that
migrants have overall lower match quality, or constitute a negative selection relative
to natives.

The binscatter plots in Figure 2.14, which correlate deciles of wage residuals (x-axis)
with the individual difference-in-differences outcome as described in Equation 2.3,
provide evidence for both of these potential mechanisms: For earnings and wages,
there is a weak U-shape pattern, suggesting that both workers in the highest and
lowest deciles lose relatively little. Overall, this pattern is stronger for migrant work-
ers, perhaps reflecting the fact that migrant workers in the upper decile constitute
a particularly positive selection.

37These include the following: No training, middle school (Volks-, Haupt-, Realschule) without
vocational training, middle school with vocational training, secondary school (Abitur) without
vocational trianing, secondary school with vocational training, university of applied sciences degree,
university degree.
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Table 2.6: Workers’ Distribution Across Industries in t=-1

(1) (2) (3) (4)
Nondisplaced Displaced Nondisplaced Displaced
Migrants Migrants Natives Natives

Agriculture 0.00023 0.00023 0.00084 0.00084
[0.015] [0.015] [0.029] [0.029]

Mining, Energy 0.034 0.034 0.023 0.023
[0.18] [0.18] [0.15] [0.15]

Food Manufacturing 0.064 0.064 0.037 0.037
[0.24] [0.24] [0.19] [0.19]

Consumption Goods 0.10 0.10 0.070 0.070
[0.30] [0.30] [0.25] [0.25]

Production Goods 0.12 0.12 0.084 0.084
[0.33] [0.33] [0.28] [0.28]

Investment Goods 0.16 0.16 0.15 0.15
[0.37] [0.37] [0.36] [0.36]

Construction 0.039 0.039 0.086 0.086
[0.19] [0.19] [0.28] [0.28]

Retail 0.11 0.11 0.13 0.13
[0.32] [0.32] [0.34] [0.34]

Traffic, Telecommunication 0.075 0.075 0.069 0.069
[0.26] [0.26] [0.25] [0.25]

Credit, Insurance 0.0043 0.0043 0.015 0.015
[0.066] [0.066] [0.12] [0.12]

Restaurants 0.021 0.021 0.0052 0.0052
[0.14] [0.14] [0.072] [0.072]

Education 0.0022 0.0022 0.020 0.020
[0.046] [0.046] [0.14] [0.14]

Health 0.0051 0.0051 0.012 0.012
[0.071] [0.071] [0.11] [0.11]

Commercial Services 0.23 0.23 0.24 0.24
[0.42] [0.42] [0.43] [0.43]

Other Services 0.022 0.022 0.028 0.028
[0.15] [0.15] [0.16] [0.16]

Non-Profit 0.0092 0.0092 0.013 0.013
[0.095] [0.095] [0.11] [0.11]

Public Administration 0.0022 0.0022 0.018 0.018
[0.047] [0.047] [0.13] [0.13]

Number of Observations 17605 17605 129701 129701
Notes: Distribution across industries of displaced and nondisplaced workers in the year prior
to the displacement year. Workers satisfy the following baseline restrictions: Aged 24 to 50,
working full-time in predisplacement year, at least 3 years of tenure, and establishment has at
least 50 employees. Nondisplaced workers are matched to displaced workers using propensity
score matching within year and industry cells. The nondisplaced sample of workers is a ran-
dom sample of workers (one per displaced worker) who satisfy the same baseline restrictions.
Standard deviations in brackets. Source: IEB.
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Table 2.7: Workers’ Distribution Across Occupations in t=-1

(1) (2) (3) (4)
Nondisplaced Displaced Nondisplaced Displaced
Migrants Migrants Natives Natives

Agriculture, gardening, work with animals 0.0066 0.0043 0.0072 0.0041
[0.081] [0.065] [0.085] [0.064]

Simple, manual tasks 0.42 0.46 0.22 0.24
[0.49] [0.50] [0.41] [0.42]

Qualified, manual tasks 0.18 0.17 0.24 0.26
[0.38] [0.38] [0.43] [0.44]

Technician 0.025 0.029 0.073 0.075
[0.16] [0.17] [0.26] [0.26]

Engineer 0.017 0.015 0.043 0.038
[0.13] [0.12] [0.20] [0.19]

Simple services 0.23 0.20 0.14 0.12
[0.42] [0.40] [0.35] [0.33]

Qualified services 0.013 0.012 0.019 0.017
[0.11] [0.11] [0.14] [0.13]

Semi-professions 0.0050 0.0047 0.016 0.015
[0.071] [0.069] [0.13] [0.12]

Professions 0.0039 0.0041 0.0084 0.011
[0.062] [0.064] [0.091] [0.10]

Simple commercial and admin. tasks 0.023 0.021 0.039 0.035
[0.15] [0.14] [0.19] [0.18]

Qualified commercial and admin. tasks 0.065 0.061 0.16 0.16
[0.25] [0.24] [0.37] [0.36]

Manager 0.010 0.012 0.029 0.029
[0.10] [0.11] [0.17] [0.17]

Not classified 0.0026 0.0025 0.0032 0.0030
[0.050] [0.050] [0.057] [0.055]

Number of Observations 17605 17605 129701 129701
Notes: Distribution across occupations according to Blossfeld [1987] of displaced and nondisplaced
workers in the year prior to the displacement year. Workers satisfy the following baseline restrictions:
Aged 24 to 50, working full-time in predisplacement year, at least 3 years of tenure, and establishment
has at least 50 employees. Nondisplaced workers are matched to displaced workers using propensity
score matching within year and industry cells. The nondisplaced sample of workers is a random sample
of workers (one per displaced worker) who satisfy the same baseline restrictions. Standard deviations
in brackets. Source: IEB.
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Table 2.8: The Importance of Reweighting Variables in Explaining the Migrant-Native Gap in Earn-
ings Rel. To t=-2

(1) (2) (3) (4) (5) (6) (7) (8)

Migrant -0.093∗∗ -0.087∗∗ -0.087∗∗ -0.087∗∗ -0.084∗∗ -0.084∗∗ -0.081∗∗ -0.077∗∗

(0.011) (0.010) (0.010) (0.010) (0.010) (0.0099) (0.0095) (0.0091)
Age in t-1 -0.0015∗∗ -0.0014∗∗ -0.0017∗∗ -0.0017∗∗ -0.0017∗∗ -0.0016∗∗ -0.0020∗∗

(0.00033) (0.00032) (0.00030) (0.00030) (0.00029) (0.00028) (0.00026)
Education in t-1 0.0075∗∗ 0.0074∗∗ 0.0044∗∗ 0.0045∗∗ 0.0046∗∗ 0.0042∗∗ 0.0030∗

(0.0013) (0.0013) (0.0014) (0.0014) (0.0013) (0.0012) (0.0012)
Tenure in t-1 -0.00074 -0.0013 -0.0013 -0.0011 -0.00098 0.00016

(0.0013) (0.0013) (0.0013) (0.0012) (0.0012) (0.0010)
Log wage in t-3 0.010 0.0093 0.0055 0.0048 0.018∗∗

(0.0066) (0.0066) (0.0065) (0.0067) (0.0067)
Log wage in t-4 0.014∗ 0.014∗ 0.013∗ 0.013∗ 0.019∗∗

(0.0059) (0.0059) (0.0058) (0.0059) (0.0059)
City Resident in t-1 -0.0077∗ -0.0098∗∗ -0.011∗∗ -0.015∗∗

(0.0038) (0.0032) (0.0033) (0.0029)
Log(Firmsize) in t-1 0.016∗∗ 0.016∗∗ 0.0061

(0.0052) (0.0054) (0.0045)

Observations 266136 266136 266136 266136 264576 264576 264576 264576
Occupation Controls No No No No No No Yes Yes
Industry Controls No No No No No No No Yes

Notes: Each column in each panel returns the coefficients from the OLS regression. The dependent variable is earnings
relative to earnings in t=-2. The displacement occurred between t=-1 and t=0. Controls correspond to our reweighting
variables (all measured in t=-1 if not stated otherwise): Age, education (in years), tenure (in years), log(wage) (in t=-3
and t=-4), a dummy for city residency, log(firmsize), 1-digit occupations, and 1-digit industries. We cluster standard
errors at the displacement establishment level (constant within matched worker pairs). * and ** correspond to 5 and
1 percent significance levels, respectively. Source: IEB.
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Table 2.9: The Power of Geographic Mobility in Explaning the Migrant-Native Gap
in Earnings Rel. To t=-2

(1) (2) (3) (4)

Migrant -0.081∗∗ -0.080∗∗ -0.074∗∗ -0.075∗∗

(0.0088) (0.0088) (0.0087) (0.0087)
Commutes after Displ. 0.18∗∗ 0.17∗∗

(0.0047) (0.0046)
Moves State after Displ. 0.20∗∗ 0.16∗∗

(0.0061) (0.0056)

Observations 132226 132226 132226 132226
R2 0.036 0.058 0.049 0.067
Mean Dep. Var (Native) -0.23 -0.23 -0.23 -0.23

Notes: This table shows to what extent geographic mobility can explain
the migrant-native gap in earnings relative to t=-2. In each regression,
we control for the following variables (measured in t=-1 if not stated
otherwise): Age, age squared, education (in years), tenure (in years),
experience (in years), a dummy for working full-time, log(wages) (in
t=-3 and t=-4), log(firmsize), 1-digit industry dummies, and 1-digit
occupation dummies. We cluster standard errors at the displacement
establishment level (constant within matched worker pairs). ** and *
refer to statistical significance at the 1 and 5 percent level, respectively.
Workers in our sample are displaced in the period 2001-2011, and they
are observed from 1996 to 2017.
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Table 2.10: Restricting the Sample to Baseline Years up to 2007 (Pre Financial Crisis)

(1) (2) (3) (4) (5) (6) (7) (8)
Log (Earnings) Log Wage Employment Days Worked

Natives Migrants Natives Migrants Natives Migrants Natives Migrants

Year (Disp) t-5 0.015∗∗ 0.036∗∗ 0.0053∗∗ 0.0014 0.0024∗∗ -0.0012 2.13∗∗ 6.02∗∗

(0.0018) (0.010) (0.0016) (0.010) (0.00052) (0.0033) (0.31) (1.91)
Year (Disp) t-4 0.014∗∗ 0.015∗ 0.00039 0.011 -0.000023 -0.00045∗∗ 1.46∗∗ 2.95∗

(0.0011) (0.0072) (0.0014) (0.0081) (0.000024) (0.00016) (0.17) (1.22)
Year (Disp) t-2 -0.011∗∗ -0.014∗∗ -0.016∗∗ 0.0089 0.0014∗∗ 0.00046 0.11 -0.65

(0.00091) (0.0039) (0.0013) (0.0097) (0.00028) (0.00087) (0.16) (0.60)
Year (Disp) t-1 -0.085∗∗ -0.11∗∗ -0.020∗∗ -0.0063 -0.0000051 0.00092∗∗ -18.8∗∗ -24.1∗∗

(0.0011) (0.0062) (0.0015) (0.0094) (0.000036) (0.00033) (0.17) (1.01)
Year (Disp) t -0.58∗∗ -0.70∗∗ -0.22∗∗ -0.24∗∗ -0.14∗∗ -0.18∗∗ -114.1∗∗ -135.2∗∗

(0.0032) (0.019) (0.0026) (0.016) (0.0011) (0.0068) (0.45) (2.86)
Year (Disp) t+1 -0.36∗∗ -0.50∗∗ -0.19∗∗ -0.23∗∗ -0.12∗∗ -0.17∗∗ -68.9∗∗ -92.3∗∗

(0.0032) (0.021) (0.0024) (0.018) (0.0011) (0.0078) (0.47) (3.16)
Year (Disp) t+2 -0.27∗∗ -0.37∗∗ -0.17∗∗ -0.21∗∗ -0.094∗∗ -0.14∗∗ -47.4∗∗ -67.6∗∗

(0.0032) (0.020) (0.0025) (0.017) (0.0011) (0.0077) (0.48) (3.09)
Year (Disp) t+3 -0.23∗∗ -0.30∗∗ -0.16∗∗ -0.17∗∗ -0.078∗∗ -0.11∗∗ -37.5∗∗ -53.8∗∗

(0.0032) (0.019) (0.0026) (0.016) (0.0012) (0.0076) (0.49) (3.12)
Year (Disp) t+4 -0.19∗∗ -0.24∗∗ -0.15∗∗ -0.12∗∗ -0.067∗∗ -0.092∗∗ -30.8∗∗ -42.4∗∗

(0.0032) (0.021) (0.0027) (0.022) (0.0012) (0.0075) (0.49) (3.05)
Year (Disp) t+5 -0.17∗∗ -0.17∗∗ -0.14∗∗ -0.10∗∗ -0.059∗∗ -0.089∗∗ -26.1∗∗ -36.1∗∗

(0.0032) (0.019) (0.0027) (0.017) (0.0012) (0.0083) (0.48) (3.31)

Observations 2215070 265244 2144405 254099 2311627 282494 2311627 282494
R2 0.104 0.115 0.050 0.049 0.072 0.104 0.153 0.190
Mean of dep. var 10.4 10.2 4.62 4.42 0.96 0.94 332.5 321.3

Notes: The table returns coefficients αj from regression equation (1). The displacement occurred between t=-1
and t=0. The sample is restricted to pre financial crisis baseline years, e.g., all years up to 2007. Year t = −3 is
omitted as the baseline category. The outcome variables are log (earnings) (columns 1 and 2), log wage (columns
3 and 4), employment (columns 5 and 6), and days worked (columns 7 and 8). In all columns, we control for
year since displacement, year, and age polynomials. Standard errors are clustered at the individual level. Migrants
are reweighted to natives using individual characteristics, industries, and occupations. ** and * refer to statistical
significance at the 1 and 5 percent level, respectively. Source: IEB.
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Table 2.11: Restricting the Sample to Baseline Years up to 2003 (Pre Financial Crisis)

(1) (2) (3) (4) (5) (6) (7) (8)
Log (Earnings) Log Wage Employment Days Worked

Natives Migrants Natives Migrants Natives Migrants Natives Migrants

Year (Disp) t-5 0.018∗∗ 0.042∗∗ 0.0042∗ -0.0027 0.0029∗∗ 0.0031 2.66∗∗ 8.44∗∗

(0.0023) (0.014) (0.0019) (0.012) (0.00066) (0.0040) (0.39) (2.47)
Year (Disp) t-4 0.014∗∗ 0.022∗ -0.00071 0.0099 -0.000048 -0.00042∗ 1.55∗∗ 4.43∗∗

(0.0015) (0.0100) (0.0016) (0.010) (0.000030) (0.00019) (0.22) (1.67)
Year (Disp) t-2 -0.0084∗∗ -0.017∗∗ -0.014∗∗ 0.0077 0.0022∗∗ 0.00067 0.51∗ -0.91

(0.0012) (0.0051) (0.0017) (0.012) (0.00041) (0.0013) (0.21) (0.84)
Year (Disp) t-1 -0.081∗∗ -0.11∗∗ -0.024∗∗ -0.016 -0.0000073 0.0013∗ -17.6∗∗ -23.0∗∗

(0.0013) (0.0083) (0.0018) (0.012) (0.000040) (0.00052) (0.21) (1.29)
Year (Disp) t -0.59∗∗ -0.69∗∗ -0.20∗∗ -0.20∗∗ -0.15∗∗ -0.18∗∗ -119.9∗∗ -138.2∗∗

(0.0041) (0.025) (0.0031) (0.019) (0.0013) (0.0093) (0.56) (3.89)
Year (Disp) t+1 -0.37∗∗ -0.51∗∗ -0.18∗∗ -0.22∗∗ -0.13∗∗ -0.17∗∗ -72.6∗∗ -96.1∗∗

(0.0041) (0.029) (0.0030) (0.022) (0.0014) (0.011) (0.60) (4.32)
Year (Disp) t+2 -0.27∗∗ -0.38∗∗ -0.16∗∗ -0.20∗∗ -0.10∗∗ -0.15∗∗ -50.0∗∗ -73.1∗∗

(0.0041) (0.027) (0.0031) (0.020) (0.0015) (0.011) (0.62) (4.26)
Year (Disp) t+3 -0.23∗∗ -0.30∗∗ -0.15∗∗ -0.15∗∗ -0.083∗∗ -0.12∗∗ -39.5∗∗ -56.6∗∗

(0.0041) (0.026) (0.0033) (0.020) (0.0015) (0.010) (0.62) (4.26)
Year (Disp) t+4 -0.19∗∗ -0.25∗∗ -0.14∗∗ -0.11∗∗ -0.071∗∗ -0.095∗∗ -32.0∗∗ -45.3∗∗

(0.0041) (0.028) (0.0033) (0.031) (0.0015) (0.010) (0.62) (4.09)
Year (Disp) t+5 -0.17∗∗ -0.16∗∗ -0.13∗∗ -0.11∗∗ -0.063∗∗ -0.097∗∗ -27.0∗∗ -38.2∗∗

(0.0040) (0.025) (0.0034) (0.022) (0.0015) (0.011) (0.62) (4.51)

Observations 1469255 150594 1418583 143951 1540502 161467 1540502 161467
R2 0.103 0.112 0.049 0.046 0.077 0.109 0.162 0.198
Mean of dep. var 10.3 10.2 4.62 4.45 0.95 0.93 329.7 317.8

Notes: The table returns coefficients αj from regression equation (1). The displacement occurred between t=-1
and t=0. The sample is restricted to the pre financial crisis baseline years, e.g., all years up to 2003. Year t = −3
is omitted as the baseline cateogry. The outcome variables are log (earnings) (columns 1 and 2), log wage (columns
3 and 4), employment (columns 5 and 6), and days worked (columns 7 and 8). In all columns, we control for year
since displacement, year, and age polynomials. Standard errors are clustered at the individual level. Migrants
are reweighted to natives using individual characteristics, industries, and occupations. ** and * refer to statistical
significance at the 1 and 5 percent level, respectively. Source: IEB.
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Table 2.12: Restricting the Sample to Workplace in West Germany at Time of Displacement

(1) (2) (3) (4) (5) (6) (7) (8)
Log (Earnings) Log Wage Employment Days Worked

Natives Migrants Natives Migrants Natives Migrants Natives Migrants

Year (Disp) t-5 0.025∗∗ 0.0081 0.014∗∗ -0.056 0.0037∗∗ -0.0043 3.40∗∗ 11.3
(0.0030) (0.037) (0.0022) (0.034) (0.00081) (0.019) (0.49) (8.19)

Year (Disp) t-4 0.018∗∗ 0.059 0.0039∗ 0.017 -0.00012∗∗ -0.00030 2.11∗∗ 12.0∗

(0.0018) (0.034) (0.0018) (0.025) (0.000043) (0.00079) (0.27) (5.18)
Year (Disp) t-2 -0.015∗∗ -0.018 -0.020∗∗ -0.0017 0.00068 0.0033 -0.35 1.55

(0.0014) (0.017) (0.0017) (0.022) (0.00040) (0.0022) (0.24) (1.76)
Year (Disp) t-1 -0.091∗∗ -0.10∗∗ -0.026∗∗ -0.031 0.000026 0.00026 -20.0∗∗ -22.3∗∗

(0.0016) (0.019) (0.0019) (0.021) (0.000064) (0.0015) (0.27) (2.96)
Year (Disp) t -0.61∗∗ -0.79∗∗ -0.20∗∗ -0.20∗∗ -0.14∗∗ -0.20∗∗ -120.4∗∗ -148.8∗∗

(0.0049) (0.092) (0.0037) (0.052) (0.0016) (0.023) (0.66) (12.3)
Year (Disp) t+1 -0.35∗∗ -0.56∗∗ -0.17∗∗ -0.28∗∗ -0.12∗∗ -0.17∗∗ -70.2∗∗ -91.9∗∗

(0.0049) (0.095) (0.0034) (0.058) (0.0017) (0.031) (0.71) (13.5)
Year (Disp) t+2 -0.26∗∗ -0.41∗∗ -0.15∗∗ -0.27∗∗ -0.093∗∗ -0.15∗∗ -48.0∗∗ -66.9∗∗

(0.0048) (0.069) (0.0035) (0.052) (0.0017) (0.023) (0.72) (10.5)
Year (Disp) t+3 -0.22∗∗ -0.42∗∗ -0.14∗∗ -0.20∗∗ -0.078∗∗ -0.13∗∗ -38.3∗∗ -67.4∗∗

(0.0049) (0.083) (0.0036) (0.049) (0.0018) (0.023) (0.73) (11.4)
Year (Disp) t+4 -0.19∗∗ -0.28∗∗ -0.13∗∗ -0.15∗∗ -0.069∗∗ -0.15∗∗ -32.0∗∗ -58.4∗∗

(0.0048) (0.062) (0.0037) (0.050) (0.0018) (0.028) (0.73) (11.6)
Year (Disp) t+5 -0.17∗∗ -0.21∗∗ -0.12∗∗ -0.15∗∗ -0.061∗∗ -0.13∗∗ -27.8∗∗ -47.6∗∗

(0.0047) (0.061) (0.0038) (0.046) (0.0018) (0.025) (0.73) (11.0)

Observations 1021363 23973 983096 22811 1068103 25903 1068103 25903
R2 0.110 0.135 0.054 0.061 0.074 0.118 0.164 0.209
Mean of dep. var 10.2 10.1 4.43 4.33 0.96 0.93 328.7 313.8

Notes: The table returns coefficients αj from regression equation (1). The displacement occurred between t=-1
and t=0. The sample is restricted to workers employed in West Germany at the time of displacement. Year
t = −3 is omitted as the baseline category. The outcome variables are log (earnings) (columns 1 and 2), log
wage (columns 3 and 4), employment (columns 5 and 6), and days worked (columns 7 and 8). In all columns, we
control for year since displacement, year, and age polynomials. Standard errors are clustered at the individual
level. Migrants are reweighted to natives using individual characteristics, industries, and occupations. ** and *
refer to statistical significance at the 1 and 5 percent level, respectively. Source: IEB.
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Table 2.13: Reweighting Natives to Migrants

(1) (2) (3) (4) (5) (6) (7) (8)
Log (Earnings) Log Wage Employment Days Worked

Natives Migrants Natives Migrants Natives Migrants Natives Migrants

Year (Disp) t-5 0.0066∗ 0.027∗∗ 0.017∗∗ 0.013∗∗ -0.00033 0.00012 -1.27∗ 1.92∗

(0.0033) (0.0054) (0.0025) (0.0039) (0.00088) (0.0014) (0.52) (0.86)
Year (Disp) t-4 0.015∗∗ 0.014∗∗ 0.0084∗∗ 0.0036 0.00031∗∗ 0.000017 1.13∗∗ 1.79∗∗

(0.0021) (0.0029) (0.0022) (0.0030) (0.000045) (0.000076) (0.28) (0.45)
Year (Disp) t-2 -0.018∗∗ -0.016∗∗ -0.022∗∗ -0.017∗∗ 0.0016∗∗ 0.00032 -0.011 -0.24

(0.0017) (0.0023) (0.0018) (0.0026) (0.00041) (0.00057) (0.24) (0.35)
Year (Disp) t-1 -0.10∗∗ -0.12∗∗ -0.028∗∗ -0.025∗∗ -0.00072∗∗ -0.000047 -21.8∗∗ -27.0∗∗

(0.0020) (0.0028) (0.0020) (0.0029) (0.000072) (0.00014) (0.27) (0.47)
Year (Disp) t -0.66∗∗ -0.91∗∗ -0.26∗∗ -0.43∗∗ -0.14∗∗ -0.19∗∗ -120.4∗∗ -149.4∗∗

(0.0050) (0.0099) (0.0040) (0.0090) (0.0015) (0.0030) (0.63) (1.16)
Year (Disp) t+1 -0.43∗∗ -0.62∗∗ -0.23∗∗ -0.33∗∗ -0.12∗∗ -0.18∗∗ -74.2∗∗ -96.6∗∗

(0.0048) (0.010) (0.0036) (0.0078) (0.0016) (0.0033) (0.66) (1.30)
Year (Disp) t+2 -0.33∗∗ -0.47∗∗ -0.21∗∗ -0.29∗∗ -0.096∗∗ -0.13∗∗ -52.5∗∗ -67.6∗∗

(0.0048) (0.010) (0.0036) (0.0077) (0.0016) (0.0032) (0.68) (1.32)
Year (Disp) t+3 -0.29∗∗ -0.39∗∗ -0.19∗∗ -0.26∗∗ -0.082∗∗ -0.11∗∗ -42.5∗∗ -53.5∗∗

(0.0048) (0.010) (0.0037) (0.0078) (0.0016) (0.0033) (0.68) (1.34)
Year (Disp) t+4 -0.25∗∗ -0.31∗∗ -0.18∗∗ -0.22∗∗ -0.070∗∗ -0.086∗∗ -35.3∗∗ -40.7∗∗

(0.0048) (0.0099) (0.0037) (0.0078) (0.0016) (0.0033) (0.67) (1.34)
Year (Disp) t+5 -0.23∗∗ -0.27∗∗ -0.17∗∗ -0.20∗∗ -0.063∗∗ -0.075∗∗ -30.2∗∗ -34.8∗∗

(0.0049) (0.0100) (0.0039) (0.0079) (0.0016) (0.0032) (0.66) (1.33)

Observations 2589001 355810 2507729 341462 2696370 376467 2696370 376467
R2 0.120 0.147 0.069 0.078 0.069 0.103 0.154 0.203
Mean of dep. var 10.3 10.2 4.60 4.40 0.96 0.95 334.0 323.5

Notes: The table returns coefficients αj from regression equation (1). The displacement occurred between t=-1
and t=0. Year t = −3 is omitted as the baseline category. The outcome variables are log (earnings) (columns 1
and 2), log wage (columns 3 and 4), employment (columns 5 and 6), and days worked (columns 7 and 8). In all
columns, we control for year since displacement, year, and age polynomials. Standard errors are clustered at the
individual level. Natives are reweighted to migrants using individual characteristics, industries, and occupations.
** and * refer to statistical significance at the 1 and 5 percent level, respectively. Source: IEB.
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Table 2.14: Explaining Costs of Job Loss by Local Labor Market Concentration and Controlling for Displacing Establishment

(1) (2) (3) (4) (5) (6) (7) (8)
∆ Log ∆ Employed ∆ Days Worked ∆ Log Wage ∆ Commutes ∆ AKM Effect ∆ Share ∆ Share Marg.

(Earnings) Migrants Employed

Panel A: Controlling for Individual Characteristics, Industry, and Occupation

Migrant -0.20∗∗ -0.040∗∗ -22.1∗∗ -0.12∗∗ -0.00098 -0.032∗∗ 0.016∗∗ 0.024∗∗

(0.016) (0.0049) (2.20) (0.012) (0.0084) (0.0050) (0.0029) (0.0031)

Observations 127653 133338 133338 121866 121676 94866 119631 119291
R2 0.063 0.031 0.048 0.057 0.036 0.189 0.043 0.034
Mean of dep. var -0.39 -0.099 -61.6 -0.19 0.028 -0.077 -0.010 0.038

Panel B: Adding Controls for Local Unemployment Rate Change, City Residency and Share of Coethnic Neighbors

Migrant 0.33∗∗ 0.090∗ 46.0∗∗ 0.13 0.18∗∗ 0.044 0.048∗ -0.028
(0.11) (0.036) (16.2) (0.078) (0.059) (0.033) (0.020) (0.018)

Local UR Change -0.14∗∗ -0.017 -18.2∗∗ -0.053∗ 0.037∗ -0.014 0.0064 0.0076
(0.044) (0.011) (6.68) (0.022) (0.015) (0.015) (0.0058) (0.0066)

Migrant*UR Change -0.15 -0.0062 -5.27 -0.086 -0.055 0.035 -0.024 0.014
(0.11) (0.025) (13.6) (0.069) (0.047) (0.039) (0.026) (0.023)

City Residency -0.058∗∗ -0.015∗∗ -8.81∗∗ -0.017∗∗ 0.053∗∗ -0.0020 0.0023∗ 0.0035∗∗

(0.0077) (0.0024) (1.06) (0.0053) (0.010) (0.0023) (0.00093) (0.0013)
Migrant*City Residency -0.049 0.0033 2.44 -0.077∗∗ -0.034 -0.029∗∗ 0.00041 0.018∗∗

(0.028) (0.0068) (3.26) (0.020) (0.019) (0.0072) (0.0059) (0.0059)
Share Same Nationality 0.49∗∗ 0.14∗∗ 70.6∗∗ 0.19∗ 0.18∗∗ 0.052 0.040 -0.039∗

(0.12) (0.039) (17.9) (0.084) (0.065) (0.036) (0.022) (0.020)
Migrant*Share Same Nationality -3.68∗∗ -0.83∗∗ -420.3∗∗ -2.45∗∗ -0.12 -0.95∗∗ 0.32 0.38∗

(0.81) (0.17) (93.8) (0.59) (0.38) (0.32) (0.21) (0.15)

Observations 122635 128092 128092 117075 116885 91177 115078 114745
R2 0.065 0.033 0.049 0.059 0.039 0.193 0.043 0.035
Mean of dep. var -0.39 -0.099 -61.6 -0.19 0.028 -0.077 -0.010 0.038

Notes: This table shows to what extent local labor market conditions contribute to migrant-native gaps in labor market outcomes after job displacement. All regressions control for displacing establishment fixed effects.
All outcome variables are based on individual difference-in-differences estimates which measure the change in the outcome (e.g. log dailys wages) before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss for displaced vs.
non-displaced workers within matched worker pairs. Panel A reports coefficients when controlling for baseline characteristics only (age, age squared, years of education, tenure, experience, full-time work, log establishment
size, 1-digit industries, 1-digit occupations (all in t=-1), and log wage (in t=-3)). Panel B reports coefficients when adding controls for local unemployment rate (UR) changes reported at the municipality (LAU) level,
city residency, and the share of coethnic working age population in a county (NUTS 3), all measured in t=-1. The AKM effect is a proxy for wage differentials across firms, based on Abowd et al. [1999]). The regression
sample includes displaced workers, only. ** and * refer to statistical significance at the 1 and 5 percent level for standard errors clustered at the baseline county level. Workers in our sample are displaced in the period
2001-2011, and they are observed from 1996 to 2017. Source: IEB, BBSR, Destatis.
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Table 2.15: Explaining Costs of Job Loss by Local Labor Market Concentration - Only Complete Closures

(1) (2) (3) (4) (5) (6) (7) (8)
∆ Log ∆ Employed ∆ Days Worked ∆ Log Wage ∆ Commutes ∆ AKM Effect ∆ Share ∆ Share Marg.

(Earnings) Migrants Employed

Panel A: Controlling for Individual Characteristics, Industry, and Occupation

Migrant -0.18∗∗ -0.044∗∗ -19.3∗∗ -0.11∗∗ -0.0053 -0.027 -0.0038 0.029∗∗

(0.024) (0.0067) (3.10) (0.015) (0.013) (0.015) (0.0066) (0.0053)

Observations 40851 42824 42824 39568 39252 26903 39135 38760
R2 0.051 0.025 0.037 0.046 0.018 0.175 0.010 0.029
Mean of dep. var -0.36 -0.092 -56.1 -0.20 0.038 -0.11 -0.011 0.038

Panel B: Adding Controls for Local Unemployment Rate Change, City Residency and Share of Coethnic Neighbors

Migrant -0.35∗ -0.011 -44.4∗ -0.18 -0.031 -0.0095 0.19∗∗ 0.023
(0.15) (0.041) (18.1) (0.12) (0.14) (0.12) (0.039) (0.024)

Local UR Change -0.19∗∗ -0.043∗ -27.0∗∗ 0.0015 0.048 -0.11 0.025 0.011
(0.066) (0.021) (9.86) (0.048) (0.049) (0.091) (0.022) (0.014)

Migrant*UR Change -0.13 -0.033 -10.6 -0.076 0.030 -0.0049 -0.0017 -0.026
(0.25) (0.048) (26.5) (0.14) (0.093) (0.10) (0.067) (0.043)

City Residency -0.059∗∗ -0.022∗∗ -9.72∗∗ -0.030∗∗ 0.053∗∗ 0.0026 -0.0034 0.0028
(0.012) (0.0035) (1.58) (0.0084) (0.016) (0.0094) (0.0025) (0.0023)

Migrant*City Residency -0.059 0.0029 2.67 -0.096∗∗ -0.012 -0.045∗ -0.0042 0.018
(0.041) (0.011) (4.54) (0.028) (0.031) (0.018) (0.0100) (0.010)

Share Same Nationality -0.31∗ 0.012 -37.1 -0.19 -0.019 -0.040 0.21∗∗ 0.016
(0.15) (0.042) (19.1) (0.12) (0.15) (0.13) (0.041) (0.026)

Migrant*Share Same Nationality -4.02∗∗ -1.18∗∗ -529.8∗∗ -2.15∗ 0.51 -1.63 0.10 0.57∗

(1.49) (0.35) (146.5) (1.07) (0.47) (1.30) (0.32) (0.25)

Observations 39365 41257 41257 38120 37807 25812 37710 37344
R2 0.054 0.027 0.039 0.048 0.020 0.185 0.021 0.031
Mean of dep. var -0.36 -0.092 -56.1 -0.20 0.038 -0.11 -0.011 0.038

Notes: This table shows to what extent local labor market conditions contribute to migrant-native gaps in labor market outcomes after job displacement. Regression sample restricted to workers displaced from a complete
establishment closure. All outcome variables are based on individual difference-in-differences estimates which measure the change in the outcome (e.g. log dailys wages) before (t=-5 to t=-2) vs. after (t=0 to t=3) job
loss for displaced vs. non-displaced workers within matched worker pairs. Panel A reports coefficients when controlling for baseline characteristics only (age, age squared, years of education, tenure, experience, full-time
work, log establishment size, 1-digit industries, 1-digit occupations (all in t=-1), and log wage (in t=-3)). Panel B reports coefficients when adding controls for local unemployment rate (UR) changes reported at the
municipality (LAU) level, city residency, and the share of coethnic working age population in a county (NUTS 3), all measured in t=-1. The AKM effect is a proxy for wage differentials across firms, based on Abowd
et al. [1999]. The regression sample includes displaced workers, only. ** and * refer to statistical significance at the 1 and 5 percent level for standard errors clustered at the baseline county level. Workers in our sample
are displaced in the period 2001-2011, and they are observed from 1996 to 2017. Source: IEB, BBSR, Destatis.
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Table 2.16: Overview of Origin Groups as in Battisti et al. (2021)

(1) (2)
Group name Countries

1 Germany Germany

2 Western incl. Western European Australia New Zealand
Countries Austria Norway

Canada Portugal
Denmark Samoa
Finland Spain
France Sweden
Greece Switzerland
Italy United Kingdom

Ireland USA

Netherlands

3 Eastern Europe Czech Republic Slovakia
Hungary Slovenia
Poland

4 South-Eastern Europe Albania Former Jugoslavia
Bosnia and Herzegovina Northmazedonia

Bulgaria Mazedonia
Kosovo Romania
Croatia Serbia

5 Turkey Turkey

6 Former USSR Armenia Lithuania
Azerbaijan Moldova
Belarus Russian Federation
Estonia Tajikistan
Georgia Turkmenistan

Kazakhstan Ukraine
Kyrgyzstan Uzbekistan

Latvia

7 Asia and Middle East

8 Africa

9 Central and South America

10 Other

Notes: This table shows how we assign migrants to origin groups following Battisti et al.
[2021]. We use these origin groups for our heterogeneity analysis in figure 2.5 and figure
2.12. The category "Other" contains origin countries which rarely appear in our data.
These include, amongst other islands, the Fiji Islands, the Marshall Islands, and Andorra.
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Figure 2.7: 4 Measures of Earnings by Migration Status

(A) Yearly Earnings Rel. To t=-2
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Notes: This figure plots event study regression coefficients on the differential earnings
evolution for displaced vs. nondisplaced workers for 4 different outcomes: earnings relative
to t=-2 (Panel A), yearly log earnings (Panel B), yearly log(earnings+1) (Panel C), and
yearly earnings in EUR (Panel D). The solid green line reports the results for our sample
of native workers, and the dashed blue line reports the results for our sample of migrant
workers. Vertical bars indicate the estimated 95% confidence interval based on standard
errors clustered at the individual level. Regressions control for year fixed effects, year
since displacement fixed effects, age polynomials, and worker fixed effects. We omit t=-3
as the reference category. Displaced workers are matched to nondisplaced workers using
propensity score matching. Workers in our sample are displaced in the period 2001-2011,
and they are observed from 1996 to 2017. Source: IEB.
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Figure 2.8: Costs of Job Loss by Years in Administrative Data

(A) Log Yearly Earnings
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Notes: This figure shows how costs of job loss differ by the time (in years) a workers has
been registered in the German administrative data at t=-1. Panel A reports log(earnings)
per year, Panel B reports log(wage), Panel C reports the number of full-time days worked
per year, and Panel D reports the number of part-time days worked per year. We regress
workers’ individual difference-in-differences outcomes on dummies for years in admin data
(x-axis), as well as individual, industry, and occupation controls. The solid green line
reports the results for our sample of native workers, and the dashed blue line reports
the results for our sample of migrant workers. Vertical bars indicate the estimated 95%
confidence interval based on standard errors clustered at the displacement establishment
level. Our regression controls for individual characteristics (age, age squared, years of
education, tenure, experience, full-time work, log wage in t=-3, and log firm size), 1-digit
industries, and occupations according to Blossfeld [1987] in the year before displacement.
Source: IEB and Destatis.
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Figure 2.9: Differences in Job Search Behavior
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Notes: This figure shows to what extent job search behavior differs between migrants
and natives. Each red dot reports the coefficient on the migrant dummy for different
outcomes (listed on the x-axis) in a regression where we reweight migrants to natives and
cluster standard errors at the displacement establishment level. The sample is based on
our main regression sample but consists of displaced workers, only. The constant reports
the mean value of a given outcome for displaced natives. The first outcome, "disappears",
is a dummy which equals 1 if a worker drops out of the social-security records and does not
return up to year t=5 after displacement. The second outcome, "any search", is a dummy
which equals 1 if a worker ever has a job seeker spell (ASU), conditional on not dropping
out after displacement. Outcomes 3-6 are conditional on ever having a job seeker spell,
and measured at the time of layoff: The third outcome, "any contract", is a dummy equal
to 1 if workers report that they are searching for any employment contract. The fourth
outcome, "permanent contract", is a dummy equal to 1 if workers report that they are
searching for permanent contracts only. Finally "FT Job" equals 1 if workers are searching
for full-time jobs, whereas "PT Job" equals 1 if workers are searching for part-time jobs.
Source: IEB.
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Figure 2.10: Types of Establishments by Migration Status

(A) AKM Establishment Effect
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Notes: This figure plots event study regression coefficients on the differential evolution of
the following outcomes for displaced vs. nondisplaced workers: AKM-style establishment
fixed effects (Panel A) (the AKM effect is a proxy for wage differentials across firms, based
on Abowd et al. [1999]), the share of marginally employed workers in an establishment
(Panel B), and the share of migrant workers in an establishment (Panel C, leave-one-
out mean). The solid green line reports the results for our sample of native workers,
the dashed blue line reports the results for our sample of migrant workers, and the light
blue line reports the results for our sample of reweighted migrant workers. Reweighting
characteristics are log wage (t=-3, t=-4), age (t=-1), years of education (t=-1), tenure (t=-
1), city residency (t=-1), establishment size (t=-1), 1-digit industry (t=-1), and 1-digit
occupation (t=-1). Vertical bars indicate the estimated 95% confidence interval based on
standard errors clustered at the individual level. Regressions control for year fixed effects,
year since displacement fixed effects, age polynomials, and worker fixed effects. We omit
t=-3 as the reference category. Displaced workers are matched to nondisplaced workers
using propensity score matching. Workers in our sample are displaced in the period 2001-
2011, and they are observed from 1996 to 2017. Source: IEB, BHP.
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Figure 2.11: Additional Outcomes by Education Level and Migration Status
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Notes: This figure shows how costs of job displacement differ by education group and
migration status. Each panel plots coefficients from a separate OLS regression where we
regress workers’ individual difference-in-differences outcomes on dummies for the 9 origin
groups, with "German origin" as omitted category. We define commuting as working
and living in different municipalities (LAU). "Relocating to different state" (NUTS-1)
is defined relative to the baseline year (t=-1). Each difference-in-differences outcome
measures differences in the outcome before (t=-5 to t=-2) vs. after (t=0 to t=3) job
loss for displaced vs. nondisplaced workers. Vertical bars indicate the estimated 95%
confidence interval based on standard errors clustered at the displacement establishment
level. All regressions control for individual characteristics (age, age squared, years of
education, tenure, experience, full-time work, log wage in t=-3, and log establishment
size), 1-digit industries, and occupations according to Blossfeld [1987] in the year before
displacement. Source: IEB.
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Figure 2.12: Additional Outcomes by Origin Group
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(C) ∆ Changed 1-Digit Occupation
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Notes: This figure shows how costs of job displacement differ by origin group. Each
panel plots coefficients from a separate OLS regression where we regress workers’ individ-
ual difference-in-differences outcomes on dummies for the 9 origin groups, with "German
origin" as omitted category. We define commuting as working and living in different munic-
ipalities (LAU). "Relocating to different state" (NUTS-1) is defined relative to the baseline
year (t=-1). Each difference-in-differences outcome measures differences in the outcome
before (t=-5 to t=-2) vs. after (t=0 to t=3) job loss for displaced vs. nondisplaced work-
ers. Vertical bars indicate the estimated 95% confidence interval based on standard errors
clustered at the displacement establishment level. All regressions control for individual
characteristics (age, age squared, years of education, tenure, experience, full-time work,
log wage in t=-3, and log establishment size), 1-digit industries, and occupations according
to Blossfeld [1987] in the year before displacement. Source: IEB.
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Figure 2.13: Distribution Function of the Wage Residuals from a Mincerian Wage
Regression by Migration Status

(A) [Distribution Function of Wage Residuals by Migration Status
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Notes: This figure shows the distribution function of the wage residuals from a Mincerian
wage regression for migrants (dashed red line) and natives (solid blue line). Our regression
sample includes displaced workers in the baseline year (t=-1). We regress wages on a num-
ber of observable characteristics: 7 education group dummiesThese include the following:
No training, middle school (Volks-, Haupt-, Realschule) without vocational training, mid-
dle school with vocational training, secondary school (Abitur) without vocational trianing,
secondary school with vocational training, university of applied sciences degree, university
degree, potential experience, experience squared, tenure, a dummy for full-time employ-
ment on June 30, age dummies, year dummies, and log firmsize. The outcome variable
is log wages. Workers in our sample are displaced in the period 2001-2011, and they are
observed from 1996 to 2017. In t = −1, we observe 17,605 displaced migrants and 129,701
displaced natives. Source: IEB.
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Figure 2.14: Binscatter Plots: Wage Residuals vs. Costs of Job Displacement

(A) ∆ Log Earnings vs. Wage Residuals
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(B) ∆ Log Earnings vs. Wage Residuals
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(C) ∆ Log Wages vs. Wage Residuals -
Natives
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(D) ∆ Log Wages vs. Wage Residuals -
Migrants

Slope = .002 (.003)
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(E) ∆ Employment vs. Wage Residuals
- Natives

Slope = .003 (0)
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(F) ∆ Employment vs. Wage Residuals
- Migrants
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Notes: This figure plots deciles of wage residuals from a Mincerian regression (x-axis)
against workers’ individual difference-in-differences outcomes (y-axis) (as in Borjas et al.
[2019]). The difference-in-difference outcomes are further described in Equation (3). We
compute wage residuals from a regression of log wages on 7 education group dummies,
potential experience, experience squared, tenure, a dummy for full-time employment on
June 30, age dummies, year dummies, and log firmsize. The regression includes both
migrant and native displaced workers in the baseline year (t=-1). Source: IEB.
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Figure 2.15: Distribution of the Share of Same-Nationality Working Age Population

(A) Distribution Share Same-Nationality Working Age Population in County in t=-1
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Notes: This figure shows the distribution of the share of same-nationality working age
population in a county in t = −1 for our sample of displaced workers. For migrants, the
share ranges from 0-10%; for natives, it ranges from 60-100%. Workers in our sample are
displaced in the period 2001-2011, and they are observed from 1996 to 2017. In t = −1,
we observe 17,605 displaced migrants and 129,701 displaced natives. Source: Destatis.
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Appendix C: Main Results for Women

In Appendix C, we replicate the main results for a sample of women. Since men
and women differ on a range of characteristics, we cannot directly compare the
coefficients of the male vs. the female sample. What we can do, however, is to
compare the migrant-native gap for men vs. women. We find that the raw earnings
gap is somewhat larger for women: While migrant men have about 3000 EUR larger
earnings losses than native men in the year after displacement, this gap is 5000 EUR
for women (cf. Figure 2.17).

Decomposing the gap into wage and employment losses (Figure 2.18) shows that this
is mainly because migrant women are substantially less likely to take up a new job
after displacement. Without reweighting, migrant women are about 12 percentage
points less likely to be re-employed in the year after displacement. If we reweight
migrant women to native women, this gap shrinks to about 5 percentage points, but
remains statistically significant. In particular, migrant women are substantially less
likely than native women to work in full-time employment after job displacement.
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Figure 2.16: Migrant and Native Workers’ Earnings - No Controls - Women

(A) Total Yearly Earnings in EUR - Natives
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(B) Total Yearly Earnings in EUR - Migrants
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Notes: This figure plots raw earnings losses for displaced compared to nondisplaced workers
and natives (Panel A) compared to migrants (Panel B). Sample of displaced women, only.
The blue line shows earnings trajectories for nondisplaced workers, and the green line shows
earnings trajectories for workers displaced between t=-1 and t=0. Displaced workers are
matched to nondisplaced workers using propensity score matching. Workers in our sample
are displaced in the period 2001-2011, and they are observed from 1996 to 2017. In t=-1,
we observe 35,210 migrants and 259,402 natives. Source: IEB.
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Figure 2.17: Earnings Rel. To t=-2, Log(Earnings), Log(Earnings+1), and Total
Yearly Earnings by Migration Status - Women

(A) Yearly Earnings Rel. To t=-2
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Notes: This figure shows losses in relative earnings (Panel A), yearly log(earnings) (Panel
B), yearly log(earnings+1) (Panel C), and yearly earnings in EUR (Panel D) for displaced
and nondisplaced workers. Sample of displaced women, only. The solid green line reports
the results for our sample of native workers, and the dashed blue line reports the results
for our sample of migrant workers. Vertical bars indicate the estimated 95% confidence
interval based on standard errors clustered at the individual level. Our regression controls
for year fixed effects, year since displacement fixed effects, age polynomials, and worker
fixed effects. We omit t=-3 as the reference category. Displaced workers are matched
to nondisplaced workers using propensity score matching. Workers in our sample are
displaced in the period 2001-2011, and they are observed from 1996 to 2017. Source: IEB.
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Figure 2.18: Labor Market Outcomes by Migration Status- Women
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Notes: This figure shows losses in log (earnings+1) (Panel A), log wages (Panel B), em-
ployment probability (Panel C), yearly days worked (Panel D), days worked in part-time
employment (Panel E), and days worked in full-time employment (Panel F) for displaced
and nondisplaced workers. Sample of displaced women, only. The solid green line reports
the results for our sample of native workers, the dashed blue line reports the results for
our sample of migrant workers, and the light blue line reports the results for our sample
of reweighted migrant workers. Reweighting characteristics are log wage (t=-3, t=-4), age
(t=-1), years of education (t=-1), tenure (t=-1), city resident (t=-1), establishment size
(t=-1), 1-digit industry (t=-1), and 1-digit occupation (t = −1). Vertical bars indicate
the estimated 95% confidence interval based on standard errors clustered at the individual
level. Our regression controls for year fixed effects, year since displacement fixed effects,
age polynomials, and worker fixed effects. We omit t=-3 as the reference category. Dis-
placed workers are matched to nondisplaced workers using propensity score matching.
Workers in our sample are displaced in the period 2001-2011, and they are observed from
1996 to 2017. Source: IEB.
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Figure 2.19: Establishment Sorting after Displacement by Migration Status - Women
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Notes: This figure shows average establishment full-time wages (Panel A), AKM-style
establishment fixed effects (Panel B) (the AKM effect is a proxy for wage differentials
across firms, based on Abowd et al. [1999]), the share of marginally employed workers
in an establishment (Panel C), and the share of migrant workers in an establishment
(Panel D, leave-one-out mean) for displaced and nondisplaced workers. Sample of displaced
women, only. The solid green line reports the results for our sample of native workers,
the dashed blue line reports the results for our sample of migrant workers, and the light
blue line reports the results for our sample of reweighted migrant workers. Reweighting
characteristics are log wage (t=-3, t=-4), age (t=-1), years of education (t=-1), tenure
(t=-1), city resident (t=-1), establishment size (t=-1), 1-digit industry (t=-1), and 1-digit
occupation (t=-1). Vertical bars indicate the estimated 95% confidence interval based on
standard errors clustered at the individual level. Our regression controls for year fixed
effects, year since displacement fixed effects, age polynomials, and worker fixed effects.
We omit t=-3 as the reference category. Displaced workers are matched to nondisplaced
workers using propensity score matching. Workers in our sample are displaced in the
period 2001-2011, and they are observed from 1996 to 2017. Source: IEB, BHP.
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Figure 2.20: Geographic Mobility by Migration Status - Women
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(B) Changed Workplace State since t=-1
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Notes: This figure shows the propensity to change one’s workplace to a different munici-
pality from t=-1 (Panel A), the propensity to change one’s workplace to a different federal
state (Panel B), and the propensity to commute (Panel C). Sample of displaced women,
only. The propensity to commute is defined as working and living in different municipali-
ties. The solid green line reports the results for our sample of native workers, the dashed
blue line reports the results for our sample of migrant workers, and the light blue line
reports the results for our sample of reweighted migrant workers. Reweighting character-
istics are log wage (t=-3, t=-4), age (t=-1), years of education (t=-1), tenure (t=-1), city
resident (t=-1), establishment size (t=-1), 1-digit industry (t=-1), and 1-digit occupation
(t=-1). Vertical bars indicate the estimated 95% confidence interval based on standard
errors clustered at the individual level. Our regression controls for year fixed effects, year
since displacement fixed effects, age polynomials, and worker fixed effects. We omit t=-3
as the reference category. Displaced workers are matched to nondisplaced workers using
propensity score matching. Workers in our sample are displaced in the period 2001-2011,
and they are observed from 1996 to 2017. Source: IEB.
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Chapter 3

Coworkers, Neighbors, and
Job-Search: Migrants’ and
Natives’ Re-employment after a
Layoff.



3.1 Introduction

Social networks play an important role in people’s lives. Granovetter [1977] shows in
his pioneering work that workers use personal networks for job searching. Finding
a job after a layoff, therefore, depends not only on individual characteristics and
the vacancies of establishments but also on social networks that influence job search
behavior or transfer information about vacancies. This raises the question of how
these networks influence individual labor market outcomes. While there has been
substantial theoretical and empirical work conducted regarding social networks (see,
e.g., Ioannides and Loury [2004], Jackson [2010], Topa and Zenou [2015], Glitz
[2017]), we know little about how different kinds of networks affect labor market
outcomes. Since individuals may belong to many different networks simultaneously,
this important question is difficult to answer.

Why should different kinds of networks affect workers differently in their job search
behavior? While, e.g., coworker networks include work-related contacts, neighbor
networks are private contacts. Former coworkers, on the one hand, can assess the
skills of the worker well and are more aware of suitable vacancies, either because
they look for a job themselves or because they work for a company that searches
for employees. Neighbors, on the other hand, compete less for jobs than do former
coworkers who have worked in the same industry, have selected the same estab-
lishment before and have information about regional job offers. A priori, how a
person’s diverse networks affect their job search outcomes is unclear. Thus far, the
main problem in dealing with the topic of diverse networks has been that the dif-
ferent network records of people were unavailable. However, looking at how diverse
kinds of networks affect workers differently in their job search is important because
people are always members of different and distinct social networks at the same
time, and understanding these differences is crucial.

In this paper, I use administrative employment and newly available geo-coded resi-
dence records from Germany to estimate the effect of different networks on a worker’s
re-employment probability. The data set comprises the universe of workers in four
large metropolitan areas (Cologne, Frankfurt, Hamburg, Munich)1 as defined by
Kropp and Schwengler [2016] from 1995-2015. For all male workers who were dis-

1Berlin is excluded as a special case due to reunification. Table 3.7 in the robustness section
shows that the results are robust when including Berlin. Metropolitan areas include not only the
cities themselves but also the surrounding areas within commuting distance.
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placed as part of an establishment closure between 2005-2011, I compute two net-
work types: coworker and neighbor networks. Focusing on workers who lost their
job involuntarily due to an establishment closure guarantees that the workers in
the sample are highly comparable and lost their job irrespective of their networks2

but have different networks. The coworker network covers all persons with whom a
person worked in the same establishment in the 5 years prior to layoff. I construct
neighbor networks by geo-referencing the worker’s places of residence within grids
of 3 square kilometers in size; all workers who lived within this 3-times-3-kilometer
square in the past five years, I then define as neighbors3.

To investigate the effect of the employment share within a network on a worker’s re-
employment probability, in addition to using a rich set of control variables and fixed
effects4, I use an instrumental variable approach as first proposed by Glitz [2017].
The share of network members who also experienced a mass layoff within the past 5
years is the instrument for the network’s employment share. The intuition is that,
conditional on observable characteristics such as industry or county, the extent to
which a mass layoff happens within a worker’s network is independent of factors
that determine a worker’s re-employment probability.

The results section has three parts. Starting with descriptive analyses, I show that
both network types positively affect re-employment probability. Second, I use IV
estimation to test whether workers with a higher employment share in their net-
works have a higher probability of being employed one year after being laid off for

2Including all unemployed workers could lead to biased results if their job change or loss was
correlated with their networks. Focusing on workers who lost their job due to a plant closure
ensures that workers were displaced irrespective of their abilities and networks since all workers
of that establishment were displaced. However, since these workers have different employment
biographies and live in different locations, their networks are different; the empirical strategy uses
this variation for identification.

3If defining a neighborhood as grids of 1 square kilometer in size, mass layoffs occur too rarely
in the network to obtain a strong first stage and to conduct an IV estimation. However, the
OLS estimation results show a positive correlation and provide suggestive evidence that close local
networks also play an important role.

4I use different fixed effects for both types of networks, namely, displacement establishment
fixed effects for the coworker networks and county fixed effects for the neighbor networks. In
the case of coworker networks, this guarantees that I only compare workers who were displaced
from the same establishment but had different network characteristics. Similarly, I only compare
workers who were displaced within one county but had different neighbor networks. This is in line
with Helm et al. [2021], who show the effect of mass layoffs for both displaced and nondisplaced
workers within the same county where a displacement occurs. Thus, mass layoffs do not only affect
displaced workers; there could also be varying differences between different counties that I control
for by the fixed effects.
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both network types. Coworker networks are more important for re-employment; for
coworker networks, a 10 percentage point increase in the employment rate increases
the probability of being employed after one year by 4.9 percentage points, while for
neighbor networks, the employment probability rises by 0.7 percentage points.

Next, I proceed with heterogeneity analyses regarding the network members’ and
the displaced workers’ characteristics. First, I test whether the displaced persons’
own and their network members’ migration status play a role. While a 10 percentage
point increase in the employment rate within the coworker network has a positive
effect on natives (5.0 percentage points), I find no significant effect on migrants.
When restricting the coworker network to only migrants, however, I find increases in
the probability of being employed after one year for migrants (5.2 percentage points)
and natives (4.7 percentage points). This finding shows that for migrants, migrant
coworker networks are especially important. For natives, migrants in their network
are important but less important than they are for migrants. Regarding neighbor
networks, the results reveal a positive impact of neighbors, irrespective of their
migration status, for natives. For migrants, however, native neighbors positively
affect their re-employment probability, while there is no significant effect of migrant
neighbors. This is in line with the literature that highlights a competition effect
between similar migrants (Beaman [2012], Albert et al. [2021]).

Second, regarding heterogeneity by migration and education status, the results re-
veal that the lower one’s education status is, the more important the networks are.
Neighbor networks are more important for workers without a university degree, ir-
respective of their migration status. The theoretical literature argues that different
networks are of different quality in transmitting potential job offers and assessing
workers’ skills; thus, more generalized network information on jobs may be more
helpful for low- and medium-educated people than for highly educated people. This
holds true for both coworker and neighbor networks.

This paper contributes to the literature on network effects by taking into account
different types of networks. Empirical work generally confirms that social networks
have a positive impact on workers’ labor market outcomes. Many of these previous
studies use survey data to measure how informal hiring methods affect workers’
labor market outcomes (e.g., Caliendo et al. [2011], Brown et al. [2016], Ioannides
and Loury [2004], Topa [2011]). In the absence of surveys, prior literature also
uses alternative network definitions to proxy or directly measure social interaction
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between agents. These include neighbors (Topa [2001], Weinberg et al. [2004], Bayer
et al. [2008], Hellerstein et al. [2011], Damm [2014], Schmutte [2015]), individuals
with the same (ethnic) origin (Munshi [2003], Edin et al. [2003], Beaman [2012],
Dustmann et al. [2016]), friends (Cappellari and Tatsiramos [2015]), family members
(Kramarz and Skans [2014]), hallmates (Marmaros and Sacerdote [2002]), coworkers
(Glitz [2017], Saygin et al. [2014]), fellow war veterans (Laschever [2009], Costa et al.
[2018]), and virtual contacts (Barwick et al. [2019], Bailey et al. [2018]). Overall,
there is evidence for a positive role of social networks on different workers’ outcomes.
My findings contribute to this literature by providing some first insights into the
effects of different types of networks on workers with heterogeneous characteristics.

This study addresses various difficult issues in regard to identifying social network
effects. First, prior literature has examined either coworker or neighbor networks
because of data limitations, which is why a direct comparison of the two network
types has not been possible thus far. This article is the first to overcome this issue
by combining establishment and individual geo-referenced data. Second, by using
newly available geo-coded data from Germany, instead of using districts or munic-
ipalities to proxy a local neighborhood, I define neighbors as those persons living
within a grid of 3 square kilometers centered on the displaced worker, irrespective
of administrative borders.5 This definition is an improvement over definitions that
use administrative units, as it also makes it easier to approximate neighborhoods on
the edge of an administrative unit. Last, in addition to general effects, this study
focuses specifically on the effects of and on migrants. This is interesting because (i)
displacements hit migrants more severely than natives (Illing and Koch [2021]) in
terms of earnings losses and employment, and (ii) migrants and natives have differ-
ent networks due to their selection into specific establishments and neighborhoods.
This paper investigates how networks differently affect natives’ and migrants’ em-
ployment status after a displacement. It also examines the impact of migrants who
are part of a network on all workers’ labor market outcomes. These heterogeneity
analyses identify different effects of various networks on specific groups and address
the differences.

The remainder of the paper is as follows. Section 3.2 introduces a conceptual frame-
work. Section 3.3 introduces the data and states the definition of mass layoffs
in the sample. Section 3.4 describes the empirical strategy. Section 3.5 presents

5For an illustration of the grids, please take a look at figure 3.1 in the appendix.
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the results, including descriptive evidence, insights into the effects of coworker and
neighbor networks, and heterogeneity analyses regarding worker and network char-
acteristics. Section 3.6 presents different robustness checks. Section 3.7 concludes
the paper.

3.2 Conceptual Framework

This work builds on the theoretical literature by Calvo-Armengol and Jackson [2004]
and Wahba and Zenou [2005]. In this theory, agents hear about potential job oppor-
tunities and the respective wage offers. The arrival rate of job offers is an exogenous
probability. If an agent is unemployed or the job offer is better than her current job,
she will accept the job. If she is employed and the new job is less attractive than
her current job, she passes the information on to one (or several) of her unemployed
contacts. Consequently, agents in a larger network with a higher employment rate
should be more likely to find a job and should receive higher wages.

However, how do coworker and neighbor networks differ from a theoretical perspec-
tive? First, the arrival rate of job offers might be different in the two types of
networks. Since former coworkers are probably better at referring suitable jobs than
are neighbors, the arrival rate of suitable jobs is likely higher in coworker networks.
Second, the number of other unemployed network members qualified to accept the
job offer is different in the two networks. In theory, an employed agent passes in-
formation to one (or more) unemployed contact. On the one hand, coworkers are
more likely to pass on a job offer to several people in their network because the
network members are highly substitutable, since they have all previously worked in
the same industry and the same establishment. Neighbor networks, on the other
hand, are likely to be more heterogeneous. Thus, the competition for jobs could
be lower in neighbor networks. Finally, the size of the network may be different in
the two network types. Depending on whether an agent lives in an urban or rural
area and whether she previously worked for a small or a large establishment, the
size of the network varies greatly. A higher number of vacancies arrives in large
networks, but within these networks, the competition for vacancies is likely higher.
In summary, theory does not clearly answer the question of whether coworker or
neighbor networks are more important for finding a job.
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How do migrants’ and natives’ networks differ from a theoretical point of view? First,
the employment rate within a network could differ between migrants and natives
and consequently, so could the arrival rate of job offers. For instance, migrants could
live in "worse neighborhoods" due to (in-)voluntary ghettoization. If migrants tend
to live in neighborhoods with a higher unemployment rate, they face a lower arrival
rate of job offers and at the same time could face higher competition within their
networks, if there are more equally qualified, unemployed to whom the employed
can forward the job offers (see, e.g., Beaman [2012], Albert et al. [2021]). Second,
migrants and natives could select a priori into different kinds of firms. If sorting
differs between migrants and natives, their networks and employment rate within
these networks would differ. If migrants work for larger establishments, e.g., their
network is larger, then they could obtain more job offers. Consequently, theory
cannot clearly predict for whom networks are more important, i.e., migrants or
natives.

3.3 Data

3.3.1 Administrative Data from Germany

For the empirical analyses, I use administrative data provided by the Institute
for Employment Research (IAB). The data set Integrated Employment Biographies
(IEB) covers individual-level data of all labor market participants in Germany (ex-
cept for civil servants and the self-employed) from 1975 onwards on a day-to-day
basis. The IEB contains worker characteristics such as education level, age, national-
ity, and wage information. Further, establishment characteristics are available, such
as industry and number of employees. The newly available IEB Geo data extend the
IEB data with the addition of address information in the form of geo-codes of the
individual’s residence location from 2000-2014. The possibility of combining these
different data sets is a core advantage of the data. This combination enables me
to simultaneously identify all displaced workers’ prior (i) neighbors, (ii) coworkers,
and (iii) shares of displacement due to mass layoffs within the different networks. I
construct a panel dataset as of June 30 each year. To increase the validity of the
data, I further implement two imputation procedures. First, I correct implausible
education entries following Fitzenberger et al. [2006]. Second, I impute wages that
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are censored at the contribution assessment ceiling following Gartner [2005] and
Dustmann et al. [2009].

3.3.2 Displacement Events

For the identification strategy, I use different types of displacements, namely, to-
tal closures and mass layoffs (for the IV estimation). I follow Hethey-Maier and
Schmieder [2013] to identify both types of mass layoffs since the reason for job
losses is not available in the data. By using this identification technique, I ensure
comparability with state-of-the-art literature from the US. To identify displaced
workers, I focus on establishments with 5-50 full-time employees that closed down
completely, as in Glitz [2017]. The benefit of the lower bound restriction is that
very small establishments with little variation in network structure are excluded.
The advantage of the upper bound is that the sample of displaced workers is still
operational, while no excessively large networks are included. In contrast, for the
IV estimation (share of displaced workers in the network), I use mass layoffs and
only include establishments with more than 50 employees at the time of closure.
The reason for this restriction is that larger mass layoffs are arguably more likely
to be exogenous to displaced worker characteristics. An establishment is considered
as having a mass layoff between June 30 in t − 1 and June 30 in t if it is (i) either
no longer included in the data and consequently closed down, (ii) or reduces its
workforce by more than 30 percent within this period of time. All of these restric-
tions come at the cost of being not universally valid for all displaced employees.
However, all of these restrictions are in line with prior literature; therefore, I ensure
comparability with previous results.

Mergers, takeovers, spin-offs, and ID changes are problematic when identifying gen-
uine mass layoffs in administrative data. Detecting these events is crucial, as their
neglect leads to serious measurement error that biases the results to zero. In Illing
and Koch [2021], we create a matrix of worker flows between establishments to
identify these events, as in Hethey-Maier and Schmieder [2013]. According to the
authors’ definition, such an event occurs if more than 30 percent of the displaced
workers move to the same successor.6 Excluding these events guarantees that there
is not simply a change in legal status, e.g., due to mergers and takeovers.

6Hethey-Maier and Schmieder [2013] provide additional information on employment outflows
following a mass layoff in Germany.
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3.3.3 Sample Restrictions

Next, I restrict the data to facilitate comparability with prior literature. In the first
step, the sample only consists of displacements that took place between 2005 and
2011. Further, a worker in the sample is displaced (in t−1 or t) if the worker is both
(i) no longer employed in the establishment in year t− 1 or t and in any subsequent
years (t + 1, ..., t + 10), and (ii) the establishment experiences a plant closure or
mass layoff between June 30 in t− 1 and t.

As in Glitz [2017] I define the network building phase as being 5 years prior to layoff.
The network building phase therefore spans from 2000-2010, which is the earliest
timeframe for which the geo-coded data are available. However, please note that I
do not take into account the year of displacement for the network building phase.
The reason for this is that coworkers who work together in the same establishment
in the year of displacement are likely competitors on the labor market and thus
should be unwilling to share job information with each other. For instance, if the
worker is displaced in 2005, the network building phase thus ranges from 2000-2004.
All workers with whom the displaced workers worked in this period are counted as
network members.7

The sample further includes only workers who are (i) men, (ii) fulltime workers,
(iii) between 25-50 years old, and (iv) working in one of the four largest metropoli-
tan areas, as defined by Kropp and Schwengler [2016], in Germany at time of their
displacement (Cologne, Frankfurt, Hamburg, and Munich8). However, neither the
network members nor the displaced workers have to work in these areas after the dis-
placement; regional mobility after layoff is therefore possible. Let me briefly justify
these restrictions in three steps. First, prior literature focuses on men working full
time; thus, to facilitate comparability, I restrict my sample accordingly. Second, the
external options after job loss differ for women, and concentrating on men makes the
interpretation of the results clearer. Third, the sample includes only metropolitan
areas to comply with the sample size restrictions of the IEB.

Last, only those workers are included in the main estimation for whom high-quality
geo-coded place of residence data are available. Since geo-codes are matched with
register data, not all matches are of the same quality and sometimes include some

7Figure 3.2 in the appendix shows the timing of events graphically. Figure 3.3 gives a more
intuitive explanation by providing an example.

8The sample excludes Berlin as it is a special case due to German reunification in 1990.
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insecurity. I therefore restrict my sample to matches where the likelihood of true
matching is very high.9 However, in the robustness section, I show that the coworker
results are indeed robust to using the larger sample of all displaced workers irrespec-
tive of the geo-code availability status.

3.4 Empirical Strategy

Estimating the effect of coworker and neighbor networks on individual labor market
outcomes after a layoff is complex because networks are not random among workers.
For instance, workers with better networks could have unobserved characteristics
that simultaneously have a positive impact on their wages and employment status.
This is critical because individual characteristics related to the network character-
istics could bias the results. Moreover, the layoff itself could depend on personal
characteristics and thus bias the estimates. To address these problems, I follow
the identification strategy by Glitz [2017] in four steps but extend his approach to
neighbor networks.

I start with a simple OLS regression using employment status one year after dis-
placement as the dependent variable and employment share within a network in
the 5 years prior to displacement as the explanatory variable. I then restrict the
analysis to workers who are unemployed involuntarily and due to an establishment
closure. This is necessary for two reasons: (i) differences in job search behavior
and (ii) individual reasons for displacement. First, voluntarily unemployed work-
ers may differ from involuntarily unemployed workers in their job search behavior,
and their networks could differ in terms of size and quality because of anticipated
unemployment. Using workers who are part of total closures ensures that they are
involuntarily displaced and search unrelated to their networks. Second, displacement

9The IAB geo-data uses a four-digit letter combination for (i) postal code, (ii) city, (iii) street,
and (iv) house number for address-hit quality. For each of the four address parts, the outline of
the quality applies according to the following scheme: (A) specification can be found exactly in
the reference database; (B) specification can only be found in the reference database by taking
phonetic methods into account; (C) specification cannot be found in the reference database; (D)
specification is missing; (E) only one street (section) center can be determined for this address,
since no other house numbers can be found in the database; (G) Information can only be found
with successive approximation; assignment only as good as possible, but not with certainty; (M)
and information can only be found by comparison with different types of streets and by extending
abbreviations. In this paper, I thus restrict the data to observations where the specification can
be found in the reference database and is nonmissing.
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due to a mass layoff is independent of (un)observed characteristics or performance.
Therefore, all displaced workers (or workers who leave the establishment in the year
prior to closure) within a closing establishment are highly comparable. This is a
major advantage since a simple analysis of displaced workers could lead to severe
selection bias if the reasons for their displacement correlate with their network char-
acteristics. Regardless, the focus on displaced workers and the high comparability
comes at the cost of the results not being universally valid if displaced workers differ
from nondisplaced workers. The paper is in line with numerous articles [see von
Wachter [2010] for a survey] that use mass layoffs to identify workers who become
unemployed involuntarily not because of their personal abilities. I follow this liter-
ature by only including workers who are unemployed due to a total closure10 in the
analysis.

Second, the employment rate in one’s coworker and neighbor network is not random
to the network size. Therefore, I include the network size as an additional control to
estimate the effect of the employment rate in the network on labor market outcomes
after a mass layoff. By controlling for the network size, I ensure that the employment
rate effect is measured rather than merely a size effect. I further include additional
control variables in the regression.

Third, potential sources of network endogeneity are (i) workers’ sorting in specific es-
tablishments or neighborhoods, (ii) shocks that particularly affect employees of one
establishment or a specific region, or (iii) unobservable characteristics obtained dur-
ing joint employment biographies or living in the same neighborhood. For instance,
if high-ability workers are willing to change companies more often, e.g., to face new
challenges and earn higher wages, they have a larger network, and the employment
rate within the network differs from that of a person who always worked for one
company. However, these high-ability workers also sort into specific establishments,
thereby leading to a bias of both coefficients of the employment rate within a net-
work and the network size in a simple OLS estimation. The direction of the biases
is unpredictable and depends on the correlation between the network variables and
the error term. Therefore, I include closing establishment and county fixed effects
for each network analysis. By comparing only displaced workers from one establish-
ment or county, I avoid any issues due to establishment- or neighborhood-specific
endogeneity.

10Total closures are the most dramatic form of mass layoffs, namely, a 100 percent reduction of
staff.
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Last, I instrument the employment rate in the network by the occurrence of mass
layoffs within the network. Even after adding different control variables and fixed ef-
fects, displaced workers from one establishment could share time-varying skills that
likely affect workers’ employment status and the employment rate of the network.
This relationship would bias the results. To overcome this problem, I use the inci-
dence of mass layoffs in a worker’s network as an instrument for the employment
rate within the network. The underlying assumption is that the displaced workers’
(un)observable skills are unrelated to their network members’ mass layoffs. The
benefit of this assumption is that it is unlikely that a worker can impact whether
network members working for different establishments are part of a mass layoff.

I examine the effect of the network employment rate on later labor market outcomes
using the following estimation equation:

yit+1 = α + β1UERit + β2logNSit + γXfit + τf + uit+1

The regressor yit+1 is a dummy variable that is equal to one if a displaced worker
finds a job within one year after the mass layoff and zero otherwise. The coefficient
of the unemployment rate in one’s network, (UERit), β1, is the coefficient of interest.
β2 shows the impact of the network size, NSit, at the time of the layoff. The network
size, NSit, only serves as a control variable herein; thus, β2 cannot be interpreted
causally. Xfit is a matrix of different individual and network control variables at
time t. The individual characteristics include education, experience and its square,
migration status, tenure in the closing establishment, the last log wage in the closing
establishment, a dummy for the three-digit industry where the worker has worked in
the past, the number of years employed, the average annual wage growth from t− 5
to t, the average establishment size, and the number of different employers. The
network characteristics that I calculate for each network type comprise the mean age
of all former network members and its square, the share of former network members
with medium and high education, the share of former female network members, and
the share of foreign former network members. τf and ufit represent the establishment
or county fixed effects and the error term.

In the instrumental variable regression, UERit is instrumented by Zit. Zit is the
share of former network members who were themselves part of a mass layoff after
separating from the displaced worker. More precisely, Eit−s is the number of former
network members that are employed in year t − s, and Mit−s is the number of
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network members who, after separation from worker i, were in that year part of a
mass layoff. t denotes the year of the establishment closure that pushes worker i
into unemployment, and the instrumental variable is defined as follows:

Zt =
5∑

s=1

Mit−s

Eit−s

As in Glitz [2017], I use the number of working network members (Eit−s) rather
than their overall number to avoid any variation in the instrument stemming from
differences in the network size. If a network member experiences more than one
mass layoff after having worked in the same establishment as the displaced worker,
only the last layoff counts. The identifying assumption is that the error term ufit is
uncorrelated to the instrument, conditional on the set of control variables.

3.5 Results

Section 3.5 presents the main results. I start with some descriptive analyses (section
3.5.1) that primarily show the sample composition and the first-stage correlations
for both network types. The main results follow. First, the coworker and neighbor
network estimates results are presented in section 3.5.2. Second, section 3.5.3 shows
the heterogeneity in displaced workers’ and network characteristics.

3.5.1 Descriptive Statistics

Table 3.1 presents workers’ characteristics at the time of displacement. After the
sample restrictions introduced in section 3.3, there are 17,760 displaced male workers
in the sample; a share of 14 percent is foreign (n=2,432). Most layoffs take place in
North Rhine-Westphalia (47 percent). Only 8 percent of the displaced workers hold
a university degree, while 60 percent have vocational training, and 31 percent have
no vocational training. The industry in which most displaced workers have worked
is the wholesale sector.

Table 3.2 comprises the mean values of different worker and network characteristics
at the time of layoff. Since the analyses focus on differences in network effects for
migrants and natives, and both groups could differ already in their characteristics at
time of layoff, the table shows the characteristics by migration status. The mean age
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of natives is 39 years, while migrants are, on average, younger. Moreover, migrants
are less educated than natives and have worked for a shorter duration within the
past 5 years. Migrants earn, on average, lower wages than natives and have worked
for a higher number of different establishments in the past 5 years. Migrants have
lived, on average, in a higher number of different neighborhoods.

The average coworker network size (counted during the coworker network phase
ranging from 1 year to 5 years prior to layoff) is larger for migrants than for natives,
which is plausible, as migrants change their workplaces more often than do natives.
The employment rate in a worker’s coworker network differs between migrants and
natives, with natives having a higher employment share within their network at
the time of layoff. Regarding the neighbor network, the table shows that migrants
have larger neighbor networks than those of natives; this outcome is reasonable
since migrants live in cities more often than do natives (Chiswick and Miller [2004],
Bartel [1989]). However, the share of working neighbors is higher for natives than
for migrants. This outcome is in line with prior findings that migrants tend to live
in worse neighborhoods (see, e.g., Kling et al. [2007], Borgoni et al. [2019], Glas
et al. [2019]). Overall, the table suggests that there are differences in the networks
of migrants and natives that could explain diverse employment effects after a layoff.

3.5.2 Coworker Network Analysis

This section presents evidence on how the employment rate of former coworker and
neighbor networks affects workers’ re-employment probability one year after a dis-
placement. Table 3.3 displays the main estimation results of equation (1) for the
coworker networks. Column (1) shows the results of the OLS estimation, including
all individual and network controls, but no establishment fixed effects. The coef-
ficient of interest, β1, indicates a positive relationship between the re-employment
probability one year after a layoff and the employment share in a former coworker
network. In column (2), the coefficient increases and is still significant when in-
cluding establishment fixed effects in the equation. However, due to unobservable
characteristics that affect not only the employment probability but also the employ-
ment share in a worker’s coworker network, the estimated coefficient is likely biased.
A priori, the direction of the bias is unpredictable, as different omitted variables
could lead to an over- or underestimation of β1.
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To overcome this hurdle, column (3) contains the results when the coworker net-
works’ employment rate is instrumented by the share of prior coworkers who were
themselves part of a mass layoff. The first-stage results at the bottom of the table
reveal that there is a strong negative correlation between the displacement share
and the employment rate within a coworker network; i.e., a 10 percentage point
increase in the share of displaced coworkers reduces the employment rate within the
network by 1.2 percentage points, with an F-statistic of 15.3. Figure 3.4 depicts
the negative first-stage relationship between the network employment rate and the
share of coworkers who, after separation, are displaced because of a mass layoff.
Using this variation in the employment rates due to mass layoffs for the IV estima-
tion in column (3) shows a positive effect of the network employment rate on the
re-employment probability; i.e., a 10 percentage point increase in the employment
rate leads to a 4.9 percentage point higher probability of being employed one year
after displacement.11

This coefficient is smaller than the one by Glitz [2017], who found that a 10 per-
centage point increase in the employment rate leads to a 7.5 percentage point higher
probability of being employed. There are two possible reasons for this difference.
First, Glitz used displacement data from 1995/1996, while this paper uses data from
2005-2011. however, the importance of a network varies over time, e.g., job seekers
currently widely use the internet for job searches, which was uncommon 25 years
ago, i.e., during Glitz’s data period. Second, this analysis uses yearly panel data to
construct each worker’s network, in contrast to the process described in the paper
by Glitz. By focusing on network members on 30 June of each respective year, the
estimate likely underestimates the total network since coworkers who work for a
establishment for a short period are not counted as network members. For instance,
if a former coworker worked for an establishment from 1 January until 31 March,
he or she is not counted as a member of the network since he or she did not work
for an establishment on 30 June.

Similarly, table 3.4 shows the results for the neighbor networks. Column (1) presents
a positive correlation between the employment share within a displaced worker’s
neighbor network and the re-employment probability for the OLS estimation without

11The IV approach estimates a larger coefficient in comparison to the OLS estimation. This
could potentially be an indicator for a weak instrument problem. However, the magnitude of the
IV coefficient is comparable to other findings in this field, and the F-statistic of 15.3 indicates a
robust first stage. Furthermore, a bias of the OLS parameters is likely due to the endogenous
employment rate and network variable.
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fixed effects. The coefficient is remarkably smaller than the one in table 3.3 (0.040 vs.
0.005), which indicates neighbors’ lower importance for re-employment compared to
that of coworker networks.

Columns (2) and (3) provide the results when including fixed effects and using the
IV estimation. There are no significant results for the OLS estimation when using
fixed effects. In comparison to the coworker network, the first-stage results are
less significant, and the coefficient is smaller than for the coworker network (F-Stat.
10.7); this indicates a weaker correlation between the displacement rate in a neighbor
network and the employment rate within the network. The IV results therefore
need to be interpreted with caution. Since mass layoffs take place more often in
whole industries rather than regions, this partly explains the weaker instrument for
neighbor networks. Therefore, the number of occurring layoffs within the neighbor
network is lower than that in the coworker network. For the IV estimation, I find that
a 10 percentage point higher employment share in the neighbor networks leads to a
0.7 percentage point higher re-employment probability one year after displacement.

The results in this section show that both coworker and neighbor networks positively
contribute to a displaced worker’s employment probability one year after layoff. The
results show that coworkers play a more important role than that of neighbors in
job searches after displacement12. This result is plausible since coworkers may have
better information to pass on (see Calvo-Armengol and Jackson [2004]). On the
one hand, coworkers can recommend prior displaced workers with whom they have
worked in the past to employers who are searching for staff and thus reduce the
uncertainty about a displaced worker’s skills. On the other hand, they may forward
highly suitable job offers and have information on positions that are not yet publicly
available. Furthermore, prior coworkers recommending jobs to displaced workers
also reduces displaced workers’ uncertainty by sharing information about possible
future employers. However, there are likely differences in the impact of networks on
different workers. The next section, therefore, discusses the role of different networks
on workers with various characteristics.

12This study focuses on displaced workers in metropolitan areas due to data restrictions. There-
fore, the results are not universally valid. For instance, rural areas might differ in their network
effects if neighbor networks play a more important role there.
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3.5.3 Neighbor Network Analysis

Workers have different characteristics, as do their networks. This section shows
how the results are heterogeneous according to the migration status and education
status of the networks and workers. The literature offers different predictions on how
similarity affects outcomes within a group. While preferences for homogeneity could
explain the higher levels of cooperation within a group of similar people (e.g., Bell
et al. [2011]), there are papers that emphasize the competition effect among very
similar workers, especially among migrants (Beaman [2012], Albert et al. [2021]).

Table 3.5 contains the coworker and neighbor IV results for (i) migrants and na-
tives, separately, and (ii) the native and migrant network, separately. Column (1)
shows that the native and migrant coworker networks have a positive impact on na-
tive workers’ re-employment probability. Even though the migrants’ network effect
is weaker, a 10 percentage point higher employment share in both networks indi-
cates an approximately 5 percentage point higher re-employment probability one
year after displacement. Interestingly, column (2) reveals that for migrants, the
native network has a smaller effect than the migrant network, but both positively
contribute to employment after a displacement. This finding is in line with the lit-
erature suggesting help within similar groups (Ioannides and Loury [2004], Beaman
[2012]). Another explanation is that migrants tend to work in similar occupations,
and therefore, their personal ties might be stronger.

Column (3) highlights that for natives, both migrants and native neighbor networks
positively impact the re-employment probability. The effect of neighbors on natives
is, however, 7 times smaller than the effect of coworkers. Turning to migrants in
column (4), the table shows that the migrant neighbor network has no significant
impact on the probability of re-employment, while the native network does have a
significant impact. Strikingly, the effect of neighbors is larger on migrants than on
natives. This outcome is in line with the literature that different ethnic groups use
diverse channels for job search (Frijters et al. [2005], Battu et al. [2011]). The results
indicate that migrants more intensively use their local neighbor networks. One
explanation for the positive impact of the local native network but an insignificant
effect of the migrant network is that the migrants within one neighborhood compete
for similar jobs, especially if they are unskilled.

Overall, table 3.5 offers three key takeaways. First, for natives, coworker and neigh-
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bor networks contribute to employment after a layoff. Second, for migrants, we
see a more complex picture; i.e., while migrants within their coworker networks are
especially important for their re-employment, in the neighbor networks, natives are
the influential individuals. Finally, native neighbor networks are more important
for migrants than for natives.

Next, table 3.6 compares the effect of coworker and neighbor networks on workers
with different educational levels by migration status. Columns (1)-(3) show the
results for natives, and columns (4)-(6) show the results for migrants. When looking
at the coworker network effect, the results reveal that the lower the educational
status is, the more important coworker networks are, irrespective of the migration
status. The same pattern is observed in neighbor networks. Neighbor networks have
no significant impact on highly educated migrants and natives. However, due to the
low number of observations, this conclusion must be drawn with caution. This result
is in line with the theory by Calvo-Armengol and Jackson [2004] and Wahba and
Zenou [2005]; i.e., different networks provide information of different quality. While
the neighbor network likely provides information on routine tasks, highly specialized
tasks are transmitted less frequently.13 Therefore, highly educated individuals may
benefit less from neighbors than from coworker networks.

Comparing migrants and natives, neighbor networks have a stronger effect on mi-
grants than on natives, while the reverse is observable for coworker networks. Re-
garding differences in the network composition, table 3.5 reveals that for migrants,
especially migrants in their coworker network, such differences are important. Since
the overall migrant share within a coworker network is lower than the native share
in most cases, it is reasonable that migrants benefit less from coworker networks
than do natives. The higher impact of neighbor networks on migrants is likely due
to composition effects, as the share of unskilled workers is higher among migrants,
and unskilled workers benefit most from neighbor networks. Table 3.6 indicates
two conclusions. First, the lower the educational status is, the higher the effect of
networks is. Second, while natives benefit more from coworker networks than do
migrants, the reverse is true for neighbor networks.

13For example, an engineer working in a highly specialized occupation such as battery advance-
ment is less likely to get a job offer referred by neighbors than is a person working in the unskilled
labor field who is open to working either at the local supermarket or in a restaurant.
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3.6 Robustness Checks

In the following, I show that the main results from section 3.5 are robust if i) Berlin
is included in the sample; ii) the regression is run without controls; iii) only network
members who are both neighbors and coworkers are observed; iv) the instrument
is defined differently; and v) not only workers for whom geo-coded information is
available are included. Table 3.7 shows the results for both network types.

For the first robustness check, I include workers from Berlin in the sample. Thus
far, I have excluded Berlin as a special case due to German unification in 1990.
However, excluding the German capital and focusing on only western German cities
could be selective14. As column (1) of table 3.7 shows, both network coefficients are
slightly larger when including Berlin, but the main outcome is remarkably stable;
i.e., coworker networks have a larger impact on the re-employment probability than
that of neighbor networks, although both contribute positively. This may indicate
that the network effects differ across Germany and that there are regional hetero-
geneities. To conclude, the result is robust to including Berlin, which suggests that
the sample at hand provides rather lower bound effects.

The second robustness check includes an estimation without any worker- or network-
specific controls (except network size and establishment (county) fixed effects, re-
spectively, for coworker (neighbor) networks). If the instrument was systematically
related to the controls and the estimation is run without controls, then a large change
in the coefficient hints towards an endogeneity issue due to (un)observables. As col-
umn (2) shows, this is not the case; the coefficient barely changes in the absence of
the control variables. This suggestive evidence supports the exogeneity assumption.

Third, there are workers within a network who are both coworkers and neighbors at
the same time. To see if these network members are the drivers behind the results,
I restrict the network to these workers. Consequently, in this robustness check, the
coworker and neighbor networks are the same, and only the fixed effects within both
estimations differ. In doing so, the number of network members decreases dramat-

14For this project, a large sample of German workers was drawn, including not only the
metropolitan cities themselves but also the cities and villages within commuting distance. How-
ever, since not only the displaced workers but also their whole networks’ employment biographies
must be included, due to computational and data restriction reasons, I could not extend the sam-
ple to eastern German cities. A larger sample may deliver different results, and differences are
unpredictable a priori.
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ically; therefore, the standard errors increase. The magnitude of the insignificant
coefficients in column (3), however, hints that these workers do not drive the results.

Fourth, I only use mass layoffs in large establishments with more than 50 employees
for the computation of the instrument. The idea is to focus on mass layoffs that
are most likely exogenous. In a next step, I extend this definition to mass layoffs
in medium-sized establishments (with more than 10 employees). Column (4) shows
that the results are robust to this different definition.

As a last robustness check, I estimate the coworker networks’ impact with the full
sample of available displaced workers. As the geo-coded data are not available for
all workers and I restrict to high-quality matches (see section 3.3), many displaced
workers are excluded from the sample. Running the estimation with the full sample
and receiving similar estimates (see column (5)) suggests that the sample restriction
is not systematically related to the controls. Therefore, the results are robust to a
different sample selection.

3.7 Conclusion

This paper investigates how different types of networks, namely, neighbor and
coworker networks, affect migrants’ and natives’ job search after a displacement.
Previous literature shows that, in general, both network types positively affect the
re-employment probability one year after a layoff (e.g., Ioannides and Loury [2004],
Jackson [2010], Topa and Zenou [2015], Glitz [2017]). However, thus far, no study
has focused on how different networks affect the same workers. As all workers are
simultaneously members of different networks, this is an important, as yet unan-
swered, question.

As an additional contribution, this article examines how the two network types differ
for migrants and natives. Using the occurrence of mass layoffs in one’s network for
an IV estimation, I investigate whether the re-employment probability one year
after a mass layoff depends on how many people are employed in one’s networks
at the time of displacement. The results provide valuable insights into how diverse
networks affect different worker groups.

The paper’s main contribution is to quantify the effect of coworker or neighbor net-
works on the same workers’ labor market outcomes one year after displacement. Due
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to data limitations, a direct comparison of the two network types was impossible.
This article is the first to overcome this hurdle by combining high-quality admin-
istrative establishment and individual geo-referenced data from Germany. Second,
by using newly available geo-coded data from Germany instead of using districts or
municipalities to proxy a local neighborhood, I am able to define neighbors as those
persons living within a grid of 3 square kilometers (centered around the displaced
worker), irrespective of administrative borders. Last, in addition to general effects,
this study highlights the effects on and of migrants. The heterogeneity analyses
herein identify different effects of various networks on specific groups and address
these differences.

In summary, the results of this paper indicate that both network types, namely,
neighbor and coworker networks, are important for re-employment. This finding is in
line with the literature highlighting that long-term unemployed individuals find jobs
via networks more easily (Hirseland et al. [2019]). Using networks more intensely
for job search, e.g., via mentoring programs, could thus be an interesting tool for
policy-makers to use to help lead to higher employment rates after a displacement.
Furthermore, these programs could focus on unskilled and/or migrant workers and
their exchanges with employed workers.

This paper focuses on neighbor and coworker networks. However, currently, virtual
formats and groups are often a relevant resource for information. For example,
many individuals exchange information about job openings through social networks
such as LinkedIn or Facebook. Analyzing what role friends and acquaintances play
in re-entering the labor market, for example, by using cell phone data or platform
usage data, is left for future research.

110



Table 3.1: Summary statistics - worker sample

Workers
Total 17760
Natives 15328
Migrants 2432
Average age 37.3
Share in

Hamburg 6.2
Cologne 46.5
Frankfurt 14.7
Munich 32.6

Education (in shares)
Low education 31.0
Medium education 60.7
High education 8.3

Industry (in shares)
Agriculture 1.4
Mining 0.1
Manufacturing Food 2.0
Manufacturing Textiles / Leather 0.2
Manufacturing Wood 0.5
Manufacturing Paper 0.5
Manufacturing Coke 1.8
Manufacturing Chemical 0.3
Manufacturing Rubber 0.3
Manufacturing Non-Metallic 0.2
Manufacturing Basic Metal 2.3
Manufacturing Machinery 0.6
Manufacturing Electric 0.6
Manufacturing Transport 0.1
Manufacturing Other 0.8
Electric 0.0
Construction 12.2
Service Wholesale 20.8
Service Hotel 16.5
Service Transport 10.1
Service Finance 0.7
Service Real Estate 3.2
Service Other Services 17.4
Service Public 6.1
Service Education 1.3

Notes: The table presents the descriptive statistics of the sample
of male workers who become unemployed as the result of an
establishment closure in the Cologne, Frankfurt, Hamburg, and
Munich metropolitan area in the period of 2005-2011. Values
are mean workers’ characteristics at the time of layoff. Source:
IEB. Own calculations.
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Table 3.2: Summary statistics - worker and network characteristics

(1) (2) (3) (4)
Natives Migrants

Mean Standard Mean Standard
deviation deviation

Worker characteristics
Age 38.6 12.2 35.7 10.6

Education 2.3 1.7 1.7 2.4

Number of years working (last 5 years) 4.3 2.1 4.1 2.7

Last wage in closing establishment 46.9 42.2 33.6 31.0

Last log wage in closing establishment 3.4 1.1 3.2 1.0

Network characteristics
Number of establishments worked at (last 5 years) 2.5 1.0 3.2 1.3

Number of neighborhoods lived in (last 5 years) 1.1 1.7 1.5 1.6

Avg. coworker network size (last 5 years) 128.7 202.5 145.6 232.1

Share of coworkers working in t 60.3 20.1 55.1 30.0

Avg. neighbor network size (last 5 years) 2050.4 1910.3 3405.2 2104.4

Share of neighbors working in t 67.3 26.3 63.0 32.2

Notes: Table 3.2 presents mean workers’ (network) characteristics at the time of layoff for natives
and migrants. The sample comprises 17,760 displaced male workers. The instrumental variable
is the share of coworkers (neighbors) who, after separation, worked in a large establishment ( 50
employees) and became unemployed due to a mass layoff. Source: IEB. Own calculations.
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Table 3.3: Employment effects of coworker network

(1) (2) (3)
OLS OLS IV

Re-Emp Prob. Re-Emp Prob. FE Re-Emp Prob.
Share employed in 0.0401∗∗ 0.0680∗ 0.4930∗∗

coworker network (0.0106) (0.0367) (0.2743)

Network size 0.0000 -0.0000 -0.019
(0.0000) (0.0001) (0.0013)

Tenure job (years) -0.0045∗∗ 0.0140∗∗∗ 0.0053
(0.0018) (0.0025) (0.0046)

Tenure closing firm (years) 0.0114∗∗∗ 0.0070∗∗∗ 0.0064∗∗∗

(0.0011) (0.0017) (0.0022)

Mean firm size 0.0003∗∗∗ 0.0002∗∗∗ 0.0003∗∗∗

(0.0000) (0.0000) (0.0001)

Growth wage -0.2979∗∗∗ -0.1198∗∗ -0.0721
(0.0399) (0.0507) (0.0668)

Log imputed wage 0.0435∗∗∗ 0.0256∗∗∗ 0.0238∗∗∗

(0.0034) (0.0050) (0.0064)

Foreign -0.0211∗∗∗ -0.0088 -0.0102
(0.0055) (0.0063) (0.0080)

Mean age network -0.0026 0.0051 0.0225∗∗

(0.0025) (0.0060) (0.0102)

(Mean age network) squ. 0.0000 -0.0000 -0.0003∗∗

(0.0000) (0.0001) (0.0001)

Share medium skilled network 0.0347∗∗∗ 0.0246 -0.1891∗∗

(0.0103) (0.0251) (0.0888)

Share highly skilled network -0.0502∗∗∗ -0.1090∗ -0.3688∗∗∗

(0.0188) (0.0645) (0.1297)

Share male network 0.0148 0.0307 -0.0429∗∗

(0.0093) (0.0258) (0.0181)

Share foreign network -0.0090 -0.0173 0.0184
(0.0107) (0.0303) (0.0407)

Establishment fixed effects Yes Yes
N 17760 17760 17760
First stage statistics - employment rate coworkers
Share coworkers in mass layoffs -0.1012∗∗

(0.0511)

F-stat first stage 15.3

Notes: Further controls included in columns (1)-(3) are the displaced worker’s potential experience and its
square, educational level, dummies for the number of different employers, and dummies for the main sector
of activity during the network building phase. Column (1) reports the results for an OLS regression without
fixed effects. Column (2) includes firm fixed effects for the estimation. Column (3) shows the results for
an IV estimation in which the employment share is instrumented by the share of mass layoffs in a worker’s
coworker network. Source: IEB. Own calculations. Robust standard errors in parentheses; ***, ** and *
refer to statistical significance at the 1, 5, and 10 percent level, respectively.
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Table 3.4: Employment effects of neighbor network

(1) (2) (3)
OLS OLS IV

Re-Emp Prob. Re-Emp Prob. FE Re-Emp Prob.
Share employed in 0.0051∗∗ 0.0068 0.0071∗

neighbor network (0.0026) (0.0052) (0.0043)

Network size -0.0001 -0.0000 0.0113
(0.0001) (0.0002) (0.0305)

Tenure job (years) 0.0007 0.0219∗∗∗ 0.0582
(0.0039) (0.0070) (0.1096)

Tenure closing firm (years) 0.0076∗∗∗ 0.0052 0.0023
(0.0026) (0.0052) (0.0374)

Mean firm size 0.0002∗∗∗ 0.0002 0.0018
(0.0001) (0.0002) (0.0045)

Growth wage -0.0213 -0.0059 0.1784
(0.0897) (0.1299) (1.0464)

Log imputed wage 0.0107 0.0202 -0.0326
(0.0077) (0.0136) (0.1713)

Mean age network 0.0056 -0.0079 -0.3506
(0.0053) (0.0159) (0.9267)

(Mean age network) squ. -0.0001 0.0002 0.0051
(0.0001) (0.0002) (0.0133)

Share medium skilled network 0.0273 0.0090 1.4938
(0.0209) (0.0614) (4.0095)

Share highly skilled network 0.0143 0.3670∗ 0.5455∗

(0.0476) (0.2230) (0.3300)

Share male network 0.0009 0.0721 4.1318
(0.0202) (0.0657) (10.9078)

Share foreign network 0.0443∗∗∗ -0.0552 -0.1728
(0.0165) (0.0626) (0.5451)

County fixed effects Yes Yes
N 17760 17760 17760
First stage statistics - employment rate coworkers
Share coworkers in mass layoffs -0.0527∗

(0.0315)

F-stat first stage 10.7

Notes: Further controls included in columns (1)-(3) are the displaced worker’s potential experience and its
square, educational level, dummies for the number of different employers, and dummies for the main sector
of activity during the network building phase. Column (1) reports the results for an OLS regression without
fixed effects. Column (2) includes county fixed effects for the estimation. Column (3) shows the results for
an IV estimation in which the employment share is instrumented by the share of mass layoffs in a worker’s
coworker network. Source: IEB. Own calculations. Robust standard errors in parentheses; ***, ** and *
refer to statistical significance at the 1, 5, and 10 percent level, respectively.
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Table 3.5: Heterogeneity I: Employment effects of diverse
coworker and neighbor networks

(1) (2) (3) (4)
Coworker Coworker Neighbor Neighbor
Natives Migrants Natives Migrants

Share employed 0.5030∗∗∗ 0.3929 0.0071∗ 0.0084∗

in network (0.1870) (0.3244) (0.0043) (0.0046)

Share employed 0.4730∗∗ 0.5168∗∗ 0.0077∗ 0.0076
in migrant network (0.2377) (0.2311) (0.0047) (0.0102)

Individual controls Yes Yes Yes Yes
Network controls Yes Yes Yes Yes
Establishment FE Yes Yes
County fixed effects Yes Yes
N 15328 2432 15328 2432

Notes: Column (1) reports the IV results for the effect of coworker
networks on natives. Column (2) presents the IV results for the effect
of coworker networks on migrants. Column (3) and (4), show the results
of the IV estimation of neighbor networks on employment probability
for migrants and natives, respectively. Source: IEB. Own calculations.
Robust standard errors in parentheses; ***, ** and * refer to statistical
significance at the 1, 5, and 10 percent level, respectively.
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Table 3.6: Heterogeneity II: Employment effects of coworker and neighbor
networks by education and migration status

(1) (2) (3) (4) (5) (6)
Natives Migrants

No voc. Voc. University No voc. Voc. University
training training training training

Share employed 0.5230∗∗ 0.4921∗∗ 0.4701∗ 0.4819∗ 0.4608∗ 0.3007
in coworker (0.1246) (0.2409) (0.2538) (0.2646) (0.2581) (0.4967)
network

Share employed 0.0071∗∗ 0.0069∗ 0.0052 0.0093 0.0079∗ -0.0325
in neighbor (0.0035) (0.0038) (0.0043) (0.0061) (0.0044) (0.0351)
network

Individual controls Yes Yes Yes Yes Yes Yes
Network controls Yes Yes Yes Yes Yes Yes
Establishment / Yes Yes Yes Yes Yes Yes
County FE
N 4928 9189 1211 723 1566 143

Notes: The coefficients in this table show the effect of the employment share within a
network during the network building phase (1 to 5 years prior to displacement), subdivided by
the educational status of the displaced workers. Line 1 (2) shows the effect of the employment
share within a coworker (neighbor) network. The coefficients presented in the first row of
tables 3.3 and 3.4 shows the effects for the whole sample (not divided by educational status).
Column (1) reports the IV results for the effect of networks on native workers with no
vocational training. Column (2) presents the IV results for the effect of networks on native
workers with vocational training. Column (3) show the results of the IV estimation of the
effect of networks on native workers with a university degree. Columns (4)-(6) show the
results for migrant workers with the same educational degree/training as those mentioned
above (i.e., no vocational training, vocational training, and a university degree, respectively).
Source: IEB. Own calculations. Robust standard errors in parentheses; ***, ** and * refer
to statistical significance at the 1, 5, and 10 percent level, respectively.
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Table 3.7: Robustness checks

(1) (2) (3) (4) (5)
Berlin Without In both Include Mass Layoffs Whole

controls networks in medium est. sample
Share employed 0.5678∗ 0.4125∗ 0.3771 0.4798∗ 0.437∗

in coworker (0.3119) (0.2440) (0.7275) (0.2713) (0.1673)
network

Share employed 0.0077∗ 0.0081∗ 0.0069 0.0072∗

in neighbor (0.0044) (0.0045) (0.0311) (0.0038)
network

Individual controls Yes Yes Yes Yes
Network controls Yes Yes Yes Yes
Establishment / Yes Yes Yes Yes Yes
County FE
N 21962 17760 17760 17760 37351

Notes: Column (1) reports the IV results for the effect of networks on native workers
with no vocational training. Column (2) presents the IV results for the effect of networks
on native workers with vocational training. Column (3) show the results of the IV estima-
tion for the effect of networks on native workers with university degree. Columns (4)-(6)
show the results for migrant workers with the same educational degree/training as those
mentioned above (i.e., no vocational training, vocational training, and a university degree,
respectively). Source: IEB. Own calculations. Robust standard errors in parentheses; ***,
** and * refer to statistical significance at the 1, 5, and 10 percent level, respectively.
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Figure 3.1: Illustration of geo-coded residence data

The figure shows how the geo-coded neighborhood data are computed. The red dot is the
displaced worker, and I identify his location within a 1-km x 1-km grid (light blue grid).
Afterwards, I identify all neighbors living in grids of 3 km x 3 km around the displaced
worker (dark blue grids). For this purpose, I include neighbors who are covered by the
German registry data in each of the 5 years of the network phase, i.e., only employees
subject to social security contributions. Persons not included in this definition (pensioners,
children, self-employed, civil servants) are not included in the networks.
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Figure 3.2: Timing of events

The figure shows the timing of events within this analysis. The network building phase
covers the 5 years prior to displacement. All coworkers (neighbors) who are covered by
the social security data are then included in the network analysis. The year of the layoff
is not included, as all workers who worked in the same establishment and experienced a
total closure are likely competitors on the labor market. The variable of interest for the
analysis is the displaced worker’s employment status (employed / unemployed) one year
after displacement.
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Figure 3.3: Timing of events: Example

The table includes an example for a worker who was displaced in 2005 from establishment
C. In the analysis, I want to determine whether his employment status in 2006 (employed
or unemployed) depends on the employment share within the displaced worker’s network.
Therefore, I compute the displaced worker’s (coworker and neighbor) network in the 5
years prior to displacement.
In this example, the displaced worker worked for the establishments (Est.) A, B,
and C during the network phase (blue boxes). After the displacement, i.e., in 2006,
the worker works in establishment D. In 2003, this worker was unemployed and
therefore had no coworker network.
The white boxes show the neighbor network. For the neighbor network, I include all
workers who lived in a 3-km x 3-km grid around the displaced worker in the cities
of Cologne (2000, 2001, 2002, 2003) and Munich (2004). For a graphical illustration
of this procedure, please examine Figure 3.1.
What does the coworker network look like? I include all workers who worked at the
same time as the displaced worker in establishment A, i.e., from 2000-2001, in the
network. Further, I include all workers who worked in 2002 for establishment B.
Last, I include all workers who worked in 2004 for establishment C. After having
identified all prior coworkers, I then identify all prior coworkers who were themselves
part of a mass layoff within the network phase. Thus if, e.g., a coworker from
establishment A got displaced in 2004, I would count him or her as displaced and
use this categorization to compute the instrument. For workers who were displaced
in 2005, I do not take them into account, as 2005 is outside of the network building
phase (2000-2004).
For the neighbor networks, I use the same strategy. I identify (i) all workers within
the 3-km x 3-km grids within the network building phase and (ii) all workers within
the network who also experienced a mass layoff.
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Figure 3.4: Relevance of the instrument - correlation between displacement rate
within networks and the networks’ employment share

(A) First stage, coworkers (Correlation in main specification table 3.3: -0.1012 (0.0511),
F-stat.=15.3)

(B) First stage, neighbors (Correlation in main specification table 3.4: -0.0527 (0.0315),
F-stat.=10.7)
The figure shows the relationship between the employment share within a network and
the displacement rate within a network for coworker and neighbor networks. Source: IEB.
Own calculations.
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Chapter 4

Female inventors.

Joint work with Panu Poutvaara.



4.1 Introduction

Innovation is a key driver of technological change and economic growth (Romer
[1990], Aghion and Howitt [1992]). However, Romer [1990] shows that too little
human capital is devoted to research in equilibrium. A newly emerging body of lit-
erature analyzes the factors that determine who becomes an inventor. This literature
seeks to find new ways to foster innovation by increasing the number of inventors,
especially within underrepresented groups such as women. Bell et al. [2019] find that
women have a higher probability of becoming inventors in a particular field if they
grew up in an area with more female inventors in that particular field. Furthermore,
they reveal that women are underrepresented among star inventors (i.e., those who
are most productive), as they are among all inventors. The authors explain these
central findings in terms of missing female role models and networks (exposure ef-
fects). The founders of BioNTech, Özlem Türeci and Uğur Şahin, are prominent
examples of the potential of inventors who belong to underrepresented groups: both
are Germans with immigrant backgrounds, one of whom is a female. Although this is
anecdotal evidence, it illustrates the major welfare gains available from the efficient
use of the talent of potential inventors by encouraging “lost Einsteins” to innovate.
In the spirit of Bell et al. [2019], the unused potential of female inventors may have
cost the world many “lost Marie Curies”.

To date, there is little evidence on how the share of female inventors differs around
the world, how it has developed, and how female inventors differ from male inventors
in terms of the number of patents and citations that they obtain. We help to close
this gap by investigating newly available patent and employment register data on
inventors in Germany who applied for a patent at the European patent office between
2000 and 2010.1 This dataset enables us to paint a comprehensive portrait of female
inventors in Germany, and compare them with male inventors. Germany is an
interesting country to investigate since it is among the leading patenting countries in
terms of overall numbers of patents and its industry includes diverse research fields.
Our contribution to the prior literature is the identification of the characteristics
of women who have already decided to become inventors. To date, there has been

1The Linked Inventor Biography Data 1980-2014 (INV-BIO) are provided by the Institute for
Employment Research (IAB) and the Max Planck Institute. The dataset combines inventor and
patent information obtained from patent register data with administrative labor market data on
individuals and their employing establishments. Section 4.3 provides further information on this
dataset.
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little economics research on female inventors, most likely due to data restrictions.
Identifying the characteristics of female inventors might be a first step to avoiding
“lost Marie Curies” in the future.

To put Germany into a wider context, figure 4.1 shows how the percentage of female
inventors has developed from 2005 to 2015 in all European Union (EU) countries,
as well as in Iceland, Norway, and Switzerland. Countries are ordered according
to the share of female inventors in 2005, ranging from 2 percent in Cyprus and
Slovakia to 37 percent in Croatia. The share of female inventors increased from
2005 to 2015 in most countries, with the largest increases in Latvia and Romania.
The share of female inventors is lower in Germany (10 percent in 2015) than in
France, Italy, Spain, and the UK. Table 4.17 compares the share of female inventors
in the major patenting nations around the world (the USA, Japan, Germany, China,
South Korea, France, and the UK) from 1990 to 2018. The share of female inventors
has increased considerably in all countries, more than doubling in Germany, South
Korea, and the UK. Nevertheless, the share of female inventors in Germany lags
behind not only that of France and the UK but also that of the United States and
China.

Bell et al. [2019] show that fewer women with good math scores (a proxy for high
potential) become inventors than men. Furthermore, in many European countries
(including Germany), the majority of university graduates are female in all subjects
except for the STEM subjects (see, e.g., https://ec.europa.eu/eurostat/stat
istics-explained/index.php?title=Tertiary_education_statistics#Gradu
ates [last access: 12-20-2021]). Figures 4.10 and 4.11 in the appendix present the
number of female and male graduates, respectively, in STEM subjects in Germany
for all students and foreign students only. The figures reveal that fewer women than
men graduate from STEM programs.2 A low share of female in STEM subjects can
thus largely explain a low share of female inventors.

Our paper contributes to the literature on the “leaky pipeline”, which refers to
the phenomenon in which a progressively lower share of women reach each stage
of higher education. Figure 4.2 shows the proportion of women and men in each
stage of higher education, further research, and inventorship worldwide from 1998 to
2017. While women account for more than half of all students in higher education,

2However, the share of women among foreign students is higher than that among German
students.
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only 43% of Ph.D. graduates are women. Less than one-third of all researchers
are women. The proportion of women who go on to apply for patents as inventors
is even lower (11 percent). This confirms prior findings (see, e.g., Carrell et al.
[2010], Mansour et al. [2021], Buckles [2019], Canaan and Mouganie [2021]) that
demonstrate the existence of a leaky pipeline for women. Figure 4.3 shows that the
same pattern holds for Germany: even though more than half of all graduates are
women, only approximately 40% of those who obtain a Ph.D. are women. The share
of women is even smaller among researchers (2008: 34%; 2018: 40%) and professors
(2008: 17%; 2018: 25%). However, we observe a clear trend toward greater gender
equality across all academic levels from 2008 to 2018.

In the first part of this article, we present descriptive evidence on the personal char-
acteristics of inventors. Comparing inventors to a random sample of employees in
Germany (“average” workers in the German labor market) reveals that inventors are
on average older, more educated, and earn higher wages. Women earn lower wages
than men among both inventors and noninventors. In line with prior literature, we
find that female inventors tend to work in fields such as pharmaceuticals and biotech-
nology rather than mechatronics. When pooling all years and separately analyzing
34 technological fields, we find that the share of women among inventors is lowest
at 0.02 in basic communication processes, machinetools, and mechanical elements
and highest in biotechnology (0.26), pharmaceuticals (0.24) and organic chemistry
(0.20). Second, we contrast female and male inventors in terms of patent characteris-
tics. The results show that female inventors have, on average, fewer patent citations,
applications, and rejections than their male colleagues. Furthermore, there are fewer
star inventors with exceptionally high numbers of patents among female inventors
than among male inventors. When pooling all years, the average number of patent
applications by female inventors is found to be lower than the average number by
male inventors in all but 2 of the 34 technological fields, and the average number
of patents granted is also lower for female inventors in 32 fields. Last, the share of
inventors with a top-coded income is lower among females than males.3

3The dataset contains records of employee gross daily wages. These gross daily wages are
calculated from the fixed-period wages reported by the employer and are thus highly reliable.
Daily wages are documented in euros. Earnings exceeding the upper earnings limit for statutory
pension insurance are reported only up to this limit and therefore are top-coded. This information
stems from the following source that further provides an overview of these limits and thresholds:
https://fdz.iab.de/de/FDZ_Individual_Data/IAB_Employment_Samples/IAB_Employment_S
amples_Working_Tools.aspx [last access: 01-25-2022].
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Next, we use multivariate OLS regressions to check whether the descriptive results
also hold when taking additional explanatory variables into account. These explana-
tory variables include (along with sex) education, migration status, and a dummy
for being a mother conditional on being a female inventor. The OLS regression
further includes establishment size, industry, year, and age group fixed effects. The
OLS regression estimates show that female inventors have a higher patent rejection
rate and fewer granted patents and patent applications (all measured at the indi-
vidual level). Regarding citations between the different patent offices, the picture
is mixed: in Germany, female inventors have fewer citations, while in the European
and US patent offices, they have more citations, when taking different control vari-
ables into account. Four possible explanations for this last result are (i) that women
tend to work on teams rather than alone (Jung and Ejermo [2014], Mauleón and
Bordons [2010], Naldi et al. [2004]) and therefore profit from the larger international
networks of larger teams and are therefore more often cited, (ii) that those women
who are granted international patents are a highly productive group of high-ability
women since international patents are harder to obtain, (iii) countries other than
Germany could be more progressive such that women experience less discrimination
in countries with higher shares of female inventors. Although one would expect that
patent citations are reasonably objective, Jensen et al. [2018] provide intriguing ev-
idence that is suggestive of gender discrimination in patent citations in the US, and
(iv) different technological fields in patenting could play a role here. Women tend
to work more often in biotechnology and related fields that are relatively stronger
in many other countries than Germany, while men work in machinery and mecha-
tronics, where Germany is among the leading countries. For this reason, women’s
patents may be relatively more relevant for research done abroad and men’s patents
for research done in Germany.

In the last results section, we investigate the role of motherhood. Overall, female
inventors are less likely to become mothers than the members of a random sample
of female employees in Germany (“average” workers in the German labor market).
Among female inventors, the likelihood of becoming a mother is higher when the
female inventor is highly productive (as measured by number of granted patents
and citations in Germany). When looking at parental leave durations, we find that
female inventors take longer parental leaves than the “average” woman in Germany.
Completely exiting the labor market is also more common among female inventors.
When we look at labor market re-entry after a birth, female inventors are less likely to
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return to either part-time or full-time work than the “average” woman in Germany.
This might be an indicator that working as an inventor demands being present
full-time or that R&D jobs are less family-friendly than other jobs.

What tools are available to increase the number of female inventors? Bell et al.
[2019] find that girls who grow up in areas with a high share of female inventors
are more likely to become inventors themselves (the exposure effect). Therefore, a
steady increase in the number of female inventors and fighting the “leaky pipeline”
should contribute to higher female participation in the R&D sector. Furthermore,
the lower rate of returning to part-time and full-time positions after giving birth
among female inventors (relative to “average” women) could indicate a possible
incompatibility between family life and a career as an inventor. Addressing these
two factors in the future and thus making the inventor profession more attractive
to young women is the task of politicians and the entrepreneurs.

The remainder of this paper proceeds as follows. Section 4.2 provides an overview of
the literature related to female inventors. Section 4.3 describes the data and shows
summary statistics and general trends in the data. Section 4.4.1 presents the differ-
ences in the personal and occupational characteristics of male and female inventors,
while section 4.4.2 focuses on differences in patenting characteristics. Section 4.4.3
reveals differences in the number of patent citations between male and female in-
ventors. In section 4.4.4, we explore the extent to which motherhood affects female
inventorship. Section 4.5 concludes.

4.2 Related literature

Our results build on and contribute to different strands of literature. First, we con-
tribute to the literature on the question of who becomes an inventor and in which
fields and geographical areas the share of female inventors is lowest and why. Bell
et al. [2019] examine who becomes an inventor in the United States and find that
exposure to innovation is a critical factor in the choice of this career path. However,
children’s chances of becoming inventors vary sharply with their background char-
acteristics such as their race, gender, and parents’ socioeconomic class. Women are
more likely to invent within a specific technology class if they grew up in an area
with more women (but not men) who invent in that class. Mechanisms such as role
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model or network effects most likely drive these gender and technology class–specific
exposure effects. Bell et al. [2019] indicate that there are many “lost Einsteins”- in-
dividuals who could have become inventors if they had been exposed to innovation
in childhood but did not - especially among women, minorities, and children from
low-income families. In line with this finding, there is also a large body of literature
on the effectiveness of role models in encouraging women to study STEM subjects
(see, e.g., Carrell et al. [2010], Mansour et al. [2021], Buckles [2019], Canaan and
Mouganie [2021], Lim and Meer [2017], Lim and Meer [2020]). Unfortunately, our
data are not linked to information on inventors’ family backgrounds or the locations
where they grew up. Instead, our data enable us to identify mothers and to zoom
in on the establishments for which female inventors work.

Several papers have found that the share of female inventors is very low in Germany
relative to that in other European countries (Hunt et al. [2013], Busolt and Kugele
[2009], Naldi et al. [2004]). Prior literature further reveals that female inventors
are underrepresented within the industries with the highest total patenting rates
(electrical and mechanical engineering) and instead tend to work in chemistry and
pharmaceuticals [see, e.g., Hunt et al. [2013], Busolt and Kugele [2009], Naldi et al.
[2004], Frietsch et al. [2009]]. By looking at the historical perspective, Sugimoto
et al. [2015] highlight that female inventors’ patenting activities have increased con-
siderably across all sectors in the past 40 years in the US. Nählinder [2010] uses a
group experiment and qualitative interviews to seek the reasons why women inno-
vate less. The author argues that women are less self-confident and shows through
a project experiment with nurses that with special instructions, nurses can become
more innovative.

Second, we analyze differences in patenting behavior by sex. Different papers, mostly
from the US, have found that women are less likely to write single-authored patents
but rather tend to work in groups [e.g., Naldi et al. [2004], Sugimoto et al. [2015],
Mauleón and Bordons [2010]].4 In this context, Wang et al. [2019] show that if a
woman runs an inventing team, more women will be on the team, indicating that
differences in composition depend on the characteristics of the head of the team. Fur-
thermore, women and men work in different kinds of organizations: if women patent,
they are more likely to patent in academic institutions than in corporations or in

4Table 4.27 in the appendix shows the number of inventors per patent in the INV-BIO dataset.
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governmental institutions (Sugimoto et al. [2015]).5 Additionally, firm type plays
an important role according to Whittington and Smith-Doerr [2008]: For instance,
in biotechnology firms that are known for their flatter, more flexible network-based
organizational structures, female scientists are more likely to hold patents than in
more hierarchically arranged organizational settings. Whittington and Smith-Doerr
[2008] also find that in larger firms, women are more likely to patent since application
processes are standardized. Additionally, women tend to work in fields with fewer
patent applications (in absolute terms) (Mauleón and Bordons [2010]).6 Relatedly,
it is important to note that some female-dominated fields (e.g., humanities) tend to
publish differently, e.g., in books rather than in international journals, and therefore,
their work is less frequently cited (Naldi et al. [2004]). That women’s patents are
cited less often than men’s is also confirmed by other papers (e.g., Sugimoto et al.
[2015]).

Jensen et al. [2018] further show in a descriptive analysis that female inventors
are apparently disadvantaged in the process of obtaining and maintaining patents
relative to men. Comparing grants and citations for men and women with common
and uncommon names, Jensen et al. [2018] find that women with common female
names (such as “Mary”) are less likely to be cited and granted patents than women
with names that do not suggest gender. Aneja et al. [2021] further show that there
are gender differences in patent application behavior: women who submit patent
applications (that are comparable to those of men) are less likely to continue the
patent process after receiving an early-stage (but not final) rejection of a patent
claim. In terms of patent commercialization, Cook and Kongcharoen [2010] note
that female and male inventors now commercialize their patents in similar ways and
that the large difference that existed 40 years ago has disappeared over time.

Third, there is an important strand of literature on the returns to invention for work-
ers and firms. Aghion et al. [2018] find that inventors receive only 8 percent of total
private returns from invention, while entrepreneurs obtain over 44 percent of the
total profits and also (nonpatenting) coworkers benefit from invention. Moreover,
entrepreneurs begin with negative returns before filing patents, but their returns
later become very positive. Kline et al. [2019] find that an initial approval of an ex

5Table 4.18 in the appendix presents the worldwide number of patent applications by employer,
gender, and year, which confirms this result.

6Table 4.30 in the appendix provides an overview of different establishment characteristics
within the INV-BIO dataset pooled across 2000-2010 by sex.
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ante valuable (low-value) patent leads to substantial (no) increases in firm produc-
tivity and worker compensation. They further find that patent grants increase firm
employment while entry wages and workforce composition remain stable. Regard-
ing monetary incentives, workers capture approximately 30 percent of the patent-
related surplus in higher earnings. This proportion is notably higher among workers
who have been present since the year of application, probably because experienced
employees are harder to replace. These income effects are most evident for men
and workers in the top half of the earnings distribution. Toivanen and Väänänen
[2012] also show that returns to patenting are heterogeneous over time: inventors
receive a temporary reward of 3% of their annual earnings for a patent grant plus
a longer-lasting premium of 30% of earnings three years later but only for highly
cited patents.

Fourth, our paper is also related to the wider literature on the importance of a more
balanced gender distribution in different societal domains. Miller [2008] reveals
that introducing voting rights for women in the United States led to an increase in
health campaigns focusing on child welfare. Chattopadhyay and Duflo [2004] show
that female representation changes public goods provision in Indian villages, and
Bhalotra and Clots-Figueras [2014] find that women’s political activity at the state
level leads to better provision of antenatal and childhood health services in India.
Matsa and Miller [2013] find that increased participation by women on corporate
boards leads to fewer workforce reductions, increases in relative work costs and
employment levels, and a reduction in short-term profits in Norway.

Fifth, there is an emerging literature that investigates the impact of gender on in-
vention and health outcomes. Koning et al. [2021] use a text analysis of all biomed-
ical patents in the US and find that patents from female-only inventor teams are
35% more likely to focus on women’s health than patents from male-only teams.
This is in line with other papers that find that women scientists, inventors, and
entrepreneurs are more likely to develop ideas, inventions, and products that are
beneficial to women (Nielsen et al. [2017], Einiö et al. [2019], Kozlowski et al. [2022],
Murray [2021]). Furthermore, most studies have been found to focus on males,
while women are underrepresented in studies of disease mechanisms and treatment
(https://www.nature.com/articles/550S18a). Women are therefore more likely
to be prescribed ineffective or dangerous medications. Moreover, Greenwood et al.
[2018] find that women have lower chances of surviving a heart attack when treated
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by a male physician and that the likelihood of recovery increases when male doctors
work more frequently in teams with female doctors or have treated more female
patients in the past.

4.3 Data

We use a newly available dataset from the Institute for Employment Research (IAB)
and the Max Planck Institute on inventors who applied for a patent at the Euro-
pean Patent Office (EPO) between 1999 and 2011, the Linked Inventor Biography
Data 1980-2014 (henceforth: INV-BIO), for our empirical analysis. This dataset
combines inventor and patent information obtained from patent register data with
administrative labor market data on individuals and their employing establishments.
Such high-quality linked data have not been previously available for investigations
of inventor careers. In addition, Germany’s national innovation system provides an
interesting context for the study of invention processes, as Germany is among the
leaders in numbers of patent applications filed and patents granted.

For an inventor to be in the dataset, that inventor must be (i) listed on patent
filings at the EPO and residing in Germany from 1999-2011 and (ii) an employee
of an establishment during that period (thus, neither self-employed nor a civil ser-
vant). The INV-BIO dataset comprises 152,350 complete employment biographies
of unique inventors who patented between 1999 and 2011 and combines inventor
patent documents with labor market biographies from high-quality social security
data for this period. For those inventors identified in the dataset, employment bi-
ographies and patent activities (at the European and German Trademark Office)
from 1980 to 1999 are also available in the dataset.

Importantly for our study, the social security data include the inventors’ national-
ity, gender, education level, age and information on the employing establishments
in a panel structure. The employing establishment data include information on the
industrial sector, the number of employees, the average wage of all full-time employ-
ees, and the location of the workplace at the federal state and district levels. The
data enable analyses at the daily level.
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The INV-BIO data include 643,856 patent families7 (as defined by the DOCDB8

of the EPO), representing approximately 71.4 percent of all inventions (evaluated
at the patent family level) in Germany from 1999 until 20119. Dorner et al. [2018]
provide a more detailed overview of this dataset.

Table 4.1 provides an overview of the summary statistics of the inventor dataset in
comparison with a 2 percent random sample of workers in Germany. The INV-BIO
dataset comprises 133,396 male and 11,005 female inventors (columns (1) and (3)).
Regarding age, we see that male inventors (column (1)) are on average older than
a random sample of male workers (column (2)), while there is no difference in age
between female inventors and noninventors (columns (3) and (4)). When looking at
daily wages (or, in cases of unemployment, benefit receipts), we see a sharp contrast
between inventors and the random sample of workers, with both female and male
inventors receiving significantly higher daily wages. Men have higher daily wages
than women in the random sample and among inventors. Unsurprisingly, the share
of university graduates is significantly higher among inventors. In summary, when
comparing inventors with noninventors, there are some differences: Inventors have
higher mean daily wages (men: 155.62 vs. 58.01; women: 134.78 vs. 37.27) and
have, on average, higher educational attainment.10

Figures 4.1 and 4.2 reveal the trends in the total number of female and male inventors
and in the share of female inventors in Germany from 2000 to 2010. Figure 4.1
shows that there has been a steady increase in the total number of female and
male inventors from 2000 to 2008. However, the total number of male inventors
is more than ten times as high as the number of female inventors. From 2009

7A patent family is a collection of patent applications covering the same or similar technical
content. Further information is available here: https://www.epo.org/searching-for-patent
s/helpful-resources/first-time-here/patent-families.html [last access: 11-25-2021].

8The DOCDB is the EPO’s master documentation database and has worldwide coverage. It
contains bibliographic data, abstracts, citations and the DOCDB simple patent family structure
but no full text or images. For further information, visit: https://www.epo.org/searching-fo
r-patents/data/bulk-data-sets/docdb.html [last access: 01-14-2022].

9The inventions of self-employed individuals, civil servants, or inventors not residing in Ger-
many are not linkable to the German register data.

10Table 4.25 provides an overview of employed workers only, while table 4.26 presents summary
statistics for employed workers with university degrees.
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onward, there has been a sharp decrease in the number of inventors in Germany.11

There are likely two reasons for this. First, the Patent Cooperation Treaty (PCT)
was reformed several times. The PCT is an international treaty on patent law.
It establishes a standardized process for the submission of patent applications for
the protection of inventions in each of its contracting states. A patent application
submitted under the PCT is referred to as an international application or PCT
application. Due to the reforms, the number of patents (and thus inventors) is not
comparable across the entire time period, as there was a large decrease in the number
of patent applications.12 Second, the financial crisis led to decreases in R&D sector
investments. This is another explanation for the decreasing number of inventors
from 2008 onward.

Due to major differences between former East Germany and former West Germany
in terms of female labor force participation (Wyrwich [2017], Trappe and Rosenfeld
[1998], Trappe [1996], Braun et al. [1994], Bachmann et al. [2018], Cooke [2006],
Künzler et al. [2001], Rosenfeld et al. [2004]) and the industrial structure (Mertens
and Müller [2020], Wolf [2010], Schnabel [2016], Brenke [2014], Röhl [2014], Paqué
[2009], Burda and Severgnini [2018]), in figure 4.4 (4.5), we analyze the number of
female and male inventors (the share of female inventors) separately for these two
regions. While we see a clear increase in the share of female inventors in former
West Germany, there is no clear trend in former East Germany. This could reflect
both a higher beginning female share and a small number of observations in former
East Germany (the lowest number of female inventors in former East Germany was
111 in 2000 and the highest number was 195 in 2007). When analyzing the share of
female inventors at the state level, excluding Berlin, as it was divided between East
and West Germany, the share of female inventors in former West German states
ranges from 0.06 to 0.14, and in former East German states from 0.10 to 0.13 (see

11Note that this decreasing trend in inventorship is in line with evidence from other datasets
from Germany. Additionally, in data from the Statistical Office of Germany, the total number of
inventors decreases from 2008 onward (https://www-genesis.destatis.de/genesis/online?o
peration=previous&levelindex=&step=&titel=&levelid=&acceptscookies=false). The
common trend within both datasets is remarkably similar; small differences are likely because the
INV-BIO dataset does not include self-employed inventors or inventors in the public sector, such
as professors.

12Further information on the PCT and its reforms is available online: https://en.wikiped
ia.org/wiki/Patent_Cooperation_Treaty#Statistics [last access: 01-26-2022] and https:
//www.wipo.int/pct-reform/en/ [last access: 03-15-2022].
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table 4.32).13 In summary, both the number and the share of female inventors in
Germany increased between 2000 and 2010, with a peak in 2008. However, female
inventors are still a small fraction (less than 10 percent) of all inventors in Germany.

4.4 Results

4.4.1 How do female and male inventors differ?

This section describes the key personal characteristics of inventors and the technical
fields in which they work with a special focus on gender differences. Personal char-
acteristics include professional trajectories and age structures. We take a first step
toward evaluating the role of gender in regard to the prerequisites for invention: edu-
cation and professional experience. Furthermore, we focus on whether differences in
fields with varying levels of inventing activity explain the gender gap in innovation.

Table 4.2 provides an overview of all inventors who applied for a patent (irrespective
of whether it was granted or not) by (i) age group, (ii) sex, and (iii) year (2000,
2005, and 2010).14 It turns out that the percentage of inventors younger than 30
was lower for women (6 percent) than for men (12 percent) in 2000 and in 2005 and
2010. Furthermore, we observe that the percentage of inventors in the age group 41
to 50 increased from 2000 to 2010 for both genders. This is likely because of the
general aging trend in the labor force in Germany.

Next, we look at the different technological fields in which female inventors work
(figure 4.6) and how the number of patents varies by technological field (figure
4.7). The three fields with the highest share of female inventors are biotechnology,
pharmaceuticals, and organic chemistry. The three fields with the lowest share are
basic communication processes, machine tools, and mechanical elements. Figure 4.7
shows that the share of women is highest in the field with a low number of patents
per inventor (Biotechnology). However, the share of females is also comparatively
high in the field with the most patenting activity (organic chemistry). Therefore,

13Please note that the shares are quite volatile, especially in East Germany, due to the low
number of female inventors. Therefore, table 4.33 provides an overview of the share of female
inventors in different states in 2000, 2005, and 2010 to provide a more comprehensive picture of
female inventorship.

14A more detailed overview of the shares of the different age groups among female and male
inventors can be found in figures 4.12 and 4.13 in the appendix.
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female selection into specific (low-patenting) fields can only partly explain their
lower number of patents.

We also compare the share of female inventors and the average number of patents
applied for and granted per inventor across 34 technological fields.15 When pooling
all years, the share of female inventors ranged from 0.021 in basic communication
processes to 0.263 in biotechnology. Male inventors applied for more patents per
inventor in each technological field, with the gender gap ranging from 0.25 in ma-
terials & chemistry to 22.15 in engines/pumps/turbines (figure 4.7). The only two
technological fields in which female inventors received more patents grants per in-
ventor were materials & chemistry and materials & metallurgy, in which the average
number of granted patents for women exceeded that for men by 0.26 and 0.45 (see
figure 4.14 in the appendix). In other fields, the gender gap in the average number
of patents in favor of male inventors ranged from 0.79 in other machines to 6.17
in semiconductors. In each technological field, the inventor with most patents was
a male. When analyzing the different years separately, we observe cases in which
the average number of patent applications by or patents granted to female inventors
exceeded that for male inventors in some technological fields (examples are available
upon request).16

4.4.2 How does patenting activity differ between female and
male inventors?

In this section, we study how men and women differ in their patenting activity. First,
we start with a table of descriptive statistics for patent characteristics by sex. Then,
we proceed with the number of star inventors17 and share of top-coded inventors.
Finally, we dig deeper and see how different variables such as gender, age, and
migration status contribute to the diversity in inventor and patent characteristics
(we include, among others, the probability of an inventor’s patent application being

15Table 4.31 in the appendix shows the share of patenting activity in different technological
areas according to the inventors’ education by sex.

16In the main specification, we do not take into account inventor group size, as several inventors
often apply for patents together. In figures 4.15 and 4.16, we show a graph that accounts for team
size. For instance, we assign an inventor only 0.5 “patent points” if two inventors file a patent
together. The overall numbers are smaller by construction, but the pattern is the same for both
definitions.

17We define star inventors as inventors with more than 15 granted patents who are therefore
among the top 5% of all inventors in terms of number of patents granted.
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rejected, the number of patents granted, and the number of forward citations) with
OLS regressions.

In table 4.3, we provide an overview of patents and citations by sex. Male inventors
have, on average, more granted patents than female inventors (1.74 vs. 1.07) and
apply for more patents (5.33 vs. 3.78). The number of rejected patents is also higher
for men (3.38 vs. 2.59). Forward citations are an indicator of the novelty and impact
of a patent. This indicator counts the number of forward citations that the invention
(DOCDB family) received from patent applications at the German/EU/US Patent
and Trademark Offices after 2 or 10 years from the earliest publication date. The
table reveals that men are cited more frequently than women in Germany, but less
at the European and the US patent offices. This pattern holds irrespective of the
time period (2 or 10 years after patent grant). Tables 4.19 and 4.20 in the appendix
show the mean number of patents for inventors who were never or ever top-coded
by sex. Tables 4.28 and 4.29 contain the mean number of patents per inventor in
former East Germany and former West Germany.

Analyzing male and female inventors in former West Germany and former East
Germany separately reveals interesting similarities and differences. Tables 4.28 and
4.29 show that the gender gap in the number of patents applied for and granted is
almost the same in the two regions. Additionally, the number of patents granted
to male inventors is almost the same in former East Germany and former West
Germany, as is the number of patents granted to female inventors. However, the
number of patent applications and rejections and the total number of patent citations
are higher in former West Germany than in former East Germany for both men and
women.

Figure 4.8 presents the number of star inventors by sex and the share of women
separately for each year. We define star inventors as those inventors with at least
15 granted patents (and, thus, those who are among the top 5% of inventors in
terms of granted patents). As the number of granted patents is likely a good proxy
for productivity, this is a very interesting measure in regard to differences between
women and men. When looking at the absolute numbers, we see that female star
inventors are rare. Over the whole period, there are 4,324 unique male and 77 unique
female star inventors. Star inventors are somewhat older than other inventors among
both men and women and somewhat younger among women than among men (table
4.21). Importantly, female inventors are more likely to work part-time than male
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inventors, and women are less likely to work in technological areas with high levels
of patenting activity (see figure 4.7). Therefore, the smaller number of female star
inventors is not surprising. The share of female star inventors increased from 0.01
in 2000 to 0.02 in 2010.

Figure 4.9 shows how the share of top-coded employees among inventors and among a
random sample of employees in Germany developed over time by sex. Note that daily
wages above the German social security limit are censored in the INV-BIO dataset
and the random two-percent sample of workers in Germany (SIAB). Therefore, the
share of top-coded inventors is an indicator for highly paid inventors and could be
an indicator for work quality if we think of wages as reflecting the marginal product
of work. Figure 4.9 offers three takeaways. First, the share of top-coded workers is
higher among inventors than among the random sample of employees in Germany.
Second, the graphs show that the share of top-coded inventors is lower for women
than for men. This gender gap is also observable among noninventors. Third,
while the top-coded share among inventors has decreased over time, no such trend
is identifiable among noninventors. What are the possible explanations for these
findings? First, the payment of bonuses is more common in the R&D sector than in
other sectors in Germany, and the decrease in the share of top-coded inventors could
be due to the trend of paying bonuses for successes rather than increasing regular
wages.18 Second, we find a rather strong decrease in the top-coding of inventors after
the financial crisis in 2007/2008. One potential explanation is that the financial crisis
hit the innovation sector (and expenditures in the risky R&D sector) more severely
than other sectors or the economy as a whole. Last, inventors are a special, highly
educated, and selected group. Therefore, having higher shares of top-coding among
inventors than among a random sample of employees should be no surprise.

Table 4.4 shows the estimates from an OLS regression with the number of patents
applications as the dependent variable and different control variables. We cannot
find any statistically significant relationship between the number of patent applica-
tions per inventor per year and being a woman. Column (1) reveals that women
apply for fewer patents per year than men; however, the coefficient of interest is in-
significant and thus must be interpreted with caution. In column (2), the coefficient
changes its sign when controlling for education and migration status. Remarkably,
foreign inventors also apply for fewer patents. When including different fixed ef-

18Bonuses are not reported in the social security data, only daily wages.
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fects (establishment size, industry, year, and age group), the coefficient of interest
increases considerably. Column (7) identifies whether women are mothers. Inter-
estingly, mothers apply for more patents than other women, although the difference
is not statistically significant. Therefore, we do not find evidence that motherhood
is related to having fewer patent applications granted. Table 4.34 in the appendix
presents the results for the cumulative number of patent applications. We return to
the analysis of the relationship between motherhood and patenting in section 4.4.3.

Table 4.5 shows that the pattern we find in table 4.4 is stronger and more statistically
significant for granted patents: women are granted fewer patents per year even after
including numerous controls in the OLS regression (column (6)). There is a small
and statistically insignificant positive correlation between the number of granted
patents and motherhood, as shown in table 4.4. Table 4.35 in the appendix presents
the results for the cumulative number of patents granted across all years.

Table 4.6 presents the results of an OLS regression with the probability of rejection
when applying for a patent as the dependent variable. Columns (1)-(7) include
different controls in a stepwise manner. Column (1) includes only a dummy for
being female; we see that female inventors’ patent applications are more likely to
be rejected. This is a somewhat surprising finding given that previous research on
gender differences in competition has found that women are more likely to avoid
competition (Niederle and Vesterlund [2007], Buser et al. [2014]). If women tend to
shy away from applying for patents, then we would expect women’s applications to
be less likely to be rejected.

Column (2) further includes a dummy for being of foreign origin as well as educa-
tional dummies. Interestingly, patent applications by inventors of foreign origin are
less likely to be rejected. One possible explanation for this is positive self-selection,
i.e., if highly productive foreign inventors decide to come to Germany to work and
patent. Furthermore, we see that the patents of inventors with university degrees
are more likely to be rejected. This suggests that those inventors with no univer-
sity degree are strongly (self-)selected. There are two possible explanations for this:
First, this result is also in line with research based on the idea of being “on the
shoulders of giants”. Most likely, inventors with no university degree are likely to
patent in areas that are more innovative and less specialized (and thus need less
prior knowledge). Second, it could be that inventors without a university degree are
more careful about not submitting an application until they are confident that it

138



will be accepted. Including establishment, industry, and year fixed effects decreases
the coefficient of interest only slightly. However, including age fixed effects (column
(6)) leads to a decrease in the coefficient on the female dummy by approximately
one-third, indicating that age groups explain part of the difference in female and
male rejection rates. In column (7), we further control for motherhood to determine
whether being a mother negatively contributes to the rejection of patents; however,
the coefficient is insignificant. Overall, we find that women do not shy away from
applying for patents. Rather, they submit applications that are rejected more often
than those of men even after controlling for industry, establishment size, and year
fixed effects.19

4.4.3 How often are the patents of female and male inven-
tors cited?

Table 4.7 presents the estimates from an OLS regression of the number of forward
citations that the invention (DOCDB family) received in patent applications at the
German Patent and Trademark Office 2 years after its earliest publication date,
separately for each patent, on different control variables. There is a truncation of
count variables at the 99th percentile of the citations distribution for each year and
patent. Forward citations are regarded as reflecting the technological relevance of
a patent for later developments (e.g., Trajtenberg [1990]) and are therefore a good
proxy for productivity and importance. The dependent variable is the average num-
ber of citations for each inventor across all patents. Column (1) indicates a negative
coefficient, meaning that women have on average fewer citations in Germany within
2 years. Differences in establishment size, industry, and age group in addition to
education and migration status can explain nearly half of the gap between male and
female inventors. However, the remaining difference is still statistically significant.
Again, column (7) shows that mothers receive more citations than other female in-
ventors. Summing the coefficients on the dummy for being woman and the dummy
for being a mother shows that mothers have more citations than men after including
other controls, while women who are not mothers have fewer citations.

Tables 4.8 and 4.9 contain the estimation results for patent citations within 2 years

19Tables 4.36 and 4.37 in the appendix present the results for the cumulative number and the
total number of rejected patents per year.
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in Europe and the US. Unlike the results in table 4.7, we see a strong positive coeffi-
cient indicating that female inventors are cited more frequently in Europe and the US
than male inventors. This is especially true for inventors who are mothers (column
(7)). Table 4.22, 4.23 and 4.24 in the appendix show that the same pattern is also
observable when looking at patent citations within 10 years for Germany, Europe,
and the US, respectively. Why are female inventors cited more frequently in Europe
and the US but less frequently in Germany? There are four possible explanations
for this last result: (i) Women tend to work in teams rather than alone (Jung and
Ejermo [2014], Mauleón and Bordons [2010], Naldi et al. [2004]) and therefore profit
from the larger international networks of larger teams and are therefore cited more
often, (ii) women who are granted international patents are a highly productive
(and selected) group of high-ability women since international patents are harder to
obtain; probably this group of women is a stronger self-selected group than interna-
tionally patenting male inventors, (iii) countries other than Germany may be more
progressive such that women experience less discrimination in countries with higher
shares of female inventors, and (iv) even though we control for different industries in
the regression by using fixed effects, different technological fields in patenting could
still play a role here.20 Women tend to work more often in biotechnology and related
fields that are relatively stronger in many other countries than Germany, while men
work in machinery and mechatronics, where Germany is among the leading coun-
tries. For this reason, women’s patents may be relatively more relevant for research
done abroad and men’s patents for research done in Germany.

4.4.4 Inventing and motherhood

Even though gender inequalities in the labor market resulting from parenthood
have decreased in recent decades, there is still substantial gender inequality in all
countries. For instance, Kleven et al. [2019] find substantial labor market differences
after childbirth for Sweden, Denmark, Austria, Germany, the UK, and the US. They
conclude that childcare policies (see, e.g., Olivetti and Petrongolo [2017] for a review

20Tables 4.38 and 4.39 in the appendix support this conjecture. The tables show the last two
columns of tables 4.7/4.8/4.9 but with technology area instead of industry fixed effects. The esti-
mated negative coefficient for women for citations in Germany reduces remarkably once technology
area fixed effects are included as controls in columns (1) and (2) of table 4.38, while the estimated
positive coefficient for women goes close to zero in table 4.38 (columns (3) and (4)) and switches
sign to negative (but statistically insignificant) in table 4.38 (columns (5) and (6)) and in table
4.39 (column(3)-column(6)).
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and Collischon et al. [2022] for a recent application to the German context) only
partly explain the gap in labor market outcomes between men and women in different
countries. Another possible explanation is different gender norms and cultures, but
the literature offers little causal evidence on this mechanism (see Bertrand [2009]
for a review and Collischon et al. [2020] for a study in Germany). In light of this
gender gap, we next focus on the consequences of motherhood for female inventors.
We start by investigating whether female inventors differ from female noninventors
in their likelihood of having a child. We then go one step further by exploring
whether the likelihood of having a child differs among female inventors according
to, e.g., the number of patents that they are granted. This last subsection examines
differences in parental leave durations, labor market leaves, and returns to full-time
or part-time work after giving birth.

First, table 4.10 describes the likelihood of female inventors having a child relative
to a randomly selected group of women in the German labor market. To answer this
question, we combine the INV-BIO dataset with the “Sample of Integrated Labour
Market Biographies” (SIAB) dataset21, a random 2-percent sample of all workers
in Germany. We identify mothers in the manner first proposed by Müller and
Strauch [2017]22, in which information on indirect identifiers specifying the reason
for cancellation/notification/termination of an employment or unemployment spell
are used to identify family-related breaks in the administrative data. We focus on

21The Sample of Integrated Labour Market Biographies (SIAB) is a 2 percent random sample
drawn from the Integrated Employment Biographies (IEB) of the Institute for Employment Re-
search (IAB). The IEB makes it possible to track the employment status of a person to the exact
day. The IEB consists of all individuals in Germany who are characterized by at least one of the
following employment statuses: employment subject to social security (in the data since 1975),
marginal part-time employment (in the data since 1999), benefit receipt according to the German
Social Code III or II (SGB III since 1975, SGB II since 2005), officially registered as job-seeking at
the German Federal Employment Agency or (planned) participation in programs of active labor
market policies (in the data since 2000). These data, which come from different sources, are merged
in the IEB. This information stems from the following source, which contains even more in-depth
details: https://fdz.iab.de/en/FDZ_Individual_Data/integrated_labor_market_biograp
hies.aspx [last access: 12-14-2021]

22Administrative data from the Federal Employment Agency are an important database for
labor market research. However, the Federal Employment Agency’s tasks restrict what kind of
information is recorded. E.g. due to data security reasons, some information is missing that
is relevant to various research objectives. One example is information on childbirth, which is
necessary for analyzing female employment biographies. It is still mainly mothers who have an
employment break to care for children. Müller and Strauch [2017] present one way to identify
family-related breaks using indirect identifiers in the administrative data. This information stems
from the following source, which contains even more in-depth details: https://fdz.iab.de/187
/section.aspx/Publikation/k171220304 [last access: 12-14-2021]
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women here, as information on male inventors who are fathers is not identifiable
in the dataset. Table 4.10 reveals that female inventors are less likely to become
mothers even after controlling for education, migration status, and different fixed
effects (establishment size, industry, year, age cohort). One possible explanation is
that working as an inventor is not compatible with family life, so women may decide
a priori not to become inventors or, if they do, not to have children.

We next analyze how the decision to have children and patenting activity are related
among female inventors and, thus, among women who self-select into the R&D
sector. Table 4.11 and 4.12 show how the likelihood of becoming a mother varies
with different characteristics, especially the cumulative number of granted patents
and citations in Germany per year prior to giving birth. For women who are never
identified as mothers during the observation period, we count the cumulative number
of patents/citations over the years before the age of 40. This is in line with our
identification of mothers, since we restrict our sample to women who give birth to
their first child before the age of 40. The estimates indicate that female inventors
with more cumulative granted patents and citations in Germany are more likely to
become mothers. This shows that either highly productive inventors are more likely
to become mothers or that female inventors first decide to achieve their professional
goals before starting a family.

Tables 4.13 and 4.14 focus on the period after giving birth. While table 4.13 displays
the gap in the number of days before working again after giving birth and how it
differs between female inventors and noninventors, table 4.14 estimates the likelihood
of not returning to the labor market after giving birth. Table 4.13 reveals that
compared with a random sample of women in the German labor market (as in table
4.10), female inventors take longer parental leaves after childbirth. Column (7)
focuses on female inventors only, but no significant relationship between the gap
after giving birth and inventor productivity (as measured by the number of granted
patents prior to giving birth) is found. What lessons can we take away from table
4.14? The results suggest that female inventors are less likely to completely exit the
labor market after giving birth when they have a higher number of granted patents
(see table 4.14 (column(7)). However, table 4.14 reveals that among females in
general, female inventors are more likely to completely exit the German labor market
after childbirth than women in the random sample. One possible explanation for this
result is that working as an inventor is a full-time job and that women face problems
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when re-entering the labor market (e.g., because they are assigned tasks other than
innovation due to their part-time employment). Another explanation is that taking
a longer leave after childbirth and even exiting the labor market completely might
be more affordable for female inventors than for the “average” woman in the German
labor market.

Table 4.15 (table 4.16) displays the results of a test for whether female inventors
are more or less likely to return to full-time (part-time) employment than randomly
selected women in the German labor market. We find that female inventors are
less likely to return to their job after childbirth in either a part-time or a full-
time capacity than female noninventors. In line with the reasoning that inventors
mostly have full-time positions, we see that the likelihood of returning in a part-time
capacity is lower for female inventors than the likelihood of returning to full-time
employment.

4.5 Conclusion

In this paper, we address a topic that has received little attention thus far: female
inventors. The literature on who becomes an inventor is still in its infancy, and we
contribute to this literature by providing the first evidence on female inventors in
Germany. For our empirical analysis, we use a newly available dataset (the INV-
BIO dataset) that combines patent office data with highly reliable administrative
data from Germany. We show that inventors, irrespective of their sex, on average
earn higher wages and are better educated than a random sample of employees in
Germany. However, female inventors earn lower wages than their male colleagues.
We further find evidence for the widely discussed “leaky pipeline”: the share of
women decreases dramatically from the bachelor’s to the master’s to the Ph.D.
level. The share of women among inventors is 11% lower than the share of women
among all researchers. These women tend to work in fields such as pharmaceuticals
and biotechnology rather than mechatronics. Additionally, women tend to work in
fields with fewer total patents. When looking at patent characteristics, the results
reveal that female inventors have, on average, fewer patent applications, citations,
and rejections. Female inventors are also less frequently cited, and star inventors
make up a smaller share of female inventors than of male inventors. In line with
this result, we also find that female inventors’ wages are also top-coded less often.
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We further find that the probability that a female inventor’s patent is rejected is
higher than for male inventors after accounting for different personal and establish-
ment characteristics. We find mixed results for the number of citations: in Germany,
female inventors are cited less frequently, while in the European and US patent of-
fices, they have a higher number of citations per inventor. Another important issue
when investigating female inventors is the role of motherhood. Generally, female in-
ventors are less likely to become mothers than the members of a random sample of
women in Germany (“average” female workers in the German labor market). Among
inventors, it is the highly productive women (in terms of granted patents/citations
in Germany prior to giving birth) who are most likely to become mothers. Our
results further show that inventors take longer parental leaves and are more likely
to exit the workforce after giving birth than “average” women. Inventor mothers
are also less likely to return to work part-time (full-time) than “average” mothers
in Germany.

Since female inventors exit the labor market more often and are less likely to work
part-time after giving birth, there is likely potential to create a more family-friendly
environment for female inventors. Making childcare easily available and helping fe-
male inventors establish work-life balance (e.g., by allowing home office work when-
ever possible) could be a tool to encourage female participation in the innovation
sector. However, as prior findings suggest, policymakers need to adopt a complete
set of measures that target earlier stages in life, such as mentoring programs in
school or advertising positive role models such as BioNTech founder Özlem Türeci,
if they want to avoid the “leaky pipeline” in the future (see, among others, Breda
et al. [2020], Buckles [2019], Canaan and Mouganie [2021], Carrell et al. [2010], Man-
sour et al. [2021]). Evaluating benefits and costs of these measures is an important
question for future research.
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Table 4.1: Summary Statistics (2000-2010)

Men Women
(1) (2) (3) (4)

Inventors 2 percent random Inventors 2 percent random
sample of workers sample of workers

in Germany in Germany
Number of workers 133,396 939,347 11,005 818,483
Age

Mean 42.23 37.70 37.68 37.96
Median 41 37 36 38

Age (2000)
Mean 41.27 37.45 36.94 37.77

Median 40 36 35 37
Age (2005)

Mean 42.20 37.47 37.62 37.58
Median 41 37 36 38

Age (2010)
Mean 43.83 38.14 39.07 38.4

Median 43 38 39 39
Daily wage

Mean 155.62 58.01 134.78 37.27
Median 167.67 47.41 145.65 24.95

Education (imputed)
No vocational training 0.03 0.48 0.04 0.50

Vocational training 0.27 0.45 0.31 0.45
University 0.69 0.07 0.64 0.05

Share of ever unemployed 0.02 0.34 0.04 0.37during 2000-2010

Notes: The daily wage is a record of the employee’s gross daily wage. It is calculated by using
the fixed-period wages reported by the employer and the duration of the (unsplit) original
notification period in calendar days. Daily wages are reported in euros. Earnings exceeding
the upper earnings limit for statutory pension insurance are reported only up to this limit.
If an inventor (or a worker within the random 2-percent sample) is unemployed, the daily
wage variable records the daily benefit rate converted into euros. Education is split into 3
categories. Category 1 includes all inventors who have not completed any vocational training.
Category 2 comprises those who received in-firm vocational training/external vocational
training or attended a full-time vocational school (Berufsfachschule). All other inventors
with a degree from a university (of applied science) are in category 3. Data source: INV-
BIO.
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Table 4.2: Age structure of inventors in 2000, 2005, and 2010

2000 2005 2010
Women Men Women Men Women Men
Percentage

Below 30 6 12 5 14 5 14
31-40 44 57 39 52 28 41
41-50 30 24 36 24 41 33
51-60 16 6 16 8 20 11
Above 60 4 0 4 1 6 1
Total Number 3404 61545 4267 69883 3180 56361

Notes: Table 4.2 shows the percentage of male and female inventors
by age group in 2000, 2005, and 2010. Data source: INV-BIO.
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Table 4.3: Average number of patents and citations per inventor (2000-2010), by sex

Men (N=133,213) Women (N=10,974)
Mean Std. Dev. Min Max Mean Std. Dev. Min Max

Patent applications per year (2000-2010) 1.71 2.16 0 92 1.53 2.00 0 59
Patents granted per year (2000-2010) 0.61 1.03 0 31 0.46 0.82 0 11
Patents rejected per year (2000-2010) 1.11 1.84 0 82 1.06 1.80 0 54
Patent applications per year (2000-2010, considering team size) 0.43 0.45 0 14 0.33 0.39 0 21
Patents granted per year (2000-2010, considering team size) 0.16 0.29 0 6 0.11 0.20 0 4
Patents rejected per year (2000-2010, considering team size) 0.26 0.37 0 14 0.22 0.36 0 21
Patent applications (cumulative) 5.33 9.29 1 572 3.78 7.32 1 227
Patents granted (cumulative) 1.74 3.33 0 120 1.07 2.18 0 49
Patents rejected (cumulative) 3.38 7.24 0 529 2.59 6.06 0 178
Patent applications (cumulative, considering team size) 1.07 1.37 0 48 0.66 0.92 0 25
Patents granted (cumulative, considering team size) 0.40 0.67 0 24 0.21 0.36 0 10
Patents rejected (cumulative, considering team size) 0.67 1.04 0 44 0.46 0.79 0 25
Total forward citations in Germany within 2 years 1.10 3.40 0 190 0.62 2.33 0 90
Total forward citations in Europe within 2 years 1.62 5.16 0 294 1.79 6.88 0 321
Total forward citations in the US within 2 years 5.97 23.19 0 1157 6.05 24.55 0 1161
Total forward citations in Germany within 10 years 7.03 17.66 0 878 3.72 11.41 0 354
Total forward citations in Europe within 10 years 10.32 26.13 0 974 10.51 30.83 0 1398
Total forward citations in the US within 10 years 24.80 75.00 0 4008 21.35 69.10 0 2947

Notes: The table shows the average inventors’ patent characteristics in the sample in 2000-2010, by gender. An inventor who is observed
in more than one year is included only in the latest year. Granted (applied, rejected) patents gives the average number among all inventors.
Granted / applied / rejected (considering team size) patents gives the average number among all inventors, when accounting for the
number of inventors that cooperated for a patent. Total forward citations in Germany (Europe, USA) gives the number of citations of
(applied and/or granted) patents. Count variables for each year are truncated at the 99th percentile of the distribution of citations.
Respectively within 2 or 10 years after the first application. Data source: INV-BIO.
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Table 4.4: OLS Regression – Number of patent applications per inventor per year

(1) (2) (3) (4) (5) (6) (7)
#

applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

Woman -0.0543 0.0573 0.0754 0.0781 0.275 0.0889 0.0855
(0.325) (0.323) (0.330) (0.331) (0.314) (0.312) (0.322)

No voc. training 1.495∗∗∗ 1.596∗∗∗ 1.605∗∗∗ 1.658∗∗∗ 1.352∗∗ 1.352∗∗
(0.439) (0.453) (0.452) (0.455) (0.442) (0.442)

University 1.569∗∗∗ 1.524∗∗∗ 1.525∗∗∗ 1.491∗∗∗ 1.191∗∗∗ 1.191∗∗∗
(0.116) (0.116) (0.117) (0.109) (0.101) (0.101)

Foreign origin -0.240 -0.209 -0.202 -0.155 -0.330 -0.330
(0.226) (0.225) (0.225) (0.219) (0.218) (0.218)

Mother 0.0784
(0.878)

Constant 4.303∗∗∗ 3.103∗∗∗ 2.308 2.236 16.18∗∗∗ 16.61∗∗∗ 2.168
(0.0796) (0.0617) (1.533) (1.533) (4.283) (4.236) (1.314)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.000 0.011 0.012 0.013 0.037 0.060 0.060

Notes: Table 4.4 displays the results of an OLS regression indicating correlations between
the number of patent applications per year and different control variables. These control
variables include dummy variables for being female, of foreign origin, or a mother and
education. Education is split into 3 categories. Category 1 includes all inventors who have
not completed any vocational training. Category 2 comprises those who received in-firm
vocational training/external vocational training or attended a full-time vocational school
(Berufsfachschule). All other inventors with a degree from a university (of applied science)
are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or
younger, 30-39, 40-49, 50-59, and 60 or older. Patent applications as a whole are analyzed,
independent of the patent office (Germany, Europe). Standard errors are clustered at the
inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data
source: INV-BIO.
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Table 4.5: OLS Regression - Number patents granted per inventor per year

(1) (2) (3) (4) (5) (6) (7)
#

granted
#

granted
#

granted
#

granted
#

granted
#

granted
#

granted
Woman -0.309∗∗∗ -0.294∗∗∗ -0.296∗∗∗ -0.278∗∗∗ -0.215∗∗∗ -0.217∗∗∗ -0.221∗∗∗

(0.0524) (0.0526) (0.0542) (0.0532) (0.0436) (0.0437) (0.0447)
No voc. training 0.424∗∗ 0.439∗∗ 0.486∗∗ 0.462∗∗ 0.453∗∗ 0.453∗∗

(0.155) (0.158) (0.158) (0.159) (0.157) (0.157)
University 0.248∗∗∗ 0.235∗∗∗ 0.236∗∗∗ 0.208∗∗∗ 0.200∗∗∗ 0.200∗∗∗

(0.0264) (0.0263) (0.0260) (0.0250) (0.0251) (0.0251)
Foreign origin -0.0113 -0.00771 0.0211 0.0188 0.00956 0.00930

(0.0610) (0.0614) (0.0605) (0.0586) (0.0582) (0.0582)
Mother 0.0873

(0.177)
Constant 1.212∗∗∗ 1.015∗∗∗ 2.195∗ 1.589 6.113∗∗∗ 6.090∗∗∗ 1.620

(0.0160) (0.0192) (0.989) (1.010) (1.506) (1.506) (1.033)
Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.001 0.004 0.005 0.022 0.041 0.042 0.042

Notes: Table 4.5 shows the estimates from an OLS regression of the number of patents granted
per year as the dependent variable on different control variables. These control variables include
dummy variables for being female, of foreign origin, or a mother and education. Education is
split into 3 categories. Category 1 includes all inventors who have not completed any vocational
training. Category 2 comprises those who received in-firm vocational training/external voca-
tional training or attended a full-time vocational school (Berufsfachschule). All other inventors
with a degree from a university (of applied science) are in category 3. In addition, age fixed
effects, year fixed effects, industry fixed effects, and establishment size fixed effects are included
in a stepwise manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older.
Patent grants as a whole are analyzed, independent of the patent office (Germany, Europe).
Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗
p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.6: Logit Regression - Probability of rejection

(1) (2) (3) (4) (5) (6) (7)
Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Woman 0.148∗∗∗ 0.166∗∗∗ 0.144∗∗∗ 0.134∗∗∗ 0.163∗∗∗ 0.114∗∗∗ 0.114∗∗∗
(0.0222) (0.0220) (0.0221) (0.0224) (0.0226) (0.0217) (0.0221)

Foreign origin -0.0220 -0.0238 -0.0422 -0.0182 -0.0602∗ -0.0603∗
(0.0242) (0.0243) (0.0243) (0.0240) (0.0237) (0.0237)

No voc. training 0.175∗∗∗ 0.162∗∗∗ 0.134∗∗∗ 0.165∗∗∗ 0.0831∗∗ 0.0832∗∗
(0.0320) (0.0322) (0.0314) (0.0319) (0.0315) (0.0315)

University 0.248∗∗∗ 0.228∗∗∗ 0.229∗∗∗ 0.237∗∗∗ 0.152∗∗∗ 0.152∗∗∗
(0.0118) (0.0118) (0.0119) (0.0121) (0.0117) (0.0117)

Mother 0.0183
(0.0857)

Constant 0.488∗∗∗ 0.301∗∗∗ -0.947∗∗∗ -0.560∗ -0.910∗∗∗ -0.113 -0.113
(0.00565) (0.00992) (0.254) (0.260) (0.255) (0.270) (0.270)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796

Notes: Table 4.6 displays the results of a logit regression indicating the correlations between the
probability of a patent being rejected and different control variables. These control variables include
dummy variables for being female, of foreign origin, or a mother and education. Education is split
into 3 categories. Category 1 includes all inventors who have not completed any vocational training.
Category 2 comprises those who received in-firm vocational training/external vocational training or
attended a full-time vocational school (Berufsfachschule). All other inventors with a degree from a
university (of applied science) are in category 3. In addition, age fixed effects, year fixed effects,
industry fixed effects, and establishment size fixed effects are included in a stepwise manner. The
age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Patent rejections as a whole
are analyzed, independent of the patent office (Germany, Europe).Standard errors are clustered at
the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source:
INV-BIO.
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Table 4.7: OLS Regression - Number of total forward citations per inventor in Germany within
2 years

(1) (2) (3) (4) (5) (6) (7)
#

citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

Woman -2.151∗∗∗ -1.959∗∗∗ -1.787∗∗∗ -1.813∗∗∗ -0.971∗∗∗ -1.192∗∗∗ -1.304∗∗∗
(0.303) (0.296) (0.300) (0.302) (0.286) (0.290) (0.278)

No voc. training 2.461 2.841∗ 2.781∗ 2.507 2.106 2.110
(1.340) (1.381) (1.375) (1.375) (1.351) (1.351)

University 2.062∗∗∗ 2.017∗∗∗ 2.016∗∗∗ 1.774∗∗∗ 1.361∗∗∗ 1.360∗∗∗
(0.240) (0.234) (0.234) (0.224) (0.211) (0.211)

Foreign origin -1.449∗∗∗ -1.311∗∗∗ -1.354∗∗∗ -1.180∗∗∗ -1.396∗∗∗ -1.403∗∗∗
(0.318) (0.318) (0.320) (0.313) (0.325) (0.325)

Mother 2.446
(1.502)

Constant 4.922∗∗∗ 3.379∗∗∗ -1.196 -0.712 -3.065∗ -3.021∗ -1.808
(0.159) (0.151) (1.269) (1.236) (1.321) (1.371) (1.433)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.002 0.009 0.012 0.013 0.036 0.048 0.048

Notes: Table 4.7 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the German Patent and Trademark Office
after 2 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the German Patent and Trademark Office after 2 years
from the earliest publication date, respectively for each patent, is taken for calculating the
overall number of citations per inventor. Count variables for each year are truncated at the 99th
percentile of the citation distribution. The dependent variable is the mean number of citations
across all patents per inventor. The control variables include dummy variables for being female,
of foreign origin, or a mother and education. Education is split into 3 categories. Category 1
includes all inventors who have not completed any vocational training. Category 2 (the reference
category) comprises those who have completed in-firm vocational training/external vocational
training or attended a full-time vocational school (Berufsfachschule). All other inventors with a
degree from a university (of applied science) are in category 3. In addition, age fixed effects, year
fixed effects, industry fixed effects, and establishment size fixed effects are included in a stepwise
manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard
errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗
p < 0.001. Data source: INV-BIO.
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Table 4.8: OLS Regression - Number of total forward citations per inventor in Europe within 2
years

(1) (2) (3) (4) (5) (6) (7)
#

citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

Woman 4.012∗ 4.313∗ 4.824∗ 4.836∗ 4.180∗ 3.584 3.212
(1.985) (1.993) (2.045) (2.043) (1.983) (1.934) (1.956)

No voc. training 1.416 2.450∗ 2.519∗ 3.202∗∗ 2.222∗ 2.236∗
(1.095) (1.122) (1.122) (1.139) (1.101) (1.100)

University 4.413∗∗∗ 4.381∗∗∗ 4.384∗∗∗ 4.606∗∗∗ 3.613∗∗∗ 3.609∗∗∗
(0.460) (0.475) (0.475) (0.457) (0.391) (0.391)

Foreign origin 0.108 0.464 0.483 0.302 -0.222 -0.247
(0.989) (0.975) (0.972) (0.949) (0.966) (0.968)

Mother 8.086
(8.615)

Constant 7.617∗∗∗ 4.292∗∗∗ 1.782 -0.0223 79.32∗∗∗ 80.38∗∗∗ -2.228
(0.287) (0.259) (2.386) (2.354) (23.89) (23.85) (1.713)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.002 0.012 0.016 0.018 0.071 0.095 0.095

Notes: Table 4.8 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the European Patent and Trademark Office
after 2 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the European Patent and Trademark Office after 2 years
from the earliest publication date, respectively for each patent, is taken for calculating the
overall number of citations per inventor. Count variables for each year are truncated at the 99th
percentile of the citation distribution. The dependent variable is the mean number of citations
across all patents per inventor. The control variables include dummy variables for being female,
of foreign origin, or a mother and education. Education is split into 3 categories. Category 1
includes all inventors who have not completed any vocational training. Category 2 (the reference
category) comprises those who have completed in-firm vocational training/external vocational
training or attended a full-time vocational school (Berufsfachschule). All other inventors with
a degree from a university (of applied science) are in category 3. In addition, age fixed effects,
year fixed effects, industry fixed effects, and establishment size fixed effects are included in
a stepwise manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older.
Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗
p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.9: OLS Regression - Number of total forward citations per inventor in the US within 2
years

(1) (2) (3) (4) (5) (6) (7)
#

citations
US

#
citations

US

#
citations

US

#
citations

US

#
citations

US

#
citations

US

#
citations

US
Woman 5.744 6.969 8.098 8.146 7.597 6.082 5.241

(6.579) (6.604) (6.828) (6.827) (6.778) (6.639) (6.818)
No voc. training 3.062 5.967∗∗∗ 6.276∗∗∗ 7.572∗∗∗ 5.006∗∗ 5.037∗∗

(1.668) (1.773) (1.785) (1.860) (1.882) (1.882)
University 18.63∗∗∗ 18.19∗∗∗ 18.20∗∗∗ 18.45∗∗∗ 15.74∗∗∗ 15.74∗∗∗

(1.583) (1.601) (1.598) (1.587) (1.417) (1.418)
Foreign origin 2.004 2.949 3.031 2.877 1.657 1.601

(3.037) (3.032) (3.032) (3.061) (3.139) (3.138)
Mother 18.29

(22.00)
Constant 27.74∗∗∗ 13.73∗∗∗ 10.02 1.118 96.59∗∗∗ 97.49∗∗∗ -6.169

(0.994) (0.876) (8.149) (8.073) (28.33) (28.14) (6.392)
Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.000 0.011 0.015 0.017 0.025 0.036 0.036

Notes: Table 4.9 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the US Patent and Trademark Office
after 2 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the US Patent and Trademark Office after 2 years from the
earliest publication date, respectively for each patent, is taken for calculating the overall number
of citations per inventor. Count variables for each year are truncated at the 99th percentile of
the citation distribution. The dependent variable is the mean number of citations across all
patents per inventor. The control variables include dummy variables for being female, of foreign
origin, or a mother and education. Education is split into 3 categories. Category 1 includes all
inventors who have not completed any vocational training. Category 2 (the reference category)
comprises those who have completed in-firm vocational training/external vocational training
or attended a full-time vocational school (Berufsfachschule). All other inventors with a degree
from a university (of applied science) are in category 3. In addition, age fixed effects, year fixed
effects, industry fixed effects, and establishment size fixed effects are included in a stepwise
manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard
errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗
p < 0.001. Data source: INV-BIO.
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Table 4.10: Logit Regression - Likelihood of having a child

(1) (2) (3) (4) (5) (6)
Likelihood
having
a child

Likelihood
having
a child

Likelihood
having
a child

Likelihood
having
a child

Likelihood
having
a child

Likelihood
having
a child

Inventor -4.980∗∗∗ -4.730∗∗∗ -5.016∗∗∗ -5.006∗∗∗ -5.006∗∗∗ -5.123∗∗∗
(0.0841) (0.0842) (0.0842) (0.0842) (0.0842) (0.0847)

No voc. training -0.401∗∗∗ -0.191∗∗∗ -0.177∗∗∗ -0.177∗∗∗ -0.182∗∗∗
(0.00664) (0.00715) (0.00721) (0.00721) (0.00853)

University -0.505∗∗∗ -0.734∗∗∗ -0.738∗∗∗ -0.738∗∗∗ -0.666∗∗∗
(0.0129) (0.0135) (0.0136) (0.0136) (0.0136)

Foreign origin -0.438∗∗∗ -0.575∗∗∗ -0.612∗∗∗ -0.612∗∗∗ -0.538∗∗∗
(0.0152) (0.0164) (0.0167) (0.0167) (0.0162)

Constant -0.734∗∗∗ -0.608∗∗∗ -6.131∗∗∗ -5.946∗∗∗ -5.946∗∗∗ -5.943∗∗∗
(0.00419) (0.00454) (0.168) (0.168) (0.168) (0.141)

Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 13276121 13224476 13224476 13224476 13224476 7289475

Notes: Table 4.10 shows a logit regression indicating relationships between the likelihood of
having a child and different control variables. The dependent variable is the likelihood of having
a child. The control variables include: dummy variables of being female / of foreign origin /
mother, and education. Education is split into 3 categories. Category 1 includes all inventors
who have not completed any vocational training. Category 2 comprises those who received in-
firm vocational training/external vocational training or attended a full-time vocational school
(Berufsfachschule). All other inventors with a degree from a university (of applied science)
are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or
younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered at the individual
level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.11: Logit Regression - Likelihood of becoming a mother

(1) (2) (3) (4) (5) (6)
Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

# gran. patents pr. 0.0422∗ 0.0415∗ 0.0631∗∗ 0.0616∗∗ 0.0580∗∗ 0.0601∗∗
birth (0.0217) (0.0219) (0.0260) (0.0251) (0.0245) (0.0237)
No voc. training -1.5024∗∗∗ -1.2532∗∗∗ -1.2904∗∗∗ -1.2464∗∗∗ -1.2821∗∗∗

(0.4485) (0.4589) (0.4629) (0.4561) (0.4575)
University 0.2548 0.2216 0.2083 0.1967 0.1650

(0.1694) (0.1736) (0.1728) (0.1774) (0.1771)
Foreign origin 0.2208 0.2247 0.1720 0.1793 0.1691

(0.2519) (0.2496) (0.2459) (0.2477) (0.2512)
Constant -3.6355∗∗∗ -3.8075∗∗∗ -13.2166∗∗∗ -13.7493∗∗∗ -13.0824∗∗∗ -12.5424∗∗∗

(0.0723) (0.1311) (0.6489) (0.4383) (0.8926) (0.8043)
Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 28696 28696 28421 28421 28416 28416

Notes: Table 4.11 displays the results of a logit regression indicating the relationships between the
likelihood of becoming a mother and different control variables. The dependent variable is the like-
lihood of becoming a mother. For female inventors who are not mothers, the cumulative number
of patents granted per year before the age of 40 are counted. The control variables include dummy
variables for being female or of foreign origin and education. Education is split into 3 categories. Cat-
egory 1 includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-time
vocational school (Berufsfachschule). All other inventors with a degree from a university (of applied
science) are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or younger
and 30-39. Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05,
∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.12: Logit Regression - Likelihood of becoming a mother

(1) (2) (3) (4) (5) (6)
Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

Likelihood
becoming
a mother

# citations in GER 0.0299∗ 0.0285 0.0239 0.0224 0.0196 0.0199
pr. birth (0.0182) (0.0181) (0.0184) (0.0186) (0.0190) (0.0189)
No voc. training -1.5747∗∗∗ -1.2591∗∗∗ -1.2969∗∗∗ -1.2737∗∗∗ -1.3004∗∗∗

(0.4478) (0.4485) (0.4519) (0.4508) (0.4507)
University 0.2293 0.1738 0.1634 0.1555 0.1275

(0.1686) (0.1672) (0.1679) (0.1731) (0.1736)
Foreign origin 0.2055 0.2304 0.1691 0.1758 0.1591

(0.2529) (0.2521) (0.2502) (0.2520) (0.2564)
Constant -3.5443∗∗∗ -3.6927∗∗∗ -13.3547∗∗∗ -13.6631∗∗∗ -13.7405∗∗∗ -13.1885∗∗∗

(0.0880) (0.1263) (0.5897) (0.8047) (0.8446) (0.7647)
Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 28696 28696 28421 28421 28416 28416

Notes: Table 4.12 displays the results of a logit regression indicating the relationships between the
likelihood of becoming a mother and different control variables. The dependent variable is the like-
lihood of becoming a mother. For female inventors who are not mothers, the cumulative number
of patents granted per year before the age of 40 are counted. The control variables include dummy
variables for being female or of foreign origin and education. Education is split into 3 categories. Cat-
egory 1 includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-time
vocational school (Berufsfachschule). All other inventors with a degree from a university (of applied
science) are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or younger
and 30-39. Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05,
∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.13: OLS Regression - Parental leave duration

(1) (2) (3) (4) (5) (6) (7)
Gap
after
giving
birth

Gap
after
giving
birth

Gap
after
giving
birth

Gap
after
giving
birth

Gap
after
giving
birth

Gap
after
giving
birth

Gap
after
giving
birth

Inventor 218.3∗∗∗ 288.5∗∗∗ 275.7∗∗∗ 253.0∗∗∗ 269.0∗∗∗ 281.4∗∗∗ 0
(39.80) (39.91) (39.91) (38.32) (39.08) (39.23) (.)

No voc. training -70.72∗∗∗ -65.93∗∗∗ -72.11∗∗∗ -26.28∗∗∗ -20.54∗∗∗ 41.68
(6.334) (6.340) (6.164) (6.132) (6.138) (165.6)

University -117.3∗∗∗ -107.1∗∗∗ -79.51∗∗∗ -43.68∗∗∗ -36.48∗∗∗ -93.32
(5.706) (5.786) (5.701) (5.670) (5.716) (104.3)

Foreign origin 29.02∗∗∗ 31.48∗∗∗ 18.22∗ 21.48∗∗ -84.42
(7.754) (7.481) (7.265) (7.256) (114.2)

# gran. patents pr. -23.35
birth (13.41)
Constant 391.8∗∗∗ 406.9∗∗∗ 325.6∗∗∗ 113.5∗∗ 361.4∗∗∗ 282.2∗∗∗ -365.9

(1.924) (2.154) (36.31) (36.41) (45.47) (46.19) (233.1)
Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 38415 38415 38408 38408 32764 32764 209
Adjusted R2 0.002 0.011 0.028 0.091 0.077 0.081 0.117

Notes: Table 4.13 displays the results of an OLS regression indicating the relationships between
the parental leave duration of mothers and different control variables, conditional on being a
mother. The dependent variable is the duration of parental leave after giving birth among
mothers in days. The coefficient of interest is that on “Inventor”. The control variables include
dummy variables for being an inventor or of foreign origin and education. Education is split into
3 categories. Category 1 includes all mothers who have not completed any vocational training.
Category 2 comprises those who received in-firm vocational training/external vocational training
or attended a full-time vocational school (Berufsfachschule). All other mothers with a degree
from a university (of applied science) are in category 3. In addition, age fixed effects, year
fixed effects, industry fixed effects, and establishment size fixed effects are included in a stepwise
manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors
are clustered at the individual level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗
p < 0.001. Data source: INV-BIO.

157



Table 4.14: Logit Regression - Likelihood of exiting the labor market

(1) (2) (3) (4) (5) (6)
Exit
after
giving
birth

Exit
after
giving
birth

Exit
after
giving
birth

Exit
after
giving
birth

Exit
after
giving
birth

Exit
after
giving
birth

Inventor 0.111 0.0891 0.0921 0.353∗∗ 0.406∗∗∗ 0
(0.110) (0.114) (0.115) (0.113) (0.114) (.)

No voc. training 0.158∗∗∗ 0.0954∗∗∗ 0.109∗∗∗ 0.127∗∗∗ 0.135∗∗∗ -0.440
(0.0100) (0.0106) (0.0107) (0.0124) (0.0129) (0.486)

University -0.237∗∗∗ -0.233∗∗∗ -0.230∗∗∗ -0.154∗∗∗ -0.133∗∗∗ 0.0585
(0.0358) (0.0371) (0.0376) (0.0300) (0.0298) (0.233)

Foreign origin 0.219∗∗∗ 0.213∗∗∗ 0.227∗∗∗ 0.233∗∗∗ -0.0731
(0.0262) (0.0262) (0.0266) (0.0267) (0.261)

# gran. patents pr. -0.0756
birth (0.0421)
Constant -1.904∗∗∗ -1.754∗∗∗ -1.621∗∗∗ -1.557∗∗∗ -1.648∗∗∗ -1.141∗∗

(0.00851) (0.0288) (0.0323) (0.0377) (0.0444) (0.431)
Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 5393732 5326589 5326589 2979671 2979671 2973

Notes: Table 4.14 displays the results of a logit regression indicating the relationships be-
tween the likelihood of exiting the labor market after birth and different control variables,
conditional on being a mother. The dependent variable is the likelihood of exiting the
labor market after birth measured by the reason for cancellation of the working contract
and not returning from 2000 to 2010. The coefficient of interest is that on “Inventor”. The
control variables include dummy variables for being an inventor or of foreign origin and
education. Education is split into 3 categories. Category 1 includes all mothers who have
not completed any vocational training. Category 2 comprises those who received in-firm
vocational training/external vocational training or attended a full-time vocational school
(Berufsfachschule). All other mothers with a degree from a university (of applied science)
are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects,
and establishment size fixed effects are included in a stepwise manner. The age groups
are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered at
the individual level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
Data source: INV-BIO.
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Table 4.15: Logit Regression - Likelihood that a mother returns in a full-time capacity

(1) (2) (3) (4) (5) (6)
Return
full
time

Return
full
time

Return
full
time

Return
full
time

Return
full
time

Return
full
time

Inventor 0.824∗∗∗ 0.541∗∗∗ 0.489∗∗∗ 0.480∗∗∗ -0.489∗∗∗ -0.456∗∗∗
(0.119) (0.124) (0.134) (0.138) (0.122) (0.120)

No voc. training -0.131∗∗∗ -0.0357∗∗∗ -0.0569∗∗∗ -0.0528∗∗∗ -0.0455∗∗∗
(0.0103) (0.0105) (0.0106) (0.0112) (0.0113)

University 0.367∗∗∗ 0.339∗∗∗ 0.337∗∗∗ 0.0633∗∗∗ 0.0783∗∗∗
(0.0154) (0.0155) (0.0155) (0.0159) (0.0160)

Foreign origin -0.275∗∗∗ -0.275∗∗∗ -0.266∗∗∗ -0.00965 -0.00300
(0.0160) (0.0164) (0.0164) (0.0167) (0.0168)

Constant -1.690∗∗∗ -1.665∗∗∗ -5.159∗∗∗ -5.208∗∗∗ -5.152∗∗∗ -5.153∗∗∗
(0.00393) (0.00438) (0.144) (0.144) (0.146) (0.147)

Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 5393732 5376057 5376057 5376057 3008888 3008888

Notes: Table 4.15 displays the results of a logit regression indicating the relationships
between the likelihood of returning to full-time work after giving birth and different control
variables, conditional on being a mother. The dependent variable is the likelihood of
returning to full-time work after giving birth from 2000 to 2010. The coefficient of interest
is that on “Inventor”. The other control variables are a dummy variable for being of foreign
origin and education. Education is split into 3 categories. Category 1 includes all mothers
who have not completed any vocational training. Category 2 comprises those who received
in-firm vocational training/external vocational training or attended a full-time vocational
school (Berufsfachschule). All other mothers with a degree from a university (of applied
science) are in category 3. In addition, age fixed effects, year fixed effects, industry fixed
effects, and establishment size fixed effects are included in a stepwise manner. The age
groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered
at the individual level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
Data source: INV-BIO.
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Table 4.16: Logit Regression - Likelihood that a mother returns in a part-time capacity

(1) (2) (3) (4) (5) (6)
Return
part
time

Return
part
time

Return
part
time

Return
part
time

Return
part
time

Return
part
time

Inventor -0.781∗∗∗ -0.683∗∗∗ -0.737∗∗∗ -0.738∗∗∗ -0.992∗∗∗ -0.985∗∗∗
(0.155) (0.155) (0.167) (0.167) (0.180) (0.181)

No voc. training -0.382∗∗∗ -0.272∗∗∗ -0.279∗∗∗ -0.179∗∗∗ -0.177∗∗∗
(0.00994) (0.0105) (0.0106) (0.0113) (0.0114)

University -0.189∗∗∗ -0.236∗∗∗ -0.240∗∗∗ -0.714∗∗∗ -0.712∗∗∗
(0.0159) (0.0161) (0.0161) (0.0167) (0.0169)

Foreign origin -0.406∗∗∗ -0.408∗∗∗ -0.404∗∗∗ -0.111∗∗∗ -0.110∗∗∗
(0.0160) (0.0166) (0.0166) (0.0183) (0.0183)

Constant -1.060∗∗∗ -0.969∗∗∗ -6.502∗∗∗ -6.389∗∗∗ -5.902∗∗∗ -5.976∗∗∗
(0.00389) (0.00421) (0.304) (0.304) (0.305) (0.306)

Age FE Yes Yes Yes Yes
Year FE Yes Yes Yes
Industry FE Yes Yes
Establ. size FE Yes
Observations 5393732 5376057 5376057 5376057 3008888 3008888

Notes: Table 4.15 displays the results of a logit regression indicating the relationships
between the likelihood of returning to part-time work after giving birth and differ-
ent control variables, conditional on being a mother. The dependent variable is the
likelihood of returning to part-time work after giving birth from 2000 to 2010. The
coefficient of interest is that on “Inventor”. The other control variables are a dummy
variable for being of foreign origin and education. Education is split into 3 categories.
Category 1 includes all mothers who have not completed any vocational training. Cat-
egory 2 comprises those who received in-firm vocational training/external vocational
training or attended a full-time vocational school (Berufsfachschule). All other moth-
ers with a degree from a university (of applied science) are in category 3. In addition,
age fixed effects, year fixed effects, industry fixed effects, and establishment size fixed
effects are included in a stepwise manner. The age groups are 29 or younger, 30-39,
40-49, 50-59, and 60 or older. Standard errors are clustered at the individual level. t
statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Figure 4.1: Percentage of female inventors in different European countries, 2005 and
2015
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Data source: WIPO Statistics Database. Indicator: Share of women inventors (yearly
statistics).
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Figure 4.2: Share of female and male university graduates, researchers, and inventors
worldwide, 1998-2017
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Data source: UK IPO (https://www.gov.uk/government/publications/gender-prof
iles-in-worldwide-patenting-an-analysis-of-female-inventorship-2019-edit
ion).
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Figure 4.3: Share of female and male university graduates, researchers, and profes-
sors in Germany, 2008 and 2018
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Data source: The German Statistical Office DESTATIS (https://www.destatis.de/DE
/Service/Statistik-Campus/Datenreport/Downloads/datenreport-2021-kap-3.p
df?__blob=publicationFile (p. 18)).
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Figure 4.4: Number of female and male inventors in former East and West Germany,
2000-2010
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Notes: Figure 4.4 shows the total number of inventors by year and sex. Data source:
INV-BIO.

164



Figure 4.5: Share of female inventors in former East and West Germany, 2000-2010
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Notes: Figure 4.5 shows the share of female inventors among all inventors by year sep-
arately for former East and West Germany. Given the details of German history and
Berlin’s reunification in 1989, we exclude Berlin from this figure due to its status as a
special case. Data source: INV-BIO.
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Figure 4.6: Female and male inventors within different technological areas
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Notes: Number of female and male inventors within different industries sorted by share of
female inventors. The classification of technological areas is based on the WIPO classifi-
cation; Schmoch [2008] provides further information. Data source: INV-BIO.
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Figure 4.7: Mean number of patent applications per inventor and the share of female
inventors within different technological areas
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Notes: Number of patent applications per inventor in different technological areas and the
share of female inventors. The classification of technological areas is based on the WIPO
classification; Schmoch [2008] provides further information. Data source: INV-BIO.
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Figure 4.8: Number of male and female star inventors and the share of female star
inventors by year
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Notes: Figure 4.8 shows the number of star inventors by sex and year (left axis) and the
share of women among the star inventors (right axis). Star inventors are inventors with
at least 15 granted patents (top 5% of all patenting inventors). Data source: INV-BIO.
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Figure 4.9: Share of top-coded inventors (workers) among female and male inventors
(workers), by year
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Notes: Figure 4.9 shows the share of top-coded inventors among female (red) and male
(blue) inventors by year. Figure 7 also displays the share of top-coded female (red dashed
line) and male (blue dashed line) workers in a random 2-percent sample of workers in
Germany. Data source: SIAB and INV-BIO.
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Table 4.17: Share of female inventors in selected countries, 1990 to 2015

Filing year Country of residence
US Japan Germany China South Korea France UK

1990 6.31% 3.72% 3.14% 10.80% 2.84% 11.37% 4.42%
1991 6.61% 3.83% 3.29% 10.71% 2.62% 11.52% 4.89%
1992 6.88% 4.22% 3.40% 10.74% 3.58% 11.83% 5.96%
1993 7.16% 4.43% 3.61% 10.32% 5.01% 12.48% 6.41%
1994 7.46% 4.87% 3.79% 10.18% 6.35% 13.75% 6.69%
1995 7.91% 5.14% 4.26% 10.44% 7.31% 14.81% 7.20%
1996 7.83% 5.38% 4.66% 9.92% 5.87% 15.26% 6.77%
1997 8.28% 5.29% 4.72% 10.03% 7.61% 13.95% 7.82%
1998 8.85% 5.19% 5.25% 10.40% 5.26% 15.38% 7.71%
1999 9.09% 4.95% 5.63% 9.99% 5.19% 15.89% 8.46%
2000 9.43% 5.16% 5.92% 9.74% 4.91% 16.03% 8.83%
2001 10.26% 5.40% 6.38% 10.18% 4.59% 16.55% 8.77%
2002 10.77% 5.35% 6.41% 10.70% 5.35% 16.74% 8.85%
2003 10.04% 5.49% 6.70% 10.79% 6.17% 16.76% 9.59%
2004 9.78% 5.36% 6.68% 11.26% 5.43% 16.32% 8.95%
2005 9.60% 5.38% 6.89% 11.36% 5.64% 15.58% 9.43%
2006 9.81% 5.94% 7.01% 11.84% 6.00% 15.89% 10.01%
2007 9.78% 6.03% 7.09% 13.56% 5.77% 15.82% 9.68%
2008 9.86% 6.24% 7.43% 13.61% 5.72% 15.91% 9.72%
2009 10.20% 6.28% 7.74% 14.39% 5.59% 16.74% 9.51%
2010 10.20% 6.67% 8.17% 13.17% 5.61% 16.61% 9.23%
2011 10.05% 6.84% 7.97% 14.55% 6.18% 16.46% 9.19%
2012 10.09% 6.62% 7.96% 15.16% 5.88% 16.23% 9.55%
2013 10.26% 6.30% 7.95% 14.10% 6.59% 15.84% 9.49%
2014 10.32% 6.13% 8.40% 14.07% 6.14% 15.92% 9.87%
2015 10.44% 6.02% 8.56% 14.62% 5.89% 15.82% 10.51%

Notes: Table 4.17 shows the share of female inventors based on self-declared residence
information among all patent applications. Because declarations of residency are not
required by all patent offices, the PATSTAT data included in the UK IPO dataset does
not have full coverage (19.7 million inventors out of 49.6 million (40%) have no such
information). Data source: UK IPO. (https://www.gov.uk/government/publicat
ions/gender-profiles-in-worldwide-patenting-an-analysis-of-female-inve
ntorship-2019-edition).
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Table 4.18: Worldwide patent applications by employer, gender, and year

Company applicants University applicants
Male Female Proportion of Male Female Proportion of

inventors inventors female inventors inventors inventors female inventors
1990 1454442 69896 4.59% 22234 2614 10.52%
1991 1438849 71418 4.73% 20358 2867 12.34%
1992 1445076 75237 4.95% 21914 2817 11.39%
1993 1530672 82587 5.12% 25148 3586 12.48%
1994 1567633 88760 5.36% 29502 4745 13.86%
1995 1718533 103778 5.69% 36704 6004 14.06%
1996 1794512 109662 5.76% 36605 5798 13.67%
1997 2001032 122431 5.77% 42814 7230 14.45%
1998 2040892 133002 6.12% 48791 8393 14.68%
1999 2135949 143590 6.30% 51171 9048 15.03%
2000 2384469 170796 6.68% 57907 9934 14.64%
2001 2570902 195866 7.08% 65466 11837 15.31%
2002 2468216 192727 7.24% 64769 12109 15.75%
2003 2599007 206038 7.35% 78904 14845 15.83%
2004 2657942 207711 7.25% 81832 14478 15.03%
2005 2828734 226900 7.43% 111410 20229 15.37%
2006 2846110 240821 7.80% 130463 23135 15.06%
2007 2914085 252875 7.98% 156933 28353 15.30%
2008 2928948 260556 8.17% 171610 32705 16.01%
2009 2750396 257508 8.56% 190046 37508 16.48%
2010 2840692 280049 8.97% 210596 42746 16.87%
2011 2949708 302516 9.30% 231257 50894 18.04%
2012 3188298 340884 9.66% 265216 58204 18.00%
2013 3183030 359776 10.16% 285502 67197 19.05%
2014 2943809 349180 10.60% 258176 63415 19.72%
2015 2768039 342437 11.01% 247480 65124 20.83%

Notes: Table 4.18 presents the number of female inventors associated with patents filed
between 1990-2018 for which the applicant listed in PATSTAT is a company and for
which the applicant listed is a university. The PATSTAT database included in the UK
IPO dataset includes information on whether a patent identifier relates to (among oth-
ers) an individual, a company or a university. Not all applicant or inventor identifiers
are attributed to a category, but those that are should give some indication regarding
how inventorship is split by sex in academia or by industry. Data source: UK IPO
(https://www.gov.uk/government/publications/gender-profiles-in-worldw
ide-patenting-an-analysis-of-female-inventorship-2019-edition).
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Table 4.19: Average number of patents and citations per inventor (2000-2010) if inventor is never top-coded in terms of earnings, by
gender

Men (n=100,997) Women (n=9,559)
Mean Std. Dev. Min Max Mean Std. Dev. Min Max

Patent applications per year (2000-2010) 1.60 1.83 0 82 1.45 1.67 0 22
Patents granted per year (2000-2010) 0.58 0.92 0 31 0.45 0.77 0 38
Patents rejected per year (2000-2010) 1.02 1.60 0 82 1.00 1.54 0 11
Patent applications per year (2000-2010, considering team size) 0.43 0.43 0 14 0.33 0.40 0 21
Patents granted per year (2000-2010, considering team size) 0.16 0.29 0 6 0.11 0.21 0 4
Patents rejected per year (2000-2010, considering team size) 0.26 0.36 0 14 0.22 0.37 0 21
Patent applications (cumulative) 4.39 7.49 1 572 3.25 5.40 1 134
Patents granted (cumulative) 1.47 2.70 0 107 0.95 1.82 0 49
Patents rejected (cumulative) 2.78 5.96 0 529 2.20 4.51 0 130
Patent applications (cumulative, considering team size) 0.95 1.16 0 48 0.62 0.81 0 22
Patents granted (cumulative, considering team size) 0.36 0.59 0 18 0.20 0.34 0 10
Patents rejected (cumulative, considering team size) 0.59 0.89 0 44 0.42 0.70 0 22
Total forward citations in Germany within 2 years 0.91 2.81 0 165 0.56 2.14 0 90
Total forward citations in Europe within 2 years 1.30 4.11 0 258 1.46 4.49 0 143
Total forward citations in US within 2 years 4.62 18.09 0 1157 4.83 15.60 0 341
Total forward citations in Germany within 10 years 5.84 14.41 0 744 3.34 10.15 0 354
Total forward citations in Europe within 10 years 8.36 20.46 0 974 8.73 20.87 0 548
Total forward citations in US within 10 years 19.17 56.82 0 4008 17.29 47.37 0 1274

Notes: Earnings exceeding the upper earnings limit for statutory pension insurance are reported only up to this limit and are
therefore top coded. If an inventor is unemployed, the daily wage variable records the daily benefit rate converted into euros. The
number of forward citations is the number of citations that the invention (DOCDB family) received in patent applications at the
German/European/US Patent and Trademark Offices within 2 and 10 years of the earliest publication date. The citation counts
are corrected for equivalencies across patent authorities and include citations by the applicant. Count variables for each year are
truncated at the 99th percentile of the citation distribution. Forward citations are assumed to measure the technological importance
of the invention for subsequent developments (e.g., Trajtenberg [1990]). Data source: INV-BIO.
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Table 4.20: Average number of patents and citations per inventor (2000-2010) if inventor is ever top-coded in terms of earnings, by
gender

Men (n=32,216) Women (n=1,415)
Mean Std. Dev. Min Max Mean Std. Dev. Min Max

Patent applicationsper year (2000-2010) 2.04 2.90 0 92 1.95 3.24 0 59
Patents granted per year (2000-2010) 0.70 1.28 0 26 0.54 1.02 0 10
Patents rejected per year (2000-2010) 1.35 2.40 0 81 1.41 2.83 0 54
Patent applications per year (2000-2010, considering team size) 0.43 0.52 0 13 0.34 0.39 0 5
Patents granted per year (2000-2010, considering team size) 0.16 0.31 0 6 0.10 0.19 0 2
Patents rejected per year (2000-2010, considering team size) 0.27 0.41 0 13 0.24 0.35 0 5
Patent applications(cumulative) 8.24 12.97 1 271 6.73 13.42 1 227
Patents granted (cumulative) 2.56 4.64 0 120 1.71 3.48 0 49
Rejected patents (cumulative) 5.16 9.91 0 253 4.73 11.02 0 178
Patent applications (cumulative, considering team size) 1.42 1.81 0 39 0.94 1.36 0 25
Patents granted (cumulative, considering team size) 0.51 0.85 0 24 0.27 0.43 0 5
Patents rejected (cumulative, considering team size) 0.91 1.36 0 36 0.67 1.18 0 25
Total forward citations in Germany within 2 years 1.67 4.70 0 190 0.93 3.16 0 61
Total forward citations in Europe within 2 years 2.56 7.38 0 294 3.64 13.90 0 321
Total forward citations in US within 2 years 10.01 33.83 0 988 12.79 50.32 0 1161
Total forward citations in Germany within 10 years 10.58 24.61 0 878 5.84 16.59 0 304
Total forward citations in Europe within 10 years 16.16 37.76 0 962 20.28 60.66 0 1398
Total forward citations in US within 10 years 41.63 111.35 0 2952 43.77 134.71 0 2947

Notes: Earnings exceeding the upper earnings limit for statutory pension insurance are reported only up to this limit and are
therefore top coded. If an inventor is unemployed, the daily wage variable records the daily benefit rate converted into euros. The
number of forward citations is the number of citations that the invention (DOCDB family) received in patent applications at the
German/European/US Patent and Trademark Offices within 2 and 10 years of the earliest publication date. The citation counts
are corrected for equivalencies across patent authorities and include citations by the applicant. Count variables for each year are
truncated at the 99th percentile of the citation distribution. Forward citations are assumed to measure the technological importance
of the invention for subsequent developments (e.g., Trajtenberg [1990]). Data source: INV-BIO.
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Table 4.21: Inventor characteristics (2000-2010) by productivity category and sex

Star inventors Regular Potential
(>14 patents granted) (1-14 patents granted) (0 patents granted)

Share of women 0.03 0.06 0.08

Mean age Women 42.19 37.47 36.56
Men 46.05 42.42 41.42

Share of foreign origin Women 0.093 0.094 0.15
Men 0.047 0.047 0.078

Mean no. of applicants per patent Women 1.02 1.1 1.1
Men 1.05 1.07 1.09

Tech. area where most inventors of category patent are in Women Organic Chemistry Organic Chemistry Organic Chemistry
Men Transport Transport Transport

Mean no. employees in establishment Women 3830.55 3698.06 3824.02
Men 5329.58 3767.78 4296.71

Notes: Star inventors are defined as inventors with at least 15 patents granted, regular inventors are defined as inventors with 1-14 patents
granted, and potential inventors are inventors with 0 granted patents (thus far). Data source: INV-BIO.
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Table 4.22: OLS Regression - Number of total forward citations per inventor in Germany within
10 years

(1) (2) (3) (4) (5) (6) (7)
#

citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

#
citations
GER

Woman -13.62∗∗∗ -12.55∗∗∗ -11.33∗∗∗ -11.42∗∗∗ -6.642∗∗∗ -7.879∗∗∗ -8.634∗∗∗
(1.465) (1.417) (1.443) (1.453) (1.363) (1.376) (1.212)

No voc. training 11.24∗ 13.73∗ 13.56∗ 11.94∗ 9.665 9.692
(5.571) (5.720) (5.701) (5.687) (5.579) (5.579)

University 11.79∗∗∗ 11.66∗∗∗ 11.66∗∗∗ 10.27∗∗∗ 7.927∗∗∗ 7.919∗∗∗
(1.240) (1.208) (1.207) (1.139) (1.057) (1.057)

Foreign origin -7.333∗∗∗ -6.457∗∗∗ -6.613∗∗∗ -5.620∗∗ -6.854∗∗∗ -6.904∗∗∗
(1.916) (1.918) (1.927) (1.897) (1.965) (1.967)

Mother 16.39
(11.16)

Constant 29.43∗∗∗ 20.65∗∗∗ -0.885 -0.851 -10.45 -10.44 -8.334
(0.838) (0.736) (5.825) (5.711) (6.429) (6.915) (6.732)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.003 0.011 0.015 0.015 0.043 0.058 0.058

Notes: Table 4.22 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the German Patent and Trademark Office
after 10 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the German Patent and Trademark Office after 10 years
from the earliest publication date, respectively for each patent, is taken for calculating the
overall number of citations per inventor. Count variables for each year are truncated at the 99th
percentile of the citation distribution. The dependent variable is the mean number of citations
across all patents per inventor. The control variables include dummy variables for being female,
of foreign origin, or a mother and education. Education is split into 3 categories. Category 1
includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-
time vocational school (Berufsfachschule). All other inventors with a degree from a university
(of applied science) are in category 3. In addition, age fixed effects, year fixed effects, industry
fixed effects, and establishment size fixed effects are included in a stepwise manner. The age
groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered
at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data
source: INV-BIO.
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Table 4.23: OLS Regression - Number of total forward citations per inventor in Europe within
10 years

(1) (2) (3) (4) (5) (6) (7)
#

citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

#
citations
EUR

Woman 11.86 13.59 16.58∗ 16.71∗ 14.67 11.70 9.695
(8.177) (8.196) (8.395) (8.386) (8.292) (8.072) (8.191)

No voc. training 6.502 12.37∗ 12.90∗∗ 16.20∗∗ 11.17∗ 11.25∗
(4.828) (4.924) (4.933) (5.011) (4.826) (4.825)

University 23.83∗∗∗ 23.83∗∗∗ 23.85∗∗∗ 24.98∗∗∗ 19.93∗∗∗ 19.91∗∗∗
(1.986) (2.058) (2.056) (2.025) (1.733) (1.734)

Foreign origin -1.757 0.234 0.433 0.375 -2.376 -2.507
(4.411) (4.358) (4.344) (4.319) (4.409) (4.412)

Mother 43.48
(33.72)

Constant 44.11∗∗∗ 26.30∗∗∗ 12.36 0.711 230.6∗∗∗ 235.1∗∗∗ -11.25
(1.246) (1.143) (10.32) (10.15) (69.06) (68.92) (8.132)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.001 0.014 0.021 0.023 0.051 0.081 0.081

Notes: Table 4.23 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the European Patent and Trademark Office
after 10 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the European Patent and Trademark Office after 10 years
from the earliest publication date, respectively for each patent, is taken for calculating the
overall number of citations per inventor. Count variables for each year are truncated at the 99th
percentile of the citation distribution. The dependent variable is the mean number of citations
across all patents per inventor. The control variables include dummy variables for being female,
of foreign origin, or a mother and education. Education is split into 3 categories. Category 1
includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-
time vocational school (Berufsfachschule). All other inventors with a degree from a university
(of applied science) are in category 3. In addition, age fixed effects, year fixed effects, industry
fixed effects, and establishment size fixed effects are included in a stepwise manner. The age
groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered
at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data
source: INV-BIO.
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Table 4.24: OLS Regression - Number of total forward citations per inventor in the US within
10 years

(1) (2) (3) (4) (5) (6) (7)
#

citations
US

#
citations

US

#
citations

US

#
citations

US

#
citations

US

#
citations

US

#
citations

US
Woman -0.815 4.022 8.964 9.747 13.54 7.974 4.330

(17.09) (17.08) (17.64) (17.62) (17.43) (17.06) (17.27)
No voc. training 17.78∗∗ 29.33∗∗∗ 31.76∗∗∗ 32.76∗∗∗ 23.12∗∗ 23.26∗∗∗

(6.593) (6.857) (6.857) (7.028) (7.040) (7.039)
University 68.31∗∗∗ 67.17∗∗∗ 67.22∗∗∗ 66.03∗∗∗ 56.17∗∗∗ 56.13∗∗∗

(5.069) (5.017) (5.006) (4.850) (4.292) (4.294)
Foreign origin -1.871 1.866 3.116 3.366 -1.653 -1.891

(9.268) (9.285) (9.280) (9.365) (9.660) (9.666)
Mother 79.18

(72.96)
Constant 108.2∗∗∗ 56.97∗∗∗ 30.94 -10.37 273.3∗∗ 278.1∗∗ -27.36

(3.380) (2.637) (27.15) (27.20) (103.6) (102.9) (22.46)
Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 -0.000 0.014 0.019 0.023 0.031 0.046 0.046

Notes: Table 4.24 shows an OLS regression indicating relationships between the number of
citations per inventor across all of his / her patents in the US Patent and Trademark Office
after 10 years and different control variables. Number of forward citations that the invention(s)
received from patent applications at the US Patent and Trademark Office after 10 years from
the earliest publication date, respectively for each patent, is taken for calculating the overall
number of citations per inventor. Count variables for each year are truncated at the 99th
percentile of the citation distribution. The dependent variable is the mean number of citations
across all patents per inventor. The control variables include dummy variables for being female,
of foreign origin, or a mother and education. Education is split into 3 categories. Category 1
includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-
time vocational school (Berufsfachschule). All other inventors with a degree from a university
(of applied science) are in category 3. In addition, age fixed effects, year fixed effects, industry
fixed effects, and establishment size fixed effects are included in a stepwise manner. The age
groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Standard errors are clustered
at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data
source: INV-BIO.
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Table 4.25: Summary statistics (2000-2010), employed only

Men Women
(1) (2) (3) (4)

Inventors 2 percent random Inventors 2 percent random
sample of workers sample of workers

in Germany in Germany
Number of workers 132,601 535,747 10,862 507,743
Age
Mean 42.22 38.48 37.68 38.6
Median 41 38 36 39
Daily wage
Mean 155.84 65.62 135.12 40.45
Median 167.67 61.65 145.79 31.14
Education (imputed)
No vocational training 0.03 0.44 0.04 0.47
Vocational training 0.27 0.48 0.32 0.49
University 0.70 0.08 0.64 0.05

Notes: This table is restricted to employed workers. The daily wage is a record of the
employee’s gross daily wage. It is calculated by using the fixed-period wages reported
by the employer and the duration of the (unsplit) original notification period in calendar
days. The daily wage is reported in euros. Earnings exceeding the upper earnings limit for
statutory pension insurance are reported only up to this limit. If an inventor (or a worker
within the random 2-percent sample) is unemployed, the daily wage variable records the
daily benefit rate converted into euros. Education is split into 3 categories. Category
1 includes all inventors who have not completed any vocational training. Category 2
comprises those who received in-firm vocational training/external vocational training or
attended a full-time vocational school (Berufsfachschule). All other inventors with a
degree from a university (of applied science) are in category 3. Data source: INV-BIO.
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Table 4.26: Summary statistics (2000-2010), employed with a university degree only

Men Women
(1) (2) (3) (4)

Inventors 2 percent random Inventors 2 percent random
sample of workers sample of workers

in Germany in Germany
Number of workers 89,217 35,543 6,687 20,969
Age
Mean 41.91 43.96 37.83 41.31
Median 41 43 37 41
Daily wage
Mean 158.43 130.00 142.64 89.04
Median 167.67 144.43 147.95 92.32

Notes: This table is restricted to employed workers with a university degree. The
daily wage is a record of the employee’s gross daily wage. It is calculated by using the
fixed-period wages reported by the employer and the duration of the (unsplit) original
notification period in calendar days. The daily wage is reported in euros. Earnings
exceeding the upper earnings limit for statutory pension insurance are reported only
up to this limit. If an inventor (or a worker within the random 2-percent sample) is
unemployed, the daily wage variable records the daily benefit rate converted into euros.
Education is split into 3 categories. Category 1 includes all inventors who have not
completed any vocational training. Category 2 comprises those who received in-firm
vocational training/external vocational training or attended a full-time vocational
school (Berufsfachschule). All other inventors with a degree from a university (of
applied science) are in category 3. Data source: INV-BIO.
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Table 4.27: Overview: Number of inventors
per patent

Number of applicants
Observations 1,185,889
Mean 1.06
Std. Deviation 0.61
Min 1
Max 62

Number of applicants Freq.
1 1,133,920 95.62
2 46,640 3.93
3 3,915 0.33
4 719 0.06
5 288 0.02
6 73 0.01
7 149 0.01
8 46 0
9 17 0
10 13 0
11 6 0
13 7 0
61 46 0
62 50 0

Notes: Table 4.27 provides an overview on
the number of inventors per patent and the
frequency of patents with that number of
inventors within the dataset. Data source:
INV-BIO.
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Table 4.28: Average number of patents and citations per inventor (2000-2010) if former West Germany, by gender

Men (N=121,565) Women (N=9,408)
Mean Std. Dev. Min Max Mean Std. Dev. Min Max

Patent applications per year (2000-2010) 1.74 2.21 0 92 1.59 2.12 0 59
Patents granted per year (2000-2010) 0.61 1.03 0 31 0.47 0.83 0 11
Patents rejected per year (2000-2010) 1.13 1.88 0 82 1.11 1.92 0 54
Patent applications per year (2000-2010, considering team size) 0.43 0.45 0 14 0.34 0.42 0 21
Patents granted per year (2000-2010, considering team size) 0.17 0.30 0 6 0.11 0.21 0 4
Patents rejected per year (2000-2010, considering team size) 0.27 0.38 0 14 0.23 0.38 0 21
Patent applications (cumulative) 5.47 9.54 1 572 3.99 7.82 1 227
Patents granted (cumulative) 1.77 3.38 0 120 1.09 2.27 0 49
Patents rejected (cumulative) 3.49 7.46 0 529 2.77 6.50 0 178
Patent applications (cumulative, considering team size) 1.09 1.40 0 48 0.69 0.98 0 25
Patents granted (cumulative, considering team size) 0.40 0.68 0 24 0.21 0.37 0 10
Patents rejected (cumulative, considering team size) 0.69 1.06 0 44 0.48 0.85 0 25
Total forward citations in Germany within 2 years 1.13 3.48 0 190 0.67 2.48 0 90
Total forward citations in Europe within 2 years 1.66 5.29 0 294 1.95 7.44 0 321
Total forward citations in US within 2 years 6.18 24.04 0 1157 6.61 26.52 0 1161
Total forward citations in Germany within 10 years 7.28 18.17 0 878 3.97 12.05 0 354
Total forward citations in Europe within 10 years 10.61 26.81 0 974 11.28 33.14 0 1398
Total forward citations in US within 10 years 25.64 77.62 0 4008 23.07 73.99 0 2947

Notes: The table shows the average inventors’ patent characteristics in 2000-2010 for West Germany, by gender. Berlin is excluded
due to German reunification in 1989. An inventor who is observed in more than one year is included only in the latest year. Granted
(applied, rejected) patents gives the average number among all inventors. Total forward citations in Germany (Europe, the US)
gives the number of citations of (applied and/or granted) patents. Respectively within 2 or 10 years after the first application. Data
source: INV-BIO.
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Table 4.29: Average number of patents and citations per inventor (2000-2010) if former East Germany, by gender

Men (N=8,308) Women (N=1,047)
Mean Std. Dev. Min Max Mean Std. Dev. Min Max

Patent applications per year (2000-2010) 1.50 1.59 0 34 1.29 1.18 0 12
Patents granted per year (2000-2010) 0.63 0.99 0 19 0.51 0.78 0 10
Patents rejected per year (2000-2010) 0.88 1.28 0 34 0.79 1.02 0 12
Patent applications per year (2000-2010, considering team size) 0.38 0.39 0 10 0.28 0.26 0 3
Patents granted per year (2000-2010, considering team size) 0.16 0.26 0 4 0.12 0.19 0 2
Patents rejected per year (2000-2010, considering team size) 0.22 0.33 0 10 0.17 0.22 0 2
Patent applications (cumulative) 4.33 6.48 1 155 2.82 3.37 1 43
Patents granted (cumulative) 1.72 2.89 0 49 1.11 1.71 0 22
Patents rejected (cumulative) 2.46 4.62 0 120 1.60 2.36 0 21
Patent applications (cumulative, considering team size) 0.90 1.13 0 26 0.54 0.52 0 5
Patents granted (cumulative, considering team size) 0.37 0.54 0 8 0.23 0.32 0 3
Patents rejected (cumulative, considering team size) 0.53 0.86 0 21 0.31 0.38 0 3
Total forward citations in Germany within 2 years 0.92 2.64 0 44 0.41 1.14 0 11
Total forward citations in Europe within 2 years 1.09 2.76 0 63 0.96 2.28 0 21
Total forward citations in US within 2 years 4.28 14.45 0 289 3.01 8.65 0 108
Total forward citations in Germany within 10 years 5.55 12.32 0 218 2.96 6.73 0 89
Total forward citations in Europe within 10 years 7.27 16.26 0 487 6.56 13.26 0 151
Total forward citations in US within 10 years 17.94 49.98 0 1226 12.30 30.64 0 374

Notes: The table shows the average inventors’ patent characteristics in 2000-2010 for East Germany, by gender. Berlin is excluded
due to German reunification in 1989. An inventor who is observed in more than one year is included only in the latest year. Granted
(applied, rejected) patents gives the average number among all inventors. Total forward citations in Germany (Europe, the US)
gives the number of citations of (applied and/or granted) patents. Respectively within 2 or 10 years after the first application. Data
source: INV-BIO.
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Table 4.30: Establishment characteristics in 2000-2010 by sex

Men Women
Number of establishments 25208 4135
Number of observations 722790 43281
Year the establishment number first appears 1983.2 1984.16
Total no. of employees 5237.3 4848.19
No. full-time employees 4396.46 3887.31
No. marginal part-time workers 28.69 52.57
No. female employees 1017.62 1181.27
No. regular workers 4682.78 4242.46
No. trainees/apprentices 166.92 165.44
No. employees in partial retirement 302.4 333.92
No. part-time (regular workers + others) 328.42 394.72
No. full-time female employees 673.54 743.78
No. part-time female employees 238.52 294.01
No. full-time regular workers 4386.9 3880.5
No. unskilled employees 539.66 501.04
No. qualified employees 3248.19 3079.2
No. highly qualified employees 1439.62 1257.01
No. full-time unskilled employees 295.9 240.49
No. full-time qualified employees 2772.21 2530.16
No. full-time highly qualified employees 1322.22 1109.75
No. employees aged 15-19 114.61 102.5
No. employees aged 20-24 299.78 281.21
No. employees aged 25-29 468.85 422.24
No. employees aged 30-34 673.96 584.21
No. employees aged 35-39 852.68 761.05
No. employees aged 40-44 882.52 822.21
No. employees aged 45-49 748.24 713.08
No. employees aged 50-54 598.71 574.48
No. employees aged 55-59 468.83 449.18
No. employees aged 60-64 126.47 135.3
No. employees aged 65 or older 2.61 2.71
Mean age of all employees 40.19 40.01
No. engineers and natural scientists 704.26 576.53
No. Germans 4727.98 4462.01
No. full-time Germans 3965.33 3574.16
No. EU-Europeans (excluding Germany) 235.43 191.9
No. agricultural occupations 3.49 7.85
No. unskilled manual occupations 1093.83 980.5
No. unskilled services 200.56 166.17
No. unskilled commercial and admin. occupations 140.07 165.17
No. skilled manual occupations 799.33 566.26
No. skilled services 37.61 49.72
No. skilled commercial and admin. occupations 779.74 826.43
No. technicians 779.53 902.79
No. semiprofessionals 31.81 57.3
No. engineers 842.26 667.62
No. professionals 97.22 144.81
No. managers 289.99 220.65
No. employees with top-coded wages 1724.77 1462.45
Median wage, all full-time employees 128.94 128.21
P25 wage, all full-time employees 109.77 107.3
P25 wage, all full-time employees 147.35 147.24
Mean imp. wage, all full-time employees 140.62 135.7

Notes: Table 4.30 provides an overview of establishment characteristics,
pooled across 2000-2010, by sex. Data source: INV-BIO.
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Table 4.31: Share of patenting activity in different technological areas by educational attainment and sex

Without vocational training With vocational training With university degree
Women Men Women Men Women Men
N=466 N=4,041 N=3,300 N=35,338 N=6,752 N=89,524

Technological area Freq. Percent Freq. Percent Freq. Percent Freq. Percent Freq. Percent Freq. Percent
Electrics/ Energy 46 3 1961 10 412 4 11060 8 904 3 36879 7
Audiovisual 11 1 337 2 74 1 2095 2 252 1 8641 2
Telecom 18 1 488 2 48 0 1669 1 452 2 14550 3
Digital Communication 17 1 391 2 50 0 909 1 287 1 9597 2
Basic Communication Processes 6 0 175 1 12 0 410 0 52 0 3802 1
Computer Techniques 35 2 902 5 76 1 1891 1 617 2 14947 3
IT Methods 6 0 98 0 13 0 290 0 133 0 1762 0
Semiconductors 110 7 905 5 129 1 1457 1 657 2 14733 3
Optics 20 1 343 2 70 1 1427 1 472 2 11956 2
Measurement 45 3 1082 5 201 2 6182 4 898 3 32367 6
Analysis of Bio-Materials 16 1 65 0 107 1 386 0 515 2 2963 1
Control 17 1 407 2 65 1 1873 1 241 1 9490 2
Medical Techniques 51 3 489 2 326 3 4103 3 894 3 14897 3
Organic Chemistry 319 22 369 2 2227 21 4772 3 5708 21 29371 6
Biotechnology 62 4 331 2 524 5 966 1 2149 8 8261 2
Pharmaceuticals 29 2 112 1 428 4 1115 1 1750 6 8612 2
Polymers 64 4 245 1 910 9 3329 2 1493 6 13843 3
Food & Chemistry 6 0 52 0 118 1 650 0 210 1 1522 0
Materials & Chemistry 77 5 178 1 1169 11 3470 3 2084 8 15222 3
Materials & Metallurgy 33 2 228 1 292 3 2218 2 841 3 10382 2
Surface Techniques 30 2 412 2 230 2 2598 2 649 2 10603 2
Chemical Engineering 38 3 402 2 355 3 4057 3 754 3 13884 3
Environmental Techniques 9 1 281 1 112 1 2004 1 288 1 8716 2
Handling 19 1 466 2 163 2 6466 5 256 1 11566 2
Machinetools 20 1 637 3 146 1 7341 5 263 1 15553 3
Engines/Pumps/Turbines 65 4 1630 8 174 2 7567 5 481 2 32921 6
Textiles/Papermachines 25 2 513 3 220 2 5503 4 468 2 13488 3
Other Machines 41 3 577 3 235 2 6135 4 632 2 14057 3
ThermProcesses 23 2 335 2 113 1 3459 3 492 2 11156 2
MechElements 26 2 1281 6 394 4 12238 9 436 2 36891 7
Transport 126 9 3017 15 443 4 16713 12 889 3 54235 11
Furniture/ Games 17 1 302 2 129 1 3432 2 239 1 5897 1
Other Consumer Goods 29 2 385 2 282 3 2757 2 407 2 7630 2
Civil Engineering 16 1 522 3 200 2 7573 5 169 1 9903 2
Total nb. of observations (percent) 1472 100 19918 100 10447 100 138115 100 27032 100 510297 100
Total nb. of applied patents 1,451 18,861 9,580 110,455 23,390 294,330

Notes: Table 4.31 shows the frequency and percentage of inventions within each technological area by inventor educational status. Data source: INV-BIO.
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Table 4.32: Mean share of female inventors in different German states (2000-2010)

State Number of Number of Total number Share of
male inventors female inventors of inventors female inventors

Schleswig-Holstein 2,222 151 2,373 0.06
Hamburg 3,027 493 3,520 0.14
Lower Saxony 8,700 604 9,304 0.06
Bremen 916 70 986 0.07
North Rhine-Westphalia 27,027 2,396 29,423 0.08
Hesse 11,796 1,164 12,960 0.09
Rhineland-Palatinate 6,366 656 7,022 0.09
Baden-Wuerttemberg 33,789 1,977 35,766 0.06
Bavaria 32,233 2,129 34,362 0.06
Saarland 874 91 965 0.09
Berlin 4,701 637 5,338 0.12
Brandenburg 1,200 154 1,354 0.11
Mecklenburg-Western Pomerania 477 74 551 0.13
Saxony 3,649 390 4,039 0.1
Saxony-Anhalt 886 160 1,046 0.15
Thuringia 2,078 250 2,328 0.11
Total 139,941 11,396 151,337

Notes: Table 4.32 presents the mean share of female inventors across the different German states, pooled
across 2000-2010. Data source: INV-BIO.
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Table 4.33: Mean share of female inventors in different German states (2000, 2005, and 2010)

2000 2005 2010
State Total number Share of Total number Share of Total number Share of

of inventors female inventors of inventors female inventors of inventors female inventors
Schleswig-Holstein 367 0.04 480 0.05 506 0.04
Hamburg 656 0.12 851 0.15 668 0.16
Lower Saxony 1,897 0.03 2,165 0.06 1,781 0.06
Bremen 146 0.03 204 0.06 177 0.04
North Rhine-Westphalia 6,655 0.06 6,889 0.07 5,737 0.07
Hesse 2,930 0.07 3,192 0.08 2,281 0.08
Rhineland-Palatinate 1,797 0.06 1,986 0.09 1,323 0.1
Baden-Wuerttemberg 7,858 0.03 9,592 0.04 8,542 0.04
Bavaria 7,546 0.04 8,863 0.05 7,481 0.05
Saarland 176 0.04 215 0.08 173 0.06
Berlin 1,024 0.09 1,212 0.1 925 0.1
Brandenburg 223 0.11 234 0.1 227 0.08
Mecklenburg-Western Pomerania 75 0.15 119 0.09 108 0.14
Saxony 765 0.08 907 0.07 823 0.07
Saxony-Anhalt 173 0.13 173 0.15 168 0.12
Thuringia 455 0.09 564 0.11 449 0.07
Total 32,743 37,646 31,369

Notes: Table 4.33 contains the mean share of female inventors across the different German states separately for 2000, 2005, and 2010. Data
source: INV-BIO.
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Table 4.34: OLS Regression - Cumulative number of patent applications per inventor

(1) (2) (3) (4) (5) (6) (7)
#

applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

#
applica-
tions

Woman -3.671∗ -2.926 -1.810 -1.810 -0.478 -1.636 -1.683
(1.758) (1.728) (1.741) (1.742) (1.677) (1.632) (1.692)

No voc. training 5.471∗∗ 7.636∗∗∗ 7.681∗∗∗ 7.761∗∗∗ 5.785∗∗∗ 5.787∗∗∗
(1.728) (1.745) (1.747) (1.748) (1.697) (1.697)

University 9.230∗∗∗ 9.222∗∗∗ 9.225∗∗∗ 8.972∗∗∗ 7.038∗∗∗ 7.038∗∗∗
(0.866) (0.853) (0.853) (0.781) (0.675) (0.676)

Foreign origin -2.801∗ -2.049 -2.055 -1.713 -2.858∗ -2.861∗
(1.230) (1.200) (1.202) (1.180) (1.231) (1.230)

Mother 1.028
(3.370)

Constant 20.62∗∗∗ 13.71∗∗∗ 0.735 -0.882 -5.870∗ -4.111 76.87∗∗∗
(0.609) (0.419) (2.174) (2.189) (2.589) (3.113) (19.76)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 764809 764763 764763 764763 760049 760049 760046
Adjusted R2 0.001 0.015 0.021 0.022 0.044 0.077 0.077

Notes: Table 4.34 shows an OLS regression indicating correlations between the cumu-
lative number of applied patents per year and different control variables. These control
variables include: dummy variables of being female / of foreign origin / mother, and ed-
ucation. Education is split into 3 categories. Category 1 includes all inventors who have
not completed any vocational training. Category 2 comprises those who received in-firm
vocational training/external vocational training or attended a full-time vocational school
(Berufsfachschule). All other inventors with a degree from a university (of applied science)
are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or
younger, 30-39, 40-49, 50-59, and 60 or older. Patent applications as a whole are analyzed,
independent of the patent office (Germany, Europe). Standard errors are clustered at the
inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data
source: INV-BIO.
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Table 4.35: OLS Regression - Cumulative number of patents granted

(1) (2) (3) (4) (5) (6) (7)
#

granted
#

granted
#

granted
#

granted
#

granted
#

granted
#

granted
Woman -2.026∗∗∗ -1.898∗∗∗ -1.539∗∗∗ -1.512∗∗∗ -1.117∗∗∗ -1.225∗∗∗ -1.262∗∗∗

(0.345) (0.345) (0.347) (0.345) (0.321) (0.316) (0.326)
No voc. training 1.635∗∗ 2.295∗∗∗ 2.380∗∗∗ 2.245∗∗∗ 2.018∗∗∗ 2.019∗∗∗

(0.605) (0.605) (0.605) (0.607) (0.601) (0.601)
University 1.667∗∗∗ 1.692∗∗∗ 1.694∗∗∗ 1.532∗∗∗ 1.305∗∗∗ 1.305∗∗∗

(0.180) (0.178) (0.178) (0.171) (0.167) (0.167)
Foreign origin -0.491 -0.263 -0.224 -0.207 -0.349 -0.351

(0.348) (0.347) (0.346) (0.342) (0.342) (0.342)
Mother 0.797

(0.740)
Constant 5.641∗∗∗ 4.375∗∗∗ 2.293∗ 0.809 21.87∗∗∗ 21.75∗∗∗ 0.199

(0.103) (0.133) (0.922) (0.914) (6.309) (6.302) (1.078)
Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.003 0.009 0.017 0.022 0.050 0.056 0.056

Notes: Table 4.35 shows the estimates of an OLS regression with the cumulative number of
granted patents per year as dependent variable and different control variables. These control
variables include: dummy variables of being female / foreign / mother, and education. Education
is split into 3 categories. Category 1 includes all inventors who have not completed any voca-
tional training. Category 2 comprises those who received in-firm vocational training/external
vocational training or attended a full-time vocational school (Berufsfachschule). All other inven-
tors with a degree from a university (of applied science) are in category 3. In addition, age fixed
effects, year fixed effects, industry fixed effects, and establishment size fixed effects are included
in a stepwise manner. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older.
Patent grants as a whole are analyzed, independent of the patent office (Germany, Europe).
Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗
p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.36: OLS Regression - Cumulative number of rejected patents per inventor

(1) (2) (3) (4) (5) (6) (7)
Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Rejection
patent

Woman -1.646 -1.033 -0.327 -0.357 0.594 -0.448 -0.463
(1.505) (1.478) (1.488) (1.491) (1.444) (1.407) (1.459)

Foreign origin -2.304∗ -1.795 -1.844 -1.515 -2.507∗ -2.508∗
(1.043) (1.017) (1.019) (1.002) (1.053) (1.052)

No voc. training 3.892∗∗ 5.333∗∗∗ 5.286∗∗∗ 5.510∗∗∗ 3.775∗∗ 3.776∗∗
(1.292) (1.312) (1.311) (1.319) (1.279) (1.279)

University 7.586∗∗∗ 7.516∗∗∗ 7.517∗∗∗ 7.429∗∗∗ 5.725∗∗∗ 5.725∗∗∗
(0.759) (0.748) (0.748) (0.684) (0.585) (0.585)

Mother 0.342
(2.864)

Constant 14.85∗∗∗ 9.197∗∗∗ -1.513 -1.708 35.70∗∗ 37.91∗∗ -3.683
(0.542) (0.341) (1.609) (1.689) (13.30) (13.46) (2.721)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.000 0.013 0.018 0.018 0.034 0.071 0.071

Notes: Table 4.36 shows a regression indicating correlations between the (cumulative) number of
rejected patents per inventor and different control variables. These control variables include: dummy
variables of being female / foreign / mother, and education. Education is split into 3 categories. Cat-
egory 1 includes all inventors who have not completed any vocational training. Category 2 comprises
those who received in-firm vocational training/external vocational training or attended a full-time
vocational school (Berufsfachschule). All other inventors with a degree from a university (of applied
science) are in category 3. In addition, age fixed effects, year fixed effects, industry fixed effects, and
establishment size fixed effects are included in a stepwise manner. The age groups are 29 or younger,
30-39, 40-49, 50-59, and 60 or older. Patent rejections as a whole are analyzed, independent of the
patent office (Germany, Europe). Standard errors are clustered at the inventor level. t statistics in
parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.37: OLS Regression - Number of rejected patents per inventor per year

(1) (2) (3) (4) (5) (6) (7)
Rejected
patents

Rejected
patents

Rejected
patents

Rejected
patents

Rejected
patents

Rejected
patents

Rejected
patents

Woman 0.253 0.349 0.369 0.354 0.488 0.304 0.304
(0.299) (0.298) (0.304) (0.306) (0.296) (0.294) (0.305)

Foreign origin -0.228 -0.201 -0.223 -0.173 -0.339 -0.339
(0.198) (0.197) (0.197) (0.192) (0.192) (0.192)

No voc. training 1.073∗∗∗ 1.159∗∗∗ 1.121∗∗∗ 1.198∗∗∗ 0.901∗∗ 0.901∗∗
(0.318) (0.329) (0.327) (0.330) (0.320) (0.320)

University 1.320∗∗∗ 1.288∗∗∗ 1.288∗∗∗ 1.283∗∗∗ 0.992∗∗∗ 0.992∗∗∗
(0.105) (0.105) (0.105) (0.0994) (0.0906) (0.0906)

Mother 0.00134
(0.745)

Constant 3.097∗∗∗ 2.094∗∗∗ 0.112 0.645 10.06∗∗∗ 10.52∗∗∗ 0.548
(0.0718) (0.0535) (0.598) (0.595) (2.992) (2.982) (0.448)

Age FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Industry FE Yes Yes Yes
Establ. size FE Yes Yes
Observations 770715 770668 770668 770668 765799 765799 765796
Adjusted R2 0.000 0.013 0.018 0.018 0.034 0.071 0.071

Notes: Table 4.37 shows a regression indicating correlations between the number of rejected patents per inventor per year and
different control variables. These control variables include: dummy variables of being female / foreign / mother, and education.
Education is split into 3 categories. Category 1 includes all inventors who have not completed any vocational training. Category
2 comprises those who received in-firm vocational training/external vocational training or attended a full-time vocational school
(Berufsfachschule). All other inventors with a degree from a university (of applied science) are in category 3. In addition, age fixed
effects, year fixed effects, industry fixed effects, and establishment size fixed effects are included in a stepwise manner. The age
groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older. Patent rejections as a whole are analyzed, independent of the patent
office (Germany, Europe).Standard errors are clustered at the inventor level. t statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗

p < 0.001. Data source: INV-BIO.
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Table 4.38: Different OLS Regressions - Number of citations at the German / Euro-
pean / US patent office, after 2 years with technology area FE

(1) (2) (3) (4) (5) (6)
#

citations
GER

#
citations
GER

#
citations
EUR

#
citations
EUR

#
citations

US

#
citations

US
Woman -1.077∗∗∗ -1.190∗∗∗ 0.0733 -0.263 -7.384 -8.041

(0.321) (0.310) (1.988) (2.021) (6.706) (6.914)
No voc. training 2.221 2.226 2.422∗ 2.436∗ 4.756∗ 4.782∗

(1.430) (1.430) (1.178) (1.178) (1.916) (1.915)
University 1.623∗∗∗ 1.622∗∗∗ 3.233∗∗∗ 3.230∗∗∗ 13.27∗∗∗ 13.26∗∗∗

(0.232) (0.233) (0.421) (0.421) (1.583) (1.584)
Foreign origin -1.324∗∗∗ -1.332∗∗∗ -0.474 -0.498 -0.930 -0.975

(0.330) (0.330) (0.959) (0.960) (2.992) (2.992)
Mother 2.505 7.390 14.50

(1.563) (8.739) (22.63)
Constant -6.279∗∗∗ -6.261∗∗∗ -6.893∗ -6.841∗ -7.760 -7.659

(1.726) (1.726) (2.705) (2.685) (7.292) (7.260)
Age FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Tech. area FE Yes Yes Yes Yes Yes Yes
Establ. size FE Yes Yes Yes Yes Yes Yes
Observations 770715 770668 721830 721825 721830 721825
Adjusted R2 0.000 0.013 0.118 0.118 0.085 0.085

Notes: Table 4.38 shows different OLS regression indicating relationships between
the number of citations per inventor across all of his / her patents in the German
/ European / US Patent and Trademark Office after 2 years and different control
variables. Number of forward citations that the invention(s) received from patent
applications at the German / European / US Patent and Trademark Office after 2
years from the earliest publication date, respectively for each patent, is taken for
calculating the overall number of citations per inventor. Count variables for each
year are truncated at the 99th percentile of the citation distribution. The dependent
variable is the mean number of citations across all patents per inventor. The control
variables include dummy variables for being female, of foreign origin, or a mother
and education. Education is split into 3 categories. Category 1 includes all inventors
who have not completed any vocational training. Category 2 comprises those who
received in-firm vocational training/external vocational training or attended a full-
time vocational school (Berufsfachschule). All other inventors with a degree from a
university (of applied science) are in category 3. In addition, age fixed effects, year
fixed effects, technology area fixed effects, and establishment size fixed effects are
included. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older.
Standard errors are clustered at the inventor level. t statistics in parentheses. ∗

p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Table 4.39: Different OLS Regressions - Number of citations at the German / Euro-
pean / US patent office, after 10 years with technoloy area FE

(1) (2) (3) (4) (5) (6)
#

citations
GER

#
citations
GER

#
citations
EUR

#
citations
EUR

#
citations

US

#
citations

US
Woman -6.108∗∗∗ -6.906∗∗∗ -5.445 -7.270 -29.46 -32.66

(1.483) (1.329) (8.087) (8.245) (17.19) (17.48)
No voc. training 10.59 10.63 11.79∗ 11.86∗ 21.51∗∗ 21.64∗∗

(5.898) (5.898) (5.140) (5.138) (7.256) (7.253)
University 9.816∗∗∗ 9.809∗∗∗ 17.86∗∗∗ 17.84∗∗∗ 49.00∗∗∗ 48.97∗∗∗

(1.184) (1.184) (1.837) (1.838) (4.915) (4.916)
Foreign origin -5.955∗∗ -6.009∗∗ -4.252 -4.377 -9.840 -10.06

(1.980) (1.982) (4.294) (4.298) (9.297) (9.305)
Mother 17.58 40.15 70.28

(11.69) (33.93) (75.27)
Constant -29.87∗∗∗ -29.75∗∗∗ -33.07∗∗ -32.79∗∗ -27.30 -26.80

(7.925) (7.922) (10.24) (10.15) (21.75) (21.60)
Age FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Tech. area FE Yes Yes Yes Yes Yes Yes
Establ. size FE Yes Yes Yes Yes Yes Yes
Observations 721830 721825 721830 721825 721830 721825
Adjusted R2 0.074 0.074 0.128 0.128 0.090 0.090

Notes: Table 4.39 shows different OLS regression indicating relationships between
the number of citations per inventor across all of his / her patents in the German
/ European / US Patent and Trademark Office after 10 years and different control
variables. Number of forward citations that the invention(s) received from patent
applications at the German / European / US Patent and Trademark Office after 10
years from the earliest publication date, respectively for each patent, is taken for
calculating the overall number of citations per inventor. Count variables for each
year are truncated at the 99th percentile of the citation distribution. The dependent
variable is the mean number of citations across all patents per inventor. The control
variables include dummy variables for being female, of foreign origin, or a mother
and education. Education is split into 3 categories. Category 1 includes all inventors
who have not completed any vocational training. Category 2 comprises those who
received in-firm vocational training/external vocational training or attended a full-
time vocational school (Berufsfachschule). All other inventors with a degree from a
university (of applied science) are in category 3. In addition, age fixed effects, year
fixed effects, technology area fixed effects, and establishment size fixed effects are
included. The age groups are 29 or younger, 30-39, 40-49, 50-59, and 60 or older.
Standard errors are clustered at the inventor level. t statistics in parentheses. ∗

p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Data source: INV-BIO.
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Figure 4.10: German students in STEM fields in Germany per winter term by sex
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Figure 4.11: Foreign students in STEM fields in Germany per winter term by sex
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Figure 4.12: Share of female inventors in different age groups by year
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Notes: Figure 4.12 displays the share of female inventors in different age groups by year.
The age groups are 29 or younger, 30-39. 40-49, 50-59, 60 or older. Data source: INV-BIO.
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Figure 4.13: Share of male inventors in different age groups by year
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Notes: Figure 4.13 displays the share of male inventors in different age groups by year.
The age groups are 29 or younger, 30-39. 40-49, 50-59, 60 or older. Data source: INV-BIO.
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Figure 4.14: Mean number of total patents granted per inventor by tech. area and
share of female inventors
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Notes: Number of granted patents per inventor in each tech. area and share of female
inventors in each tech. area. The classification of technological areas is based on the WIPO
classification; Schmoch [2008] provides further information. Data source: INV-BIO.
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Figure 4.15: Mean number of total granted patents per inventor (accounting for
team size) by tech. area and share of female inventors
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Notes: Number of granted patents per inventor (accounting for team size) in each tech.
area and share of female inventors in each tech. area. Team size is accounted for as follows:
If a patent is filed by 2 inventors, each inventor is assigned a value of 0.5 for that patent.
The classification of technological areas is based on the WIPO classification; Schmoch
[2008] provides further information. Data source: INV-BIO.
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Figure 4.16: Mean number of total patent applications per inventor (accounting for
team size) by tech. area and share of female inventors
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Notes: Number of applied patents per inventor (accounting for team size) in each tech.
area and share of female inventors in each tech. area. Team size is accounted for as follows:
If a patent is filed by 2 inventors, each inventor is assigned a value of 0.5 for that patent.
The classification of technological areas is based on the WIPO classification; Schmoch
[2008] provides further information. Data source: INV-BIO.
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