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Zusammenfassung

Metallhalogenide haben sich zuletzt als vielversprechende Materialklasse für verschiedene

optoelektronische Anwendungen etabliert. Während ihre Wirkungsgrade steil angestiegen

sind, sind viele dieser Verbindungen instabil, giftig oder radioaktiv. Andererseits bringt

die strukturelle Beschaffenheit der meisten ungiftigen und stabilen Metallhalogeniden eine

geringe Leistungsfähigkeit mit sich. Bismut Oxyhalogenide stechen hervor, da sie stabile

Verbindungen auf der Basis von ungiftigem Bismut bilden und ihre geschichtete Kristall-

struktur gleichzeitig vorteilhaft für die photokatalytische Wasserspaltung zur Erzeugung von

Wasserstoff ist. Sie weisen abwechselnd positiv geladene Bismutoxid- und negativ geladene

Doppelhalogenidschichten auf. Diese entgegengesetzt geladenen Schichten sind durch ionis-

che Kräfte aneinander gebunden, während die Bindungen innerhalb der Ebenen kovalent

sind.

Diese strukturelle Anisotropie bestimmt das Kristallwachstum von Bismut Oxyiodid Nano-

plättchen und ermöglicht die präzise Kontrolle ihrer Dicke in Stapelungsrichtung. Außer-

dem bringt sie nahezu dickenunabhängige optische und elektronische Eigenschaften als

direkte Folge lokalisierter Zustände entlang der Ionenbindungen mit sich. Aufgrund dieser

Lokalisierung weisen dünnere Nanoplättchen deutlich höhere photokatalytische Umwand-

lungsraten auf, da weniger Ladungsträger in den inneren Kristallschichten gefangen sind.

Eine Anregung per Femtosekundenlaserpuls induziert eine oszillierende Modulation der op-

tischenDichte auf der (Sub-)Pikosekundenskala. Dieser liegen zweiGitterschwingungsmoden

entlang der Stapelungsrichtung zugrunde. Sie haben Ihren Ursprung in der Trennung von

Elektron-Loch-Paaren in dipolaren elektrischen Feldern in der Richtung der Ionenbindun-

gen. Durch die anschließende ultraschnelle Feldabschirmung werden kohärente Phononen

ausgelöst, die nur Schwingungen entlang der elektrischen Feldlinien umfassen. Die ko-

härente Schwingung und damit auch die oszillierende Modulation der optischen Dichte

klingen aufgrund der Dephasierung der kohärenten Phononen ab. Dies belegt die anfängliche

Ladungsträgertrennung - ein entscheidender Prozess für photokatalytische Anwendungen.

Die Erzeugung kohärenter Phononen zeigt eine starke Ladungsträger-Phononen-Kopplung

in Bismut Oxyiodid. Dementsprechend baut sich nach dem Dephasieren der kohärenten

Phononen eine breite photoinduzierte Absorptionsresonanz in den transienten Absorptions-

spektren auf, was auf die Bildung von Polaronen zurückzuführen ist.

xi





Abstract

Recently, metal halides have emerged as a promising material class for various optoelectronic

applications. While their efficiencies surged in an unprecedented fashion, especially in lead

halide perovskites, many of those compounds are unstable, toxic, or radioactive. Then again,

non-toxic and stable metal halides mostly suffer from low device performances related to

their internal structure. In this context, bismuth oxyhalides stand out as they form stable

compounds based on non-toxic bismuth. At the same time, they crystallize in a layered crystal

structure which is advantageous for its potential application in photocatalytic water splitting

to generate hydrogen. They form alternatingly stacked positive bismuth oxide and negative

double halide layers. While the oppositely charged layers are bound by ionic forces, the

in-plane bonds are covalent.

That structural anisotropy determines the crystal growth of bismuth oxyiodide nanoplatelets

and enables a precise control of their thickness in the stacking direction. Furthermore, it results

in virtually thickness-independent optical and electronic properties as a direct consequence

of the localized states along the ionic bonds. For that reason, thinner nanoplatelets exhibit

significantly higher photocatalytic conversion rates as fewer carriers are trapped in the inner

crystal layers.

Optical excitation with a femtosecond laser pulse induces an oscillatory modulation of the op-

tical density on the sub-picosecond timescale. The two underlying frequencies are associated

with lattice vibrations along in the stacking direction. This is consistent with the separation of

electron-hole pairs in built-in dipolar electric fields along the ionic bonds. Coherent phonons

involving only oscillations along the direction of the electric field lines are launched by the

subsequent ultrafast field screening. The coherent vibrations induce an oscillatorymodulation

in pump-probe transients that decays due to dephasing of the coherent phonons and confirm

the initial charge separation - a crucial process for photocatalytic applications.

The creation of coherent phonons demonstrates strong carrier-phonon coupling in bismuth

oxyiodide. Accordingly, after the dephasing of the coherent phonons, a broad photo-induced

absorption resonance builds up in transient absorption spectra, which is consistent with

carrier self-trapping through the formation of polarons.
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1 | Introduction

It is a widely accepted fact that we are facing an energy crisis. The symptoms of that crisis are

twofold: On the one hand, we are currently burning fossil fuels so quickly and inefficiently

that we will soon run out. In the absence of an inherent energy storage capacity, renewable

energy sources like solar and wind energy do not provide a steady power output due to

their strong daily and seasonal fluctuations.1 Taken as a whole, this issue addresses the

physical unit of energy. On the other hand, burning fossil fuels causes irreversible damage to

our environment.2 According to thermodynamics, this damage accompanies the increase in

entropy thatwepromote bywinning energy through transforming highly ordered compounds,

like fossil fuels, into products of low order like greenhouse gases.3 The most prominent and

devastating consequence is the resulting global warming. As stated by the second law of

thermodynamics, the entropy in isolated systems can never decrease.3 This underlines the

irreversibility of such processes and illustrates that we are experiencing an energy crisis

and an entropy crisis - a term that is hardly ever the subject of public debates.4 Taking the

importance of energy and entropy into account, we must be thoughtful and ecological in

our use of resources: Truly sustainable solutions fit energy needs in terms of amount and

timing, possibly by realizing efficient, CO2-neutral energy storage like hydrogen for times of

need. Preferably, they exploit renewable energy sources like sunlight. In terms of entropy,

these solutions must be long-lasting. They cannot depend on unstable compounds reliant on

continuous replacement or repair.

These are the requirements for novel materials with potential application in optoelectronic

devices. In the last couple of years, ns2 cation-based metal halides have emerged as novel

promising materials for optoelectronic applications.5–8 Most prominently, the efficiencies of

lead halide perovskite solar cells recently skyrocketed to above 25%9 in an unprecedented

fashion approaching the Shockley Queisser limit.10 Incorporating the heavy metal lead,

however, makes the material toxic and unstable when exposed to heat or moisture. In a

neighborhood of the periodic table where elements are either toxic (e. g. Pb), unstable in their

ionization state (e. g. Sn), or radioactive (e. g. Po and At), bismuth is a promising outlier.

Bismuth is not only stable and remarkably harmless (bismuth compounds are often even

1
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less toxic than table salt), as an ion, it is also isoelectric with lead and therefore a suitable

replacement.7,11,12 This naturally places the focus on bismuth halides which are non-toxic

and highly stable materials. Therefore, they have the potential to be incorporated into truly

sustainable devices. While many bismuth halides fall short of the requirements due to

unfavorable structural properties resulting in low device efficiencies,13,14 bismuth oxyhalides

potentially combine the advantages of bismuth halides explained above with a unique and

advantageous crystal structure for photocatalytic water splitting. Photocatalysis uses the

energy of incoming sunlight to drive chemical reactions, e. g. by splitting water into oxygen

and the green fuel hydrogen. That multi-step process relies on chargemigration to the reactive

sites on the photocatalyst surface. For that reason, nanostructures are often the system of

choice, as carrier de Broglie wavelengths are comparable to the extents of the catalyst.15,16

This work focuses on bismuth oxyhalide nanostructures examined by time-resolved and

time-integrated spectroscopy. It aims to establish links between their structural, catalytical,

electronic, and optical properties. Chapter 2 introduces the relevant physical background.

Understanding this is necessary to optimize such nanostructures specifically concerning their

intended use. For bismuth oxyhalides, this is predominantly the photocatalytic production

of hydrogen. Chapter 3 describes the synthesis of the bismuth oxyhalide nanoparticles,

the relevant characterization techniques, photocatalytic experiments, and most importantly,

time-integrated and time-resolved spectroscopic techniques. Chapter 4 characterizes the

investigated bismuth oxyiodide nanoplatelets regarding their shape, structure, and basic

photocatalytic, electronic, and optical properties. While there are numerous studies on the

use of bismuth oxyhalides as photocatalysts, open questions remained prior to this work:

Firstly, the potential formation of dipolar electric fields along the stacking direction of the

layered crystal structure might separate charges along that direction. That idea existed as a

possible explanation for the high photocatalytic efficiencies before the studies presented here.

It was, however, never confirmed experimentally. Chapter 5 studies optically induced coher-

ent phonons in bismuth oxyiodide nanoplatelets to address this question. Secondly, while

theoretical simulations and experimental studies are consistent regarding time-integrated

properties like the band structure and absorption spectra, a vast gap in our understanding

of the respective charge carrier dynamics remained. It was unknown how charge carriers
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progress after the initial absorption of light until they either recombine or drive a photocat-

alytic reaction. Chapter 6 closes that gap by explaining how their strong coupling to the lattice

affects charge carrier dynamics and, in particular, gives rise to polaronic effects in bismuth

oxyiodide.





2 | Fundamentals

This chapter provides a brief discussion of the fundamental physics studied in this work. It introduces

the relevant physical concepts related to the application of bismuth oxyiodide in photocatalysis, its

crystal structure, lattice vibrations, and electronic structure. The electronic and structural insights

pose a framework for optical transitions and the subsequent charge carrier dynamics in semiconductors

for both, free charge carriers in the single-particle picture and (bound) electron-hole pairs in the two-

particle picture. The charge carrier dynamics and the underlying physical processes are described with

a strong focus on ultrafast processes on the (sub-)picosecond timescale. Finally, this chapter presents

the most relevant implications of strong carrier-phonon coupling: the formation of polarons through

the distortion of at least partially ionic crystals around introduced charges and the creation of coherent

phonons via ultrashort optical excitations like femtosecond laser pulses. The following chapters will

revisit these concepts in their analysis and discussion of the experimental data.

5



6 2.1 Electronic and Optical Properties of Bismuth Oxyiodide

2.1 Electronic and Optical Properties of Bismuth Oxyiodide

Bismuth oxyhalides (BiOXs) are a class of semiconductor materials. As for every crystalline

solid, their structural, electronic, and optical properties are mutually related. Even though

at first sight bismuth oxyhalides differ substantially from many other materials considering

these aspects, the same underlying physical concepts apply that have been established in other

conventional semiconductors like GaAs, Si, or CdSe. The physical background explained in

the following lays a firm foundation for the discussion of the results presented in this work.

2.1.1 Bismuth Oxyiodide - an Efficient Photocatalyst

In recent years BiOXs in general, and bismuth oxyiodide (BiOI) in particular, attracted signifi-

cant interest from the scientific community due to their photoactivity. Not only could BiOXs

prove to be efficient photocatalysts for hydrogen production through water splitting,17–30 they

also found application due to their excellent performance regarding waste degradation,22,31

their antimicrobial activity32 and even in cancer treatment via so-called photodynamic ther-

Figure 2.1: Concept of photocatalysis.
The full photocatalytic process in a nanoparticle (gray sphere) involves three critical steps: (i)
Creation of an electron-hole pair: After photoexcitation, electrons and holes relax to the energetically
favorable band extrema. (ii) Charge separation: Rather than simply recombining or diffusing
through the photocatalyst as an exciton, photocatalysis relies on the separation of electrons and
holes such that they can reach their respective reactive sites where the final step in photocatalysis
occurs. (iii) Photocatalytic reaction: At the surface, electrons and holes are injected into the reducing
or oxidizing sub-reaction with sufficient overpotential generating hydrogen or oxygen, respectively.
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apy.33,34 Their band alignment is theoretically suitable to drive full water splitting with small

overpotentials.35 Interestingly, while in many other bismuth-based materials, their tendency

to form low-dimensional structures is detrimental to their performance in photocatalysis or

photovoltaics,14,36 the layered crystal structure of BiOX brings about a beneficial anisotropy

which will be explained in Chapter 2.1.2.

The photocatalytic reaction that is of interest in this work is the splitting of water into oxygen

and hydrogen via the following redox reaction:

Reaction: 2H2O + 4e− + 4h+ ⟶ 2H2 + O2

Reduction: 4H2O + 4e− ⟶ 4OH− + 2H2

Oxidation: 4OH− + 4h+ ⟶ O2 + 2H2O

It spans a potential difference of Δ𝐸0 = 1.23 eV which sets the lower limit for the band gap

of a semiconducting photocatalysts capable of driving both steps of the redox reaction.

Photocatalysis relies on three steps: (i) the optical excitation of an electron hole pair, (ii) the

separation of electrons and holes and their migration to the respective reactive site at the

surface of the photocatalyst, and (iii) the final chemical reaction involving both, electrons and

holes separately. These will be explained in the following using water splitting into hydrogen

and oxygen as an example: Firstly, photocatalysis typically aims to utilize solar light. The

band gap of any semiconducting photocatalyst should be sufficiently low to harvest as much

solar light as possible while at the same time it must be wide enough to guarantee sufficient

overpotentials for the reduction and oxidation of water. The absorption of a photon (step (i) in

Figure 2.1) creates an electron-hole pair that quickly relaxes to the band edges. At this point,

it is not trivial that the charge carriers finally contribute to the intended catalytic reaction:

It is crucial that the charges do not recombine but separate to reach different reaction sites

at the surface of the photocatalyst where it is in contact with the surrounding water (step

(ii) in Figure 2.1). That is a challenging step, as it must overcome the attractive Coulomb

interaction between electron and hole. Besides the schematically shown separation, other

mechanisms like radiative or non-radiative recombination occur in parallel. Lastly, electrons

and holes reach the surfaces where, due to the overpotentials between the band positions and

the respective redox energy levels, it is energetically beneficial for electrons and holes to drive

the photocatalytic reaction (step (iii) in Figure 2.1).15,16 The ratio between optically excited
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electron-hole pairs and the catalytically produced hydrogen molecules defines the quantum

efficiency of the catalyst. Often, in an intermediate step, charge carriers are transferred to

a co-catalyst like gold, platinum, or nickel at the surface of the absorber material.37–45 This

work focuses on (i) the optical excitation and the crucial subsequent (ii) charge separation.

The (iii) photocatalytic reaction itself and options like surface modifications are not studied

in depth.

2.1.2 Crystal Structure and Electrostatics

Crystalline solids feature a long-range order in their structure mathematically described by

the concept of the crystal lattice. It stipulates an array consisting of all points defined by the

lattice vector

R = 𝑛1a1 + 𝑛2a2 + 𝑛3a3 (2.1)

with the integers 𝑛i and the primitive vectors ai defining the principal axes of the crystal. This

spans a so-called Bravais lattice which ideally expands infinitely in space such that all lattice

points are equivalent.46,47 For real crystals, though, the expansion ends at the surfaces.48 These

are particularly relevant for nanocrystals which are solids that measure less than 100 nm in at

least one dimension. Precisely such nanocrystals were studied in this work.

Bismuth oxyhalides, which will be introduced in the following, exhibit an anisotropic crystal

structure. Therefore, it is critical to pay attention to the respective crystal direction of interest.

Crystal Structure and Composition of Bismuth Oxyhalides

BiOX is known to crystallize in a matlockite crystal structure (see representative crystal

structure of BiOI in Figure 2.2). They are comprised of alternating positively charged bismuth-

oxide [Bi2O2]2+ and negatively charged double halide 2 × X- layers. The in-plane bonds

are covalent while in stacking direction oppositely charged neighboring layers are bound to

each other via weak ionic forces.49–51 Therefore, dipolar electric fields may form between the

charged layers.52 As for other metal halides,53 the halide X can typically be either fluoride,

chloride, bromide, or iodide.54 While their choice does not change the fundamental structure
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Figure 2.2: BiOI crystal structure.
BiOI is comprised of mutually stacked oppositely charged layers: positive [Bi2O2]2+ and negative
double iodide 2 × I- layers. The planes form covalent in-plane bonds and are bound to neighboring
layers via ionic forces.

of the material, its band gap shifts from the ultraviolet (UV) into the visible regime for

increasing atomic number.50,54–56

The anisotropy introduced by the crystal structure translates to the crystal growth of BiOX.

The in-plane growth by forming covalent bonds exceeds the out-of-plane growth by far.57,58

Thus, BiOX preferentially forms nanoplatelets (NPs)59 which often agglomerate in larger

microspheres.60–62 For suchNPs, it is crucial to know the elemental character of the terminating

[001]-surfaces. It is claimed that both sides of each NP are exposed [Bi2O2]2+-layers.20

Reciprocal Lattice

Importantly, that anisotropy translates into reciprocal space. The reciprocal lattice is defined

by the set of vectors G that yield plane waves with the periodicity of the given Bravais lattice

𝑒𝑖G⋅r = 𝑒𝑖G⋅(r+R) G thus fulfills the known condition47,48

𝑒𝑖G⋅R = 1. (2.2)

Therefore, it is critical to note how the axes of the Brillouin zone relate to the crystal axes in

later discussions involving e. g. the band structure.
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Figure 2.3: Lennard Jones potential for atomic interaction.
The anharmonic model potential involves repulsive and attractive contributions resulting in an
equilibrium position 𝑥0. For small dislocations from 𝑥0, a harmonic approximation describes the
actual potential reasonably well.

2.1.3 Lattice Vibrations: Phonons

So far, crystals were treated as static systems with clearly defined atomic positions. That

approximation is not sufficient: The finite stiffness of crystalline bonds allows macroscopic

elastic deformations and microscopic atomic oscillations.63 It is critical to recognize atomic

motion in solids for ample understanding of their electronic and optical properties.

Phonon Basics

Each atom finds itself in its equilibrium position relative to its neighboring atoms 𝑥0 exposed

to attractive (e. g. covalent or ionic bonds) and repulsive forces (e. g. Pauli exclusion). The

superposition of all such interactions yields an anharmonic potential with a minimum at

the atomic equilibrium position. The Lennard-Jones potential in Figure 2.3 is one of the

best known model potentials for anharmonic interactions.64–67 For small dislocations around

𝑥0, this potential is well approximated to be harmonic and thus described by Hooke’s law

𝐹 = 𝜅𝑥 (𝑥0 ≡ 0).68 In analogy, this picture refers to the bond stiffness 𝜅 when describing the

next-neighbor interaction. Accordingly, in the classical harmonic oscillator model, the atoms

can oscillate around their equilibrium position with a frequency affected by the atomic bond

stiffness 𝜅 and mass 𝑀
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Figure 2.4: Theoretical phonon dispersion of acoustic and optical phonons of a linear chain of
atoms with a diatomic basis.
All information beyond the first Brillouin zone is redundant. While for acoustic phonons all atoms
of the basis are involved in one collective oscillation, for optical phonons they swing against each
other.

𝜔 = √ 𝜅
𝑀

(2.3)

that is typically in the THz range or lower. Quantum mechanics treats such lattice vibrations

as quasi-particles, so-called phonons. Phonons are bosons that obey Bose-Einstein statistics:

𝑓BE(ℏ𝜔, 𝑇 ) = [exp(ℏ𝜔 − 𝜇
𝑘B𝑇

) − 1]
−1

(2.4)

with the chemical potential 𝜇.69,70 In one dimension, they are described by the Hamiltonian

ℋ = 𝑝2

2𝑀
+ 1

2
𝜅𝑥2 = 𝑝2

2𝑀
+ 1

2
𝑀𝜔2𝑥2. (2.5)

Onemust differ between low energetic acoustic phonons, which involve a collective oscillation

of all atoms of the unit cell, and optical phonons, which have higher energies and describe

individual atomic vibrations within the basis (see Figure 2.4). For any phonon, one can define

an annihilation and a creation operator ̂𝑎 and ̂𝑎†, respectively:

̂𝑎 = ̂𝑝 − 𝑖𝑀𝜔 ̂𝑥√
2ℏ𝜔𝑀

and ̂𝑎† = ̂𝑝 + 𝑖𝑀𝜔 ̂𝑥√
2ℏ𝜔𝑀

(2.6)

with the momentum operator ̂𝑝 to express the harmonic Hamiltonian as
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Figure 2.5: Phonon dispersion of BiOI.
Adapted from Reference [74] with permission from the PCCP Owner Societies.

ℋ = ℏ𝜔 ( ̂𝑎 ̂𝑎† + 1
2

) . (2.7)

Using creation and annihilation operators illustrates that, just like for photons, only discrete

quanta of phonon energy can be created or annihilated.71 Figure 2.3 shows clearly how the

harmonic potential is only a first approximation. More profound models require higher,

anharmonic terms.72,73 These are subject of Section 2.3.2.

Phonons in Bismuth Oxyiodide

The unit cell of BiOI contains two atoms of each incorporated element. Thus, the six atoms

allow 18 (three acoustic and 15 optical) vibronic modes. The theoretically predicted phonon

dispersion relation shown in Figure 2.5 is consistent with experimental Raman experiments

matching the frequencies of selected phonon modes.74 The energetically highest optical

phonon modes reach frequencies of around 15 THz.74,75

2.1.4 Electronic Band Structure

Mobile electrons in a crystal structure, with nuclei moving around their equilibrium position,

yield a complex many-body problem. It is crucial to disentangle electronic and atomic motion

to solve the Schrödinger equation of such systems.
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Hamiltonian of a Solid

The Hamiltonian of a solid includes electrons and the nuclei in their individual motion as

well as mutual interaction

ℋ = − ℏ2

2𝑚𝑒
∑
i

∇2
i

⏟⏟⏟⏟⏟⏟⏟
kinetic energy

of electrons

− 1
4𝜋𝜀0

∑
i

∑
I

𝑍I𝑒2

|ri − RI|⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
electron-nucleon

Coulomb interaction

+ 1
8𝜋𝜀0

∑
i

∑
i≠j

𝑒2

∣ri − rj∣⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
electron-electron

Coulomb interaction

− ∑
I

ℏ2

2𝑀I
∇2

I
⏟⏟⏟⏟⏟⏟⏟

kinetic energy

of nuclei

+ 1
8𝜋𝜀0

∑
I

∑
I≠J

𝑍I𝑍J𝑒2

∣RI − RJ∣⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
nucleon-nucleon

Coulomb interaction

(2.8)

with i, j labeling the electrons and I, J the nuclei and 𝑀I, 𝑍I, and RI denoting mass, atomic

number, and position of nucleus I. It is important to note that the masses of the nuclei are

much higher than those of the electrons. As a consequence, the contribution of the kinetic

energy to the total Hamiltonian is minor. This allows a separate treatment of atomic and

electronic motion. As of this adiabatic (Born-Oppenheimer) approximation, the electronic

Hamiltonian is

ℋe = − ℏ2

2𝑚e
∑
i

∇2
i − 1

4𝜋𝜀0
∑
i

∑
I

𝑍I𝑒2

|ri − RI|
+ 1

8𝜋𝜀0
∑
i

∑
i≠j

𝑒2

∣ri − rj∣
(2.9)

with RI treated as constants.69 This work will reach the limits of this model where electronic

and ionic motion is not sufficiently decoupled but rather mutually dependent.

Bloch’s Theorem

The periodicity of the lattice translates into the lattice potential 𝑉 (r), the superposition of all

atomic core potentials:47

𝑉 (r) = 𝑉 (r + R). (2.10)
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This periodicity is of the same order of magnitude as the typical de Broglie wavelength of

electrons in the Sommerfeld free electron model.76 It thus substantially affects electronic

motion in the crystal as it enters the time-independent Schrödinger equation in the single

electron approximation as a part of the Hamiltonian48

ℋ(r)𝜓(r) = [− ℏ2

2𝑚0
∇2 + 𝑉 (r)] 𝜓(r) = 𝐸𝜓(r). (2.11)

As a crystal typically contains around 1023 atoms per cm3, it is pragmatic to express this many-

body problem mathematically through the periodicity of their arrangement.77 The periodicity

has further decisive consequences on the wave functions as Felix Bloch discovered:78 All

eigenstates can be expressed by a wave function

𝜓𝑛k(r) = 𝑒𝑖kr𝑢𝑛k(r) (2.12)

where for all R of the Bravais lattice

𝑢𝑛k(r + R) = 𝑢𝑛k(r). (2.13)

Consequently, for any translation by the Bravais lattice vector, there is a wave vector k

associated with each eigenstate 𝜓 such that

𝜓𝑛k(r + R) = 𝑒𝑖kR𝜓𝑛k(r). (2.14)

For the results presented in this work, it is critical to account for both the plain wave 𝑒𝑖kr

contribution and the influence of the lattice 𝑢𝑛k(r) on the states in bismuth oxyhalides. The

fact that an energy eigenstate of an electron in a crystal is a function of the spatial coordinate

has far-reaching consequences, especially in anisotropic materials like BiOI.

Band Structure of Solids

The eigenvalues of a system provide the energetic structure of a solid, the so-called band

structure. The band structure 𝐸(k) is the dispersion relation linking energy 𝐸 and wave

vector k with the same quasi-momentum ℏk associated with the Bloch wave functions above.
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Figure 2.6: Tight binding vs. nearly-free electron model.
(a) Coupling of atomic states in the tight-binding model, (b) band structure in the reduced zone
scheme, (c) extended zone scheme in the nearly-free-electron model with the dispersion of free
carriers in gray.

There are two models that, approaching the solution from two opposite limits, lead to an

intuitive understanding of the band structure of solids, namely the tight-binding model and

the nearly-free-electron model.

The tight-binding model accounts for the construction of a solid by the periodic arrangement

of atoms. These atoms themselves all have well-defined energy levels 𝐸0 associated with the

eigenstate wavefunction 𝜙k(r − rm) of the atomic potential 𝑊(r − rm) at an atom denoted by

the index m. In a crystal, the constituent atomic potentials add up in the Hamiltonian. The

according time-independent Schrödinger equation

ℋ𝜓k(r) = [− ℏ2

2𝑚0
+ ∑

𝑚
𝑊(r − r𝑚)] 𝜓k(r), (2.15)

considering only next-neighbor interaction, yields the solution

𝐸(k) = 𝐸0 − 𝐴 − ∑
R≠0

𝐵𝑒𝑖k⋅R (2.16)

with the Coulomb energy 𝐴 and the exchange energy 𝐵. The initially k-independent, well-

defined energy levels gain a dispersion 𝐸(k) through mutual coupling of the constituent

atoms. As of the linear combination of atomic orbitals (LCAO) theory, the number of states

scales with the number of incorporated atoms (see Figure 2.6 a&b).48,69

In the opposite limit, instead of starting from the atomic potential, the nearly-free electron

model treats it as a small perturbation, meaning that it only marginally affects the parabolic
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dispersion relation for free electrons

𝐸(k) = ℏ2k2

2𝑚0
. (2.17)

Importantly, while |k| < 𝜋/𝑎 yields running waves, standing waves are described by k =

±𝜋/𝑎 at the boundaries of the Brillouin zone. Standing waves have a group velocity 𝑣𝑔 =

𝜕𝐸(𝑘)/𝜕𝑘 = 0. This implies that the dispersion relation 𝐸(k) must deviate from the free

carrier dispersion near the Brillouine zone boundaries as shown in Figure 2.6 b& c. As a

consequence, gaps open up in which there are no electronic states.63,69

Density of States

The band structure itself does not provide any information about the occupation of the states.

Rather, it can be used to determine the density of states

𝜌(𝐸) = 𝑑𝑁(𝐸)/𝑑𝐸. (2.18)

Assuming perfectly parabolic bands, as of the effective mass approximation 𝐸(𝑘) = ℏ2𝑘2/2𝑚⋆

where 𝑚⋆ describes the effective mass of a carrier, yields simple solutions for zero- to three-

dimensional systems: This allows to express 𝑘 as 𝑘 = (2𝑚⋆𝐸/ℏ2)1/2 and finally leads to

𝜌3D(𝐸) = 1
2𝜋2 (2𝑚⋆

ℏ2 )
3/2

𝐸1/2 (2.19)

𝜌2D(𝐸) = 𝑚⋆

𝜋ℏ2 (2.20)

𝜌1D(𝐸) = 𝑚⋆

𝜋ℏ
(𝑚⋆

2𝐸
)

−1/2
(2.21)

𝜌0D(𝐸) = 2𝛿(𝐸) (2.22)

denoting the density of states as a function of energy for each band.69,79 The total density of

states of a semiconductor is the superposition of all such contributions.
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The Occupation of Electronic States

At zero temperature, the limited number of electrons in a solid state occupies the available

states starting at the energetically lowest state. Electrons are fermions, indistinguishable par-

ticles with half-integer spin, and thus obey fermionic statistics. The Fermi-Dirac distribution

𝑓FD(𝐸) = [exp(−𝐸 − 𝐸𝐹
𝑘𝐵𝑇

) + 1]
−1

(2.23)

describes the distribution of electrons as a function of energy.80,81 The Fermi energy 𝐸𝐹 defines

the energy up to which these bands are filled by electrons in the ground state at 𝑇 = 0K. The

Fermi energy in semiconductors, per definition, is in a band gap. Thus, the states below 𝐸𝐹

form the so-called valence band (VB) that is filled completely by electrons while the empty

states above form the conduction band (CB). Altogether, the probability to find an electron in

an energy interval from 𝐸 to 𝐸 + 𝑑𝐸 in thermal equilibrium

𝜌(𝐸)𝑓(𝐸, 𝑇 )𝑑𝐸 (2.24)

depends on both, the density of states as well as the statistics describing the occupation of the

available states.69,80,81 In contrast, metals have partially filled bands due to their Fermi energy

being within one band. The energy difference between the valence band maximum (VBM)

and the conduction band minimum (CBM) defines the band gap 𝐸𝐺 of a semiconductor.

Semiconductors with kVBM = kCBM are so-called direct semiconductors while those with

kVBM ≠ kCBM are indirect.

Electronic Band Structure of Bismuth Oxyiodide

Figure 2.7 displays the in-plane band structure of BiOI, the halide compound of interest in this

work. The bands in-plane along the strong covalent bonds are well-dispersed. In contrast,

due to the weak coupling between the neighboring layers mutually bound to each other

via ionic forces, there is no out-of-plane dispersion. The VB consists of many relatively flat

bands which are energetically close to each other. The bands in the CB have a significantly

higher dispersion. Thus the electrons have lower effective masses than the holes.28,82 The
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Figure 2.7: Band structure of BiOI.
BiOI is an indirect semiconductor with the VBM at the X-point and the CBM at the Γ-point. Due to
the weak ionic out-of-plane bonds, only the in-plane dispersion is shown (adapted fromWang et
al.28 - published by The Royal Society of Chemistry).

band structure of BiOI shows the indirect nature of the band gap with the VBM at the X-point

and the CBM at the Γ-point. The energy threshold for direct transitions is much higher at the

X-point (∼ 4.1 eV) than at the Γ-point (∼ 2.3 eV).

Generally, BiOXs are indirect semiconductors. By a suitable choice of the halide X, their

band gap is tunable from approximately 3.6 eV (BiOF) to 1.8 eV (BiOI) as shown in Table

2.1.54,56,83–90

Table 2.1: Band gaps of bismuth oxyhalides54,56,83–90

BiOF BiOCl BiOBr BiOI

Band gap (eV) 3.5 - 3.6 2.9 - 3.4 2.3 - 2.9 1.8 - 2.1

Bond Formation in Bismuth Oxyiodide

At this point, it is crucial to connect the band structure and the crystal structure of BiOI. This

requires a profound understanding of the role of bismuth that participates in both, in-plane

and out-of-plane bonds. Bismuth generally forms bonds by partial oxidation from 6s26p3

to 6s26p0. The resulting Bi3+ possesses a stable electron pair 6s2. Other elements like tin

can have different oxidation states (Sn2+ and Sn4+) and are thus not stable in the 2+ state.91
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The 6p-orbital transfers its three electrons to the neighboring elements, e. g. halides, where

electrons fill the outer p-orbitals. Covalent bismuth-oxygen interaction dominates in-plane

bonding while the out-of-plane bonds in BiOI arise predominantly from ionic forces between

bismuth and iodide ions (see Figure 2.8) as explained in the following:

The covalent in-plane bonds in BiOI result from the s-p interaction between bismuth and

oxygen: In detail, the Bi-6s and the O-2p orbitals hybridize in a complex pattern shown

in the bottom left panel of Figure 2.8. The antibonding orbital formed between Bi-6s and

O-2p subsequently hybridizes with the Bi-6p orbitals which results in the final energetic

structure that lifts the VBM compared to a hypothetical scenario without bismuth-oxide

interaction.16,92–94 Although, the lone Bi 6s electron pair is often regarded as inert, such

interaction of post-transition metals with oxygen has been proposed for other p-block metal

oxides.95–105 The resulting in-plane bonding orbitals originate from mixing of Bi-6p and O-2p

and contribute to the top of the VB,106 which is potentially advantageous for the defect-

tolerance of BiOI. Further, it was proposed play a beneficial role in photocatalysis due to the

lifted VB edge.16,94

In contrast, the out-of-plane bonds are ionic and have only a very small covalent contribution.

As a consequence of the electron exchange between bismuth and iodide, the ions are bound

to each other by Coulomb forces (see Figure 2.8).82 That interaction is weak compared to the

covalent in-plane bonds and is consistent with the extraordinarily high effective out-of-plane

masses in BiOI.8 Additionally, there is a minor covalent contribution to the out-of-plane

bonds. Even though that contribution is small, it might bring along advantageous properties

in terms of stability and defect-tolerance which is known to be true in other bismuth halides:

Antibonding orbitals from cation-s and anion-p state hybridization form the VBM.107,108 The

top right panel of Figure 2.8 shows the schematic orbital interaction of typical bismuth and

iodide.109 It differs significantly from other semiconductors like GaAs where bonding orbitals

form the VBM.110 The dominant contribution of the s-orbital to the top of the VB further

brings along a stabilization effect of the 6s electron pair: The occupied antibonding orbital

lifts the VBM compared to the contributing orbitals.

Both, the involvement of oxygen and the binding mechanism yielding the small covalent

contribution to the out-of-plane bonds decrease the band gap into the visible range by lifting
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Figure 2.8: Covalent in-plane bonds and predominantly ionic out-of-plane bonds in BiOI.
The anisotropy of the BiOI crystal structure (Bi: dark gray, O: light gray, I: orange) involves the
nature of the in-plane and out-of-plane bonds: The in-plane bonds arise predominantly from
bismuth-oxygen interaction involving the Bi-6s, Bi-6p and O-2p orbitals. It results in covalent
bonds in that direction. Out-of-plane bonds are mostly ionic. The electron transfer from bismuth
to iodide gives rise to Coulomb forces between the alternatingly charged stacked layers in BiOI.
Besides that ionic force, there is a small covalent contribution from the hybridization of I-5p orbitals
with Bi-6s and Bi-6p orbitals like in other metal halides.

the VB. Thereby, they play a critical role concerning defect tolerance. Interstitials, antisite

defects, and defects leading to dangling bonds (like vacancies, nanocrystal surfaces, or

grain boundaries) introduce additional energy levels close to the valence atomic orbitals.

Due to the lifted VB top, these resonances typically lie within the band or might form only

shallow defects leading to a high defect-tolerance of such materials.36,107,110 Therefore, only

external impurities may form deep traps. Furthermore, relativistic effects such as spin-

orbit coupling increase the width of the 6p conduction band.111,112 As a consequence, the

CB reaches sufficiently low energies such that dangling bonds, associated with e. g. halide
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vacancies, lie within the CB or form only shallow defects.107 Apart from the low toxicity, these

considerations also apply to other, similar heavy metals, like lead.6 For most applications,

deep traps limit efficiencies.113 Defect-assisted Shockley-Read-Hall recombination yields

a loss mechanism that is associated with a reduced carrier lifetime.114 A lifetime of one

nanosecond is a typical benchmark for commercial applications110 which materials with high

deep trap densities can most likely not reach. Shallow defects, on the other hand, may even

play a beneficial role in photocatalysis. Its defect tolerance further makes bismuth-based

semiconductor materials, and BiOI in particular,115,116 an appealing choice for applications

that use nanocrystals, especially considering the role of surface defects.107

2.2 Optical Transitions in Semiconductors

A semiconductor in the ground state has a fully occupied VB and an empty CB. An incoming

photon can be absorbed by the material and promote the system from the ground state

into an excited state either by creating free electron hole pairs or excitons. This section

gives a comprehensive overview of the charge carrier dynamics triggered by the initial

photoexcitation in both, the single particle picture (free charge carriers) and the two-particle

picture (electron hole pairs: excitons) with a focus on the involved optical transitions.

2.2.1 Single-Particle Picture: Free Charge Carrier Dynamics

In semiconductors, due to the completely filled bands, electrons are not mobile in the ground

state. When in the ground state, the VB is completely filled and the electrons have a net

velocity of zero and therefore do not conduct a current. It is, however, possible to promote

electrons from theVB to the CB or to create excitons, electron-hole pairs bound by the Coulomb

force, via e. g. thermal or optical excitation across the band gap.117 An excited electron leaves

behind an unoccupied state in the VB, a hole. The holes are quasiparticles that behave like

positively charged carriers. Both, electrons and holes are mobile after excitation. Generally, a

semiconductor, like any other body, will reach a thermal equilibrium with its surrounding

after a sufficient time period. Both, electron and hole then undergo a series of relaxation

processes until the semiconductor returns to its thermal equilibrium, the ground state.118
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Figure 2.9: Charge carrier dynamics and optical transitions in the single particle picture.
(a) Charge carrier relaxation in a direct semiconductor. The initial optical excitation of an electro-
hole pair in a semiconductor by a photon with energy ℏ𝜔abs > 𝐸G creates a non-thermal charge
distribution, namely a normal distribution at the respective electron and hole energies. It quickly
transitions into a hot thermal distribution characterized by a temperature higher than that of the
lattice. The carriers then exchange heat with the lattice via phonon emission (black solid arrows)
and relax to the band extrema. Typically, the relaxation first involves optical phonons which are
high in energy and only the final relaxation in the energy range smaller than the optical phonon
energy involves acoustic phonons. After that, electrons and holes occupy the available states
according to a thermal distribution of the lattice temperature until electrons and holes finally
recombine. The recombination can either occur radiatively and emit a photon with the energy ℏ𝜔em
to conserve energy or non-radiatively via carrier-lattice interactions. (b) Charge carrier relaxation
in an indirect semiconductor. Generally the same dynamics occur in indirect semiconductors. The
final recombination, however, requires either the absorption or the emission of a phonon.

When an ultrashort femtosecond laser pulse excites the semiconductor, the moment of excita-

tion is well-defined and allows to measure ultrafast subsequent processes in spectroscopic

experiments. In the following charge carrier dynamics as well as phonon dynamics will be

explained shortly by temporally following their evolution beginningwith the initial excitation,

as described by Shah.119 It must, however, be noted that charge carrier and phonon dynamics

are closely connected and must thus be discussed in relation to each other.

Optical Excitation

At the beginning of that series of events, there is the initial excitation. The optical excitation

of a semiconductor by an incoming photon creates free charge carriers (or excitons which

will be discussed in Section 2.2.2). An accurate quantum mechanical model describing the

absorption of light and the creation of photoexcited charge carriers considers the interaction
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of matter and light in the time-dependent Schrödinger equation

[ℋ(r) + ℋ′(𝑡)] 𝜓 = [ p2

2𝑚0
+ 𝑉 (𝑡) − 𝑒

𝑚0
p ⋅ A] 𝜓 = 𝑖ℏ𝜕𝜓

𝜕𝑡
(2.25)

with the momentum operator p = −𝑖ℏ∇ and the first-order time-dependent perturbation

ℋ′(𝑡) = −𝑒p ⋅ A/𝑚0 through the incoming electromagnetic field79,120

A(r, 𝑡) = A0 [exp 𝑖 ⋅ (k ⋅ r − 𝜔𝑡) + c.c.] . (2.26)

Optical excitations are capable of promoting charge carriers from their ground state to an

excited state. Such a process can involve states in the bands, excitonic states, and even defect

states. An incoming photon, providing an energy ℏ𝜔 that matches the energy difference

𝐸𝑓 − 𝐸𝑖 between the initial |𝑖⟩ and final state |𝑓⟩ of an electron, can be absorbed by the

electron to undergo the respective transition between these states. The associated rate of such

a transition is given by Fermi’s golden rule

Γ𝑖→𝑓 = 2𝜋
ℏ

|⟨𝑓 |ℋ′| 𝑖⟩|2 𝛿(𝐸𝑓 − 𝐸𝑖 − ℏ𝜔) (2.27)

which follows from the time-dependent perturbation theory and links the initial and the final

state according to the perturbation in form of an incoming photon mathematically expressed

throughℋ′. The probability for a photon to be absorbed by a semiconductor is proportional to

the sum of all transitions of that energy weighted by the transition probability given above.121

It is important to differentiate clearly between direct and indirect optical transitions (see

Figure 2.9). The k-values of photons in the visible range are negligible compared to the extent

of the Brillouin zone.69 Thus, a direct optical transition induced by absorption of a photon

appears as virtually vertical in the band structure 𝐸(k). There are, however, also indirect

optical transitions which are of interest especially in indirect semiconductors. Such transitions

promote a carrier to a state with a different k than its initial state. In contrast to photons, which

provide energy but virtually no momentum, absorption or emission of a phonon with large 𝑘

and small energy compared to the photon can conserve energy and momentum in indirect

transitions. Such indirect transitions, as in the reverse process of the emision schematically
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shown in Figure 2.9 b, have a significantly lower transition strength than direct transitions. In

indirect semiconductors, there is an 𝐸2-like absorption onset below the energy threshold for

direct optical transitions.117 Therefore, direct transitions dominate in the absorption spectra.

The optical excitation of an electron-hole pair poses the starting point for subsequent charge

carrier dynamics which are explained in the following.

Coherent Regime

An incident ultrashort laser pulse creates excitations with a well-defined phase relation in

their polarization. They are thus initially coherent for times of up to around 200 fs and begin

to dephase.122 Multiple scattering mechanisms occurring on ultrashort time scales involving

momentum scattering, carrier-carrier scattering, intervalley scattering, and carrier-optical

phonon scattering drive the dephasing.119,123

Non-Thermal Regime

As implied by the name, shortly after the initial excitation (≲ 2 ps), the carriers pose a non-

thermal distribution, meaning that the distribution function does not simply correspond to

a temperature (see Figure 2.9 a). It rather centers around the energy of the initial excitation.

Processes like carrier-carrier scattering, carrier-optical phonon scattering, intervalley and

intersubband scattering lead to a transfer from a non-thermal distribution to a thermal dis-

tribution.119 Fermi-Dirac distribution functions then describe both electrons and holes.80,81

Especially for excitations well above the band gap, the excess energy leads to a hot thermal-

ized distribution corresponding to a carrier temperature 𝑇𝑐 much higher than the lattice

temperature.124,125

Hot-Carrier Regime

That distribution of hot carriers then continuously cools down by exchanging heat with

the crystal lattice until finally the thermal carrier distribution is described by the lattice

temperature. This is schematically shown in Figure 2.9 a. Accordingly, more carriers relax to

states at or close to the VBM and CBM. Once a carrier is so close to the band edge that emission



2 Fundamentals 25

of an optical phonon is not possible anymore (𝑘𝐵𝑇𝑐 ≲ 𝐸LO), less efficient carrier-acoustic

phonon scattering plays an important role for the final cooling mechanism as it involves

smaller energies. As a consequence, the process of cooling can take approximately from 1 ps

to 100 ps for different materials. Eventually, carriers occupy the energetically lowest states,

the band edges, and can potentially form bound states in the form of excitons at an energy

below the band gap.119,124,126,127

Isothermal Regime: Charge Carrier Recombination

The final relaxation step, the (radiative) recombination of electron and hole, is typically a

significantly slower process than the initial relaxation. Like the excitation, recombination

must conserve energy and momentum. Thus, it is crucial to recognize the dominant charge

carrier species, whether they form excitons, which are likely to recombine quickly, or free

carriers. Free carriers in direct semiconductors can recombine by simply emitting a photon

with the energy ℏ𝜔 = 𝐸CBM − 𝐸VBM (see Figure 2.9 a) while in indirect semiconductors,

recombination additionally requires emission or absorption of a phonon (see Figure 2.9 b).

As a consequence, indirect recombination is generally much slower. Only those electron-hole

pairs will recombine that occupy states in the radiative window.128 Their empty phase-space

volume will quickly be re-occupied by electron-hole pairs energetically higher in the thermal

distribution.119,129

The exact charge carrier dynamics in semiconductors strongly depend on the carrier species,

the charge carrier density 𝑛(𝑡), and the defect density in the material. Excitonic and defect-

assisted recombination are associated with a charge carrier density-independent recombina-

tion described by 𝑑𝑛(𝑡)/𝑑𝑡 = −𝑘1𝑛(𝑡) and thus undergo so-called monomolecular decay. The

recombination of two carriers or exciton-exciton annihilation, generally processes involving

two particles follow bimolecular recombination with a charge carrier density-dependent rate

𝑑𝑛(𝑡)/𝑑𝑡 = −𝑘2𝑛(𝑡)2. In analogy, many-body processes like Auger-recombination involving

three particles obey 𝑑𝑛(𝑡)/𝑑𝑡 = −𝑘3𝑛(𝑡)3. Altogether, the recombination rate

𝑟(𝑛(𝑡)) = 𝑘1 + 𝑘2𝑛(𝑡) + 𝑘3𝑛(𝑡)2 (2.28)
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Figure 2.10: Charge carrier dynamics and optical transitions in the two-particle picture.
(a) The attractive Coulomb interaction of electrons and holes yields additional excitonic states at
energies below the band gap energy 𝐸G. In analogy to the hydrogen atom, above the energetically
lowest 1s exciton state, there are further 2s, 3s, etc. states. (b) In the two particle picture an incoming
photon can create an electron hole pair with an energy 𝐸 and a momentum K = ke + kh. That
electron-hole-pair then relaxes preferrably via longitudinal optical (LO) phonon scattering to the
energetically lowest state on the 1s exciton branch. (c) The two-particle picture in (b) illustrates that
photons (𝐸,K) can be absorbed by a semiconductor if their virtually vertical dispersion relation
𝜔 = 𝑐𝑘 crosses an exciton branch or lies within the continuum (gray) with the respective energy
and momentum. This directly explains the emergence of sharp resonances at the respective exciton
energies followed by a broad continuum absorption, following a square-root course for the example
of a direct 3D semiconductor.

changes with time as the carriers recombine.114,130

2.2.2 Two-Particle Picture: Excitons

Up to this point, Coulomb interaction between the negatively charged electron and the

positively charged hole has been neglected. This interaction gives rise to bound states, so-

called excitons. It is important to note that generally exciton wave functions are combinations

of electron and hole single particle wave functions.131 Thus, the following two-particle picture

must not be understood as a replacement of the single particle picture but it builds up on it. It

can describe both, free electron-hole pairs and bound electron-hole pairs, so-called excitons.
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Formation of Excitons

In the two-particle picture one treats the attractive force between electrons and holes as a

perturbation. Due to this interaction, an excitonwith awave vectorK = k𝑒+k𝑒 is formed from

electron and hole wave packets with wave vectors ke and kh, respectively.132,133 Conceptually,

it is reasonable to differentiate between two scenarios:

Firstly, so-called Wannier-Mott excitons with a radius that spans multiple unit cells are

typically found in crystalline inorganic semiconductors. For low effective masses and a large

dielectric constant 𝜀, this scenario is mathematically analogous to the hydrogen problem.134

The Wannier-Mott model yields the Hamiltonian

ℋ = − ℏ2

2𝑚⋆
e
∇2

e − ℏ2

2𝑚⋆
h

∇2
h − 𝑒2

4𝜋𝜀𝑅
(2.29)

with the electron-hole distance 𝑅 = |re − rh|.69 The resulting exciton binding energy

𝐸X
B,n = 𝜇

𝑚0𝜀2Ry
1
𝑛2 = Ry⋆

𝑛2 (2.30)

is much smaller than the Rydberg constant Ry = 13.6meV for two reasons: Firstly, the

effective mass 𝜇 in many semiconductors is smaller than the free electron mass 𝑚0. Secondly,

the Coulomb interaction between electron and hole is screened by the medium penetrated by

the electric field, the semiconductor itself. The higher the (static) dielectric constant 𝜀, the

more effeciently it screens the electron-hole interaction and lowers the exciton binding energy.

The integer 𝑛 is the principal quantum number denoting the excitonic sublevels in analogy to

the hydrogen series. As a consequence of the attractive interaction between electron and hole,

they are bound to each other spatially. This is reflected in their exponential wavefunction

𝜙(𝑅) = 1

√𝜋𝑎3
X

exp (−𝑅/𝑎X) (2.31)

in three dimensions. The so-called exciton Bohr radius

𝑎X = 𝑚0
𝜇

𝜀𝑛2𝑎H (2.32)
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with the Bohr radius of the hydrogen atom 𝑎H defines the mean distance between electron

and hole.121,135,136

Secondly, bound Frenkel excitons are confined to a volume of the same order of size as the unit

cell which is the case in many insulators and molecular crystals. Therefore, the surrounding

crystal cannot be matematically treated as a continuous background medium. One important

consequence of that is the localization of Frenkel excitons at their respective sites in the

crystal.71,137

Both kinds of excitons yield energetically well-defined states below the band gap energy 𝐸G

as shown in Figure 2.10 a for Wannier-Mott excitons. They are uncharged particles with a

mass 𝑚⋆
e + 𝑚⋆

h and translational center-of-mass motion as described in the following.

Electron Hole Pair Dynamics in the Two-Particle Picture

Figure 2.10 b illustrates the dynamics of electron hole pairs in the two-particle picture. Optical

excitations either induce free or bound electron-hole pairs (excitons). The gray area is the phase

space of free electron-hole pairs with enough excess energy to overcome the mutual Coulomb

interaction. The discrete branches at lower energy describe excitonic states. Transferring

concepts from the single particle picture, an electron-hole pair with some excess energy

relative to the 1s exciton energy 𝐸1s relaxes to the energetically lowest state, the 1s exciton

state. That relaxation occurs predominantly via LO phonon emission and then via slow

acoustic phonon scattering once the energy difference of the electron-hole pair to the 1s

exciton is less than the energy of an optical phonon. While the relaxation mechanism in

general follows the same steps as described in Section 2.2.1, there is one major difference such

that the transition from the continuum in gray to one of the exciton branches in Figure 2.10 b

is accompanied by the formation of a bound excitonic state of the electron-hole pair.124

Further, Figure 2.10 c displays in reference to b how the absorption spectrum of a semiconduc-

tor relates to the two-particle picture. That description includes continuum absorption as well

as sharp excitonic resonances. Generally, the dispersion relation of light 𝑐 = 𝜔𝑘 is virtually

vertical compared to the dispersion relation of an electron-hole pair. Where this line crosses

excitonic branches in Figure 2.10 b, excitonic resonances appear in the absorption spectrum.
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According to Elliott, the intensities of those peaks are not equal but decrease in intensity like

𝑛−3 with branch number 𝑛.138 At higher energies, the light dispersion crosses the full range

describing free electron-hole pairs. It is intuitive that in this range the absorption spectrum

follows a
√

𝐸-like continuous rise for the 3D example shown in Figure 2.10 c. The continuum

absorption is related to the density of states discussed in Section 2.1.4.122,139

Quantum Confinement

Usually, electronic and optical properties of semiconductors do not depend on the size of the

crystal. That, however, is only true as long as the crystal is large in terms of the following: The

Heisenberg uncertainty principle claims that confining a particle with a mass 𝑚 in a space

Δ𝑥 gives rise to an uncertainty in its momentum

Δ𝑝𝑥 ∼ ℏ
Δ𝑥

(2.33)

which results in a confinement energy

𝐸 = Δ𝑝2
𝑥

2𝑚
∼ ℏ2

2𝑚Δ𝑥2 . (2.34)

That confinement energy becomes significant when it exceeds the thermal energy of the

system. In other words, confinement effects occur when the dimensions of a semiconductor

nanoparticle are comparable to the de Broglie wavelength 𝜆dB which is typically in the

nanometer range. The effects of quantum confinement affect both, free carriers and excitons.121

First, the continuum absorption spectra change from 3D (bulk) to 0D systems (quantum

dots) in analogy to the density of states (DOS) given in the Equations 2.19-2.22. The effect on

excitons is more complex and explained in the following.

Due to the importance of electric field screening explained above, excitons are susceptible

to changes in their dielectric environment. While in 3D bulk semiconductors, the Coulomb

interaction is fully screened by the semiconductor itself (see Figure 2.11 a), that assumption is

not true for systems with reduced dimensionality in one or more directions. Figure 2.11 b

shows that the electric field lines of an exciton confined in a 2D system penetrate both, the
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Figure 2.11: Excitons in 3D and 2D.
(a) Exciton formation in bulk semiconductors. The electric field built up between electron and hole is
screened by the semiconductor itself with a dielectric constant characterizing the 3D semiconductor
𝜀3D. (b) Exciton formation in a 2D semiconductor NP. The electric field is not only screened by the
semiconductor but with decreasing thickness, the field is partially screened by the surrounding
medium. The dielectric constant of any surrounding medium 𝜀m is typically much smaller than
that of the 2D semiconductor 𝜀2D.

semiconductor and the surrounding medium with a usually significantly smaller dielectric

constant 𝜀m < 𝜀2D. Therefore, the field is increasingly screened by the low-𝜀 surrounding

when the thickness of the 2D semiconductor decreases. The less efficient screening leads to

an increase in the exciton binding energy and a decrease in the exciton Bohr radius.140 That

trend is apparent from absorption spectra as the increase in exciton binding energy manifests

itself in sharper and more pronounced excitonic resonances.124,141,142 Finally, the Coulomb

interaction, which is a function of electron-hole distance, is much stronger when electron

and hole are brought closer together and thus the exciton binding energy increases. In the

extreme case, a perfectly 2D system, the Coulomb potential yields a smaller exciton Bohr

radius as illustrated by the 2D exciton wave function

𝜙2D(𝑅) ∝ exp (−2𝑅/𝑎X) (2.35)

compared to the 3D case in Equation 2.31. Analogously, the exciton binding energy in a 2D

system is four times larger compared to the respective 3D system.136
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2.3 Polaronic Effects and Coherent Phonons

Section 2.2 illustrated the importance of carrier-phonon scattering for charge carrier dynamics.

There are, however, effects that go beyond such scattering events. These include polaronic

effects and coherent phonons. Both phenomena are consequences of strong carrier-phonon or

carrier-lattice interactions and are described in the following.

2.3.1 Carrier-Lattice Interaction: Polarons

The above considers electrons and holes as free charges in a quasi-rigid lattice. Any lattice,

however, with at least partially ionic bonds responds to the introduction of a charge carrier

by re-positioning the atoms in the lattice. Electrons attract positively charged ions and repel

negatively charged ones as exemplarily shown in Figure 2.12 a. The opposite is true for holes.

Only when the energetic gains in terms of the ionic Coulomb interaction prevail over the

energetic costs for inducing strain in the lattice, stable polarons are formed (see Figure 2.12 b).

Figure 2.12: Polarons in inorganic crystals.
(a) A charge, an electron in this example, distorts its surrounding lattice when the bonds are
(partially) ionic. It repels negatively charged ions (orange) and attracts positively charged ones
(gray). The opposite applies for holes. The open circles indicate the atomic position in the ground
state. (b)A stable polaron forms for the relative spatial distortion 𝑄 at which the energy gains due
to Coulomb terms exceed the energy cost for the strain induced by repositioning the ions in the
lattice.
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Polaron Basics

Such a polaronic lattice distortion is mathematically equivalent to a superposition of typically

longitudinal optical phonons. Therefore, any free carrier in such a lattice surrounds itself

with a virtual phonon cloud that follows its motion.143–145 The dimensionless quantity

𝛼e,h = 𝑒2

8𝜋𝜀0ℏ𝜔LO

√2𝑚r. l.
e,h𝜔LO

ℏ
( 1

𝜀b
− 1

𝜀s
) (2.36)

expresses the strength of the underlying Fröhlich coupling of carriers to LO phonons with the

carrier masses in a hypothetical rigid lattice 𝑚r. l.
e,h , the LO phonon energy ℏ𝜔LO, and the low-

and high-frequency dielectric constants 𝜀s and 𝜀b, respectivley. For non-polar crystals like Si,

these are equal 𝜀s = 𝜀b and 𝛼 = 0.121 Coupling constants of typical inorganic semiconductors

lie in the range of moderate polaronic interactions 0 ≤ 𝛼 ≤ 1 and increase from partly covalent

III-V over II-VI to highly ionic I-VII compounds as shown for selected examples in Table 2.2.

A polaron, dragging the lattice distortion along with itself, has a higher effective mass than a

charge carrier in a hypothetical rigid lattice (r. l.):

𝑚e,h = 𝑚r. l.
e,h

1
1 − 𝛼e,h/6

(2.37)

The distorted volume and thus the polaron radius 𝑟p is given by

𝑟e,hp = √
ℏ

2𝑚r. l.
e,h𝜔LO

. (2.38)

Table 2.2: Fröhlich coupling constants of Si, GaAs, ZnSe, and AgCl146

Si GaAs ZnSe AgCl

𝛼e 0 0.06 0.40 2.2
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Polaron Formation

The relaxation associated with the lattice distortion lowers the self-energy of the system.147–149

It does so by digging its own potential well described by the potential150

𝑉p(𝑟) = −𝑒2 (1/𝜀s − 1/𝜀b)
𝑟

. (2.39)

That relaxation to an energetically favorable state brings along a reduction of the band gap

𝐸G by

Δ𝐸e,h
G = 𝛼e,hℏ𝜔LO. (2.40)

Altogether, polaron formation renormalizes mass and energy in (partially) ionic semiconduc-

tors.69

Such a formation takes its time. Typical formation times lie in the (sub-)picosecond timescale.151,152

Generally, larger Fröhlich coupling constants 𝛼 theoretically lead to longer polaron forma-

tion times.153 This is also observed experimentally151 and consistent with the fact that larger

coupling constants lead to further dislocations of the individual atoms and the relaxation to

lower energies. It is intuitive that this is associated with longer formation times.

In typical III-V semiconductors like GaAs, 𝛼e = 0.06 is small, the polaron radius is much

larger than the dimensions of the unit cell, and polaronic corrections to the carrier mass and

the band gap are negligible (in the order of ∼ 0.1%).146 They form so-called large polarons

that spread over multiple unit cells. For polar materials with large coupling constants and

small polaronic radii, the mathematical model used to derive the above fails as it assumes

the medium to be a polarizable continuum. While it describes large polarons well, the small

polaron effect in highly ionic crystals lead to self-trapping. The carriers get trapped in their

own strong local lattice distortions.121

2.3.2 Coherent Phonons

The same coupling of carriers to their surrounding lattice that gives rise to polaron formation

can potentially launch coherent phonons in polar semiconductors. Most mechanisms, like

e. g. thermal excitation, create incoherent phonons. Under certain experimental conditions,
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however, it is possible to obtain coherent phonons, especially by the use of femtosecond laser

pulses with a pulse duration shorter than typical phonon periods. Such coherent phonons

are often referred to as in-phase vibronic motion of atoms which helps for an intuitive

understanding.154 In a quantum mechanical description one treats coherent phonons in terms

of coherent quantum states.

Coherent Phonon Basics

A single mode (q) coherent phonon state is an eigenstate of the annihilation operator intro-

duced in Equation 2.6:155

̂𝑎q ∣𝛼q⟩ = 𝛼q ∣𝛼q⟩ . (2.41)

Consequently, a general phonon coherent state is a phase-coherent superposition of number

states156,157

∣𝛼q⟩ = exp⎛⎜
⎝

−
∣𝛼q∣

2

2
⎞⎟
⎠

∞
∑
𝑛q=0

𝛼𝑛q
q

√𝑛q!
∣𝑛q⟩ . (2.42)

Such coherent phonons can be created via different creation mechanisms, e. g. impulsive

Raman scattering or displacive excitation.154,158–160 Ultrashort laser pulses are a useful tool

for this as the driving force must be faster than the oscillation period of the material.161

Accordingly, from a mathematical point of view, applying the displacement operator 𝐷̂q (𝛼q)

to the phonon vacuum state yields a coherent state

𝐷̂q (𝛼q) |0⟩ = ∣𝛼q⟩ . (2.43)

They are Gaussian wavepackets with minimum-uncertainty travelling back and forth in the

atomic potential which is approximated to be harmonic.162

Phonon dynamics obey similar concepts like charge carrier dynamics, including especially

the conservation of energy and momentum. Many of the underlying processes involve the

interaction of phonons and charge carriers which implies that their dynamics act on similar

time scales. One of the most important differences is the fact that phonons do not obey

fermion but boson statistics.69
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Figure 2.13: Excitation of coherent phonons.
(a) Impulsive excitation of coherent phonons through coupling to a virtual charge carrier population
leads to a sine-like oscillation around the ground state equilibrium position 𝑄0. (b) Displacive
excitation of coherent phonons creates a cosine-like lattice oscillation around the excited state
equilibrium position 𝑄′

0 as the atomic equilibrium position is shifted due to coupling to the
photoexcited carriers.

Excitation of Coherent Phonons

There are two kinds of events that can create coherent phonons mathematically described by

a phase-coherent superposition of number states (Equation 2.42).

First, impulsive excitation describes events in which an external force acts on the atoms in a

crystal. Thus, the atoms are pushed out of their equilibrium position and oscillate around it.

As the starting point is at the equilibrium position, the phonon amplitude follows a sine-like

oscillation as illustrated in Figure 2.13 a. The most prominent example for an impulsive

excitation of coherent phonons is impulsive Raman scattering reported in a large number

of materials: The ions in a lattice are directly affected by the electric field of the incoming

light.158,163–166

Second, displacive excitation creates coherent phonons in a different mechanism shown in

Figure 2.13 b. An external stimulus, like e. g. an optical excitation, repositions the equilibrium

positions of the atoms in a crystal lattice as described in Equation 2.43. When that repositioning

is faster than the atoms can follow, they suddenly find themselves out of equilibrium and

start oscillating around their new equilibrium position in phase with each other. The atoms
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describe a cosine-like oscillation as their path begins at the position of full dislocation. Possible

examples for displacive excitation include displacement via the deformation potential and

surface field screening.158,167–169

In analogy to any other oscillation, the initial driving force in both mechanisms must act on

shorter timescales than the oscillation itself to provide a coherent state. This is often the case as

nuclei due to their high mass move quite slowly compared to the pulse length of femtosecond

laser pulses.170 Any mechanism that does not occur on such short timescales creates incoher-

ent phonons. These involve most processes mentioned in Section 2.2.1, especially phonon

emission during charge carrier relaxation. Generally, every initially coherent population

dephases with time. Two pathways lead to the loss of coherence: inelastic scattering leading

to the extinction of phonons described by a lifetime 𝑇1 and elastic scattering during which

the phase of a phonon changes associated with the lifetime 𝑇 ⋆
2 . Altogether, this yields the

dephasing rate171

Γ = 1
𝑇2

= 1
2𝑇1

+ 1
𝑇 ⋆

2
. (2.44)

The underlying mechanisms will be introduced in the following.

Inelastic Phonon Scattering

Once created, phonons can decay. However, unlike optically excited electrons, no counterpart

comparable to holes exists. Thus, their decay requires the interactionwith other quasi-particles

to conserve energy and momentum.

First, phonons can be absorbed through phonon-carrier scattering as shown in Figure 2.14 a. That

describes the reverse process of emission of a phonon through scattering with a charge carrier.

In the annihilation of a phonon in such a scattering event its full energy and momentum is

transferred to the charge carrier (see Figure 2.14 b). The associated probability for such a

scattering event increases with the charge carrier density.

Second, one phonon (𝜔,k) can decay into two (or more) phonons, (𝜔′,k′) and (𝜔″,k″), of

smaller energy under the condition of conservation of energy 𝜔 = 𝜔′ + 𝜔″ and momentum

k = k′ + k″ in a process called anharmonic decay (see Figure 2.15). As the name suggests,

the harmonic approximation layed out in Section 2.1.3 is not sufficient to describe such
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Figure 2.14: Phonon-carrier scattering.
(a) The example of the annihilation of a phonon (wave-like arrow) through absorption by a charge
carrier (straight arrow) involves (b) the full transfer of energy and momentum to the charge carrier.

interactions. Processes involving three or more phonons are mathematically described by

higher anharmonic terms of the Hamiltonian, including at least one annihilation and two

creation operators. Typically, the first anharmonic term considering the decay of one optical

phonon into two acoustic phonons describes anharmonic decay at temperatures at or below

room temperature reasonably well:172,173 The associated perturbation Hamiltonian

ℋ′ = ∑
q,q′,q″,𝑥

𝑒𝑖(q+q′+q″)⋅x𝑉 (q,q′,q″) ̂𝑎(q) ̂𝑎†(q′) ̂𝑎†(q″) (2.45)

includes the creation operator ̂𝑎†(q) (𝑁 → 𝑁+1) and the annihilation operator ̂𝑎(q) (𝑁 → 𝑁−

1). Higher terms (quartic, quintic, ...) become dominant at much higher temperatures.173–175

It is important to account for the occupation of phonon states in termal equilibrium: A

perturbation can create an out-of-equilibrium occupation of the optical phonons 𝑁 = 𝑁𝑜 + 𝑛

with the equilibrium occupation 𝑁𝑜 while acoustic states stay in equilibrium (𝑁 ′
𝑎, 𝑁″

𝑎 ). The

relaxation rate of the out-of-equilibrium population 𝑛, which can be coherent phonons, is
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Figure 2.15: Anharmonic decay of one optical phonon into two acoustic phonons.
(a) Simplified schematic of a three-phonon scattering process as in (b) a Klemens-type (symmetric)
decay172 of one optical phonon into two acoustic phonons of equal energy and opposite wave
vector.

given by172

𝑑𝑛
𝑑𝑡

∝ [(𝑁𝑜 + 𝑛) (𝑁 ′
𝑎 + 1) (𝑁″

𝑎 + 1) − (𝑁𝑜 + 𝑛 + 1) 𝑁 ′
𝑎𝑁″

𝑎 ] (2.46)

𝑑𝑛
𝑑𝑡

∝ 𝑛 (1 + 𝑁 ′
𝑎 + 𝑁″

𝑎 ) + [𝑁𝑜 (𝑁 ′
𝑎 + 1) (𝑁″

𝑎 + 1) − (𝑁𝑜 + 1) 𝑁 ′
𝑎𝑁″

𝑎 ]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
thermal equilibrium =0

. (2.47)

Consequently, the anharmonic correction to phonon frequency 𝜈 and phonon dephasing rate

Γ, mathematically represent the real and imaginary parts of the proper self-energy of a system,

respectively:176–179

𝜈(𝑇 ) = 𝜈0 − 𝜈1× [1 + 2
exp ( ℏ𝜔

2𝑘𝐵𝑇) − 1
] (2.48)

Γ(𝑇 ) = Γ0 + Γ1× [1 + 2
exp ( ℏ𝜔

2𝑘𝐵𝑇) − 1
] . (2.49)

As the name implies, understanding anharmonic decay relies on going beyond the approxi-

mation of perfectly parabolic (harmonic) interatomic potentials. Anharmonic terms introduce

an asymmetry in the potential. Thus, according to the thermal distribution of bosons, these

parameters are temperature dependent.
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Absorption of a phonon through phonon-carrier scattering or the anharmonic decay of

phonons abruptly decreases the amplitude of the collective oscillation. Thus, pure phonon

decay in the absence of other dephasing mechanisms brings about a slow diminishing of the

total oscillation amplitude with the rate 1
2𝑇1

.154

Elastic Phonon Scattering

Besides dominant inelastic scattering, elastic scattering poses a pathway for pure dephasing.

Any defect introducing a perturbing potential, like point defects, grain boundaries and

crystal surfaces, can act as a scattering center for phonon-defect scattering.180 Especially point

defects are known to make a significant contribution to the over-all phonon dephasing. The

phonon-defect scattering rate
1

𝜏defect
= 𝑁defect𝛾(𝜔q) (2.50)

depends linearly on the number of point defects 𝑁defect and the phonon-defect scattering rate

𝛾(𝜔q).181 It is associated with the pure dephasing lifetime 𝑇 ⋆
2 .
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At this point, one cannot help but wonder what role charge-lattice interactions play in materi-

als like BiOI. The possibly formed intrinsic electric fields indicate a strong coupling, which

should decisively influence the charge carrier and lattice dynamics. A large number of ef-

fects in condensed matter physics are related to strong carrier lattice interaction, including

superconductivity that relies on the formation of Cooper pairs.182 There have also been re-

ports linking Dember-fields167,168,183 and surface fields159,161,168,184 to the creation of coherent

phonons. Additionally, the above raises the question how complex carrier-lattice interac-

tions in anisotropic structures like BiOI affect charge carrier dynamics in terms of potential

polaronic and many other effects related to carrier-phonon coupling.



3 | Materials and Methods

This chapter introduces the synthetic protocol of the studiedmaterials, the light sources and experimental

setups used for sample characterization, and especially the spectroscopic experiments of this work.

Firstly, it explains the synthesis of the BiOI nanoparticles and the characterization of their morphology

and crystal structure via electron microscopy and X-ray scattering techniques. Secondly, it presents

the method to measure their photocatalytic performance in terms of hydrogen evolution rate in a

light-induced water-splitting experiment. Finally, this thesis, at its core, aims to answer relevant

questions regarding the charge carrier dynamics, in particular in their interaction with light, via

optical spectroscopy. This requires time-resolved spectroscopic techniques and ultrashort laser pulses.

The following describes the time-integrated and time-resolved absorption spectroscopy in a so-called

pump-probe configuration used in this work.
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3.1 Materials and BiOX (X = Cl, Br, I) Synthesis

The synthesis of the bismuth oxyhalide nanoplatelets was developed and performed by my

colleagues Viola Steidl and Tim Fürmann. The reagents bismuth (III) nitrate pentahydrate

(Bi(NO3)3 ⋅ 5 H2O, CAS: 10035-06-0), D-mannitol (C6H14O6, CAS: 69-65-8), polyvinylpyrro-

dine (PVP K-25, (C6H9NO)𝑛, CAS: 9003-39-8), potassium chloride, -bromide, and -iodide

(KX; X = Cl, Br, I; CAS: 7447-40-7, 7758-02-3, 7681-11-0 ), methanol (CH3OH, CAS: 67-56-1),

and ethanol (C2H5OH, CAS: 64-17-5) were purchased from Merck KGaA and used without

further purification.

The BiOX NPs were prepared via a hydrothermal synthesis based on the protocol of Guan

et al.20 which optimized the approach of Xiong et al.57 197.2mg of Bi(NO3)3 ⋅ 5H2O, the

bismuth source, and a variable amount of PVP between 0mg and 160mg were dissolved in

5mL of 0.1M D-mannitol solution under vigorous stirring at 1200 rpm for 10min. PVP is a

water-soluble polymer made from the monomer N-vinylpyrrolidone185 and acts as a surface

ligand in this synthesis. 200 µL of half saturated potassium iodide solution (0.086mmol KI)

were added under further stirring for 15min (1000 rpm). In a second step, the solution was

transferred into a 20mL autoclave to heat the sample at 160 °C for 3 h. After cooling to room

temperature, the product was purified in four washing cycles, each followed by sedimentation

via centrifugation at 10 000 rpm. The first washing cycle was performed in a 50:50 mixture of

ethanol and de-ionized water. Pure de-ionized water was used for the washing cycles two to

four. The product was then dispersed in 7mL de-ionized water. In preparation for further

experiments, the as-prepared dispersion was drop-casted onto a sapphire substrate.

3.2 Structural Characterization

The following section gives a brief overview of the methods used to characterize the samples

investigated in this study regarding their composition, morphology, and crystal structure.

A precise characterization of the morphology and the crystal structure is essential for the

understaning of the findings from the spectroscopic experiments described in Sections 3.4 and

3.5. To determine various structural parameters, this work applied a combination of electron
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Figure 3.1: Electron microscopy.
(a) SEM image (b) TEM image and (c) HAADF-STEM image of the same BiOI NP sample showing
the differences in the used microscopic techniques. Imaging the BiOI NPs from a comparable angle
illustrates the strengths of each method: SEM images provide a surface scan that yields information
on the clustering of the NPs. In contrast, TEM techniques, especially HAADF-STEM, lack that
depth information but yield a significantly higher resolution. They can even reveal the crystal
structure when the lattice planes are orthogonal to the electron beam axis.

microscopy and X-ray scattering techniques. In combination, they provide information from

the micrometer-scale down to atomic resolution.

Nanoparticles measuring a few nanometers in each dimension are subject to this work. Abbe’s

diffraction limit with the numerical aperture NA postulates that light-based microscopes

cannot resolve objects smaller than

𝑑 = 𝜆
2NA (3.1)

with the numerical aperture NA.186,187 To achieve a sufficient spatial resolution, transmission

electron microscopy (TEM) was used in this study. The use of electrons instead of photons is

crucial as they possess much shorter wavelengths. The de Broglie wavelength of an electron

is given by

𝜆dB = ℎ√
2𝑚𝐸

(3.2)

and measures 1Å for a potential of 150V.72
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3.2.1 Scanning Electron Microscopy

Scanning electron microscopy (SEM) illuminates a film of the sample material on a silicon

wafer and detects the so-called secondary electrons and back-scattered electrons from the

surface of the substrate. Two different detectors detect these electrons: The in-lens detector

collects directly scattered electrons, and a second detector the secondary electrons (see Figure

3.2 a). The following process creates such secondary electrons: The incident electron beam

can remove electrons from the inner shell of single atoms in the sample. The remaining empty

state is quickly re-occupied by an electron from an energetically higher state. That process

releases energy that is often enough to emit weakly bound electrons from outer shells.

For any chosen mixture of the in-lense and secondary electron detector signals, a section

of the sample is scanned in a raster plan to combine the information of position and signal

intensity in a topographical image of the sample film surface with a resolution of down to

2 nm. Figure 3.1 a shows an exemplary SEM image of BiOI NPs.

A Gemini Ultra Plus (Zeiss) field emission scanning electron microscope with a nominal

resolution of 2 nm was used. All SEM images shown herein were taken by my colleague

Nicola M. Kerschbaumer.

3.2.2 Transmission Electron Microscopy

A JEOL JEM-1011 TEM operating at acceleration voltages from 80 to 100 kV irradiates the

sample, a thin nanocrystal film on a copper grid with an electron beam. TEM follows this

fundamental working principle: An electron source accelerates an electron beam via a cathode

and an anode. The collimated beam illuminates a specimen where the sample absorbs and

scatters part of the electrons (see Figure 3.2 b). The 2D projection of the transmitted intensity

profile is the measured by a CCD camera (see Figure 3.1 b for an example TEM image of BiOI

NPs).188,189
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Figure 3.2: Electron microscopy techniques SEM, TEM, and HAADF-STEM.
Schematics of (a) SEM, (b) TEM, and (c) HAADF-STEM microscopes including the electron beam
path (yellow), the specimen and the relevant detectors.

3.2.3 High-Angle Annular Dark-Field Scanning Transmission Electron

Microscopy

High angle annular dark field scanning transmission electron microscopy (HAADF-STEM)

works at a higher voltage of up to 300 kV and thus has shorter wavelengths and better

resolution than a conventional TEM. The Titan Themis used for this work scans the region

of interest following a raster plan to acquire the position-dependent intensity profile. It can

even achieve atomic resolution when the electron beam is orthogonal to the crystal planes of

the sample, as can be seen in Figure 3.1 c, the HAADF-STEM of an individual BiOI NP. All

HAADF-STEM images shown in this work were taken by Dr. Markus Döblinger.

Generally, it acquires two sets of information as the incident electron beam interacts with

the specimen via elastic and inelastic scattering: Besides elastically scattered electrons that

contribute to the bright field image in analogy to conventional TEM, there are additional

detectors in the wide-angle regime at up to 200mrad to collect inelastically scattered electrons.

As the intensity of those scattered electrons scales with the squared atomic number (Z2), it

contributes to high compositional sensitivity (see Figure 3.2 c).190
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3.2.4 Wide-Angle X-ray Scattering

Wide-angle X-ray scattering (WAXS) experiments were conducted by my collaboration part-

ners Kilian Frank and Dr. Bert Nickel at a combined wide- and small-angle X-ray scattering

(WAXS & SAXS) molybdenum microfocus setup. After drying aqueous BiOI dispersion

in an O-ring mask on a 25µm Kapton foil, a second foil covers the remaining powder for

transmission measurements: X-rays with an energy of 17.4 keV (0.710 748 4Å) illuminate the

as-prepared sample. A Pilatus 100K detector (Dectris) 22 to 26 cm behind the sample collects

the signal by scanning a raster perpendicular to the incident beam covering a large 𝑞-range.

The pyFAI software package was used for azimuthal integration. The data were further

analyzed in python 3.8.12 (numpy, scipy, lmfit, and jupyter notebook packages). The peak

positions from Kandanapitiye, et al.191 were taken for reference.

3.3 Photocatalytic Experiments

The photocatalytic efficiency of the samples studied herein is expressed in terms of evolved

product per time and mass of the photocatalyst.

The photocatalytically active nanoparticles were dispersed in a mixture of water and the

hole scavenger methanol in a 90:10 ratio and kept in a sealed cuvette (Hellma Analytics, Type

117F-QS). Prior to the experiment, the filled cuvette was purged with argon for three minutes

through open-top screw caps with a rubber septum. Amagnetic stirrer rotating at 500 rpm

prevented sedimentation and kept the nanoparticles well dispersed.

The photocatalysts were tested under illumination with a xenon arc lamp (Horiba John Yvon

GmbH). Its color temperature of 6200K matches the solar temperature of 6500K reasonably

well. The lamp has an output power of 140W and was placed 25 cm from the sample yielding

a beam intensity of 140mWcm−2.

The photocatalytic reaction triggered by the incoming light produces gases like hydrogen

and oxygen such that, after some time, the initially pure argon atmosphere in the cuvette

contains a mixture of those gases. The exact composition, and therefore the hydrogen yield,

was measured in time intervals of one to two hours. For that, a part of the cuvette atmosphere
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was extracted through the rubber septum in the cuvette cap. It was then injected into a gas

chromatograph Shimadzu GC-2014which guides the gases through porous columns. These

columns separate the gases according to their different diffusion times through the walls of

those columns. The final detection can then distinguish between and quantify the injected

gases in terms of their respective fraction in the whole sample volume.

3.4 Time-Integrated Optical Absorption Spectroscopy

Optical spectroscopy is the central tool to study the optical properties of the BiOI NPs. Linear

absorption spectroscopy investigates the initial absorption of light that stands at the beginning

of any following process discussed in the context of this work. It is crucial to gain precise

knowledge of that process, as it determines the subsequent charge carrier dynamics. Generally,

the absorption of a photon excites an electron-hole pair. According to Fermi’s golden rule

(see Equation 2.27), such an optical transition is allowed when there is an initial and a final

state with an energy difference corresponding to the photon energy. Photons with an energy

higher than the band gap can excite so-called free electron-hole pairs leading to a continuous

contribution to the absorption at energies above𝐸G. Bound electron-hole pairs, called excitons,

manifest themselves in resonances at slightly lower energies, as explained in Section 2.2.2.

All absorption measurements discussed in this study are measured in transmission with a

Cary 60 UV-Vis (Agilent Technologies) absorption spectrometer. A xenon flash lamp (80Hz)

provides a white light spectrum covering the spectral range from 190 to 1100 nm. A rotating

grating (1200 lines/mm) is used to successively illuminate the sample with only one center

wavelength with a band with of 1.5 nm at a time to scan the spectral range of interest (see

Figure 3.3). The optical density (𝑂𝐷)of the sample, a dried thin film on a sapphire substrate or

a nanoparticle dispersion in water, was controlled to be between 0.1 and 1. Using monochro-

matic light minimizes disturbances like scattering or emission. A sample detector and a

reference detector simultaneously measure the transmitted intensity through the sample

𝐼S(𝜆) and the initial reference intensity 𝐼ref(𝜆), respectively. To correct for absorption of the

substrate or the cuvette and the solvent, a baseline measurement of the transmitted intensity

through a blank sample is taken, a clean substrate in this study. This baseline 𝐼B(𝜆) defines a
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Figure 3.3: Time-integrated absorption spectroscopy.
For every wavelength, the initial intensity irradiating the sample 𝐼ref(𝜆) is measured by a reference
silicon diode detector and decreases in transmission through the sample, typically particles in
solution or a film on a substrate. The final intensity 𝐼S(𝜆) is measured by a second silicon diode
detector.

correction 𝛽(𝜆) = 𝐼B(𝜆)/𝐼ref(𝜆). The baseline-corrected 𝑂𝐷 is defined by

𝑂𝐷(𝜆) = − log
10

( 𝐼S(𝜆)
𝐼ref(𝜆)𝛽(𝜆)

) . (3.3)

It is important to note that in transmission experiments, besides optical absorption, also

scattering and reflection contribute to the measured intensity. As a consequence, the term

optical density is more accurate than absorption referring to the spectra discussed in this work.

However, assuming scattering and reflection to be negligible, both expressions are inter-

changeable.
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3.5 Sub-Picosecond Transient Absorption Spectroscopy

Besides time-integrated optical absorption spectroscopy, the experimental techniques include

time-resolved measurements, often in combination with a cryostat for a controlled sample

temperature. Precise temperature control over a wide range, especially reaching cryogenic

temperatures, is necessary to gain insight into phonon-related effects.

In transient absorption spectroscopy, a so-called pump-probe experiment probes the change

in 𝑂𝐷 as a function of the delay time between the pump and the probe pulse. A femtosecond

pump pulse excites the sample and induces the charge carrier dynamics probed in that

experiment. The high temporal resolution of the setup relies on ultrashort laser pulses.

The Light Source: Femtosecond Laser Pulses

In this study, a Libra HE+ (Coherent) amplifier laser system emits ultrashort (∼ 85 fs) laser

pulses with a wavelength of 800 nm at a repetition rate of 1 kHz and a pulse energy of around

5mJ. The whole amplifier laser system consists of five building blocks: a seed laser, a pump

laser, a stretcher, an amplifier, and a compressor.

Figure 3.4: The concept of chirped pulse amplification.
Chirped pulse amplification consists of three steps: First dispersive optics, typically a grating or a
prism, stretch an incoming laser pulse temporally by guiding different wavelengths along optical
paths of different lengths. That reduces the pulse peak power and allows for amplification in
a second step without losses due to non-linear effects. Finally, a second set of dispersive optics
reverse the stretching and compress the amplified pulse to its original duration. Both, relative
width and amplitude changes are depicted only schematically and are much larger in the amplifier
laser system used in this work.
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Figure 3.5: Ti:Sa amplifier laser.
The Libra HE+ is comprised of five subunits to provide ultrashort laser pulses with a puls energy
of 5 mJ and a repetition rate of 1 kHz: The 800 nm Ti:Sa seed laser Vitesse (red), the Q-switched 527
nm pump laser Evolution (green), a grating based stretcher unit, an amplifier cavity and a grating
pased compression unit.

A titanium-sapphire (Ti:Sa) seed laser Vitesse (Coherent) provides a train of 800 nm ultrashort

laser pulses with a repetition rate of 80 MHz. Within the Vitesse, a 532 nm continuous wave

(CW) diode laser Verdi (Coherent), pumps a sapphire (Al2O3) crystal doped with Ti+3 ions.

The Ti:Sa laser with the active Ti+3 ions in the transparent host material (sapphire) is a typical

example for a solid-state laser. These pulses will be modified, as explained in the following,

to fulfill the experimental requirements.
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Table 3.1: Libra HE+ beam path by labels from Figure 3.5.

Unit Beam path

Stretcher SM1, SBS, SM2, SG, SM3, SM4, SM3, SG, SM5, SM6, SG, SM3, SM4, SM3,
SG, SM7, SM8, SM9, SM10

Amplifier AM1, PC1, AM2, Ti:Sa, AM3, PC2, AM4

Compressor CM1, CM2, CM3, CM4, CG, CM5, CM6, CG, CM7, CM8, CG, CM6, CM5,
CG, output port

This is done via chirped pulse amplification (CPA),192 a technique that was awarded with the

2018 Nobel Prize in Physics.193 This process is comprised of three steps, namely stretching,

amplifying and compressing the pulse to its original length. This is schematically shown in

Figure 3.4. In detail, a grating stretches each pulse to a length in the picosecond range by

guiding the different wavelengths of the incoming laser pulse along optical paths of different

lengths. The beam passes the grating four times, as shown in Figure 3.5. Thus, the pulse

peak power decreases significantly, allowing further amplification in a second cavity, the

femtosecond amplifier unit of the Libra He+. A Pockels cell (PC) selects only one out of 80,000

incoming pulses from the seed laser that enters that cavity. All other pulses are blocked which

effectively reduces the repetition rate from 80MHz to 1 kHz. The amplifier cavity contains a

Ti:Sa crystal that is pumped by a Q-switched pump laser Evolution (Coherent) emitting 527

nm pulses with a duration of 120 ns and pulse energy of 20 mJ at a repetition rate of 1 kHz

that matches the frequency of ultrashort laser pulses entering the cavity. Each seed pulse

thus completes multiple round-trips in the cavity during which the temporally long pump

pulse arrives and creates population inversion in the Ti:Sa crystal of the amplifier cavity. This

lasting interaction leads to a step-wise amplification with every transmission of the seed pulse

through the Ti:Sa crystal. When its pulse power saturates at ∼ 5mJ, a second PC releases the

amplified pulse into the compression unit. There, in a process reverse to the stretching to the

pulse, a grating compresses it to its original pulse duration of ∼ 85 fs. Table 3.1 explains the

exact beam path within the amplifier laser.
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Ultrafast Optical Parametric Amplifier

The 800 nm pulses are typically not the wavelength of choice to excite the sample in a pump-

probe experiment. An ultrafast optical parametric amplifier (OPA), the OPerA Solo (Coherent)

is used to convert those pulses into other wavelengths in the range from 190 nm to 12 μm. The

complex layout employs a succession of nonlinear effects to obtain the aspired wavelength.

These include white light generation, sum and difference-frequency generation, and second

harmonics generation (SHG). The beam path and the exploited effects vary depending on the

output wavelength. Reference [194] explains the working principle in further detail. For this

work, however, direct SHG that transforms the 800 nm pulses into 400 nm covers the narrow

spectral range between the multiple resonances in the pump-probe spectra. Therefore, the

OPAwas only used for control measurements.

The Experimental Setup for Pump Probe Spectroscopy

Figure 3.6 schematically shows the whole transient absorption spectroscopy setup. The beam

is split into two separate beams, the pump beam, and the probe beam: The pump beam is

then either directed through a barium borate (BBO) crystal that converts the 800 nm pulses

into 400 nm by SHG or the OPA as described above to access other wavelengths, in this work

e. g. 300 or 500 nm. A chopper running at a frequency of 500 Hz transmits only every second

pump pulse. Amovable gray filter sets the excitation density of the pump pulses. Like in

linear absorption spectroscopy, these measurements must keep the 𝑂𝐷 of the sample in the

range between 0.1 and 1. At lower densities, the signal-to-noise ratio may decrease, and at

higher values, it is not reasonable anymore to assume the excitation density to be constant

along the direction of the beam in the excited sample volume. That assumption is, however,

critical for the understanding of the signal as described in the next subsection. Consequently,

the pump pulse excites the sample, onto which it is aligned, before, at the same time as, or

after every second measurement of the 𝑂𝐷 by an incoming probe pulse, depending on the

time delay set by the motorized delay stage. The population excited by the pump pulse then

fully decays until, 1ms later, the next pump pulse arrives. The sample is mounted onto an

xyz-stage with micrometer screws to adjust the sample position in all three dimensions in
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Figure 3.6: Transient absorption spectroscopy setup.
The transient absorption spectroscopy setup used in this work uses 800 nm femtosecond laser
pulses with a repetition rate of 1 kHz. The incoming beam is split into two: the pump and the probe
beam. The probe pulses are guided past a motorized white light stage that allows precise control of
the time delay between the pump and probe pulse between ca. −500 fs and 3, 000 fs. Time 𝑡 = 0
defines the moment when pump and probe pulse arrive at the same time. A CaF2 crystal converts
the monochromatic pulses into white light pulses shortly before it passes the sample. Every second
pump pulse, on the other hand, is blocked by a chopper with a frequency of 500Hz before a BBO
crystal converts the incoming 800nm pulses into 400 nm pulses via frequency-doubling. This
guarantees that the sample is excited only every second time that the absorption is probed. The
difference between each pair of measurements, one with and one without an excitation by the
pump pulse, yields one data point Δ𝑂𝐷(𝜆, 𝑡). An additional filter blocks the remaining 800 nm
light of the pump pulse and a gray filter is used to control the pump pulse energy.

measurements at room temperature. For temperature-controlled measurement, the sample

as a dried film on a sapphire substrate sits inside a cryostat (Advanced Research Systems)

that is controlled by aModel 335 Cryogenic Temperature Controller (Lake Shore Cryotronics).

The probe beam, on the other hand, is guided through a retroreflectormounted onto amovable

stage. This allows for control of the time delay between pump and probe pulse of up to

approximately 3 ns. The time at which the pump and probe pulse overlap temporally defines

𝑡 = 0. The delay stage can move away from that position in controlled steps of ∼ 0.13 fs, steps

much smaller than the pulse width-limited time resolution of approximately 85 fs. In a CaF2

crystal, the incoming 800 nm pulses are converted into a white light spectrum in the range

from 350 to 900 nm (see Figure 3.7). At lower wavelengths, there is no sufficient light intensity
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Figure 3.7: Pump and probe pulse spectra.
The CaF2 crystal converts the 800 nm pulses into a spectrally broad white light probe pulse between
350 and 900 nm. The SHG in the BBO crystal provides the narrow spectrum of the pump pulse
centered at 400 nm.

and at 800 nm the detector saturates due to the remaining high intensity of the Ti:Sa laser.

The ultrashort probe pulses are focused onto the sample by a curved mirror and collected

by an optical fiber leading to a spectrometer for the spectral intensity read-out. It is crucial

to note that the cross-section of the probe beam at the sample is much smaller than that of

the pump beam. Therefore, the excitation density is laterally virtually constant in the whole

probed volume.

The Underlying Physics of Pump-Probe Spectroscopy

The pump pulse creates an electron density 𝑓e in the CB and a hole density 𝑓h in the VB (see

Figure 3.8 a). Accordingly, due to phase-space filling (PSF), the presence of photoexcited

electrons and holes reduces the absorption coefficient

𝛼 = 𝛼0 (1 − 𝑓e) (1 − 𝑓h) = 𝛼0 (1 − 𝑓e − 𝑓h − 𝑓e𝑓h) (3.4)

compared to the ground state absorption𝛼0 (see Figure 3.8 b). In addition, stimulated emission

is possible in the presence of photoexcited charge carriers (see Figure 3.8 c). As Fermi’s

golden rule does not specify any direction in terms of the coupling strength of two states,

the associated transition probability is the same as for absorption and the contribution from

stimulated emission is given by

𝑒 = 𝛼0𝑓e𝑓h. (3.5)
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Figure 3.8: Fundamental physical phenomena in transient absorption spectroscopy.
(a) excitation, (b) phase-space filling and (c) stimulated emission in semiconductors.

Therefore, the change in absorption

Δ𝛼 = 𝛼 − 𝛼0 − 𝑒 = −𝛼0 (𝑓e + 𝑓h) (3.6)

is directly proportional to the sum of electron and hole density for each wavelength 𝜆 and

time 𝑡. In analogy to the change in absorption, the differential optical density Δ𝑂𝐷 measures

the change in 𝑂𝐷 induced by the excitation through the pump pulse. It is the difference

between the signal measured by the probe pulse when the pump pulse is transmitted and the

measured signal when it is blocked:

Δ𝑂𝐷(𝜆, 𝑡) = 𝑂𝐷pump(𝜆, 𝑡) − 𝑂𝐷no pump(𝜆, 𝑡) (3.7)

= log
10

(
𝐼no pump(𝜆, 𝑡)

𝐼0(𝜆)
) − log

10
(

𝐼pump(𝜆, 𝑡)
𝐼0(𝜆)

) (3.8)

= log
10

(
𝐼no pump(𝜆, 𝑡)
𝐼pump(𝜆, 𝑡)

) (3.9)

While that calculation may appear trivial, it illustrates why, in contrast to linear absorption

spectroscopy, no baseline correction is required. Theoretically, one such pair of measurements

would be sufficient to provide a complete dataset. In a typical measurement, however,

hundreds to thousands of such pairs add up to one data point to guarantee a high signal-to-

noise ratio. Furthermore, measuring 𝐼no pump(𝜆, 𝑡) for each such pair at a frequency of 500Hz

reduces potential errors due to laser power fluctuations.
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Further, there are additional effects beyond the considerations above. These include effects like

band gap renormalization, photoinduced absorption (absorption of photons by photoexcited

charge carriers), oscillatory modulations originating from the coupling of charge carriers to

coherent phonons, etc. They can potentially give rise to additional contributions in the Δ𝑂𝐷

spectrum that spectrally overlap with the PSF-induced resonances.
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Nanoplatelets

This chapter introduces the analyzed BiOI NPs which are known for their photocatalytic activity.19,23–30

Despite the tremendous efforts the scientific community has undertaken to apply bismuth oxyhalides

as photocatalysts, there is little understanding of the underlying fundamental physics. In particular,

many theoretical predictions regarding their electronic and optical properties are yet to be tested

experimentally.

Besides an indirect band gap54,82 tunable in the visible range by varying the incorporated halide (see

Table 2.1) bismuth oxyhalides bring along intriguing structural properties: Few experimental studies

hint at the importance of the structural anisotropy of bismuth oxyhalides and how it translates to their

optical and electronic properties.8,116,195 This work exploits that layered crystal structure and its effect

on the crystal growth to precisely control the morphology of BiOI NPs. On that basis, the electronic

and optical properties, and finally the photocatalytic activity of BiOI are investigated with due regard

to the underlying crystal structure.

This chapter revisits the physical concepts introduced in the first part of Chapter 2 with a focus on

time-independent properties. It reports outcomes from Reference [196] that lay the foundation for the

results presented in the two subsequent chapters.
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4.1 Structure, Crystal Growth and Thickness Control

Thiswork investigates BiOINPs thatwere synthesized in a hydrothermal reaction as described

in Section 3.1. Figure 4.1 a shows a HAADF-STEM image of stacked BiOI NPs in parallel

orientation to the carrier substrate. Their semi-transparency indicates their small thickness of

only a few nanometers. The Moiré-patterns197 emerging from stacked, mutually rotated NPs

show the high in-plane crystallinity despite being ultrathin. The NPs exhibit thicknesses in

the nanometer range and lateral widths of up to hundreds of nanometers. In combination,

this may be a first hint that the anisotropy introduced by the layered crystal structure of

BiOI results in anisotropic crystal growth. HAADF-STEM images with atomic resolution

provide insight into the in-plane structure of a NP (see Figure 4.1 b). The overlayed theoretical

crystal structure matches the HAADF-STEM intensity profile extraordinarily well, which

proves that the crystal layers are parallel to the large NP surfaces. Furthermore, this identifies

the [Bi2O2]2+ layers as the terminating surface layers, which is consistent with theoretical

predictions20,198 and the known binding mechanism of PVP as a surface ligand.199 Apparently,

the structural anisotropy translates into anisotropic crystal growth such that the in-plane

growth along the strong covalent bonds significantly exceeds out-of-plane growth in the

direction of the weak ionic bonds between the oppositely charged crystal layers.

20 nm

ba

1 nm

Figure 4.1: HAADF-STEM images of ultrathin BiOI nanoplatelets.
(a)A large scale image of multiple ultrathin BiOI NPs shows their lateral extents of hundreds of
nanometers. They are extremely thin, which is apparent from the semi-transparency of the imaged
NPs. Mutually rotated NPs exhibit Moiré patterns. (b) Imaging an individual NP standing normal
to the substrate with a higher magnification reveals the in-plane crystal structure as indicated by
the overlaid structure (with dark gray bismuth, light gray oxygen, and orange iodide atoms) and
the inserted illustration of highlighted unit cells and their partial charges.
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Figure 4.2: Thickness control of BiOI nanoplatelets.
(a) HAADF-STEM images of BiOI NPs standing normal to the substrate reveal the reduction of the
NP thickness with increasing ligand content. (b) Ligand-controlled NP thickness read out from
HAADF-STEM images with the gray dashed line as a guide to the eye.

To understand the connection between the crystal structure and the electronic and optical

properties, it is crucial to gain control over the parameter of interest. In this work, the synthesis

protocol enabled thickness tuning of the BiOI NPs on the nanometer-length scale by ligand

passivation. PVP acts as a surface ligand that terminates crystal growth along one axis to

obtain thinner NPs for higher amounts of ligand available during the hydrothermal reaction.

The amount of ligand added to the synthesis controls the thickness in the order of some

few unit cells. This is apparent from the TEM images of individual BiOI NPs in Figure 4.2 a

standing normal on the substrate. The images reveal the NP thickness of only a few unit

cells. In detail, the thickness ranges between 3 and 15nm, which is equivalent to ∼ 3 to 17

monolayers (ML), and decreases with increasing PVP content as shown in Figure 4.2 b.

WAXS could provide further insight into the structural properties of BiOI NPs. Here, the

important fact is that in contrast to TEM images, WAXS yields ensemble-averaged signals.

Figure 4.3 a shows the WAXS spectra of NPs of different thicknesses for incident X-rays with

𝜆 = 0.7107484 Å as a function of scattering vector 𝑞 = 4𝜋 sin(𝜃)/𝜆 with the scattering angle 2𝜃.

Most significantly, the experimentally acquired spectra of the thick NPs match the simulated

WAXS pattern for the tetragonal P4/nmm crystal structure of bulk BiOI (gray) in terms of peak

positions and relative intensities.191 For the highest PVP concentrations, a broad background
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signal arises. The deviation from the theoretical prediction is associated with excess PVP. The

black line in Figure 4.3 a shows the signature of pure PVP powder for the ease of reference.

Figure 4.3: WAXS spectroscopy of BiOI nanoplatelets.
(a)WAXS spectra of BiOI NPs of thicknesses from 3 to 17 nm on a logarithmic scale. In addition,
the reference in gray shows the theoretical prediction for bulk BiOI and the broad signal of PVP
powder is shown in black. (b) The ratio of the out-of-plane (001) to the in-plane (011) peak height
shows a decrease for an increasing amount of PVP available in the synthesis and thus thinner NPs.
0% and 100% define the range from 0 to 160mg PVP used in the synthesis as described in the
synthetic protocol.

A sophisticated analysis of the relative peak heights, namely the thickness dependence of

the (001)/(110)-peak height ratio, sheds light on the ensemble-averaged relative thickness

change. While the (001)-peak is a measure for the periodicity along the [001]-axis, the stacking

direction in BiOI, the (110)-peak is linked to the in-plane periodicity. When the size of a
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periodic system is reduced along one direction, the respective peak diminishes and broadens.

Therefore, the (001)/(110)-ratio is a measure for the size along the [001]-axis normalized to

the in-plane signal. That normalization is adequate as, due to the lateral size of the NPs, the

(110)-signal strength is likely to reach the bulk limit for all NP thicknesses. For an increasing

PVP concentration the ratio steadily decreases (see Figure 4.3 b) which substantiates two

findings: Firstly, the average thickness of the BiOI NPs changes with the surface ligand

amount for the whole ensemble. Secondly, the thickness is controlled selectively along the

[001]-axis, the direction along which the oppositely charged layers are stacked and mutually

bound to their neighboring layers by weak ionic bonds.

4.2 Absorption Spectra

Typical semiconductor NPs (e. g. CdS, CdSe, CdTe, or lead halide perovskites) of comparable

thicknesses exhibit quantization effects: Charge carrier confinement in the direction orthogo-

nal to the large NP surface results in a blue shift of the band gap and an increased exciton

binding energy due to screening by the surrounding medium where the dielectric constant is

significantly lower.130,139,142,200

The 𝑂𝐷 spectra of BiOI NPs of all thicknesses examined in this work are shown in Figure

4.4 a. The spectra exhibit a gentle absorption onset at the indirect band gap and a steeper

rise at higher energies at which direct optical transitions from the VB to the CB are allowed.

Generally, energetic bands in the band structure of BiOI are close to each other with typ-

ical energy differences of a few hundreds meV (see Figure 4.4 b). The absorption spectra

are a superposition of multiple band-to-band continuum absorption contributions and the

associated excitonic resonances.138 These superpositions manifest themselves in two broad

resonances in the energy range between 3 and 5 eV. Surprisingly, their positions are virtually

thickness-independent (see Figure 4.4 a). This is in stark contrast to the pronounced blue shifts

due to quantum confinement along that axis in other semiconducting NPs.130,139,142,200 The res-

onances do, however, broaden with increasing NP thickness. Thicker NPs tend to accumulate

in micron-sized agglomerates (see Figure 4.5). That is why they exhibit a more pronounced
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Figure 4.4: Thickness dependence of electronic and optical properties of BiOI nanoplatelets.
(a) Thickness-dependent absorption spectra of BiOI nanoplatelets. BiOI NPs exhibit a gentle
absorption onset at the indirect band gap followed by a steeper rise at energies of direct transitions
between the VB and the CB. These manifest themselves in two broad resonances between 3 and
5 eV marked by a circle or square, respectively. The positions of these resonances are not thickness-
dependent (see vertical dashed lines). Their width decreases with decreasing thickness. (b) In-plane
band structure of BiOI (adapted fromWang et al.28 - published by The Royal Society of Chemistry).

scattering-related tail in their 𝑂𝐷 spectra. Potentially, surface passivation by PVP reduces the

mutual attractive interaction between the NPs and thus prevents their agglomeration.

It is crucial to put this into context with the in-plane band structure of BiOI from Figure 4.4 b

which shows only in-plane bands. The electronic states are localized along the direction of

the ionic bonds and therefore there is virtually no out-of-plane dispersion along the [001]-

axis.82,195 For that reason, size-reduction along the [001]-axis does not confine the localized

charge carriers further and does not affect band positions. The decrease in the width of

the absorption resonances might have two underlying reasons: Firstly, simulations from

Wang et al. predict that the weak coupling between neighboring layers in BiOI induces an

increasing number of in-plane bands proportional to the number of stacked layers rather

than a dispersed out-of-plane band.28 That would cause broader resonances for thicker NPs

as experimentally observed. Secondly, in thinner NPs, the Coulomb interaction between

electrons and holes is increasingly screened by the surrounding medium (water or air) with a

significantly lower dielectric constant 𝜀 than BiOI. Less efficient screening brings about an

increase in the exciton binding energy associated with sharper resonances in the absorption
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Figure 4.5: SEM images of thickness-controlled BiOI nanoplatelets.
Large-scale SEM images of BiOI NPs with 0, 25, 50, and 100% PVP show that large agglomerates
(>1μm) of many NPs form when no ligands are attached to the NP surface. These are reduced in
quantity and size with increasing ligand concentrations until only individual NPs remain at 100%
PVP.

spectrum. The exciton binding energy of excitons confined to two dimensions

𝐸X
B,2D = 4𝐸X

B,3D < 5meV (4.1)

is four times larger than the respective 3D binding energy as explained in Section 2.2.2. This

calculation takes the effective masses and dielectric constants calculated by Ran et al.8 Such

small bulk exciton binding energies in BiOI are the reason why no sharp excitonic resonances

are to be seen in any of the 𝑂𝐷 spectra. While the charge carriers are confined to two

dimensions, screening of their interaction occurs in all three dimensions. In the thinnest NPs,

however, that picture ceases to apply as the screening increasingly occurs in the surrounding

medium and sharper resonances become evident.

At this point, it is crucial to highlight that not only Ran et al.8 but also Hoye et al.116 consistently

report extraordinarily high phonon contributions to the dielectric function resulting in a value

of around 45. This leads to the small exciton binding energy as the ions can efficiently screen
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Coulomb interactions201 and further indicates that carrier-phonon coupling is strong in BiOI.

Chapters 5 and 6 will investigate the importance of that coupling of carriers to the lattice.

In summary, the absorption spectra reflect that BiOI is a system of stacked 2D layers mutually

bound by weak ionic forces. For that reason, quantum confinement-induced blue shifts do

not occur with NP thickness reductions down to 3 nm. Despite the 2D character that brings

along a fourfold increase of the exciton binding energy compared to a 3D system, the exciton

binding energy is small due to the small effective in-plane masses and, most importantly, the

large phonon contribution to the dielectric function of BiOI.

4.3 Photocatalysis

After the initial absorption of incoming light, BiOI can act as a photocatalyst when dispersed in

water and produce hydrogen. Photoexcited charge carriers in most semiconducting nanopar-

ticles in the size range of a few nanometers easily reach the surfaces. That is underlined by the

fact that quantization effects occur in that size range.202 In this context, size variations on that

scale should have moderate effects on the photocatalytic activity of the system: Theoretically,

the catalytical activity of a NP should not be limited by its thickness in the range from 3 to

17MLs. Rather, it is expected to scale with the number of photons absorbed per NP and

the accessible surface area not covered by the long ligands. If all that is true, the 17MLNPs

should outperform the 3MLNPs in photocatalytic experiments.

In experiments testing BiOI NPs of different thicknesses, however, the opposite occurs. The

photocatalytic results are normalized by mass of the catalysts, therefore by the absorption of

the photocatalyst. Clearly, the thicker platelets use the absorbed photons less efficiently than

the thinner ones (see Figure 4.6). Even though a 17MLNP absorbs approximately five times

more photons than a 3MLNP, the H2 evolution rate per platelet is only 1.65-times better. The

thinner NPs obviously have a larger surface area. So the better performance of the thin NPs

might originate either from the presence of more surface sites or an easier access to the surface

(or both). However, the thin platelets are prepared at the higher concentration of PVP, that is

expected to occupy the surface sites more effectively in the thin platelets, inhibiting the growth

it the [001] direction. On this basis, one could anticipate worse photocatalytic activity of the
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Figure 4.6: Photocatalytic hydrogen evolution of BiOI nanoplatelets.
The hydrogen (H2) production per gram BiOI NPs shows a strong dependence on the NP thickness.
Despite an increasing surface coverage by the ligand PVP, thinner NPs produce more H2. The
open circles indicate the measured data points fitted by the respective solid lines. For each NP
thickness, multiple photocatalytic experiments were conducted which is why more than one data
point may exist per point in time.

thin platelets. This is not observed in the experiments, implying that the strong thickness

effect likely stems from the access to the surfaces of the NPs, wherein in thick particles the

initial charge separation cannot promote the charges from the NP center to the particle surface.

To understand this behavior, it is important to account for how the anisotropy of the crystal

structure and bond character affects the charge carrier dynamics in BiOI NPs. These findings

indicate that optically induced charge carriers in the bulk body of thick NPs rarely reach the

reactive sites on the NP’s surface where they can drive the photocatalytic reaction. This is

consistent with the previously claimed carrier localization in [001]-direction. In thin NPs,

however, most charge carriers are excited near the surface and are therefore not hindered

from reaching the reactive surface sites in the absence of out-of-plane carrier delocalization.

Consequently, these results show how BiOI unfolds its full potential as a photocatalyst in the

form of ultrathin nanostructures.
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Nanoplatelets

The preceding chapters explained that charge separation of optically excited electrons and holes is

crucial for semiconductor applications in solar cells or photocatalysis.15,203 That charge separation is

a key process that must not only overcome their Coulomb interaction,204 it must also be maintained

for sufficiently long times for the carriers to reach the sites to fulfill their purpose, e. g. to drive

a chemical reaction at the reactive sites for photocatalysis. In particular, it is crucial to prevent

geminate recombination of photoexcited charge carriers. Heterostructures that separate carriers across

interfaces are a typical approach to achieve this goal.205–208 However, this may also introduce additional

recombination pathways due to complicated system architectures.205 This naturally brings the focus to

semiconductors that are capable of the intrinsic separation of electrons and holes.

Alternating oppositely charged [Bi2O2]2+ and doubleX− layers stack along the [001]-axis of BiOXwith

ionic bonds between these layers and covalent in-plane bonds. This structure might build up an electric

field between neighboring layers,49,51,54,83,209,210 which could have the potential to separate photoexcited

electrons and holes, a process beneficial to catalytic reactions. Bismuth oxyhalides are indeed often

used for photocatalytic water splitting,211,212 CO2-reduction,213 and waste degradation.18,213,214 Due

to their photoactivity, bismuth oxyhalides are even applied in cancer photodynamic cancer therapy.33,34

In BiOX NPs, charge separation would be especially beneficial as their large surfaces are orthogonal

to the [001]-axis, the direction of the potential built-in field. Thus, field-induced charge separation

would direct the charges to the closest reactive surface sites.30,52,210,211,215,216 Even though the idea had

emerged that electric fields might play that advantageous role in BiOX photocatalysts, there was no

proof of that phenomenon, yet. Spectroscopic techniques like Terahertz spectroscopy217 or pump-probe

spectroscopy218,219 are potential tools to gain insight into such phenomena. This chapter addresses the

question of whether an electric field-induced separation of electrons and holes occurs in BiOI NPs and

is based on the work published in Reference [220].

67
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5.1 Linear and Transient Absorption Spectra

Linear Absorption Spectrum

The previous chapter explained thickness-dependent changes in the absorption spectra of

the indirect semiconductur BiOI (see the band structure in Figure 5.1 a). For the following

discussion, it is expedient to recall the absorption spectrum of the 3ML BiOI NPs shown

in Figure 5.1 b. It exhibits a gentle absorption onset at below 2 eV followed by two broad

resonances in the energy range between 3 and 5 eV.

These observations can be directly linked to the band structure in Figure 5.1 a. The initial rise

starts at the energy of the indirect band gap of approximately 1.8 eV. It agrees well with the

theoretically predicted 𝐸2-like onset for indirect semiconductors. At the energy threshold

for direct transitions, a steeper rise follows which marks the onset of the broad resonances

that seem to be incompatible with the band structure at first sight. However, the close-lying

bands in the band structure, especially in the valence band, result in energetically close-lying

Figure 5.1: Absorption in bismuth oxyiodide.
(a) Band structure of BiOI with a corrected band gap (adapted from J. Wang et al., Reference [28] -
published by The Royal Society of Chemistry.) with an illustration of the electron-hole separation
in k-space after optical excitation. The blue to green arrows indicate the four lowest energetic
transitions that are affected by the occupation of the CBM by excited electrons at the CBM. (b)
The linear absorption spectrum as well as potential underlying contributions relating to the band-
to-band transitions sketched in (a) are plotted to illustrate how the band structure relates to the
measured absorption. (c) The differential optical density spectrum at 𝑇 = 4K, probed 10ps after
excitation by a 400 nm pulse, reveals four resonances due to photobleaching of the four optical
transitions shown in (a) by photoexcited electrons at the CBM.
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Figure 5.2: Chirp-corrected heat map of ΔOD in first 10 ps.
(a) The 𝑂𝐷 and Δ𝑂𝐷 spectra are identical to the ones previously shown and are only displayed
for the ease of reference. (b) The heat map of the Δ𝑂𝐷 according to the color scale on the right.
The four resonances in (a) can be clearly distinguished. The qualitative shape of the spectrum is
virtually unaffected by changes in the first 10 ps after the initial build-up at 𝑡 = 0.

optical transitions. This suggests that overlapping contributions from multiple band-to-band

transitions form the extinction spectrum. In detail, contributions from continuum absorption

from different band-to-band transitions and the corresponding excitonic resonances at lower

energies add up to the measured signal. Selected contributions from direct transitions to

the CBM are sketched qualitatively in Figure 5.1 b to illustrate the above. After the initial

optical excitation, predominantly in a direct optical transition, electrons relax to the CBM at

the Γ-point and holes to the VBM at the X-point (see Figure 5.1 a.).



70 5.1 Linear and Transient Absorption Spectra

Transient Absorption Spectrum

That explanation of the 𝑂𝐷 spectrum in relation to the calculated band structure was tested

via transient absorption spectroscopy, as described in Section 3.5. Upon excitation by an

ultrashort 400 nm laser pulse with a pulse energy of 1 µJ at 𝑇 = 4K, the optical density is

reduced at four distinct energies as shown exemplarily by the Δ𝑂𝐷 spectrum at a time delay

of 10 ps between pump and probe pulse.

These energies match the energies of optical transitions from the VB to the CBM as sketched

in Figure 5.1 a. Photoexcited electrons quickly relax to the CBM. Due to the partial occupation

of the available states, the probability of further transitions from any other state to the CBM

is reduced by a factor of (1 − 𝑓e) compared to the system in its ground state with 𝑓e denoting

the Fermi-Dirac distribution of electrons.131 This is referred to as PSF and results in the

negative Δ𝑂𝐷 resonances at the energies of optical transitions from the VB to the CBM. Four

such transitions at 2.30, 2.55, 2.87, and 3.35 eV lie in the probed energy range. This can be

seen best at a cryogenic temperature of 𝑇 = 4K where reduced homogeneous broadening

reveals clearly separated resonances. Besides the width of the observed resonances, the

𝑇 = 4K spectrum is representative for all temperatures up to 300K. As BiOI is an indirect

semiconductor, electrons and holes occupy states at different points in reciprocal space. The

energy threshold for direct transitions at the X-point, the location of the VBM, is much higher

than at the CBM. Consequently, PSF by the holes affects only direct transitions far in the UV

outside of the spectral range probed in this experiment.

It should be noted that the Δ𝑂𝐷 spectrum at 𝑡 = 10 ps in Figure 5.1 c is representative for the

full dynamics in the first picoseconds - the time-range of interest for the following discussion

(see Figure 5.2). Furthermore, Δ𝑂𝐷 spectra taken at different pump energies (300 nm and

500 nm) do not vary significantly from the spectrum for 400 nm excitation.

Transient Absorption Changes on the Nanosecond Timescale

The normalized time traces in Figure 5.3 show the transients for the four resonances from

Figure 5.1 c. At the moment of excitation, the signal amplitude rises to its maximum within

the time of the pulse duration. The subsequent decay as electrons and holes recombine is
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Figure 5.3: Normalized transient differential optical density of BiOI at T = 4K.
The four transients at the energies of the resonances in the Δ𝑂𝐷 spectrum, 2.30, 2.55, 2.87, and
3.35 eV, are virtually the same for the first 2.5 ns after excitation by an ultrashort 400 nm laser pulse
with a pulse energy of 1 µJ.

much slower on the order of nanoseconds. It is striking that the normalized transients at

the energies of the four PSF resonances show virtually the same evolution in time on the

nanosecond timescale. This is perfectly consistent with the fact that all four resonances result

from PSF through the same electron density. While the amplitudes of the resonances differ,

the qualitative decay for all four of them scales with 𝑓𝑒(kCBM). At high excitation densities,

an initial fast decay may occur due to multiple carrier interactions like Auger-processes as

explained in Section 2.2.1. Once many-carrier interaction events at short times after excitation

have decreased the overall carrier density, the decay is slow as recombination in an indirect

semiconductor requires the absorption or emission of a phonon for momentum conservation.

Up to this point, the understanding of the spectroscopic data requires no electric field for any

physical model. It is, however, necessary for the following discussion of the ultrafast charge

carrier dynamics.

5.2 Ultrafast Field Screening by Photoexcited Charge Carriers

The ultrafast dynamics revealed in the Δ𝑂𝐷 transients shown in Figure 5.4 a can be under-

stood as the superposition of two contributions: (i) A slowly varying transient due to PSF

follows a steady decay. In addition, there is (ii) a damped temporal oscillation. Figure 5.4 b

displays that oscillatory modulation after subtracting the PSF-related black fit in Figure 5.4 a.

Both contributions exhibit a sudden rise at 𝑡 = 0 when the pump pulse excites the sample.
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Figure 5.4: Differential optical density transient at 2.30 eV.
(a) The full transient at 𝑇 = 4K in the first picoseconds after excitation by an ultrashort 𝜆 = 400 nm
pump pulse at 𝑡 = 0ps. The black fit represents the underlying contribution from PSF. (b) The
temporal modulation after subtraction of the black fit in (a) takes the form of a damped temporal
oscillation.

These findings from the transient at cryogenic temperatures and the further discussion are

representative for temperatures up to room temperature. Temperature-related changes in-

clude only moderate variations in the oscillation frequency and dephasing rate as discussed

in detail in Section 5.3.

The Fourier-transformed signal in Figure 5.5 a reveals two underlying frequencies at 2.7 THz

and 4.6 THz. These are the frequencies of optical phonons in BiOI, suggesting the creation of

coherent phonons by ultrashort laser pulses. Interestingly, a comparison with the theoretical

study of Talirz et al.75 reveals that out of all optical phonon modes, the two that are closest to

the measured frequencies follow a clear pattern of vibronic motion: All atomic dislocations of

the coherent phonon modes excited by an ultrashort laser pulse in BiOI oscillate only along

the [001]-axis, the stacking direction of the alternatingly charged crystal layers. The back and

forth motion is depicted by the individual snapshots of one full oscillation cycle in Figure 5.5 b.

The dislocations illustrated by the sine-waves in the background are exclusively along the

(vertical) [001]-axis. That implies that whatever mechanism creates these coherent phonons

must act along that axis and thus relates to the anisotropy introduced by the crystal structure.
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Figure 5.5: Fourier-transformed differential optical density transient at 2.30 eV.
(a) Two resonances, at 2.7THz and 4.6THz, mark the frequencies of the excited coherent phonons
in BiOI. The data (green) were fitted by two Lorentz-peaks (black). (b) The energetically closest
phonon modes predicted by Talirz et al.75 are at 3.02THz and 4.42THz, respecively. The associated
atomic motions next to the resonances involve only vertical displacements which correspond to
motion along the [001] crystallographic axis. These modes are shown for two unit cells each at
different times during the oscillation. The low-frequency oscillation describes the vibration of the
oppositely charged layers against each other. The high-frequencymode corresponds to a ‘breathing’
mode in which the layers expand and contract periodically.

As the initial stimulus must be faster than the coherent oscillation itself, it is ultrafast, taking

less than (4.6THz)−1 ≈ 220 fs.

Interestingly, the photoinduced coherent phonon frequencies are virtually independent of

the pump pulse energy. For many other materials, like tellurium or pure bismuth, optical

excitations promote an electron from a bonding to an anti-bonding state. Such mechanisms

weaken the bonds, and thus the lattice softens. As a consequence, the phonon frequency

decreases with increasing photoexcited charge carrier densities.166,221–223 The fact that no such

shift occurs in BiOI is consistent with the fact that the VBM and the CBM have an anti-bonding

character (see Section 2.1.4).
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Figure 5.6: Phase and amplitude of ΔODmodulation.
(a) Selected transients at 2.3 eV where d𝑂𝐷/d𝐸 is positive and at 3.35 eV where d𝑂𝐷/d𝐸 is neg-
ative exhibit a phase difference of Δ𝜙 = 180∘ measured at 𝑇 = 300K. (b) The energy-dependent
amplitude of the oscillation (black) with the pre-sign accounting for the relative phase resembles
the derivative of the 𝑂𝐷 (orange).

The ionic displacements associated with the coherent phonons result in a time-variant os-

cillating modulation of the band gap with the frequency of the excited coherent phonons.

That band gap variation translates to the observed changes in Δ𝑂𝐷. This is consistent with

the observation that the oscillation is apparent in a broad wavelength range as indicated in

Figure 5.2. In detail, it is 180∘ phase-shifted between energy regions with a positive derivative

compared to those with a negative derivative of 𝑂𝐷 (see Figure 5.6 a). Furthermore and in

consistency, the amplitude of the oscillation resembles the first derivative of the 𝑂𝐷 spectrum

as shown in Figure 5.6 b.

Creation of Coherent Phonons

Coherent phonons can either be excited via impulsive or by displacive mechanisms.154,158–160

As discussed in Section 2.1.3, the initial phase is an essential indicator for the respective

excitation pathway. Figure 5.7 shows the transient in the picoseconds before and after the

excitation by the pump pulse at 𝑡 = 0 that was reconstructed from the autocorrelation function.

An oscillationmaximummarks the onset of the oscillation at that time. As discussed in Section

2.3.2, this implies that coherent phonons are created in a displacive process that shifts the

atomic equilibrium positions by coupling to a photoexcited charge carrier population. Vice

versa, this rules out impulsive excitation via Raman scattering that would bring along a
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Figure 5.7: Initial phase of coherent phonons in BiOI.
The temporal osciallatory modulation of the differential optical density starts with a maximum at
𝑡 = 0, the moment of excitation by the pump pulse (illustrated in yellow).

sine-like modulation of the optical density. It should, however, be noted that potential time

delays discussed in this analysis closely approach the temporal resolution of the experiment.

Therefore, a control experiment confirmed that 800 nm excitation does not release coherent

phonons - even at significantly higher pump powers. This substantiates the claim that the

phonons couple to real, not virtual, charge carrier populations.

Considering both, the anisotropy of the coherent phonons and their displacive excitation

through coupling to photoinduced charge carriers is consistent with the following: An

ultrashort pumppulse excites electrons from theVB to the CB. These free charges are separated

in the built-in electric field between neighboring crystal layers. The associated ultrafast

screening of the electric field alters the potential energy landscape of the semiconductor,

which repositions the equilibrium positions of the atoms in the lattice. These are much

heavier than the charge carriers and cannot follow this ultrafast process.170 Rather, after the

ultrafast screening of the electric field, the ions suddenly find themselves out of equilibrium

and begin to oscillate around their new equilibrium position in phase with each other. This

collective motion is referred to as coherent phonons.

Electric Fields in Semiconductors

In the presence of electric fields, phenomena like the ultrafast Stark224 effect or the Franz-

Keldysh effect225,226 occur in semiconductors. However, these effects do not manifest them-

selves in BiOI for the following reasons: They appearwhen an external electric field introduces

a slow variation in comparison to the periodicity of the crystal. In BiOI, however, the built-in
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dipolar electric field changes on the exact same length scale as the dimension of the unit cell

along the [001]-axis. It can therefore not be treated as a slowly varying perturbation in space.

An ultrafast Stark shift that would lead to a derivative-like Δ𝑂𝐷 spectrum is not observed

in the spectrum in Figure 5.1 c.227–229 The Franz-Keldysh effect describes how an external

field causes an oscillatory shape of the absorption spectrum above the band gap following

an Airy function. Screening of the internal field would thus result in a spectrally oscillatory

Δ𝑂𝐷 spectrum including a succession of positive and negative signals at the Airy function

extrema.230 In contrast to that, the recorded spectrum exhibits only negative Δ𝑂𝐷 peaks.

Furthermore, the Airy oscillations decay in amplitude and increase in frequency for higher

energies.231 For BiOI, the opposite trend proves true for both amplitude and frequency. In

light of the above, it is apparent that neither the ultrafast Stark effect nor the Franz-Keldysh

effect but PSF induces the measured Δ𝑂𝐷 resonances.

5.3 Dephasing of Coherent Phonons

Once created, the coherent phonon population begins to dephase with time. As described in

Section 2.3, two scatteringmechanisms contribute to the loss of coherence: Firstly, phonons are

conserved in elastic scattering events associatedwith the time constant 𝑇 ⋆
2 , but they experience

a phase shift. After such a phase jump, they are incoherent with the remaining coherent

phonons. Secondly, phonons can be annihilated (or created) in inelastic scattering events

described by a lifetime 𝑇1. The dominant annihilation mechanisms are (i) the anharmonic

decay of one optical phonon into two or more acoustic phonons and (ii) absorption of a

phonon by a charge carrier via phonon-carrier scattering. Together, these two mechanisms

are the major contributors to the total dephasing rate Γ = 1/2𝑇1 + 1/𝑇 ⋆
2 and result in the

temporal exponential decay of the Δ𝑂𝐷 oscillation amplitude.

5.3.1 Phonon-Phonon Scattering: Anharmonic Decay of Phonons

Especially the anharmonic decay of one optical phonon into two acoustic phonons under the

conservation of energy and momentum, illustrated in Figure 5.8 a, contributes significantly

to the total dephasing rate. The full phonon dispersion relation in Figure 2.5 shows all the
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Figure 5.8: Anharmonic decay of optical phonons in BiOI.
(a) Schematic representation of the symmetric anharmonic decay of an optical phonon into two
acoustic phonons of equal energy and opposite wave vectors. The temperature-dependent coherent
phonon (b) dephasing rate and (c) frequency.

phonon modes that an optical phonon can decay into. While the harmonic approximations

can model many properties of phonons, it cannot address processes like such decays. The

cubic term of the anharmonic Hamiltonian describes three-particle processes like the decay

into two acoustic phonons. Mathematically, this is expressed through one annihilation and

two creation operators. Quartic, quintic, and higher anharmonic terms modeling many-body

processes involving four or more phonons are reported to be less likely and become dominant

only at higher temperatures than in this study.172–175

Both the total dephasing rateΓ (see Figure 5.8 b) and the phonon frequency (see Figure 5.8 c) are

temperature-dependent. As calculated by Klemens,172 the cubic term reflecting anharmonic

effects to the vibrational potential also depends on temperature. This consequently leads to

the observed increase of the dephasing rate and the decrease of the frequency with increasing

temperature. The dephasing rate and the frequency shift represent the imaginary and real

parts of the proper self-energy of the system, respectively.176–178 That temperature dependence

of the anharmonic vibrational potential manifests itself in the temperature dependence of

phonon dephasing rate and frequency.172,176,177,179 The corresponding data points extracted

from the transient absorption spectroscopymeasurements are describedwell by the Equations

2.48 and 2.49. The solid lines in Figure 5.8 b and 5.8 c are the fits according to those functions.

It is worth to note the offset Γ0 = 0.12ps−1 in Figure 5.8 b that yields the dephasing rate

from alternative temperature-independent dephasing mechanisms including pure dephasing
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Figure 5.9: Phonon-carrier scattering in BiOI.
(a)Aphonon can be annihilated through the absorption by a charge carrier. (b) The pump fluence-
dependent dephasing rate inreases for high pump pulse energies when such processes become
dominant.

with lifetime 𝑇 ⋆
2 and phonon-carrier scattering which is explained in the following section.

The anharmonic decay mechanism dominates the dephasing rate at room temperature of

Γ = 0.36ps−1. This value is comparable to dephasing times in other materials of a few

picoseconds.163,167,177,217,232,233

5.3.2 Phonon-Carrier Scattering

The previous section demonstrates that besides the anharmonic decay of coherent phonons,

there are further contributors to the dephasing of coherent phonons, namely phonon-carrier

scattering (see Figure 5.9 a). As Figure 5.9 b shows, the dephasing rate is virtually excitation

power-independent for moderate pump powers but increases for higher pump fluences.

Only at high pump fluences and thus high induced carrier and phonon densities, the dephas-

ing rate increases as the probability for phonon-carrier scattering rises significantly. It does

not contribute significantly to the total dephasing rate at low fluences.
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Figure 5.10: Differential optical density transient at 2.3 eV and an increased pump pulse energy.
Transient at a pump pulse energy of 13μJ. The osciallatory modulation at increased pump pulse
energies increases in its amplitude relative to the absolute signal strength.

Figure 5.10 shows the transient at 2.30 eV for a strongly increased pump pulse energy of 13 µJ.

In comparison to Figure 5.4 a, it is evident that the amplitude of the oscillations significantly

increases relative to the total signal strength due to PSF. At these increased pump fluences

it becomes apparent how strongly lattice vibrations influence the optical properties of the

material. This suggests extraordinarily strong carrier-phonon coupling in BiOI.
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To this point, the previously reported results demonstrate the following: BiOI is a system of stacked 2D

layers with weak, ionic inter-layer and strong, covalent intra-layer bonds. This has various far-reaching

consequences: First, carriers delocalize only in-plane while the out-of-plane mobilities are low. Among

multiple other effects, this limits the photocatalytic activity in thick BiOI NPs. Secondly, excitations by

femtosecond laser pulses launch coherent phonons via ultrafast electric screening of the dipolar electric

fields between the neighboring, oppositely charged layers.220 These induce substantial modulations in

the 𝑂𝐷 of BiOI. This shows how the expansion and contraction of the lattice parameters alters the

band gap and proves that charge carriers couple strongly to the lattice.

In this context, it is critical to account for the fact that the initial charge separation and lifetimes of

the coherent phonons occur on the (sub-)picosecond timescale. In contrast, photocatalysis and other

potential applications reliant on charge separation involve processes taking up to seconds. Despite the

understanding gained in the two previous chapters, it is crucial to know how the initially separated

charges progress until they recombine or fulfill their purpose regarding the aspired application.

This chapter addresses that question using pump-probe spectroscopy with a focus on the charge carrier

dynamics after the dephasing of the coherent phonons in BiOI. It is based on the findings from Reference

[196].
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6.1 Anisotropic Polarons and Self-Trapping

The presence of free charge carriers and their strong coupling to the lattice have critical

consequences for the carrier dynamics studied via transient absorption spectroscopy on the

3MLNPs. Their 𝑂𝐷 spectrum and the underlying contributions from the different band-to-

band transitions explained in Chapter 5 are shown in Figure 6.1 a for the ease of reference. A

400 nm femtosecond laser pulse was used to excite the BiOI NPs.

At room temperature (300K), the pump-pulse-induced change in the 𝑂𝐷 exhibits four distinct

resonances at 2.30, 2.55, 2.87, and 3.35 eV in the initial spectrum (1 to 10 ps, see Figure 6.1 b).

Chapter 5 explained in detail that these resonances arise from PSF by electrons at the CBM.

Consequently, the absorption is reduced at the energies of direct optical transitions from

valence bands to the CBM.220 The oscillatory modulation assigned to coherent phonons

Figure 6.1: Transient absorption spectra of BiOI NPs at T = 4K.
(a)Absorption spectrum of BiOI (orange) and the underlying contributions from multiple band-
to-band transitions schematically shown in blue to green colors. The arrow indicating the pump
energy refers to the spectra shown in (b) and corresponds to an excitation at 400 nm. (b) Transient
absorption spectra: While the Δ𝑂𝐷 at early times (1 and 10ps) exhibit four distinct negative
resonances due to PSF, at later times (100 and 1000 ps) a broad positive resonance arises.
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Figure 6.2: 100 ps ΔOD spectrum.
The Δ𝑂𝐷 at later times results from the overlap of the four negative resonances with a broad
positive one centered at around 2.48 eV. This positive resonance resembles the first derivative of
the 𝑂𝐷 spectrum shown in gray.

determines the evolution of that spectrum in the first few picoseconds. At later times, however,

an additional broad positive resonance centered at around 2.48 eV (500 nm) emerges in the

Δ𝑂𝐷 spectrum. Neither PSF nor coherent phonons in BiOI can explain that signal.

Interestingly enough, the first derivative of the 𝑂𝐷 shown in Figure 6.2 in gray matches

the position and shape of that positive resonance extraordinarily well. The spectrum at

𝑡 = 100ps is a representative time stamp for that comparison. This indicates that the origin

of the broad positive signal might lie in a reduction of the band gap and an associated red-

shift of the absorption spectrum. Such shifts due to e. g. band gap renormalization or the

quantum confined Stark effect often occur in pump-probe experiments.125,228,234 In contrast to

the observed slow build-up of the signal, these signals typically arise quasi-instantaneously

after excitation by a short laser pulse.

While the slow emergence of the broad resonance is incompatible with these effects, it is

consistent with polaronic effects in BiOI: A so-called polaron forms when a free charge carrier

distorts its surrounding lattice via Coulomb interaction.235–237 The dimensionless Fröhlich

coupling constant from Equation 2.36

𝛼e,h = 𝑒2

8𝜋𝜀0ℏ𝜔LO

√2𝑚r. l.
e,h𝜔LO

ℏ
( 1

𝜀b
− 1

𝜀s
) (6.1)
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with the effective mass in a rigid lattice 𝑚r. l. and the low and high frequency values of the

dielectric function 𝜀b and 𝜀s is a measure for the strength of that interaction.238 It depicts

the Fröhlich coupling between charge carriers and LO phonons.63 The previous chapter

demonstrated that carrier-phonon coupling in BiOI is strong. It is, therefore, logical to assume

that it supports the formation of polarons. Indeed, the coupling constant along the [001]-axis,

the direction of the ionic bonds and the coherent vibrations, reported earlier220 is above 5. This

value is high compared to other semiconductor materials and characterizes small polarons in

that direction.69,239,240 The polaronic distortion of the lattice yields an energetically favorable

state when electrostatic gains prevail over the energy cost in terms of lattice strain. In that

way, the carriers dig their own potential well.150,239,241 The relaxation of the lattice during the

transfer into that polaronic state of lower energy reduces the band gap by

Δ𝐸G = 𝛼ℏ𝜔LO (6.2)

with the LO phonon frequency 𝜔LO.63 Consequently, the self-trapping through polaron forma-

tion results in a red-shift of the absorption spectrum which contributes to the Δ𝑂𝐷 spectrum

in pump-probe experiments. In detail, such shifts would theoretically introduce contributions

in the shape of the first derivative of the 𝑂𝐷 like observed here and shown in Figure 6.2.228 The

striking agreement between that derivative and the Δ𝑂𝐷 spectra at delay times of multiple

picoseconds or more corroborates the formation of polarons and the associated red-shift in

BiOI NPs.

The transient at 2.48 eV, the energy of that broad resonance, gives detailed insights into the

dynamics leading to the polaron formation (see Figure 6.3 a and 6.3 b). It reveals three time

regimes: (i) The signal quickly reaches its negative extremum due to PSF on the timescale of

the instrument response function at 𝑡 = 0 when the ultrashort pump pulse (∼ 85 fs) excites the

sample. It marks the onset of the coherent vibration modulating the Δ𝑂𝐷. (ii) The oscillatory

modulation dephases within a few picoseconds. (iii) After full dephasing of that oscillation, a

new effect comes into play: The rise of a positive signature in Δ𝑂𝐷 associated with a time-

constant of 14 ps results in the Δ𝑂𝐷 spectrum discussed above. Similar to other reported

polarons151,242 and magnetic polarons,243 the relaxation into the self-created energetically

lower state takes its time. The formation occurs within a few to hundreds of picoseconds
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Figure 6.3: Polaron formation in BiOI NPs.
The 2.48 eV transient is shown on two time scales: (a) Ultrafast processes on the picosecond
timescale include (i) the initial charge separation of electrons and holes in the built-in dipolar
electric fields and (ii) the subsequently launched coherent phonons. (b)At later times, (iii) a positive
signal builds up that is linked to the formation of polarons. (c) Schematic representation of the
three fundamental subsequent mechanisms: (i) The initial charge separation, (ii) the coherent lattice
vibration, and (iii) the formation of polarons and self-trapping of the charges in their respective
layers.

rather than immediately with the photoexcitation. This indicates that the polarons can only

form when the initial (coherent) lattice vibration has fully decayed. Intuitively, a charge can

sustain a lattice distortion more easily in an equilibrated lattice with moderate vibrations.

Such a long polaron formation time is consistent with theoretical predictions for materials

with large Fröhlich coupling constants 𝛼.153 Figure 6.3 c is a schematic representation of these

three consecutive processes: (i) Electrons and holes separate in the built-in dipolar electric

fields between neighboring oppositely charged layers. They launch coherent phonons via

ultrafast electric field screening. (ii) The as-created coherent phonons persist for multiple

picoseconds until they dephase and decay. (iii) Subsequently, electron- and hole-polarons

form by distorting their surrounding lattice. At its core, the creation of coherent phonons

and the formation of polarons result from the ionic character of the crystal in [001]-direction
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and the associated strong carrier-phonon interaction in BiOI. The analogy between these two

phenomena becomes apparent from the quantum mechanical description of polarons as a

carrier coupling to a virtual phonon cloud.143–145

It is crucial to account for the anisotropic crystal structure to understand that a polaron in BiOI

distorts an ellipsoidal volume: The in-plane electron (hole) coupling constant 𝛼 = 1.8 (2.9) is

much smaller, and the polaron radius of 4.24 nm (2.59 nm) much larger than the respective

out-of-plane values. That corresponds to a large in-plane polaron spreading overmultiple unit

cells. In contrast, the out-of-plane value of 𝛼 > 5 results in a small polaron in that direction

typically localized in a volume smaller than or equal to that of the unit cell. These values are

based on the effective in-plane masses and dielectric constants calculated by Ran et al.8 Due to

the localized states in [001]-direction, there are no reports of accurately calculated out-of-plane

masses. This calculation approximates them to be significantly larger (at least by one order of

magnitude) than the free electron mass. Consequently, optically excited charges in BiOI NPs

get self-trapped in their respective layer by forming polarons, comparable to self-trapping

that is known to occur in organic crystals with large coupling constants 𝛼.150,235,241,244,245

Consistently, that explains the findings from Chapter 4: Self-trapped charges in the bulk

body of thick BiOI NPs cannot reach the reactive sites at the NP surfaces and therefore do not

contribute to the production of hydrogen in photocatalytic experiments.

6.2 Temperature-Dependent Polaron Formation

Additionally, the broad Δ𝑂𝐷 resonance assigned to polaron formation exhibits a strong

temperature dependence: Figure 6.4 shows the 2.48 eV transients at different temperatures be-

tween 300K and 4K. The positive signal gradually reduces with decreasing temperature until

there is no apparent positive signal at 𝑇 = 4K. There are two reasons for that phenomenon:

Firstly, according to Bose-Einstein statistics, fewer phonons exist at lower temperatures. Intu-

itively, that explains that polarons, quantum mechanically described as LO phonon-dressed

carriers,143–145 cannot form efficiently at reduced temperatures as there are fewer phonons

available. Theoretically and consistently with these findings, that yields an infinite polaron

formation time at 𝑇 = 0K when neglecting acoustic phonons.153 From a classical point of
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Figure 6.4: Temperature-dependent polaron formation.
(a) The initial dynamics including (i) the ultrafast charge separation launching coherent phonons
that result in (ii) an oscillatory modulation of the Δ𝑂𝐷 at 𝑇 = 4K. (b) The subsequent rise of
a positive resonance linked to the formation of polarons successivly decreases with decreasing
temperature.

view, the absence of optical phonons at cryogenic temperatures results in a frozen lattice. The

increased energy cost of lattice distortions counteracts polaron formation.246 Secondly, the

polaron model above treats free charge carriers and their interaction with the surrounding

lattice. At decreased temperatures, however, that is not valid anymore. Especially at thermal

energies below the exciton binding energy, electron-hole pairs predominantly exist in the

form of excitons. That temperature-dependent trend is consistent with similar materials like

lead halide perovskites.247
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In summary, this work provides a robust understanding of the fundamental charge carrier dynamics

in BiOI NPs. This chapter concludes the findings presented above and highlights the most relevant

consequences. To provide a meaningful contribution, it covers the whole life-cycle of electron-hole pairs

in BiOI. In detail, it explains

(i) how the crystal structure determines the optical properties of BiOI, especially the excitation

of electron-hole pairs,

(ii) their ultrafast separation in the built-in electric fields launching coherent phonons,

(iii) and the formation of polarons until the final recombination or catalytic reaction.

The following puts those phenomena into context with the anisotropic crystal structure of BiOI.

89



90

Structural and Optical Properties

The time-integrated optical and catalytical properties of BiOI were studied in nanoparticles of

precisely controlled size and shape. Due to its anisotropic crystal structure, BiOI preferentially

forms NPs with lateral widths of hundreds of nanometers. In contrast, they are ultrathin

along the [001]-axis, the direction of ionic bonds between mutually stacked positively charged

bismuth-oxide [Bi2O2]2+ and negatively charged double iodide 2 × I- layers. Surface ligands

assisting the hydrothermal reaction could regulate crystal growth along the stacking direction

and allow precise thickness-tuning of the BiOI NPs between 3 and 17MLs.

In contrast to most typical semiconductors, BiOI NPs do not exhibit absorption blue shifts

due to quantum confinement effects, even for a thickness of only 3MLs. Localized states arise

in the direction of the ionic bonds along the [001]-axis and thus, no quantization effects occur.

The thickness-independent band gap is consistent with theoretical predictions.28 Furthermore,

the ionic bonds lead to a large lattice contribution to the high dielectric function, which

totals to 𝜀 ≈ 45.8,116 In combination with small effective in-plane masses, that brings along a

small exciton binding energy of less than 5meV and explains the absence of sharp excitonic

resonances in the absorption spectra of BiOI NPs. Eventually, free charge carriers exist at

room temperature. These are immobile out-of-plane due to localization but are delocalized

in-plane.

Ultimately, optically excited electron-hole pairs in BiOI can drive chemical reactions like

water splitting. Despite the small thicknesses of some few MLs, carriers in thick NPs cannot

reach the reactive sites at the surface. Rather, they are hindered by their localization and can

only move in-plane. Therefore, the photocatalytic activity normalized to the catalyst mass

significantly increases by a factor of three for a NP thickness reduction from 17 to 3MLs.

Consequetly, BiOI NPs only reveal their full potential as photocatalysts at thickness of around

3MLs.

Coherent Phonons

The creation of coherent phonons in BiOI NPs was studied via transient absorption spec-

troscopy. In a first step, this method was applied to identify individual optical interband
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transitions from the VB to the CBM. They are clearly distinguishable and reveal the underlying

superposition of optical resonances adding up to the broad optical density spectrum of BiOI.

Optical transitions in the visible range involve states at and around the CBM at the Γ-point.

Relaxation of electrons to the CBM results in four Δ𝑂𝐷 resonances between 2.30 and 3.35 eV.

The energy required for direct optical transitions is much higher at the VBM, and therefore,

holes do not contribute to the visible Δ𝑂𝐷 spectrum.

After excitation by a femtosecond laser pulse, the dipolar electric field separates electrons and

holes between the oppositely charged crystal layers in BiOI. The separation is ultrafast and

screens the built-in electric field within less than ∼ 0.2ps. Consequently, the heavy ionic cores

cannot follow that quickly but suddenly find themselves out of equilibrium. That launches a

coherent oscillation around their new equilibrium position which is equivalent to the creation

of coherent phonons. Importantly, these involve only vibrations in [001]-direction along

the electric field lines. This is a direct consequence of the orientation of the electric fields

orthogonal to the positive [Bi2O2]2+ and negative 2 × I- layers in BiOI and thus the electron-

hole separation in that direction. Finally, this evidence provides the necessary understanding

for the application of BiOI in photocatalysis or other purposes reliant on efficient charge

separation.

Eventually, the as-created coherent phonons dephase via two dominantmechanisms: First, the

anharmonic decay of one optical phonon into two acoustic phonons under the conservation

of energy and momentum results in a temperature-dependent dephasing rate. Secondly,

phonon-carrier scattering, especially the annihilation of a phonon in that process, contributes

to dephasing especially at increased charge carrier densities.

Polaronic Effects

Transient absorption spectroscopy revealed the charge carrier dynamics on the pico- to

nanosecond scale. This connects the ultrafast processes, including the initial charge separation

launching coherent phonons and their dephasing, with the final charge carrier recombination

or their participation in photocatalytic reactions that take up to seconds.
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Due to strong carrier-phonon coupling in BiOI, a photoexcited charge carrier in BiOI distorts

its surrounding lattice and forms a polaron. The strength of that interaction is expressed

through the Fröhlich coupling constant 𝛼, which is large (𝛼 > 5) along the direction of the

ionic bonds in BiOI. The relaxation into an energetically favorable state lowers the band gap

of the material. The associated shift of the absorption spectrum manifests itself as a broad

resonance in time-resolved Δ𝑂𝐷 spectra. Its rise is associated with a time constant of 14 ps,

which measures the polaron formation time.

That polaron is highly anisotropic, which is a direct consequence of the crystal structure:

Strong carrier-lattice coupling along the ionic bonds results in a small polaron covering less

than one unit cell in that directionwhile it spreads further in-plane. After the initial separation,

electrons and holes self-trap in their respective layer by digging their own potential well and

forming polarons. Thus, only charges created at the surface can participate in photocatalytic

reactions.
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