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1 Abstract

Laypeople’s trust in science might be obstructed by their stereotypical
views of researchers as highly competent, yet only moderately warm. To counter
this perception of lacking warmth, researchers could engage in self-disclosing
science communication (e.g., revealing basic personal information, thoughts about
one’s own work, or one’s personal involvement with the research topic), potentially
promoting their affective trustworthiness, and, thus, laypeople’s trust in science.
However, such self-disclosure could also have adverse effects by violating
expectations of appropriateness, professionalism and objectivity. This dissertation
draws on theory about stereotypes, trust in science, and self-disclosure, and
applies it to science communication. It includes three manuscripts and eleven
empirical studies demonstrating small and ambivalent effects of researchers’ self-
disclosure on laypeople’s trust in science, it explores potential boundaries of these
effects (e.g., self-disclosure content and recipients’ attitudes), and it provides
important insights into the conceptualization of trust in science. | discuss
limitations as well as theoretical and practical implications of this research

program and, finally, | highlight further directions for future research.

Keywords: trust in science, trustworthiness, credibility, science communication,

self-disclosure.



2 Deutsche Zusammenfassung

Es hat keine weltweite Pandemie benotigt, um die Wissenschaft ins
Zentrum des offentlichen Interesses zu rucken — aber es hat sicherlich geholfen.
Unsere Welt ist gepragt von komplexen, globalen Herausforderungen, sei es die
anhaltende Coronapandemie oder die drohende Klimakrise. Um diesen zu
begegnen, braucht es eine effektive Partnerschaft zwischen der Offentlichkeit und
der Wissenschaft. Solch eine Kooperation kann nur durch vertrauensvolle,
effektive Kommunikation gelingen. Das bedeutet, dass es nicht nur um das ,was”,
sondern auch um das ,,wer” und ,wie” in der Wissenschaftskommunikation geht:
Die involvierten sozialen Prozesse mussen in den Blick genommen werden.
Lai:innen denken jedoch vermutlich im Alltag wenig uber Wissenschaft und
Forschende nach, obwohl sie in unserer heutigen komplexen Welt bei nahezu allen
Entscheidungen, egal ob alltaglich oder auBergewohnlich, von der Expertise
anderer abhangig sind. Diese kognitive Arbeitsteilung (z.B. Bromme & Thomm,
2016; Keil, 2005; Keil et al., 2008) fuhrt dazu, dass wir anderen — insbesondere
Forschenden — vertrauen mussen, dass sie uns mit verlasslichem Wissen versorgen
konnen.

Das offentliche Vertrauen in Wissenschaft kann differenziert werden in die
personenbezogene epistemische Vertrauenswurdigkeit, die Lai:innen Forschenden
zuschreiben, und in die sachbezogene Glaubwturdigkeit, die sie wissenschaftlichen
Befunden zuschreiben (z.B. Hendriks et al., 2016; Sperber et al., 2010).
Epistemische Vertrauenswurdigkeit beschreibt, dass Forschende als verlassliche
Wissensquellen wahrgenommen werden (z.B. Hardwig, 1991; Hendriks et al.,
2015, 2016; Origgi, 2004; Wilholt, 2013). Sie kann unterteilt werden in Expertise

(d.h. die notwendige fachliche Kompetenz) und Integritat und Benevolenz (d.h. die



aufrichtige Befolgung professioneller Regeln und Standards sowie die
Wohlgesonnenheit gegeniiber der Offentlichkeit). Vertrauenswiirdigkeit hat
demnach sowohl kompetenzbezogene, kognitiv-rationale Anteile (d.h. Expertise),
als auch warmebezogene, sozio-affektive Anteile (d.h. Integritat und Benevolenz;
Hendriks et al., 2015, 2016; Mayer et al., 1995; McAllister, 1995; Morrow et al.,
2004). Die Glaubwurdigkeit wissenschaftlicher Befunde bezieht sich im Gegensatz
zur personenbezogenen Vertrauenswiirdigkeit auf die Uberzeugung, dass ein
wissenschaftlicher Befund ,,wahr” ist (z.B. Appelman & Sundar, 2016; Metzger et
al., 2003; Rieh & Danielson, 2007; Wathen & Burkell, 2002). Dementsprechend
kann sie unterteilt werden in die kognitive Facette der Akzeptanz (,,Ich halte den
Befund fur wahr”) und die behaviorale Facette der Verhaltensintention (,,Ich
beabsichtige, mich dem Befund entsprechend zu verhalten”).

Obwohl das offentliche Vertrauen in Wissenschaft generell recht stabil und
hoch ist (Funk, 2017; Hendriks et al., 2016; Krause et al., 2019; Wissenschaft im
Dialog/Kantar, 2021), wird es moglicherweise durch Stereotype uber Forschende
beeintrachtigt. Viele Lai:innen scheinen Forschende als hoch kompetent, jedoch
nur mittelmalig warm wahrzunehmen (Fiske & Dupree, 2014; Imhoff, Koch, et al.,
2018; Rosman & Merk, 2021) — sozusagen als sehr intelligente, jedoch distanzierte
“Nerds im Elfenbeinturm.” Um diesem Stereotyp mangelnder Warme zu
begegnen, konnten Forschende sich in der Wissenschaftskommunikation an die
Offentlichkeit als warm und sympathisch, also affektiv vertrauenswurdig,
darstellen. Eine Moglichkeit dies zu tun, besteht darin personliche Informationen
preiszugeben (z.B. Details aus ihrem Leben, selbstkritische Gedanken uber ihre
Arbeit oder ihre personliche Involviertheit mit ihrem Forschungsthema). Doch

solch eine Selbstoffenbarung kann auch problematisch sein, da sie den



Erwartungen an typische Wissenschaftskommunikation in Bezug auf
Angemessenheit, Professionalitat und Objektivitat widersprechen konnte.

In dieser Dissertation stelle ich drei Manuskripte mit elf empirischen
Studien vor, die sich mit der potentiell ambivalenten Wirkung von
Selbstoffenbarung durch Forschende in der Wissenschaftskommunikation auf das
Vertrauen von Lai:innen in Wissenschaft beschaftigen. Dabei verfolgt das
Forschungsprogramm drei ubergeordnete Ziele: Erstens wird der generelle Effekt
von selbstoffenbarender Wissenschaftskommunikation auf die Wahrnehmung von
epistemischer Vertrauenswurdigkeit und Glaubwurdigkeit wissenschaftlicher
Befunde uberpruft. Zweitens sollen mogliche Grenzen dieses Effekts ergrundet
werden. Daher werden zum Beispiel verschiedene Inhalte der Selbstoffenbarung
untersucht. Manuskript 1 befasst sich mit der Preisgabe rein illustrativer
personlicher Informationen, die nicht direkt mit dem kommunizierten
Forschungsprozess in Verbindung stehen und somit sehr grundlegend den Effekt
von Selbstoffenbarung abbilden. Manuskript 2 erforscht die Preisgabe von
personlichen Gedanken in Bezug auf die eigene Arbeit (Selbstkritik und
Reformabsichten), die also direkter mit der kommunizierten Wissenschaft
verbunden sind. Manuskript 3 widmet sich schlieBlich der Preisgabe von
Informationen, die untrennbar mit der kommunizierten Wissenschaft verwoben
scheinen: der Offenlegung personlicher Betroffenheit vom eigenen
Forschungsthema (,,Me-Search®). Zudem bericksichtigt Manuskript 3 die
mogliche Abhangigkeit des Effekts von Selbstoffenbarung von Voreinstellungen
der Rezipient:innen (motivierte Wissenschaftsrezeption). Drittens verfolgt das
Forschungsprogramm das Ziel, empirische Einblicke in die theoretische

Konzeptualisierung von Vertrauen in Wissenschaft zu erhalten. Dazu werden die



Befunde reflektiert im Hinblick auf die psychologische Struktur von epistemischer
Vertrauenswurdigkeit und Glaubwurdigkeit wissenschaftlicher Befunde sowie ihre
Beziehung zueinander.

Die vorliegenden Ergebnisse demonstrieren ambivalente Effekte von
Selbstoffenbarung in der Wissenschaftskommunikation: Manuskript 1 zeigt, dass
die Preisgabe illustrativer personlicher Informationen zu kleinen ,, Trade-Off"-
Effekten fuhren kann: Wahrend selbstoffenbarende Forschende als etwas affektiv
vertrauenswurdiger wahrgenommen wurden als nicht selbstoffenbarende
Forschende, sank ihre wahrgenommene Expertise. Die Glaubwurdigkeit der
Befunde blieb hingegen insgesamt unbeeinflusst und die Ergebnisse einer
anschlieBenden Feldstudie in einem Wissenschaftsmuseum stellten weiterhin in
Frage, ob diese Art der Selbstoffenbarung praktische Relevanz in der
Wissenschaftskommunikation haben kann. Manuskript 2 zeigt, dass die offene
Preisgabe einer selbstkritischen Haltung gegenuber der eigenen Forschung dazu
fuhrte, dass Lai:innen die Forschenden positiver beurteilten, als wenn diese sich
nicht selbstkritisch auBerten: lhnen wurde mehr Vertrauenswurdigkeit und ihren
Befunden mehr Glaubwurdigkeit zugeschrieben. Manuskript 3 zeigt schlief8lich,
dass die Offenlegung von ,,Me-Search” sowohl positiv als auch negativ
wahrgenommen werden kann, abhangig von bereits bestehenden Einstellungen
der Laienrezipient:innen zum Forschungsthema: Hatten die Lai:innen positive
Voreinstellungen, wurden die ,Me-Searcher” als vertrauenswirdiger und ihre
Befunde als glaubwurdiger beurteilt; hatten sie negative Voreinstellungen drehte
sich der Effekt um.

Insgesamt scheint Selbstoffenbarung in der Wissenschaftskommunikation

allein kein wirksames Mittel zu sein, um stereotype Wahrnehmungen von



Forschenden hinsichtlich vermeintlich mangelnder Warme zu uberwinden.
Selbstoffenbarung hatte lediglich kleine und uneinheitliche Effekte auf das
offentliche Vertrauen in Wissenschaft. Das deutet darauf hin, dass es viel eher auf
den konkreten Inhalt der offenbarten Information ankommt. So scheint es, dass
personliche Informationen positive Effekte haben, wenn sie beispielsweise , gute”
wissenschaftliche Praxis implizieren (z.B. eine selbstkorrektive Haltung) oder
wenn sie dazu genutzt werden konnen, Wissenschaft im Einklang mit bestehenden
Einstellungen aufzuwerten (z.B. indem personlich betroffenen Forschenden
besondere Expertise und Motivation zugeschrieben wird). Genauso konnen die
preisgegebenen Informationen aber auch zu negativen Effekten fuhren, wenn sie
beispielsweise ,,schlechte” wissenschaftliche Praxis implizieren (z.B. mangelnde
Selbstkritik) oder zur Abwertung von Wissenschaft genutzt werden konnen (z.B.
indem einem ,Me-Searcher” Voreingenommenheit unterstellt wird).

Insgesamt integriert diese Dissertation Theorie und Forschung zu
Stereotypen, Vertrauen in Wissenschaft und Selbstoffenbarung und setzt sie in den
Kontext der Wissenschaftskommunikation. Die wichtigsten theoretischen Beitrage
dieses Forschungsprogramms liegen darin, Grenzen der positiven Effekte von
Selbstoffenbarung, insbesondere auf Vertrauen, aufzuzeigen und wichtige
Einblicke in die Differenzierung, zugrundeliegende Struktur und Beziehung der
verschiedenen Konzepte von Vertrauen in Wissenschaft zu liefern. Die wichtigste
praktische Implikation ist, dass Selbstoffenbarung in der
Wissenschaftskommunikation allein wenig dazu beitragt, das offentliche Vertrauen
in Wissenschaft zu starken. Viel eher wird deutlich, dass Forschende gut abwagen
sollten, was sie wie gegenuber welcher Zielgruppe preisgeben. Insgesamt zeigt

das Forschungsprogramm viele Ansatzpunkte fur zukunftige Forschung in Bezug



auf die Theorie und Praxis von Vertrauen, Wissenschaftskommunikation und auch
Selbstoffenbarung auf. Es lohnt sich, die Grundlagen- und Anwendungsforschung
zu diesen Themen zu erweitern und zu intensivieren. In dieser Dissertation werden
drei vielversprechende Richtungen fur zukunftige Forschung besonders
hervorgehoben: die klarere Differenzierung von Vertrauen und Misstrauen
(,Distrust”) in Wissenschaft, die Erweiterung des Blicks auf Vertrauen innerhalb
von Wissenschaft und die Wirkung personalisierter Narrative in der
Wissenschaftskommunikation.

Es ist wahrscheinlich, dass die Bewaltigung der grof3en, globalen
Herausforderungen der Zukunft maRgeblich von Vertrauen in Wissenschaft und
effektiver Wissenschaftskommunikation abhangt. Als Psycholog:innen haben wir

die Chance, durch die Erforschung dieser Themenfelder beizutragen.



3 Introduction

Science did not need a global pandemic to demonstrate its worth to the
public — but it certainly helped. In light of the first skyrocketing waves of COVID-19
cases, the scientific community rose to the challenge. Quickly, scientists
cooperated to develop new vaccines in record time, ran simulation scenarios
predicting the virus's mutation and spread, and researched human experiences
and behavior in this pandemic. For many, this not only meant intensifying or
adapting their known work routines, but growing into a new role as science
communicator: Experts from diverse disciplines engaged in outstanding
communication efforts to explain the science behind the pandemic and advise
politics as well as the public on how to manage this global crisis. Presently,
research on science communication hardly gets by without drawing on the COVID-
context. However, even before the world’s eyes were all turned towards science to
end this momentary pandemic situation and long after, effective science
communication was and will be crucial. There will be many more global
challenges, likely first and foremost combatting the dooming climate crisis, that
depend on an effective partnership between society, politics, and science.

So, how do we get there? As in any partnership, communication is key. Yet,
as will be elaborated in the following, interpersonal reservations fueled by science
stereotypes need to be overcome to reach a trustful exchange of specialized
knowledge, so that global as well as local challenges can be met. This requires
paying attention to the social processes shaping the relationship between science
and the lay public. In other words, it means focusing more on the “who” and

“how” than on the “what” in science communication.



This dissertation will outline how laypeople’s trust in science is determined
not (only) by factual characteristics of scientific content or their underlying
“scientific method” but rather by social characteristics of laypeople’s interactions
with researchers and their findings (cf., Oreskes, 2021). More specifically, | will
focus on laypeople’s perceptions of researchers revealing personal details, self-
criticism and reform intentions, and personal motivations when engaging with the
public. To this end, | will present three articles including eleven empirical studies
on the effects of such self-disclosure in science communication on trust in science.
3.1 Science reception among the lay public

To understand trust in science, it is necessary to first take a step back and
consider how laypeople (i.e., non-scientists and people lacking expert knowledge
on the topic in question) perceive and experience science more broadly. In our
highly complex world, our understanding of specific (scientific) issues is
necessarily limited (i.e., the public’s bounded understanding of science; Bromme &
Goldman, 2014) and we thus need to rely on other people’s specialized expertise
(i.e., division of cognitive labor; e.g., Bromme & Thomm, 2016; Keil, 2005; Keil et
al., 2008). For example, consider a week day’s morning: When having breakfast
and washing up, we trust that consumer items such as food or cosmetics are safe
based on assessments by scientists from chemistry, biology, and medicine; when
checking the news on our smartphones, we do not know specifics about the
underlying technology; and when passing through a tunnel on our way to work, we
are confident it will not collapse over our heads because geologists and engineers
planned the construction fit for the ground. For the most part, we do not even
realize there is science in all aspects of our lives. More likely, non-scientists only

think about “science” when directly confronted with researchers and their findings



—typically in a media context (e.g., social media, news media, entertainment
media) but also, yet less often, in more specialized science formats (e.g., science
museums, science fairs or science events).

Most common science reception situations are characterized by little
context or background information on the communicating researchers. For
example, in traditional unilateral science communication (e.g., an interview in the
news media) usually only the researcher’s name and profession will be stated and
the audience has no way of asking questions. Thus, in such information-sparse
situations, laypeople likely rely on automatic perception processes like
categorization and accompanying generalized expectations (i.e., stereotypes) to
form an impression about a researcher (e.g., Cao & Banaji, 2016; Devine, 1989;

Rubinstein et al., 2018).

3.1.1 Stereotypes about scientists

In social situations, people tend to automatically perceive and categorize
others (and themselves) as described by Social Identity Theory (Tajfel, 1982; Tajfel
& Turner, 1979) and its extension, Self-Categorization Theory (Turner et al., 1987):
When a social category is salient, a set of generalized associations with and
expectations of “typical” members of this category (i.e., stereotypes) is activated.
For example, when the evening news channel airs an interview with a scientist,
laypeople might immediately and automatically categorize the expert as “scientist”
and themselves as “non-scientist”. Thus, with no further individuating information,
laypeople’s stereotypical views about “scientists” are activated and affect their
perceptions of the interviewed researcher and their communicative content.

While stereotypes about scientists have been becoming more favorable and

balanced (e.g., Losh, 2010; Miller et al., 2018) over the last decades, laypeople
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might still expect a researcher to be an older man wearing a lab coat who is highly
skilled and very intelligent but nerdy, socially inept, and peculiar, maybe even
immoral or dangerous (e.g., Losh, 2010; Miller et al., 2018; Rosman & Merk, 2021,
Rutjens & Heine, 2016). The Stereotype Content Model (Fiske et al., 2002, 2007), a
two-dimensional framework for person perception, helps summarizing these
stereotypical views in broader terms: Groups associated with the category of
“scientists” are generally perceived as highly competent, yet only moderately

n 1 n n

warm (i.e., “researchers”, “scientists”, “professors”; Fiske & Dupree, 2014).
Similarly, extended models of person perception such as the ABC Model — a three-
dimensional model differentiating between the dimensions agency/competence,
beliefs/ideology, and communion/warmth (Abele-Brehm et al., 2021; Koch et al.,
2016, 2020, 2021) — mirror these views regarding subgroups of the “scientist”

category (i.e., "medical scientists", "physicists", "market research analysts”; Imhoff
et al., 2018).

As person judgments, laypeople’s stereotypical views of scientists are
closely related to their trust in researchers and their findings. Yet, psychologically,
they are not the same and it is necessary to distinguish between stereotypical
perceptions of scientists and trust in science (i.e., researcher’s trustworthiness and
the credibility of their findings). In fact, the Stereotype Content Model, as well as
the ABC Model, assume “trustworthiness” as part of the communion/warmth
dimension of person perception (Abele-Brehm et al., 2021; Fiske et al., 2002, 2007;
Koch et al., 2016, 2020, 2021). However, by doing so, these models disregard

aspects of trustworthiness related to competence/agency perceptions that are

central for trust in science, as outlined in the following.
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3.2 Trust in science

As illustrated above, due to a highly complex and specialized world,
laypeople need to rely on others’ expertise. This reliance entails trust that these
others are, in fact, reliable sources of knowledge and that the information gained
from them is valid. In this context, “to trust” thus indicates a willingness to be
vulnerable and a risk to accept biased or even incorrect information as “true”
which could result in mistakenly adapting one’s knowledge and behavior in line
with that information (Hendriks et al., 2016; Resnik, 2011; see also Mayer et al.,
1995). To minimize the risk of being wrongly informed, laypeople need to
vigilantly assess new knowledge and the sources of that knowledge (Origgi, 2012;
Sperber et al., 2010). Regarding this assessment, we can differentiate between
first-hand (“What is true?”) and second-hand (“Who to trust to tell me what is
true?”) evaluations of knowledge (Bromme et al., 2015; Bromme & Goldman,
2014). Given laypeople’s bounded understanding of science and their need to rely
on other people’s expertise, second-hand evaluations (i.e., perceptions of
researchers as reliable sources of knowledge) are likely more decisive for trust in
science than first-hand evaluations (i.e., the direct assessments of scientific
evidence). In line with this differentiation, the present conceptualization of trust in
science distinguishes between laypeople’s person-related perceptions of
researchers’ epistemic trustworthiness and their content-related ascriptions of
credibility of researchers’ findings. Additionally, | will detail in the following how
trust in science can be determined as either individualized trust in specific
researchers and their findings or as generalized trust in science as the collective of
scientists, the social system of knowledge generation, or even the body of

scientific knowledge (cf., Hendriks et al., 2016). Then, | will take on a more fine-
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grained view considering topic- and domain-specific trust in science and how the
phenomenon of motivated science reception might explain heterogeneity in trust
in science. First, however, | will outline the current state of trust in science to

demonstrate the relevance of studying trust in science.

3.2.1 The state of trust in science

Why is it relevant to study trust in science? Many people assume that we
are currently in a crisis of trust in science (cf., Allea, 2018; Funk, 2017). However,
there is little evidence for that notion. The overwhelming majority of studies finds
that trust in science has been more stable over the years than trust in other public
institutions and ranks higher than trust in most other societal groups or
institutions such as the government or the media (e.g., Funk, 2017; Hendriks et al.,
2016; Krause et al., 2019). Hendriks and colleagues (2016) provide a
comprehensive overview of representative surveys from the United States and
several European countries, demonstrating that “by large, the public seems to be
very positive about the benefits that Science has to offer society, and [...] the
public mostly trust scientists to produce reliable knowledge of good quality, not
biased and adhering to scientific principles.” (p. 149, Hendriks et al., 2016).

Interestingly, there were some notable peaks in trust in science during the
first year of the COVID-19 pandemic (e.g., Bromme et al., 2022; Jensen et al.,
2021; Pew Research Center, 2022; M. S. Schafer et al., 2021; Wissenschaft im
Dialog/Kantar, 2021). However, recent surveys suggest that these pandemic-
related peaks might be slowly regressing back in the direction of the long-standing
means; but, as matters stand, they are still continuing on a level of higher public
trust in science than before the pandemic (e.g., Bromme et al., 2022; M. S. Schafer

et al., 2021; Wissenschaft im Dialog/Kantar, 2021).
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Focusing on public trust in science in Germany, the most important survey
is the German Science Barometer, a yearly representative survey on the public’s
trust in science. Their most recent survey from September 2021 (Wissenschaft im
Dialog/Kantar, 2021) shows that 61% of interviewed Germans agreed that they
(somewhat or fully) trust science; among younger respondents, trust was even
higher (under age 40: 78-80%). However, despite these findings suggesting stable
and high trust in science, skeptical voices remain. For example, 39% of
interviewed Germans agreed that scientists hold back information about the
coronavirus and 26% agreed that they exaggerate the pandemic situation and,
regarding their general trust in science, still 32% of respondents were undecided
and 6% even did (rather) not trust science at all. This demonstrates that public
trust in science cannot be taken for granted but needs constant building and
maintenance. For this, research directed at understanding trust in science is

necessary. So, how can we psychologically differentiate and study trust in science?

3.2.2 Researchers’ epistemic trustworthiness

Epistemic trust is trust that is placed in someone as a reliable source of
knowledge; epistemic trustworthiness is thus a characteristic ascribed to the
trustee (i.e., a researcher) by the trustor (i.e., a layperson; Hardwig, 1991;
Hendriks et al., 2015, 2016; Origgi, 2004; Wilholt, 2013). Theory and research
generally conclude that epistemic trustworthiness is composed of different facets.
However, there is a wide variety of labels and content such as experience,
reliability, responsibility, attractiveness, dynamism, goodwill, or social standing, to
name a few (Hendriks et al., 2015; Pornpitakpan, 2004; Resnik, 2011; Wilholt,
2013). Summarizing these various facets, systematic approaches often arrive at

three distinct, yet related dimensions, going back as far as Greek philosopher
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Aristoteles (e.g., Hendriks et al., 2015, 2016; Mayer et al., 1995): expertise,
integrity and benevolence.

These three facets of epistemic trustworthiness can be explained as follows:
To be a reliable source of knowledge, one needs to possess relevant expertise. If a
person has the necessary knowledge and skills to understand a problem (e.g., is
intelligent and qualified), they can provide reliable insights on that issue. However,
having expertise alone is not sufficient to be a trustworthy source of knowledge,
one also needs to possess integrity. This means one needs to use a reliable process
of acquiring knowledge, for example, by honestly following the rules and
standards of one’s profession. Finally, one needs to possess benevolence; thus,
one needs to have the best interest of the trustor (i.e., the lay public, society) in
mind, for example, by being responsible.

Laypeople’s ascriptions of a researcher’s epistemic trustworthiness can be
influenced by a wide range of epistemologically valid factors (e.g., having an
academic background attesting to relevant expertise; Hendriks et al., 2015).
However, there can also be epistemologically invalid or irrelevant factors, among
them physical or demographic attributes (e.g., attractiveness, gender, and age)
and, importantly, perceiver characteristics (e.g., preexisting attitudes, beliefs, and
stereotypes; Origgi, 2012; Pornpitakpan, 2004; Zhu et al., 2016).

Asking laypeople for reasons to trust scientists, researchers’ expertise
seems most important. For example, 66% of respondents in the Science
Barometer 2021 agreed or somewhat agreed that they trust in science and
research because researchers possess relevant expertise, followed by integrity
(57%) and benevolence (46%; Wissenschaft im Dialog/Kantar, 2021). Laypeople’s

reasons to distrust scientists, however, are mostly related to the facets of integrity
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and benevolence. They worry about researchers’ dependency on their funders
(48%) and manipulation of findings (25%), while only 19% worried about
researchers making mistakes, alluding to researchers’ expertise. This data
suggests that, while perceptions of researchers’ expertise seem relatively solid
(mostly as a reason to trust, only little as a reason to distrust), their integrity and
benevolence is more ambivalently perceived (as a reason to trust but also as a
reason to distrust scientists).

Considering that researchers’ expertise is closely linked to their
competence, whereas their integrity and benevolence allude to aspects of their
warmth, one might draw parallels to laypeople’s stereotypical perceptions of
researchers as highly competent (i.e., having solid expertise), yet only moderately
warm (Fiske & Dupree, 2014; Imhoff, Koch, et al., 2018; Rosman & Merk, 2021),
possibly indicating some ambivalent perceptions regarding the warmth dimension.
However, comparing the three facets of epistemic trustworthiness with the broader
person perception models, the Stereotype Content Model and the ABC Model
(Abele-Brehm et al., 2021; Fiske et al., 2002, 2007; Koch et al., 2016, 2020, 2021),
it becomes apparent that the latters’ subordination of trustworthiness as part of the
communion/warmth dimension falls short. Although epistemic trustworthiness
indeed entails warmth-related aspects (i.e., integrity and benevolence), a mere
subsumption under communion/warmth neglects crucial competence-related
aspects (i.e., expertise).

Moreover, covering both warmth-related and competence-related aspects of
trustworthiness is consistent with other frameworks of trust, assuming a cognitive-
rational, competence-related dimension and a socio-affective, warmth-related

dimension of trustworthiness (McAllister, 1995; Morrow et al., 2004; see also Earle
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& Siegrist, 2006). In line with this view, some closer inspection of relations
between the three dimensions of epistemic trustworthiness reviewed above (i.e.,
expertise, benevolence, and integrity) suggests that they might be better
aggregated into two factors: expertise as a competence-related factor and integrity
plus benevolence as a warmth-related factor (see factor structures and correlations
in all three manuscripts presented here, particularly Altenmuller, Lange, et al.,
2021; Altenmuller, Nuding, et al., 2021). | will come back to this in the Final
Discussion chapter.

3.2.3 Credibility of scientific findings

While (epistemic) trustworthiness primarily applies to interpersonal
perceptions, trust in science also depends on the evaluation of the communication
content (Hendriks et al., 2016; Sperber et al., 2010; see also first-hand and second-
hand evaluations of knowledge: Bromme et al., 2015; Bromme & Goldman, 2014). |
use the term “credibility” for such content-related perceptions to clearly
distinguish them from person-related perceptions of “trustworthiness.” Of note,
other conceptualizations use the terms source, message, and media credibility to
make a similar differentiation, thereby also considering the credibility of the
communication channel (e.qg., television, social media) which was not a focus in
the present research program (e.g., Appelman & Sundar, 2016; Metzger et al.,
2003).

Credibility of scientific findings (e.g., credibility of new scientific evidence
or of the current scientific consensus on a specific question) can be defined as
laypeople’s acceptance of a claim as “true” (cf., Appelman & Sundar, 2016) leading
to its integration in their knowledge system. And, if applicable, laypeople’s

credibility ascriptions might even go beyond this merely cognitive acceptance of
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scientific evidence, informing related behavior, that is, laypeople’s intentions to act
in line with that evidence (e.g., Rieh & Danielson, 2007; Wathen & Burkell, 2002).
However, not every scientific finding suggests direct behavioral consequences
(e.g., basic research). So far, there is little research on the structure of content-
related credibility. In the three articles presented in this dissertation, the credibility
measures include cognitive as well as behavioral elements (e.g., acting in line with
the communicated findings, sharing the findings with others, etc.) and | will come
back to these conceptual questions regarding credibility in the Final Discussion
chapter of this dissertation.

For the most part, person-related trustworthiness and content-related
credibility are closely interconnected (e.g., “I trust the source, therefore | believe
their statements to be reliable and valid”; see also the causal chain account of
trust, Siegrist, 1999; Terwel et al., 2009). This fits with theories of persuasion; for
example, the Elaboration Likelihood Model (Petty & Cacioppo, 1986) —a model
theorizing how information is processed leading to attitude change — assumes
persuasive effects of source trustworthiness, in particular when receivers (i.e.,
laypeople) lack the ability and/or motivation to elaborate the content of the
message (i.e., the science) directly. Other times, however, trustworthiness and
credibility seem disconnected (e.g., “l trust this person, but | do not believe their
knowledge of the topic is reliable and valid information” or “I do not trust the
source, but | believe their statements of this subject are true”). This might be
explained by characteristics of the communication content: Some information
might be inherently credible or not. For example, a claim can be highly logical or a
truism or, in contrast, blatantly false or illogical (cf., Sperber et al., 2010). Some

claims might even intuitively “feel” credible —a phenomenon called “truthiness”
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(e.g., Schwarz & Newman, 2017). In such cases, the trustworthiness of the source
is likely less relevant and first-hand evaluations dominate the judgment of “truth.”
Other factors that have been found to increase the credibility of statements which
can be largely unrelated to perceptions of the source of that statement include
argument quality and structure, evidence type, and extremity of the claim
(Appelman & Sundar, 2016; Metzger et al., 2003; Pornpitakpan, 2004; Wathen &
Burkell, 2002).

Overall, despite a wealth of theory on trustworthiness and credibility, there
are only few empirical studies that consider a fine-grained picture of trustin
science by clearly distinguishing these concepts and their facets. The articles
presented in this dissertation aim for more specific insights which might, in turn,
inform future research on the structures, relations, and differences of researchers’

epistemic trustworthiness and the credibility of their findings.

3.2.4 Individualized and generalized trust in science

In this dissertation, trust in science mainly refers to trust between
individuals (i.e., laypeople and specific researchers), thus constituting
individualized or particularized trust (e.g., Freitag & Traunmuller, 2009; Morrow et
al., 2004). But, trust in science can also pertain to other levels of analysis (e.g.,
Morrow et al., 2004; Resnik, 2011) — most relevantly here, to the trust relationship
between individuals and groups or institutions (e.g., the collective of scientists or
the social system of science). This level constitutes the macro perspective of a
generalized “public trust in science” which is, for example, commonly used in
public opinion surveys (see above).

How are individualized trust in science and generalized trust in science

related? Particular experiences with (un)trustworthiness likely feed into
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generalized trust (e.g., Freitag & Traunmuller, 2009). Regarding trust in science,
this assumption is supported by correlational as well as causal links between
laypeople’s perceptions of individual researchers and their findings and
laypeople’s generalized trust in science as demonstrated in recent research
including Manuscripts 1 and 3 of this dissertation (Altenmuller, Lange, et al., 2021;
Hendriks et al., 2020; and see correlations in Manuscript 1). Generalized trust in
science might therefore be undermined by negative experiences but also
increased by positive experiences with individual researchers and their work. In
this context, recent research (including Manuscript 2) suggests that learning about
(failed) replications, cases of fraud or researchers’ reform intentions in science
might affect laypeople’s trust in science on the individual as well as the
generalized level (Altenmuller, Nuding, et al., 2021; Anvari & Lakens, 2018;
Hendriks et al., 2015, 2020; Wingen et al., 2020).

Interestingly, such generalization processes of individual experiences to
generalized perceptions bears some resemblance to the intergroup research
literature. Intergroup Contact Theory (Allport, 1954; Pettigrew, 1998) assumes that
positive experiences with individual members of an out-group are generalized to
perceptions of their entire group and, thus, reduce prejudice and discrimination
(e.qg., Pettigrew & Tropp, 2006). Further, this literature highlights the importance
of affective processes for reducing stereotypes (e.g., increasing empathy, reducing
anxiety; Pettigrew & Tropp, 2008). Considering the interaction of laypeople with
scientists as an intergroup situation, this might point to similar stereotype-
reducing effects of positive experiences with individual researcher and their

findings, particularly via affective routes.
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3.2.5 Domain- and topic-specificity of trust in science

Taking a more detailed look at trust in science, one might question how
useful broad public opinion surveys on generalized trust in science are (see
above). Zooming in, there seems to be a large heterogeneity of trust in more
specific subgroups of researchers and their findings (e.g., Pew Research Center,
2020; Rutjens et al., 2018; M. S. Schafer et al., 2021; Scheitle & Guthrie, 2019). In
fact, trust in science is largely domain-specific, that is, dependent on the scientific
discipline, and topic-specific, that is, dependent on the research topic.

Regarding domain-specificity, when studying “trust in science” one not only
needs to define “trust” but also “science.” As mentioned above, the term “science”
can pertain to the collective of scientists, the social system of knowledge
generation, or even the body of scientific knowledge (see Hendriks et al., 2016);
however, when referring to “science,” most literature from English-language
regions focuses on “hard” sciences (e.g., STEM disciplines), neglecting that the
scientific enterprise generally encompasses many more disciplines, for example,
those commonly summarized under “humanities and the arts.” Noteworthily, the
German language does not distinguish these fields of disciplines so sharply:
“Wissenschaft” (i.e., science) refers to all disciplines that use scientific methods or
rather the scientific social system for knowledge generation (e.g., consensus via
rigorous peer review and debate; cf., Oreskes, 2021). Thus, German surveys or
studies referring to trust in “Wissenschaft” are, at least semantically, less domain-
specific. However, it is possible that independent of the inclusivity of the umbrella
term “science” or "Wissenschaft,” some disciplines are perceived as more
representative or stereotypical for the scientific endeavor (e.g., domains vary in

how “scientific” they are perceive to be; e.g., Allum, 2011; Scheitle & Guthrie,
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2019). In fact, when asking people to draw pictures of “scientists,” they
spontaneously produce images related to the “hard” sciences (e.g., laboratory and
field work, men wearing lab coats), suggesting that these ideas dominate
stereotypes about “science” (e.g., Ferguson & Lezotte, 2020; Miller et al., 2018).
Further, epistemological beliefs are known to be to some degree domain-
dependent (e.g., Buehl et al., 2002; Stahl & Bromme, 2007; see also the Theory of
Integrated Domains in Personal Epistemology, the TIDE Framework, Muis et al.,
2006). Together, this suggests a need to further distinguish trust in science as
trust in different fields of science or specific disciplines. Unfortunately, most public
opinion surveys and studies on trust in science are not as fine-grained. In this
dissertation, the theoretical and empirical contributions aim to broaden the picture
beyond STEM-domains. Note, however, that most examples used here come from
disciplines related to social sciences.

Beyond domain-specificity, trust in science is likely also topic-specific (see
also the extended TIDE Framework; Merk et al., 2018). For example, it is more
precise to consider topic-dependent trust than assuming a generalized (dis)trust in
science, especially for topics relating to receivers’ personal beliefs and ideology:
Most prominently, past research focused on science skepticism related to topics
like climate change, genetically modified foods (GMOs), and vaccine hesitation —
topics where scientific consensus is overwhelmingly clear, yet skepticism is
relatively widespread among the lay public (e.g., Pew Research Center, 2020;
Rutjens et al., 2018; M. S. Schafer et al., 2021). Interestingly, some major “science
discrediting” campaigns like the oil lobby denying climate change or the tobacco
industry downplaying the risks of smoking were actually not campaigns aimed at

decreasing trust in science per se. Rather, they were directed at discrediting topic-
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specific scientists and their findings that contradicted certain political and
economic agendas by using science against itself: These companies and affiliated
scientists used (seemingly) scientific arguments to oppose and question topic-

specific scientific consensus (Oreskes & Conway, 2010).

3.2.6 Motivated science reception

While the considerable domain- and topic-specificity of trust in science
demonstrates the value of taking the scientific context into account, it does not call
for a merely descriptive, more detailed examination of topic- and domain-specific
trust in science. Rather, a large share of the heterogeneity in trust in science can
be explained by a theory-driven, context-sensitive motivated reasoning approach
(Kunda, 1990). Motivated science reception (Hornsey, 2020; Lewandowsky &
Oberauer, 2016; Rothmund et al., 2017) refers to the processing and perception of
science in a motivated fashion: Instead of a general (dis)trust in science across (or
even between) contexts, laypeople’s trust in science might be largely driven by a
motivation to retain their prior attitudes and belief system (e.g., Evans &
Fetterman, 2021; Greitemeyer, 2014; Hutmacher et al., 2022; Nisbet et al., 2015)
or to protect their values, self, and identity (e.g., Bender et al., 2016; Nauroth et
al., 2015, 2017). For example, Nauroth and colleagues (2015) demonstrated that
strongly identified “gamers” discredited science when it threatened their social
identity (e.g., by writing hostile comments against studies that argued that violent
video games are harmful), particularly targeting the scientific credibility of these
studies. And, this was rooted in a need to protect a positive social identity as
“gamer.” Manuscript 3 in this dissertation considers such motivated science
reception processes regarding the social aspects of science communication. It

demonstrates how information that researchers reveal about themselves might be
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used by laypeople in a motivated manner to up- or devalue researchers and their
findings in order to uphold their preexisting attitudes towards the research topic
(Altenmuller, Lange, et al., 2021).
3.3 Self-disclosure in science communication

Considering these theoretical and empirical insights into laypeople’s
perceptions of scientists and their trust in science, it becomes evident that trust
in science might not yet have reached its full potential among the lay public: As
outlined above, while researchers’ competence-related trustworthiness (i.e.,
expertise) is perceived as quite solid and high, their warmth-related, affective
trustworthiness (i.e., integrity and benevolence) seems more malleable and
leaves room for possible improvements in the eyes of the public. Fittingly, social
psychology looks back on a wealth of research on interpersonal, affective
processes involved in relationship building, communication, and trust. An
especially promising avenue for application to the scientific sphere might be

research on self-disclosure.

3.3.1 Self-disclosure
Self-disclosure describes the process of deliberately revealing personal

information about oneself to one or more other people (e.g., Cozby, 1973; Greene
et al., 2006; Omarzu, 2000). This broad definition of self-disclosure can be further
distinguished in breadth (i.e., how much is revealed?), depth (i.e., how intimate is
the revealed information?), and quantity/length (i.e., how often or how long is the
person engaging in self-disclosure?). The Theory of Social Penetration (Altman &
Taylor, 1973) assumes that systematic changes in self-disclosing communication

are necessary for building and maintaining relationships. For this, the breadth and
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depth of self-disclosure need to be gradually increased in a reciprocal manner.
This can be metaphorically depicted as peeling away layers of an onion (i.e., the
“onion model,” cf. Carpenter & Greene, 2016): In self-disclosing interactions, first,
the outer-layers are penetrated, that means superficial information like
biographical facts (e.g., name, age) is exchanged. Going deeper, the information
becomes more intimate and attitudes, values, and opinions are revealed. Finally, at
the onion’s core, personal beliefs, wishes, and fears are disclosed. Thus, the
deeper one “peels the onion,” the more intimate the revealed information.

Explaining how revealing personal information leads to positive
interpersonal outcomes (e.g., forming a relationship), the literature mostly takes
two theoretical perspectives (cf., Omarzu, 2000). The social exchange approach
(e.g., Omarzu, 2000; Worthy et al., 1969) assumes that exchanging intimate
information is a rewarding experience (while also holding potential costs) and
spurs reciprocal disclosure. The social strategy approach (e.g., Omarzu, 2000;
Tardy & Smithson, 2018) assumes that self-disclosure is strategically applied to
serve specific functions (e.g., self-expression, social validation, relationship
development, or social control). Based on these theoretical approaches, Omarzu
(2000) proposed the Disclosure Decision Model. It outlines when, what, how, and
to whom individuals will disclose personal information depending on their goals
(i.e., social strategy) and weighing possible rewards against potential risks (i.e.,
social exchange).

Typically, self-disclosure mainly concerns the process of disclosing personal
information in communication. Sometimes, however, it has also been
conceptualized as a personality characteristic: In his review, Cozby (1973)

summarizes some early research on interindividual differences in the level of self-
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disclosure (e.g., dependent on gender or cross-cultural differences). Interestingly,
results on such interindividual differences have been mixed (see, for example,
Dindia & Allen, 1992, on gender differences in self-disclosure). In this dissertation,
| investigate the effect of engaging in the process of self-disclosure. However, |
also consider laypeople’s general expectations of researchers’ disclosure (see
Manuscript 1) which could be interpreted as lay theoretical assumption of such
trait-like self-disclosure. These baseline expectations for usual self-disclosure
based on communicators’ membership in the social category of “scientists” could,
in turn, impact how their engagement in the process of self-disclosure is

perceived.

3.3.2 Benefits of self-disclosure

There is a wealth of evidence for the positive effects of self-disclosure on
person perception across various social situations. Most prominently, self-
disclosure leads to increases in warmth-related judgments like feelings of
closeness and liking or ascriptions of empathy (e.g., Aron et al., 1997; Collins &
Miller, 1994; Kadji & Schmid Mast, 2021; Sprecher, Treger, & Wondra, 2013;
Sprecher, Treger, Wondra, et al., 2013; Tal-Or & Hershman-Shitrit, 2015). For
example, Collins and Miller (1994) demonstrate in their meta-analysis that intimate
self-disclosers are liked more than low self-disclosers, that people disclose more to
those they like, and that disclosing leads to increased liking for the recipient of
that disclosure. Of particular interest for this dissertation are the effects of self-
disclosure on trust. In this regard, studies also demonstrate a positive link of self-
disclosure and trust in diverse contexts from school, work place, health to
economic interactions (e.g., Huang, 2015; Kim et al., 2016; Mazer et al., 2009;

Nazione et al., 2019; Nifadkar et al., 2019; Wheeless & Grotz, 1977).

26



Considering these benefits of self-disclosure for interpersonal evaluations
and predictions from the Disclosure Decision Model (Omarzu, 2000), researchers
might use self-disclosure strategically to increase laypeople’s perceptions of them
as approachable, warm, and likable — thus, increasing perceptions of affective
trustworthiness. This might be facilitated by self-disclosure providing individuating
information about a researcher, and thereby lessening laypeople’s reliance on their
general stereotypes about scientists in this communication situation (cf.,
Rubinstein et al., 2018). In fact, a few studies have adopted this research focus on
self-disclosure in science communication in recent years: Jarreau and colleagues
(2019) demonstrated that researchers sharing selfies were perceived as warmer
and more trustworthy compared to researchers who only showed their work
equipment. Saffran and colleagues (2020) demonstrated that using first-person (vs.
neutral) communication increased perceived authenticity (which, they argue, is
closely linked to integrity and benevolence).

Coming back to parallels to research on intergroup contact (see above),
contact interventions that build on self-disclosure have been shown to be
successful in reducing stereotypes and promoting positive interpersonal
evaluations that were, then, generalized from the individual experience to
perceptions of the whole group (e.g., Ensari & Miller, 2002; Kotzur et al., 2019).
Thus, construing science communication as an intergroup situation, one could
assume that, in a similar fashion, researchers’ self-disclosure might improve
laypeople’s perceptions of individual researchers and their findings and, in turn,

their generalized trust in science.
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3.3.3 Challenges for self-disclosure

The evidence seems encouraging that researchers’ self-disclosure might
hold potential for boosting public trust in science; however, the context of science
communication also implies specific challenges for the effectiveness of self-
disclosure. Science communication, especially the traditional formats which are
still the most common (e.g., interviews or opinion pieces in the news media), rely
on unilateral communication: This means, a researcher communicates their
findings towards a broad audience with only scarce opportunities for exchange
between recipients and communicators. Thus, engaging in self-disclosure in such
a communication format constitutes broadcasted self-disclosure (e.g., Bazarova,
2012; Rains & Brunner, 2018; Schlosser, 2020): unilaterally revealing personal
information to a large audience of (mostly) anonymous strangers. This poses the
problem for researchers to adopt a level of self-disclosure that is perceived as
appropriate by the audience of their science communication.

In general, positive effects of self-disclosure likely only unfold when the self-
disclosure is seen as appropriate (e.g., Brewer & Mittelman, 1980; Caltabiano &
Smithson, 2010; Chaikin & Derlega, 1974; Derlega et al., 1976). Consequently,
scholars have questioned the linear association of self-disclosure and positive
person evaluation outcomes (i.e., “the more, the better”), rather suggesting a
curvilinear relationship (e.g., Cozby, 1972, 1973; Gelso & Palma, 2011): Too
extreme self-disclosure is perceived as inappropriate and maladjusted; thus,
leading to more negative outcomes than moderate self-disclosure. Another
explanation might be that the more one discloses, the likelier dissimilarities are

revealed between the interaction partners, leading to less liking (i.e., “less is
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more,” Norton et al., 2007; note, however, that this conclusion has been
challenged, e.g., Sprecher, Treger, & Wondra, 2013).

In particular, science communication as broadcasted form of
communication might complicate achieving perceived appropriateness. Research
on social media communication suggests that audiences react more sensitively to
broadcasted self-disclosure (Rains & Brunner, 2018) and perceive it as more
intimate (Bazarova, 2012) than the same self-disclosure in private communication.
Additionally, traditional science communication formats lack the element of
reciprocity and, thus, an important source of information about appropriateness: In
reciprocal interactions, the communicators typically increase intimacy in a gradual
fashion and, by taking turns in disclosing, it is possible to implicitly come to a
mutual understanding of the consensual, thus appropriate, level of intimacy (cf.,
Dindia, 2002; Sprecher, Treger, Wondra, et al., 2013). Most importantly, the
appropriateness of self-disclosure in science communication might be hindered by
the very same thing self-disclosure could help to overcome: laypeople’s
stereotypical perceptions of scientists.

As scientists are typically perceived as moderately warm but highly
competent (e.g., Fiske & Dupree, 2014; Imhoff, Koch, et al., 2018; Rosman & Merk,
2021), laypeople might have high expectations of scientists’ communication to be
very professional, objective, and distanced. Therefore, self-disclosure in science
communication could violate these expectations and seem inappropriate. Further,
engaging in self-disclosure might implicate that researchers do not know how to
correctly and appropriately fulfill their professional role as “scientist” (cf.,
Schwabe et al., in prep.). Consequently, self-disclosing researchers might be

perceived as unprofessional, incompetent, and unqualified (i.e., lacking expertise).
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3.4 The present research program

Taken together, this dissertation integrates theoretical assumptions from
research on stereotypes, trust in science, and self-disclosure, and applies them to
the context of science communication. In short, laypeople’s trust in science might
be obstructed by their stereotypical views of scientists as lacking warmth which
could be countered by researchers engaging in self-disclosing science
communication, potentially promoting their affective trustworthiness, and, thus,
laypeople’s trust in science. However, at the same time, such self-disclosure could
also impair laypeople’s trust in science, particularly their perceptions of
researchers’ expertise. The present research program follows three superordinate
goals: 1) testing the effects of researchers’ self-disclosure in science
communication on laypeople’s trust in science, 2) exploring potential boundary
conditions of self-disclosure in science communication, and 3) gaining empirical
insights into trust in science.

First, while prior research indicates predominantly positive effects of self-
disclosing communication on warmth-related person perception in general, and,
thus, on perceptions of researchers’ (affective) trustworthiness in particular, there
might be challenges for these benefits of self-disclosure that are specifically
associated with the context of science communication (i.e., laypeople’s
stereotypical views of scientists and appropriateness), particularly regarding
researchers’ perceived expertise. Thus, researchers’ self-disclosure in science
communication might have trade-off effects on laypeople’s trust in science:
Increases in warmth-related trustworthiness might go hand in hand with decreases
in competence-related trustworthiness. This idea is in line with findings on

compensatory social judgment (e.g., Judd et al., 2005; Yzerbyt et al., 2008):
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Warmth and competence perceptions regarding stereotypes can be negatively
related, that means, increases in one dimension lead to decreases in the other.
Thus, the first goal of this dissertation is to investigate the potentially ambivalent
effects of researchers’ self-disclosure on laypeople’s trust in science (i.e.,
perceptions of researchers’ trustworthiness and the credibility of scientific
findings) in a general manner.

Second, more specifically, whether self-disclosure in science
communication has positive or negative effects on laypeople’s trust in science
might also depend on the specific information that is revealed by the
communicating researcher and what it means for the receiving layperson. This
dissertation explores such boundaries of self-disclosure in science communication.
For example, researchers’ self-disclosure might be of general nature (e.g.,
personal facts about their non-academic life) or specifically relevant to the
communicated science (e.g., critical thoughts about their scientific work, personal
involvement with the research topic). Thus, in this dissertation, | consider
laypeople’s perception of researchers who disclose content of varying association
with the communicated science, as outlined in the next chapter. In the Final
Discussion, | will elaborate further on the issue of self-disclosure content.
Regarding receiver characteristics, research on motivated science reception
suggests that disclosed information could be interpreted in line with preexisting
attitudes. Thus, in this dissertation, | will also consider the role of laypeople’s
attitudes for the reception of researchers’ self-disclosure in science
communication on trust in science.

Third, this research program aims for a better understanding of the concept

of trust in science to inform theory and practice on the matter. The included
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manuscripts will provide insights regarding the conceptualization of trust in
science as researchers’ epistemic trustworthiness — including expertise and
affective trustworthiness (i.e., integrity and benevolence) — as well as the
credibility of scientific findings — including a cognitive (i.e., acceptance) and
behavioral facet (i.e., behavioral intentions. In the Final Discussion, | will reflect on

what we can learn from the present studies about (laypeople’s) trust in science.
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4 Summaries of manuscripts

This dissertation covers three manuscripts that include eleven experiments
investigating the effects of researchers’ self-disclosure in science communication
on laypeople’s trust in science (i.e., their perceptions of researchers’ epistemic
trustworthiness and the credibility of their findings). The three manuscripts deal
with different degrees of interconnection between the disclosed information and
the communicated science. In Manuscript 1, we first investigated the basic effects
of researchers’ self-disclosure, that is, revealing personal information which is of
predominantly neutral valence and functions as a mere illustration to the
communicated science. It is unrelated to the underlying scientific processes
producing the communicated science (e.g., conduction of the presented study). In
Manuscript 2, we then tested the effects of researchers’ self-disclosure which is
directed at the scientific processes generating their findings, yet not interwoven
with the research topic itself: researchers’ self-corrective stance towards their
work (i.e., disclosing doubts about past findings and reform intentions for future
work). In Manuscript 3, we analyze the effects of researchers’ self-disclosure
which implies a potentially full blending of their personal motivations and their
research topic and can also be perceived as colluding with the underlying
scientific processes (i.e., conducting research on idiosyncratically relevant topics,
so-called “me-search”). In the following, the manuscripts and their findings are
summarized.
4.1 Summary of Manuscript 1

Manuscript 1 includes six online experiments (overall N =2414) and a field
study (N = 480) on the basic effects of researchers’ self-disclosure (i.e., framing

the same information as either personal or neutral) across various science
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communication scenarios and formats (i.e., scientific presentations, videos, and
social media, as well as an audio guide through a science museum exhibit). We
experimentally manipulated self-disclosure (vs. no self-disclosure) in between-
subject designs and tested its effects on laypeople’s perceptions of closeness
towards the communicating researchers, ascriptions of affective trustworthiness
(i.e., integrity and benevolence) and expertise as well as their acceptance of the
communicated findings as “true” and behavioral intentions (i.e., the facets of
credibility).

While designs and samples were quite similar across the online studies, the
results and effect sizes varied considerably. Thus, we integrated these findings in a
mini meta-analysis: Here, small positive meta-analytical effects of self-disclosure
on closeness and affective trustworthiness, as well as a small negative meta-
analytical effect of self-disclosure on expertise emerged, while self-disclosure had
no meta-analytical effects on acceptance or behavioral intentions. Thus, this
supports the notion of a trade-off: Researchers might benefit from self-disclosure
in terms of their perceived affective trustworthiness, while they might lose in terms
of their perceived expertise.

In the field study, laypeople visited the marine science exhibition in a large
science museum in Germany while listening to an interactive audio guide that
varied in self-disclosure (vs. no self-disclosure) and the role ascribed to the guide
(marine scientist vs. museum guide) or a neutral control condition. Results from
this field study further question whether the effects of researchers’ self-disclosure
on laypeople’s trust in science have practical relevance: In this real and engaging

science communication scenario with very high ecological validity, we did not find
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any effects of self-disclosure (vs. no self-disclosure) on perceptions of closeness,
trustworthiness or credibility.

Across all studies, we also considered a range of contextual factors (i.e.,
researchers’ gender, researchers’ discipline, opportunity for exchange, role of
discloser). However, these factors did not influence the effects of self-disclosure on
any of our outcome variables.

Taken together, basic self-disclosure in science communication (i.e.,
framing illustrative information as personal) might only have small, volatile, and
counteractive effects on laypeople’s perceptions of researchers’ trustworthiness
and likely no effect on the perceived credibility of their findings. The practical

relevance of these effects is questionable.

4.2 Summary of Manuscript 2

Manuscript 2 includes two studies (overall N=702) investigating
researchers’ disclosure of doubts about their own findings (i.e., self-criticism) and
reform intentions for their future work routines, and its effects on laypeople’s
ascriptions of researchers’ epistemic trustworthiness, the anticipated credibility of
their future findings, and laypeople’s willingness to further engage with the
researchers and their findings. Both studies are set in traditional science
communication scenarios (i.e., printed interviews on research about group
processes).

In Study 1, we manipulated self-criticism and reform intentions in a 2 (self-
criticism vs. no self-criticism) x 3 (reform intentions: no vs. minor vs. major)
between-subjects design. Results showed a small positive effect of expressing self-
criticism (vs. no self-criticism) on ascriptions of affective trustworthiness (i.e.,

integrity and benevolence), while ascriptions of expertise, credibility, or
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willingness to engage with science remained unaffected. Announcing reform
intentions (minor and major reform intentions compared to no reform intentions)
had large positive effects on ascriptions of affective trustworthiness, expertise, and
credibility, as well as small effects on laypeople’s willingness to further engage
with science. In Study 1, expressing even minor reform intentions led to increases
in trustworthiness and credibility, suggesting that it might be enough to signal
some willingness to implement reforms.

Study 2 replicated and scrutinized these findings. It was split into two parts
(i.e., two interviews presented in randomized order) and each part had three
experimental conditions (between-subjects). This time, the design included control
conditions: Part 2A manipulated self-criticism (i.e., self-criticism vs. no self-
criticism vs. no information) and part 2B manipulated reform intentions (i.e.,
reform intentions vs. no reform intentions vs. undecided). Regarding self-criticism,
Study 2 revealed that the effects were largely driven by the no self-criticism
condition. That means, expressing no self-criticism led to a decrease in ascriptions
of affective trustworthiness, expertise, credibility, and laypeople’s willingness to
engage with science compared to the no information control group or explicitly
engaging in self-criticism. Thus, scientists revealing an overconfident and
uncritical attitude towards their own research might decrease laypeople’s trust in
science. Regarding reform intentions, expressing intentions to implement reforms
led to an increase in ascriptions of trustworthiness (i.e., affective trustworthiness
and expertise) and credibility compared to being undecided; actively negating
reforms decreased ascribed expertise and credibility compared to being
undecided. Further, laypeople reported a higher willingness to engage with

science when researchers intended reforms (vs. no reforms).
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Taken together, across both studies, researchers’ self-disclosure regarding
their thoughts directed at the scientific processes underlying their work increased
laypeople’s epistemic trustworthiness ascriptions, credibility perceptions, and their
willingness to further engage with science — but only if the disclosed information
implied a self-corrective stance towards science (i.e., being self-critical and willing
to reform one’s work routines). Practically, these findings suggest that
researchers’ hesitation and fear that self-correction may damage their reputation is

unwarranted.

4.3 Summary of Manuscript 3

Manuscript 3 consists of two studies (overall N =621) on the effects of
researchers’ self-disclosure of personal motivations underlying their research
interests (i.e., idiosyncratic relevance or “me-search”) on laypeople’s ascriptions of
epistemic trustworthiness and credibility. This time, we also considered motivated
science reception by including laypeople’s preexisting attitudes towards the
research topic (here: LGBTQ and veganism). As science communication scenario,
we asked participants to inspect fictional public research proposals including
statements by the conducting researchers. Of note, they only saw the proposal for
a research project but no outcomes were presented. In both studies, we used a
two-group, between-subjects design manipulating researchers’ personal affection
by the research topic within the researcher statement in the fictional proposal (i.e.,
Study 1 — homosexual vs. not homosexual, Study 2 — vegan vs. not vegan). Further,
we measured laypeople’s attitudes towards the research topic in question.

Findings from both studies demonstrate that laypeople’s perceptions of
researchers’ disclosure of engaging in “me-search” can be positive as well as

negative depending on laypeople’s preexisting attitudes: In line with motivated
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science reception, “me-searchers” were perceived as more trustworthy and their
future findings were anticipated to be more credible when participants had
positive attitudes towards the research topic. When they had negative attitudes,
this pattern reversed. Further, Study 2 demonstrated that these motivated
perceptions were generalized to evaluations of the entire field of research.

Taken together, these findings suggest that such self-disclosure (i.e.,

disclosing “me-search”) does not have effects per se on trust in science but rather

laypeople might use the revealed information in a motivated manner, either to

preemptively upvalue researchers and their findings in terms of trustworthiness

and credibility when laypeople expect the (not yet known) science to support their

preexisting attitudes or to downvalue researchers and their findings when they

expect the findings to contradict their attitudes.

38



5 Manuscript 1: Self-disclosure in science communication

This manuscript is under review for publication:

Altenmuller, M. S., Kampschulte, L, Verbeek, L., & Gollwitzer, M. (under review).

Science Communication gets Personal: Ambivalent Effects of Self-

Disclosure in Science Communication on Trust in Science.

[manuscript printed as submitted]
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Abstract
In an attempt to display themselves as warm, approachable, and trustworthy,
researchers might reveal personal details about themselves (i.e., self-disclosure)
when communicating their science to the public. Here, we test whether self-
disclosure in science communication can actually increase public trust in science
We present six online experiments (overall N=2431), integrate their results in a
mini meta-analysis and report a field experiment in a science museum (N=480): |

sum, our findings suggest that self-disclosure leads to small, but measurable

n

increases in laypeople’s feelings of closeness towards researchers and perceptions

of researchers’ warmth-related trustworthiness; yet, self-disclosure also leads to
decreases in competence-related trustworthiness perceptions. The credibility of
scientific findings was, overall, unaffected by self-disclosing communication.
Findings from the field study further question whether self-disclosure in science
communication has any practical relevance.

[129 words]

Key words: self-disclosure, science communication, closeness, trustworthiness,

credibility.
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Science Communication gets Personal: Ambivalent Effects of Self-Disclosure in
Science Communication

Marlene’s guinea pigs are called Noxi and Neri. They hate each other, but
they share a love for cucumber. This information is irrelevant to this article and it
might be unprofessional to start a scientific article with such personal details about
one of the authors; but, then again, it reveals something about the people behind
this research and, thus, might make Marlene, the researcher, appear closer, more
approachable, and, thus, more trustworthy. Revealing intimate information about
oneself—self-disclosure—implies a signal to the reader: | trust you with this
information, so you can trust me.

Self-disclosure, which is broadly defined as revealing personal information
to another person, has long been known to promote positive evaluations of one
another and is often seen as central mechanism in interpersonal relationship
building (e.g., Social Penetration Theory, Altman & Taylor, 1973). Research on
self-disclosure in interpersonal interactions (e.g., among colleagues,
acquaintances, or even strangers) showed that it increases feelings of closeness
and liking (e.g., Aron et al., 1997; Collins & Miller, 1994; Sprecher, Treger, &
Wondra, 2013; Sprecher, Treger, Wondra, et al., 2013) and trust in the self-
disclosing person (e.g., Huang, 2015; Kim et al., 2016; Wheeless & Grotz, 1977).
The present research tests whether self-disclosure in science communication, that
is, including personal information in the communication about research-related
facts, can increase the public’s trust in researchers and their findings along similar
lines.

Using the famous two-dimensional space of person perception (i.e.,

agency/competence and communion/warmth; Abele-Brehm & Wojciszke, 2018;

41



Fiske et al., 2002), laypeople often perceive researchers as highly competent, yet
only moderately warm (Fiske & Dupree, 2014; Rosman & Merk, 20217). In other
words, scientists are viewed by many in a stereotypical fashion: as highly
intelligent and competent; yet also as distanced, cold, socially unskilled, and
maybe even immoral (e.g., Losh, 2010; Rutjens & Heine, 2016). This stereotypical
perception poses a challenge for building and maintaining trust in science: After
all, trustworthiness perceptions are rooted both in competence-related (i.e.,
expertise) as well as warmth-related judgments (i.e., integrity and benevolence;
Fiske & Dupree, 2014; Hendriks et al., 2015; McAllister, 1995). Thus, to be
perceived as trustworthy, it is not enough to present oneself as highly skilled and
professional; researchers should also present themselves as warm, approachable,
benevolent and integer (Benson-Greenwald et al., 2021; Fiske & Dupree, 2014;
Hendriks et al., 2016).

Anecdotally, science communicators are aware of this challenge and act
accordingly: For example, on Twitter some science communication channels focus
on sharing personal insights in work routines as well as every aspect of life as a
scientist (e.g., “@RealScientists”), science museums increasingly work with
personalization features (e.g., exploring the personal backgrounds of historic
scientists and bringing them “back to life” via staged scenes or reenactments;
Garner & Rossmanith, 2021), and health care works are encouraged to reveal
personal experiences with vaccinations when talking to their patients (e.g., Pan
American Health Organization, 2020).

However, researchers who share intimate details about their personal lives
might also violate laypeople’s stereotypical expectations of how researchers should

communicate their scientific findings: namely, in a highly professional, objective,
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distanced way. Research on self-disclosure, too, highlights the importance of
perceived appropriateness of self-disclosure for a given communication situation
(e.g., Caltabiano & Smithson, 2010; Cozby, 1973; Omarzu, 2000; Zhang et al.,
2009). For example, Cozby (1973) reviewed evidence showing that inappropriate
(i.e., too much) self-disclosure might be seen as maladjusted; thus, suggesting a
curvilinear relationship of self-disclosure and positive person evaluation.
Therefore, self-disclosure in science communication may increase warmth at the
cost of decreased competence ascriptions (see also compensatory social judgment;
Judd et al., 2005; Yzerbyt et al., 2008). Further, a self-disclosing researcher might
be perceived as unaware of how to fulfill his role as science communicator
appropriately, indicating a lack of competence and professionalism.

Here, we test whether self-disclosure in science communication not only
leads to an increase in ascribed benevolence and integrity (i.e., the warmth-
related, affective facet of trustworthiness) but to a decrease in ascribed expertise
(i.e., the competence-related facet of trustworthiness). Moreover, given the
possibility of a trade-off between benevolence and integrity on the one hand and
expertise on the other hand, this raises the question of how researchers’ self-
disclosure impacts the perceived credibility of their scientific findings. In science
communication, credibility perceptions can be conceptualized with two facets
(Altenmuller, Lange, et al., 2021; Altenmuller, Nuding, et al., 2021). First,
credibility refers to laypeople’s acceptance of a scientific claim as “true” (i.e., the
cognitive facet of credibility; c.f., Appelman & Sundar, 2016), and, second,
credibility can result in a layperson’s intention to behave in accordance with a
scientific claim or its implications (i.e., the behavioral facet of credibility; c.f. Rieh

& Danielson, 2007; Wathen & Burkell, 2002). It is possible that a trade-off between
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benevolence/integrity and expertise due to self-disclosure might also apply to
perceptions of credibility.’

In this article, we present a research program testing the effects of
researchers’ self-disclosure in science communication on (1) laypeople’s perceived
closeness towards these researchers, (2) their ascriptions of trustworthiness (i.e.,
integrity and benevolence and expertise), and (3) the perceived credibility of the
communicated scientific findings (i.e., acceptance and behavioral intentions).
Based on our theoretical reasoning, we expect researchers’ self-disclosure to
increase laypeople’s perceived closeness and ascriptions of affective
trustworthiness (i.e., integrity and benevolence), while we expected ascriptions of
expertise to remain unaffected or even decrease. In addition, we expect positive
effects on credibility. We tested the effects of self-disclosure in six online
experiments using different science communication scenarios (i.e., scientific
presentations, videos, and social media) as well as a field study conducted in a
science museum.

We report all data exclusions, manipulations, and all measures: We
summarize all measured variables in Table 5.1. In Table 5.2, we provide more
details about the methods and design of all studies (i.e., date of sample collection,
sample details, design, sensitivity power analyses, dependent variables). Table 5.3
— 5.9 display means and standard deviations per experimental group for each
study. Additionally, we provide information on data exclusions, all study materials,

correlations among measured variables, open data and analysis scripts in an online

"In our preregistrations, we assumed positive effects of self-disclosure on affective
trustworthiness (i.e., integrity and benevolence) and credibility given that prior research
has accumulated stronger empirical evidence for positive effects than for potential
negative effects (on expertise).
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supplement (https://osf.io/s39u2/). The crucial effect tested in all studies is a
(between-participants) difference between a self-disclosure and a no self-
disclosure condition, that is, a mean difference or contrast between these two
conditions. According to sensitivity analyses (see Table 5.2), all studies reported
here had enough statistical power to detect even a small effect (i.e., d=.31 or
smaller). All studies were designed and conducted in accordance with ethical
guidelines and legal regulations regarding data protection. In all online studies,
participants were compensated by chances in voucher lotteries (total value per
study: 50-225€, depending on sample size goals and length of study); in the field
study, participants received free entry into the science museum.
Online Experiments

Study 1

The first study investigated the effects of a researcher’s self-disclosure on
laypeople’s perceptions of closeness and their ascriptions of trustworthiness (i.e.,
expertise and affective trustworthiness) in a standard science communication
scenario (i.e., a scientific talk) using a two-group between subject design. To
manipulate self-disclosure without producing demand effects, we used a relatively
subtle manipulation: all participants saw a research talk given by a (fictious)
researcher, but several pieces of illustrative information in this talk was either
framed as personal information (in the self-disclosure condition) or neutral
information (in the control condition).

Methods. After obtaining informed consent, we measured demographic
variables (age, gender, occupation; see Table 5.1 for more details and procedural
overview). Following, we told participants that on the next six pages of the

questionnaire they would see presentation slides by a (fictious) researcher called
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Dr. Lauber (no gender was indicated) on the effects of light conditions on music
experience at a scientific conference called “Science Impulses.” We asked them to
look closely at the slides. Participants were randomly assigned to one of two
experimental conditions which were identical in presented content, yet differed in
regard to the subtext of illustrating pictures: We framed this subtext as either
neutral (i.e., no self-disclosure condition; e.qg., “ View from a window" or “This is
how it might look in a hotel”) or as disclosing personal information (i.e., self-
disclosure condition; e.g., " View from my window” or " This is how it looked like in
my last hotel”) in three of these six presentation slides. Table 5.3 summarized all
manipulated texts. Note, the manipulated information was associated with the
illustrations, not with the described scientific process. After that, we measured
participants’ responses regarding our dependent and control variables, as detailed
in Table 5.1 and Table 5.2.

Results and Discussion. We included 323 participants in our analyses (see
Table 5.2 for details). The experimental conditions in Study 1 did not differ
regarding control variables (engagement frequency: p=.691; engagement
experiences: p=.668; expectation of scientists’ disclosure: p=.956). Speaking for
the effectiveness of our self-disclosure manipulation, our participants perceived
the researcher to disclose significantly more personal information in the self-
disclosure condition than in the control condition, t(321)=-9.14, p<.001, d=-1.02,
95% Clgy[-1.25, -.0.78].

Mean differences between conditions are reported in Table 5.4. Participants
in the self-disclosure condition ascribed significantly higher affective
trustworthiness to the researcher, t(321)=-3.39, p<.001, d=-0.38 [-0.60; -0.16], but

not higher expertise, t(321)=0.92, p=.358, d=0.10 [-0.12; 0.32], and, they felt
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significantly closer to the researcher, t(321)=-2.30, p=.022, d=-0.26, 95% Clq [-
0.48, -.0.04] compared to participants in the control condition. Thus, findings from
Study 1 support the assumption that even subtle forms of self-disclosure in science
communication can increase laypeople’s feelings of closeness towards a
researcher and ascriptions of affective trustworthiness (i.e., benevolence and
integrity); yet, self-disclosure did not affect general perceptions of competence or
ascriptions of expertise.

Study 2

Study 2 was designed to replicate the findings from Study 1 and to test the
effects of self-disclosure on perceived credibility of the communicated scientific
findings (including laypeople’s acceptance of these findings as “true” and their
behavioral intention to act in line with these findings).? Study 2 was preregistered
(https://osf.io/ggsbm).

Methods. Study 2 was designed very similarly to Study 1: After providing
informed consent, participants again saw presentation slides. This time, the slides
came from an alleged blitz talk on the effects of coffee consumption on music
experience by a researcher named Dr. Meyer. Again, participants were randomly
assigned to one of two experimental conditions (self-disclosure vs. control). The
manipulation was designed in the same fashion as in Study 1 (c.f., Table 5.3), but
we tried to strengthen the self-disclosure by mixing the previously used rather
subtle self-disclosing information with more intimate disclosure of feelings and

weaknesses (e.g. “After drinking coffee | am more nervous while giving a

2 Another preregistered aim was to test whether the effects of self-disclosure on credibility
were mediated by epistemic trust. As this is not the focus of the present paper and, due to
the absence of effects of self-disclosure on credibility or trustworthiness, we did not
conduct the preregistered mediation analyses.
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presentation” vs. “After drinking coffee some people are more nervous while
giving a presentation”). In Study 2, the manipulation was applied to four out of six
slides. After participants viewed the slides, dependent and control variables were
measured (see Table 5.1 and 5.2).

Results and Discussion. We included 344 participants in our analyses (see
Table 5.2). The experimental conditions in Study 2 did not differ regarding control
variables (engagement frequency: p=.404; engagement experiences: p=.753; pro-
science attitude: p=.393; expectation of scientists’ disclosure: p=.123; political
orientation: p=.815). Again, participants perceived the researcher to disclose
significantly more personal information in the self-disclosure condition than in the
neutral condition, t(342)=-6.47, p<.001, d=-0.70, 95% Cly [-0.92, -.0.48].

Descriptive statistics are reported in Table 5.5. Contrary to Study 1, the two
experimental conditions neither differed on affective trustworthiness, t(342)=-0.78,
p=.435, d=-0.08, 95% Cly[-0.30, 0.131, nor on ascriptions of expertise t(342)=0.61,
p=.544, d=0.07, 95% Cl4 [-0.15, 0.28]. Similarly, there were no significant
differences on credibility: Both groups reported very similar acceptance,
t(342)=0.45, p=.654, d=0.05, 95% Cl4[-0.16, 0.26], and behavioral intentions,
t(342)=-0.28, p=.778, d=-0.03, 95% Cl4 [-0.24, 0.18]. Following up, we explored
the effect of our self-disclosure manipulation on closeness: As in Study 1,
participants felt significantly closer to the self-disclosing scientist than the neutral
scientist, #342)=-2.10, p=.036, d=-0.23, 95% Clq[-0.44, -0.01].

There are a number of explanations for the divergent results between
Studies 1 and 2. First, the education level (i.e., highest obtained degree) was
higher in Study 2 than in Study 1 (96% were currently enrolled in a university

program or already held an academic degree). Especially students who likely
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interact with researchers on a daily basis might be less receptive to our
manipulation compared to laypeople who have less contact with communicating
scientists. Second, our manipulation of self-disclosure was stronger (i.e., less
subtle) than in Study 1. Considering the inverted u-shape (i.e., curvilinear)
association of self-disclosure with other variables (e.g., Cozby, 1973; Gelso &
Palma, 2011), it is possible that with this level of intimacy we surpassed the degree
of self-disclosure perceived as appropriate for such a scenario which would have
attenuated possible positive effects.

Study 3

We conducted a third study to account for these issues. This time, we
excluded currently enrolled students from participation and designed three
experimental conditions (no, medium and extreme self-disclosure) to scrutinize
potentially backfiring effects of inappropriately high levels of self-disclosure on our
DVs. We still expected an increase in affective trustworthiness and credibility for
moderate compared to no (or extreme) self-disclosure (replicating our results from
Study 1).3 Study 3 was also preregistered (https://osf.io/mktv9).

Methods. Again, Study 3 was designed very similarly to the previous
studies. After providing informed consent, participants viewed presentation slides
from an alleged blitz talk about the effects of weather conditions on music
experience by a researcher called Dr. Winkler. This time, participants were
randomly assigned to one of three experimental conditions: no, moderate or

extreme self-disclosure. As before, content was held constant while pictures were

3 As in Study 2, we also preregistered mediation analyses of the effect of self-disclosure on
credibility via trust. As this is not the focus of the present paper, these analyses are not
reported here.
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framed as either purely illustrative and non-personal (no self-disclosure control
group; e.g., “View from a window: dark, depressing, rainy winter weather”), as
moderately personal (moderate self-disclosure; e.g., “ View from my window: dark,
depressing, rainy winter weather”), or as personal and intimate (extreme self-
disclosure; e.g. “View from my window: dark, rainy winter weather makes me feel
a bit depressive...”). The manipulation was applied to four out of six presented
slides. Dependent variables were the same as in Study 2 (see Table 5.1 and Table
5.2).

Results and Discussion. We included 618 participants in our analyses (see
Table 5.2). Again, the experimental conditions did not differ regarding control
variables (engagement frequency: p=.217; engagement experiences: p=.322; pro-
science attitude: p=.667; expectation of scientists’ disclosure: p=.730). The
researcher in the extreme self-disclosure condition was perceived to disclose the
most personal information and the researcher in the no self-disclosure condition
was perceived to disclose the least personal information, F(2, 615)=86.50, p<.001,
n2=.22, 95% Cly-[.16, .27]1 (no < moderate < extreme, both: p<.001).

Descriptive statistics are reported in Table 5.6. The experimental groups did
not differ significantly on affective trustworthiness, F(2, 615)=1.21, p=.299, n2<.01,
95% Clyz [.00, .02], but they did differ on expertise F(2, 615)=3.12, p=.045, n2=.01,
95% Cl,2-10.00, 0.031.% Further, the groups did not significantly differ in
participants’ acceptance of the findings as “true,” F(2, 615)=2.53, p=.081, 2<.01,

95% Cl,-[0.00, 0.03], but they did differ regarding participants’ behavioral

4 Tukey-HSD tests revealed that participants ascribed significantly less expertise in the
extreme condition than in the no self-disclosure condition (p=.034), while the comparisons
with the moderate condition were non-significant (both: p>.409).
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intentions F(2, 615)=3.57, p=.029, n2=0.01, 95% Cl;-[0.00, 0.031.> Again, we
explored the effect of self-disclosure on perceived closeness: Unlike Studies 1 and
2, we found no effect on perceived closeness, F(2, 615)=0.62, p=.539, n2<0.01,
95% Cly-10.00, 0.01]. For optimal comparability to the other studies reported
here, we deviated from the preregistration and followed up with Helmert contrasts
(i.e., testing the no self-disclosure condition against the combined moderate and
the extreme conditions): We did not detect an effect on affective trustworthiness,
t(616)=-1.43, p=.153, d=-0.12, 95% Cl4 [-0.29, 0.05], but a negative effect on
expertise, t(616)=2.16, p=.031, d=0.18, 95% Cl4[0.02, 0.35]. Regarding credibility,
there were significant negative effects on both acceptance, t(441.44)=2.45, p=.025,
d=0.20, 95% Cl4[0.03, 0.37], and behavioral intentions, t(616)=2.23, p=.026,
d=0.19, 95% Cl4[0.02, 0.36]. For perceived closeness, we did not find a significant
effect regarding this comparison, t(616)=-0.42, p=.675, d=-0.04, 95% Cl4 [-0.20,
0.131.

In Study 3, we thus found no positive effects of self-disclosure on
laypeople’s perceptions of the researcher’s affective trustworthiness but rather a
negative effect on expertise and both dimensions of credibility (acceptance and
behavioral intentions). Further, we did not detect any inverted u-shaped
associations of extent of self-disclosure and our variables of interest. This time,
while the manipulation check indicates that participants were aware of the self-
disclosure, we did not even replicate the effect on perceived closeness.

Considering sample characteristics, there is no clear evidence that these aspects

> Tukey-HSD tests revealed that participants reported significantly lower intentions to act
in line with the communicated findings in the moderate condition compared to the no self-
disclosure condition (p=.021), while the comparisons with the extreme condition were
non-significant (both: p>.312).

51



might explain the different pattern of results compared to Studies 1 or 2:
Participants were older (but age did not correlate with affective trustworthiness,
expertise, acceptance or behavioral intentions above r=.09) and they reported less
experiences with science in the last 12 months (but still 61% held a university
degree and the reported frequency of contact with science was similar to the
previous samples). Together, the divergent results between Studies 1 to 3
increased our doubts about a robust effect of self-disclosure on trust in science.
Thus, to scrutinize this robustness (i.e., generalizability to other scientific
domains), we conducted three additional studies using other science
communication scenarios.

Study 4

In a fourth study, we wanted to test the effects from Study 1, 2and 3 in a
different research field (medical context) and communication context (video at an
alleged science exhibit). Similar to Studies 1 and 2, we realized only two
conditions: self-disclosure and no self-disclosure. However, we also varied the
researcher’s gender to explore possible interactions with the effect of self-
disclosure in science communication (gender biases might play a role for the
perceptions of self-disclosure; e.g., Kadji & Schmid Mast, 2021). Study 4 was
preregistered (https://osf.io/rtuab).

Methods. Study 4's design was again similar to the previous studies.
However, we changed the stimulus material: After providing informed consent and
stating their demographics (see Table 5.1), participants viewed a video with
subtitles (no sound) that was allegedly shown at a science exhibition for the
general public about current health research. In the video, an alleged medical

scientist reported current research results about the prevention of skin diseases.
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The scientist’s name was either implying a female scientist (“Dr. Michaela
Schneider”) or a male scientist (“Dr. Michael Schneider”). Self-disclosure was
manipulated via subtitles to avoid confounding effects of different voices: Again,
we framed information as either personal (e.g., “In winter, | get a very dry scalp”)
or neutral (e.g., “In winter, many people get a dry scalp”). Participants were
randomly assigned to the gender (male vs. female) x self-disclosure (self-
disclosure vs. no self-disclosure) conditions. Next, we applied our measures 3 (see
Table 5.1 and 5.2).

Results and Discussion. We included 330 participants in our analyses (see
Table 5.2). The experimental conditions in Study 4 did not differ regarding control
variables (engagement frequency: p=.069; engagement experiences: p=.378; pro-
science attitude: p=.430; expectation of researchers’ disclosure: p=.553) and
participants perceived the self-disclosing scientist to be sharing significantly more
personal information than the non-self-disclosing scientist, F(1, 326)=184.23,
p<.001, n2=.36 Cly= [.28, .43], while neither the researcher’s gender (p=.350) nor
the interaction effect with self-disclosure were significant (p=.646).

Descriptive statistics are reported in Table 5.7. In 2x2 univariate ANOVAs®,
we detected a significant main effect of self-disclosure on affective trustworthiness,
F(1, 326)=6.15, p=.014, np?=.02, 95% Cl;- [0.00, 0.061, d=-0.27, 95% Cl4 [-0.49, -

0.06]7, but not on expertise, F(1, 326)=0.45, p=.503, n,2<.01, 95% Cl;-1[0.00, 0.02],

¢In a 2x2 MANOVA, we found a significant multivariate effect of self-disclosure, F(1,
326)=2.98, p=.020, Pillai-V =.04, np?=.04, 95% Cl,- [0.00, 0.071, we did not find any
significant multivariate effects of the researcher’s gender, F(1, 326)=0.63, p=.644, Pillai-
V=.01, np2<.01, 95% Cl,p2[0.00, 0.021, nor an interaction, F(1, 326)=0.50, p=.738, Pillai-
V=.01, np?<.01, 95% Cl,,-[0.00, 0.02].

7 In Study 4, we calculated Cohen’s d based on the two-group-comparisons: self-disclosure
vs. no self-disclosure (across researcher’s gender).
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d=0.07, 95% Clg4 [-0.74, 0.29], nor on acceptance, F(1, 326)=0.03, p=.859, n,?<.01,
95% Clypp=10.00, 0.011, d=0.02, 95% Clq4 [-0.20, 0.24] or behavioral intentions, F(1,
326)=0.01, p=.930, 1p?<.01, 95% Clypz [0.00, 0.011, d<0.01, 95% Clq4 [-0.27, 0.23].
None of our outcome variables were influenced by the researcher’s gender (all:
p>.287) or the interaction (all: p>.245). As before, we also analyzed the effects on
perceived closeness: In line with results from Studies 1 and 2, we found a significant
main effect of self-disclosure on perceived closeness, F(1, 325)=10.75, p=.001,
np2=.03, 95% Clyp-[0.01, 0.08], d=-0.36, 95% Clq4 [-0.58, -0.15]. The researcher’s
gender (p=.951) and the interaction (p=.311) had no significant effects on closeness.

In Study 4, we applied our experimental design to another science-to-public
communication scenario with content from medical science and were able to
replicate the small positive effect of a researcher’s self-disclosure (compared to no
self-disclosure) on their perceived affective trustworthiness which we found in
Study 1 (but not in Studies 2 or 3). However, we did not replicate the small
negative effects on the researcher’s perceived expertise and/or credibility of the
communicated findings which we found in Study 3 (but not in Studies 1 and 2).
Furthermore, we detected an effect of self-disclosure on perceived closeness (like
in Studies 1 and 2, but not Study 3).

The researcher’s gender did not make any difference for the effects of self-
disclosure on any of our outcome variables and it did not have any main effects
either. This could mean that researchers’ gender does not play a role for the
effectiveness of engaging in self-disclosure when communicating their science or
for the perception of their trustworthiness and the credibility of their research in
general. However, it is likely that many of our participants did not effectively

notice the gender manipulation, which was very subtle (44% could not recall the
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indicated gender). Thus, these results do not warrant any clear conclusions
regarding the effect of researchers’ gender in this context.
Study 5

In a fifth study, we manipulated the scientific discipline in which the (self-
disclosing vs. not self-disclosing) researcher communicated his or her science
directly. After all, stereotypical views about scientists likely pertain to scientist

from the so-called “hard” sciences such as physics, biology, or chemistry (e.g.,

asking for drawings of “scientists”, laypeople produce images related to laboratory

work; Ferguson & Lezotte, 2020; Miller et al., 2018). Assuming that the effect of
self-disclosure in science communication aims at debunking stereotypical
perceptions of scientists, we expected the effects of self-disclosure to be more
pronounced in the “hard” sciences compared to the social sciences. Further, we
again explored possible interaction effects of self-disclosing communication and
researchers’ gender by using a stronger manipulation than in Study 4. Moreover,
we applied our experimental design to another common science-to-public
communication situation: social media. Again, this study was preregistered
(https://osf.io/yztq2).

Methods. We used a similar design as before. This time, after obtaining
informed consent and information about their demographics (see Table 5.1), we
asked participants to imagine scrolling through social media when they come
across a post by a news channel regarding a recent study on autism-spectrum
disorder in children and adolescents. The post consisted of three pictures each
showing one statement on the study’s main findings by one of the three alleged
study authors. We told participants that the study was conducted by an

interdisciplinary team from either the “hard” sciences (a biologist, a
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neuroscientist, and a pharmacist) or the social sciences (an educationalist, a
communication scientist, and a sociologist). In each picture, we manipulated self-
disclosure (e.g., “I...] This result fits with my personal experiences from my
practical activity with autistic children and their families™) or no self-disclosure
(e.g., “I...]1 This result fits with experiences from practice with autistic children and
their families”). Further, we also randomized the researchers’ gender: Either the
study was allegedly conducted by an all-female or an all-male research team. This
information was conveyed in the introductory text (like in Study 4) but also on
every single picture frame by using gendered descriptions common in German
language (e.g., “Soziologin”, which can be translated to “female sociologist”).
Then, we applied our measures (see Table 5.1 and Table 5.2).

Results and Discussion. We included 410 participants in our analyses (see
Table 5.2). The experimental conditions in Study 5 did not differ regarding control
variables (engagement frequency: p=.763; engagement experiences: p=.521;
general trust in and credibility of social and “hard” sciences: MANOVA, p=.436;
expectations of scientists’ disclosure in social sciences: p=.755, and in “hard”
sciences: p=.084). Participants perceived the self-disclosing researchers to be
sharing significantly more personal information than the non-self-disclosing
researchers, F(1, 402)=197.33, p<.001, n2=.33, 95% Cl,-[.26, .40], while neither
the researchers’ disciplines, nor gender, nor any interaction effects were
significant (all: p=.128).

Descriptive statistics are reported in Table 5.8.8 We analyzed all dependent

8 Adding researchers’ indicated gender as factor, did not change the pattern of the results
from the preregistered 2x2 analyses, thus, we only report the 2x2x2 analyses. We also

conducted a 2x2x2 MANOVA: We found no main effect of self-disclosure, F(1, 402)=1.09,
p=.361, Pillai-V=.01, np2=.01, 95% Cinp2 [0.00, 0.03]; however, there was a main effect
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variables in 2x2x2 ANOVAs. Regarding affective trustworthiness, we found no
main effect of self-disclosure, F(1, 402)=0.04, p=.840, n,?<.01, 95% Cl;p2[0.00,
0.011, d=0.02, 95% Clq4 [-0.17, 0.211%, no main effect of discipline, F(1, 402)=3.59,
p=.074, np2<.01, 95% Clyp>[0.00, 0.031, but a main effect of researchers’ gender,
F(1, 402)=16.02, p<.001, np?=.04, 95% Clyp21[0.01, 0.08]. There were no
significant interaction effects (self-disclosure x discipline, p=.987; self-disclosure x
gender, p=.325; discipline x gender, p=.721; self-disclosure x discipline x gender,
p=.507; all np2<.01). Similarly, regarding expertise, we found no main effect of
self-disclosure, F(1, 402)=1.10, p=.296, 1np2<.01, 95% Clyp-1[0.00, 0.011, d=0.10,
95% Clg4[-0.09, 0.301, no main effect of discipline, F(1, 402)=0.04, p=.841,
np2<.01, 95% Clyp-[0.00, 0.011, but a main effect of researchers’ gender, F(1,
402)=6.48, p=.011, np2=.02, 95% Clp-10.00, 0.05]. Again, there were no
significant interaction effects (self-disclosure x discipline, p=.598; self-disclosure x
gender, p=.925; discipline x gender, p=.190; self-disclosure x discipline x gender,
p=.769; all np2<.01). On acceptance, there were no significant main effects of
either self-disclosure, F(1, 402)=0.11, p=.916, np2<.01, 95% Cl;,-[0.00, 0.011, d=-
0.01, 95% Clq4 [-0.20, 0.18], of discipline, F(1, 402)=0.43, p=.514, np2<.01, 95%
Clyp21[0.00, 0.021, nor of researchers’ gender, F(1, 402)=4.49, p=.071, np2<.01,
95% Clyp210.00, 0.03], and there were no significant interaction effects (self-
disclosure x discipline, p=.224; self-disclosure x gender, p=.890; discipline x

gender, p=.205; self-disclosure x discipline x gender, p=.622; all n,2<.01).

of discipline, F(1, 402)=2.45, p=.046, Pillai-V=.02, np2=.02, 95% Clnp?2 [0.00, 0.05] and a
main effect of researchers’ gender, F(1, 402)=4.33, p=.002, Pillai-V=.04, np2=.04, 95%
Cinp? [0.01, 0.08]. The interaction effects were all non- significant (p>.074; np2<.02).

? As in Study 4, we calculated Cohen’s d based on the two-group-comparisons: self-
disclosure vs. no self-disclosure (across researchers’ discipline).
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However, on behavioral intentions, while the main effect of self-disclosure, F(1,
402)=0.65, p=.423, np2<.01 [0.00, 0.021, and of discipline, F(1, 402)=0.18, p=.674,
np2<.01, 95% Clyp-[0.00, 0.011, were also not significant, we found a significant
main effect of researchers’ gender, F(1, 402)=4.73, p=.030, np2=.01, 95% Cly-
[0.00, 0.04], and the interaction effect of self-disclosure x discipline, F(1,
402)=4.06, p=.045, np2<.01, 95% Cl;p=1[0.00, 0.04]. Once more, the other
interaction effects were not significant (self-disclosure x gender, p=.913; discipline
x gender, p=.618; self-disclosure x discipline x gender, p=.825; all np,2<.01).
Following up on the significant interaction of self-disclosure x discipline, Tukey-
HSD post hoc tests did not reveal significant differences between the conditions
(all: p>.194).

In sum, we found no main effects of self-disclosure on trustworthiness or
credibility in Study 5. Results for behavioral intentions suggest that there might be
an interaction effect of researchers’ self-disclosure and their discipline, but this
effect was negligibly small and did not stand up in post hoc tests. Interestingly,
participants ascribed more trustworthiness and reported higher behavioral
intentions when confronted with female (vs. male) researchers (results remained
significant when controlling for participant’s gender). However, this should be
interpreted carefully because—as indicated by responses on the manipulation
checks—72% of our participants did not remember whether or which gender was
indicated for the researchers.

Study 6

Like Study 5, Study 6 was designed to follow up on results from Studies 1 to

4. For the sake of consistency, we focus on the effects of self-disclosure on

closeness and trustworthiness, deviating from this study’s preregistration
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(https://osf.io/fa25n). Here, we investigated self-disclosure in another science-to-
public communication scenario in social media and extended the scope of this line
of research to possible effects of framing the communication scenario as
reciprocal (vs. purely unilateral). In dyadic interactions, self-disclosure is mostly
understood as a reciprocal process in which both interlocutors take turns
disclosing personal information (e.g., Cozby, 1972; Sprecher, Treger, Wondra, et
al.,, 2013). This is, of course, not the case in most science communication formats.
Thus, the opportunity to interact with the researcher via social media might
strengthen the effects of a researcher’s self-disclosure on laypeople’s trust in
science. To test this assumption, we manipulated the opportunity for an
interpersonal exchange with the researcher.

Methods. After obtaining informed consent and collecting demographics
(see Table 5.1), we presented screenshots of real Twitter posts on the topic of
stress research from a big science communication channel and informed
participants that, on this account, every week another researcher tweets about
their scientific work. Then, we manipulated the opportunity to interact with the
researcher: We either told participants that the channel was only meant for
informational purposes and no exchange was possible due to a deactivated
comment section (i.e., no exchange) or that the channel was meant for exchange
and one could converse with the researchers in the comment section (i.e.,
exchange). Further, we manipulated self-disclosure by showing participants real
tweets either including original self-disclosing content (e.g., “For example, | am
more focused when stressed”) or without that content. We then measured the
dependent and control variables (see Table 5.1 and Table 5.2).

Results and Discussion. We included 389 participants in our analyses (see
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Table 5.2). The experimental groups neither differed with regard to their general
engagement with science (engagement frequency: p=.492; engagement
experiences: p=.554), nor their general expectation of scientists’ disclosure
(p=.213). Again, our self-disclosure manipulation led participants to perceive the
self-disclosing scientist to be sharing significantly more personal information than
the neutral scientist, F(1, 385)=153.42, p<.001, n2=.21, 95% Cl;-[.15, .281, while
neither the exchange main effect (p=.101) nor the self-disclosure x exchange
interaction (p=.186) were significant.

Descriptive statistics are reported in Table 5.9. On affective trustworthiness,
there was neither a main effect of self-disclosure, F(1, 385)=0.36, p=.552, n,2<.01,
95% Clypz[0.00, 0.021, d=0.06, 95% Clq [-0.14, 0.261,'° nor of exchange, F(1,
385)=0.01, p=.919, np3<.01, 95% Clyp-1[0.00, 0.011, or an interaction effect, F(1,
385)=1.31, p=.252, np2<.01, 95% Clyp-[0.00, 0.02]. However, on expertise, we
found a main effect of self-disclosure, F(1, 385)=11.76, p<.001, 1np2=.03, 95% Clyp-
[0.01, 0.071, d=-0.35, 95% Clq [-0.55, -0.15]; yet again, no effects of exchange, F(1,
385)=0.49, p=.486, np?<.01, 95% Clyp-[0.00, 0.021, or an interaction effect, F(1,
385)=0.05, p=.822, np2<.01, 95% Clyp-10.00, 0.01]. Regarding closeness, neither
self-disclosure, F(1, 385)=0.567, p=.452, np2?<.01, 95% Cly,-10.00, 0.02], d=0.08,
95% Clg[-0.12, 0.281; nor exchange, F(1, 385)=1.62, p=.204, 1n,2<.01, 95% Clyp:
[0.00, 0.031, or the interaction, F(1, 385)=0.08, p=.778, n,2<.01, 95% Cl;,[0.00,
0.011, had significant effects. The same pattern emerged for participants’
willingness to engage with science: The effects of self-disclosure, F(1, 385)=0.56,

p=0.454, np2<.01, 95% Clyp210.00, 0.02], d=-0.08, 95% Clq [-0.27, 0.12],

© As in Study 4 and 5, we calculated Cohen’s d based on the two-group-comparisons: self-
disclosure vs. no self-disclosure (across exchange).
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exchange, F(1, 385)=0.34, p=.562, np?<.01, 95% Clyp-10.00, 0.02], and the
interaction, F(1, 385)=0.03, p=.873, np?<.01, 95% Cl;p>[0.00, 0.01], were not
significant.

Thus, in Study 6, a communicating researcher’s self-disclosure did not have
significant trust-increasing effects (on affective trustworthiness) among laypeople
but rather decreased perceived trustworthiness by lowering their ascriptions of the
researcher’s expertise. Further, while self-disclosure led to higher perceptions of
the researcher’s warmth, we did not find the effect on perceived closeness (as in
Studies 1, 2, and 4). There were no effects of self-disclosure on perceptions of the
researcher’s competence or participants’ willingness to further engage with the
researcher and the communicated science.

Framing the science communication scenario (i.e., real science
communication channel on Twitter) as an opportunity for exchange did not make
any difference for ascriptions of trustworthiness, closeness, warmth, competence
or even for participants’ willingness to further engage with the researcher and
their work. However, it is likely that our manipulation was not effective enough, as
participants did not really have the opportunity to interact with the researcher.
Further, data on the respective manipulation check also suggests that the
exchange manipulation in this study might have been too subtle (36% did not
correctly remember the manipulation). Thus, these findings regarding opportunity
for exchange and its interaction with self-disclosure in science communication
should be taken as merely preliminary.

Mini Meta-Analysis
Reflecting the overall picture, some findings from Study 1 to 6 support a

possible trade-off effect: In some cases, self-disclosing personal information in
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science communication led laypeople to feel significantly closer to the
communicating researchers (Studies 1, 2 and 4) and they sometimes even ascribed
higher affective trustworthiness to them (Studies 1 and 4); yet, in other cases, self-
disclosure led to decreases in perceptions of expertise (Studies 3 and 6) or even
less credibility ascribed to the researchers’ findings (Study 3). However, even
though our samples and manipulations were rather similar across most of the
studies presented here, our results and effect sizes vary considerably. Thus, we
decided to integrate our findings from these six studies in a fixed-effects mini
meta-analysis (assuming the existence of one “true” population effect of self-
disclosure; Goh et al., 2016; Viechtbauer, 2010).

We calculated standardized mean effect sizes for closeness, affective
trustworthiness, expertise, acceptance and behavioral intentions in Studies 1-6
weighted by sample sizes. The meta-analytic results are summarized in forest plots
in Figures 5.1 to 5.5. Regarding closeness, the estimated average standardized
difference was significant in the expected direction, 8=-0.17, 95% Clg [-0.26, -
0.081'", z=-3.69, p<.001. Similarly, regarding affective trustworthiness, the
estimated average standardized difference was also significant, 6=-0.14, 95% Clg
[-0.22, -0.061], z=-3.36, p<.001. Looking at the meta-analytical effect on expertise,
the direction reversed: The estimated average standardized difference was
significant, 8=0.15, 95% Clg [0.07, 0.23], z=3.63, p<.001. The average
standardized differences regarding both credibility dimensions were non-

significant: Acceptance, #=0.08, 95% Clg [-0.02, 0.17], z=1.54, p=.122, and

" Note, due to the coding of conditions a negative numerical effect means a positive effect
of self-disclosure on the respective outcome variable.
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behavioral intentions, 8=0.05, 95% Clg [-0.06, 0.14], z=0.80, p=.423.

In sum, the mini meta-analysis thus supports the trade-off assumption for
self-disclosure in science communication (albeit with small effect sizes): Overall,
participants felt closer to self-disclosing scientists and ascribed higher affective
trustworthiness to them. At the same time, they perceived these scientists to have
less expertise. The credibility of the communicated scientific findings (i.e.,
acceptance of a finding as “true” and behavioral intentions to act in line with these
findings) was, meta-analytically, unaffected by the researchers’ self-disclosure.

Field Experiment

In our highly controlled online studies, the observed effects were small, but
the mini meta-analysis suggests that they are measurable notwithstanding. This
raises the question whether such self-disclosure can actually have practical
relevance for “real” science communication. Thus, we applied our theoretical
rational to a field setting in a large German science museum. Additionally, we
wanted to scrutinize whether the effects of self-disclosure on trust in science were
specific to researchers (i.e., dependent on stereotypes about scientists) or more
generalizable to other science communicators (e.g., science museum guides).
Therefore, we developed an audio guide for an exhibition on historic and current
marine research, in which we varied self-disclosure (self-disclosure vs. no self-
disclosure) and role of the speaker (marine researcher vs. museum guide).
Additionally, there was a neutral, impersonal audio tour (“control” condition).

Methods. Participants were recruited beforehand and booked a date for
their museum visit or were approached spontaneously while visiting the museum
(see Table 5.2 for further details). Testing took place on weekdays (Thursdays and

Fridays) and on weekends between October 2020 and November 2021.
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Participants were welcomed to the museum and instructed on the study
procedure. After they gave their informed consent, they walked through the
exhibition by themselves using their own smartphones and headphones to play the
audio guide. The audio guide was app-based, took about 15-20 minutes and
contained short interactive elements in between audio tracks (e.g., little quizzes).
Participants could proceed the tour at their own pace and were randomly allocated
to one of five conditions: There was a neutral control condition with no
personalized elements (i.e., no introduction of speaker, no personal addressing of
the listener). The other four conditions resulted from orthogonally varying self-
disclosure (i.e., some, mostly illustrative information in the audio text was framed
as either personal or neutral information, see Study 1-5) in combination with the
role of the guide (i.e., either the guide introduced herself as marine scientists or as
museum guide and repeatedly mentioned her role throughout the tour; e.g., “us
researchers...” vs. “us museum guides..."”). In all audio tours, we kept the
presented content, the interactive elements, and the audio voice constant (i.e.,
same speaker).

After participants completed the audio tour, they came back for further
instructions and received a link to the online questionnaire. Data from the
questionnaire were matched with data about the experimental condition by asking
for a specific codeword (however, questionnaire links were also marked with an
identifier to facilitate correct matching). Next, we measured dependent, control
and exploratory variables (see Table 5.1 and Table 5.2). After completing the
questionnaire, participants were fully debriefed. For this study, participants were
compensated by free entry to the museum at the day of their study participation

or, if visitors participated spontaneously, they gained a free ticket for another day.
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Results and Discussion. We included 480 participants in our analyses (see
Table 5.2). The experimental groups neither differed with regard to their general
engagement with science (engagement frequency: p=.108; engagement
experiences: p=.582), nor their general expectation of scientists’ (p=.493) or
museum guides’ (p=.088) disclosure. Our self-disclosure manipulation led
participants to perceive the self-disclosing audio speakers to be sharing
significantly more personal information than the non-self-disclosing speakers and
the non-self-disclosing speakers to be sharing significantly more than the control
audio speaker (control < no self-disclosure < self-disclosure; all: p<.001), F(2,
473)=277.00, p<.001, n2=.54, 95% Cly- [.48, .59I.

Descriptive statistics are reported in Table 5.10. We were interested in four
specific contrasts: 1) control versus experimental conditions; 2) self-disclosure
versus no self-disclosure conditions (i.e., a main effect of self-disclosure); 3)
scientist versus museum guide conditions (i.e., a main effect of guide), 4) self-
disclosing scientist condition versus the three other experimental conditions (i.e.,
an ordinal self-disclosure x guide interaction effect). For the dependent variables
liking (all: p>.344) and interest (all: p>.344) as well as closeness (all: p>.085),
affective trustworthiness (all: p>.189), acceptance (all: p>.753), and behavioral
intentions (all: p>.503), these contrasts were all not significant. Only for expertise,
contrast 1 significantly differed from zero, t(475)=2.31, p=.022, d=0.21, 95% Clj-
[0.03, 0.39]; indicating that participants ascribed higher expertise to the audio
guide in the experimental conditions than in the control condition. This effect was
however small (and testing it on an adjusted significance level would render it non-
significant). The other contrasts for expertise were not significant (all: p>.053).

Together, these results suggest that there is little value (or risk) to
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disclosing personal information in science communication: Neither self-disclosure
nor role of guide (i.e., scientist or museum guide) or their interaction had any
significant effects on laypeople’s enjoyment of the tour (i.e., liking) or how much it
sparked their interest; it did not change their trustworthiness ascriptions to the
speaker (affective trustworthiness and expertise) or their perceptions of the
credibility of marine research (acceptance and usefulness of findings). In fact, the
only effect we found was a small effect on expertise regarding the comparison of
the control with the experimental conditions: Introducing the audio speaker with a
name and photo and personally addressing the listener lead to higher expertise
ascriptions than not “putting a face” to the audio voice. Engaging in more self-
disclosure (vs. no self-disclosure) did not increase this effect, suggesting that it
might be enough to provide some superficial personal information in such a
science communication scenario.

This field data points to a lack of practical relevance of self-disclosure in
science communication. The realization of our stimulus material as audio guide
through a real exhibition in a science museum presents a very authentic
application of self-disclosure in science communication and was developed in
close cooperation with museum experts. Thus, our field study has very high
ecological validity. However, naturally, there are limitations to this experimental
field data that might also account for the non-significant effects. Most importantly,
participants listened to the audio guide unsupervised in the exhibition by
themselves and, thus, we cannot ensure their unrestricted concentration. In line
with this, participants reported having been distracted by other museum visitors or
other exhibition objects which were not part of the tour. This is also reflected in

some of the data; for example, many participants in the museum guide condition
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(34%) mistook the guide for a marine researcher although the speaker’s role was
stated many times in the audio (analyzing only results of participants who correctly
identified the guide’s role did not change the pattern of results). This shows
parallels to an earlier study in which objects exhibited in the museum were
presented to the visitors either as original objects or as replicas (Hampp &
Schwan, 2015). Here, it was shown that the majority of participants (63%) could
no longer say whether the highlight object shown was an original or a replica
shortly after visiting the exhibition (*Most of them did not question the status of
the objects as they considered the display of originals to be customary in the
museum.”, p. 170, Hampp & Schwan, 2015). In general, museums are perceived
by the public as highly trustworthy institutions, ranking second after friends and
family, and are significantly more trustworthy than, for example, news media or
the government (Wilkening, 2021). Therefore, it can be assumed, that visitors
expect original objects and credible information in museums, granting only
subordinate importance to the evaluation of the knowledge sources in the museum
(e.g., the audio guide). Thus, it might not be of great relevance whether the
information is conveyed by a real scientist or by a museum guide. However, one
might argue that such distractions and presumptions are a realistic part of science
communication in practice. Therefore, our findings from this field study question
whether self-disclosure in science communication can actually have practical
relevance in an applied setting like a science museum for outcomes like enjoyment
and interest or trust in researchers and scientific findings.
General Discussion
In this article, we present six experimental online studies, a mini meta-

analysis, and a field experiment investigating the effects of researchers’ self-
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disclosure in science communication on laypeople’s perceptions of researchers
and their findings, namely feelings of closeness towards researchers,
trustworthiness ascriptions, and the perceived credibility of their findings. Taken
together, our results suggest that self-disclosure in science communication has
measurable, yet small—and, thus, practically irrelevant—effects: The meta-analysis
shows evidence of small positive effects on laypeople’s closeness towards self-
disclosing researchers and on their affective trustworthiness (i.e., integrity and
benevolence) ascriptions. However, at the same time, self-disclosure can also
affect laypersons’ perceptions about researchers’ expertise. Thus, self-disclosure
might bring researchers down from their stereotypical distanced ivory tower but,
by doing so, it also makes them seem less like the stereotypical smart geniuses.
Additionally, self-disclosure did, overall, not affect the perceived credibility of the
communicated scientific findings, the effects on trustworthiness were small and
volatile across all studies, and the lack of significant findings from the field study
further question whether the effects of self-disclosure are actually meaningful
when put into practice.

We also considered some contextual factors for self-disclosure in science
communication: researchers’ gender (Studies 4 and 5), researchers’ discipline
(Study 5), opportunity for exchange (Study 6) and role of discloser (Field Study).
However, these factors did not influence the effects of self-disclosure. Together, it
seems self-disclosure in and of itself is not very promising as a booster for public
trust in science or even as a remedy for the relationship with science-skeptical
groups. It is likely that, in science communication, the content of the information
revealed is much more important than the act of self-disclosure on its own.

Looking at our methods and designs, we tried to keep most of the
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manipulations of self-disclosure free of aspects that might just signal warmth (e.g.,
photo from one’s window vs. photos of one’s kids) in order to test the basic effect
of disclosing any personal information. We did this in order to test our hypotheses
conservatively. That said, sharing more inherently “warmth-related” personal
details about oneself could actually lead to more consistent positive responses: For
example, Zahry and Besley (2021) recently showed that scientists directly
communicating prosocial intentions and emotional appeals were perceived as
warmer than those using neutral appeals and Jarreau et al. (2019) demonstrated
that researchers sharing selfies on social media were perceived as warmer and
more trustworthy. Another kind of self-disclosure that seems to be received quite
well in the scientific context is related to personal thoughts and feelings towards
one’s own work: For example, researchers disclosing doubts about past findings
and intentions to reform their future work routines were perceived as more likable
and trustworthy and their work as more credible (Altenmuller, Nuding, et al.,
2021). Likely, such science-related self-disclosure is perceived as more
appropriate as it still relates to the researchers’ professional sphere.

Interestingly, inspecting the correlations across all studies (see
“supplementary tables,” https://osf.io/s39u2/), perceived similarity to a researcher
was similarly related to trustworthiness and credibility as perceived closeness.
This suggests that self-disclosure could be more effective when it concerns details
that make it easier for laypeople to find similarities (and not only closeness)
between themselves and researchers (e.g., Meijnders et al., 2009; Zorn et al.,
2022): For example, researchers could reveal personal memories of their time at
school when talking to teenagers at a school event or they could reveal personal

experiences as parents of teenagers when talking to the high schoolers’ parents.
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However, revealing sensitive personal information is always a risk (c.f.,
Omarzu, 2000), especially when communicating potentially polarizing scientific
findings. Thus, self-disclosure might pose other challenges than “only” appearing
unprofessional: For example, disclosing being personally affected by one’s own
research (i.e., doing “me-search”) has been shown to have the potential to
increase as well as decrease researchers’ trustworthiness and the credibility of
their findings (Altenmuller, Lange, et al., 2021): Laypeople use this information to
adapt their perceptions of such researchers and their findings in line with pre-
existing attitudes (i.e., motivated science reception). Even more problematically,
personal information might be used for threats and attacks against researchers
(e.g., Nogrady, 2021). Thus, researchers should consider well which details about
their lives they are willing to disclose to the public.

Conclusion

Coming back to Marlene’s guinea pigs Noxi and Neri, our findings suggest
that starting this article with such irrelevant and purely illustrative insights into
one of the authors’ lives had likely little more effect than eliciting a small smile or
eye-roll: Our results across six online studies and a field experiment, suggest that
engaging in self-disclosure when communicating science can somewhat increase
laypeople’s feelings of closeness and perceptions of researchers’ warmth-related
trustworthiness (i.e. integrity and benevolence), but at the same time, decrease
perceptions of competence-related trustworthiness (i.e., expertise), while the
credibility of the communicated science remains unaffected. However, the effects
of such general self-disclosure were small and inconsistent and are likely not
relevant for practical application. Future research should focus on the effects of

revealing more specific information (e.g., similarity cues). More practically,
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science communicators cannot rely on positive effects of disclosing any personal
information and should consider well whether and which personal details they

want to share with their audience.
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Table 5.1

Overview of all measures in Study 1-6 and the Field Study

Nr Measured variables Scale Reliability Source
Study 1 Demographics (age, gender,
occupation)
Trustworthiness (expertise and 14 opposite adjective pairs; 7-point Expertise: a=.95; affective  Hendriks et al., 2015
affective trustworthiness)* bipolar scale trustworthiness: a=.92
Warmth and competence 6 items, 4 distractors; 6-point scale Competence: a=.95; Asbrock, 2010
warmth: a=.92
Manipulation check (self-disclosure) 1 item; 5-point scale
Perceived closeness Aron et al., 1992
General public engagement with 5 items; 5-point scale; and 15-item Frequency: a=.70 BBVA Foundation,
science (PES): engagement multiple choice 2011
frequency & experiences
General expectation of scientists’ 2 items, 7 distractors; 5-point scale
disclosure (GED)
Demographics (academic discipline)
Study 2 Perceived closeness and similarity 1 item each, 6-point scale

Trustworthiness (expertise and
affective trustworthiness)

Credibility (acceptance and
behavioral intentions)

14 opposite adjective pairs, 7-point
bipolar scale

2 items, 5-point scale

Expertise: a=.94; affective
trustworthiness: a=.89

Hendriks et al., 2015
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Pro-science attitude

PES: engagement frequency &
experiences

Manipulation check (self-disclosure)

GED

Demographics (age, gender,
occupation, academic discipline,
political orientation)

3 items, 5-point scale a=.58
5 items, 5-point scale; 15-item multiple Frequency: a=.69
choice

1 item, 5-point scale
1 item, 6 distractors, 5-point bipolar scale

Political orientation: 7-point bipolar scale

BBVA Foundation,
2011

Study 3

Perceived closeness and similarity

Trustworthiness (expertise and
affective trustworthiness)

Credibility (acceptance and
behavioral intentions)

Pro-science attitude

PES: engagement frequency &
experiences

Manipulation check (self-disclosure)

GED

Demographics (age, gender,
occupation, academic discipline)

1 item each, 6-point scale

14 opposite adjective pairs, 6-point Expertise: a=.91; affective
bipolar scale trustworthiness: a=.86

2 items, 6-point scale

3 items, 6-point scale o=.59
5 items, 5-point scale; 15-item multiple Frequency: a=.73
choice

1 item, 6-point scale

1 item, 8 distractors, 6-point bipolar scale

Hendriks et al., 2015

BBVA Foundation,
2011
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Study 4 Demographics (age, gender,
occupation, academic discipline)
Attention check 4 items, multiple choice
Perceived closeness and similarity 1 item each, 6-point scale
Trustworthiness (expertise and 14 opposite adjective pairs, 6-point Expertise: a=.92; affective  Hendriks et al., 2015
affective trustworthiness) bipolar scale trustworthiness: a=.91
Credibility (acceptance and 3 items each, 6-point scale Acceptance: a=.78;
behavioral intentions) behavioral intention:
a=.71
Manipulation check (self-disclosure) 1 item, 6-point scale
Manipulation check (gender) 3 items, single choice
Pro-science attitude 3 items, 6-point scale o=.59
PES: engagement frequency & 5 items, 5-point scale; 15-item multiple Frequency: a=.78 BBVA Foundation,
experiences choice 2011
GED 2 item, 7 distractors, 6-point bipolar scale  «a=.55
Use-me item 1 item, yes/no
Study 5 Demographics (age, gender,

occupation, academic discipline)

Attention check

Trustworthiness (expertise and
affective trustworthiness)

3 items single choice

14 opposite adjective pairs, 6-point
bipolar scale

Expertise: a=.94; affective
trustworthiness: a=.93

Hendriks et al., 2015
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Credibility (acceptance and
behavioral intentions)

Manipulation check (discipline)
Manipulation check (gender)
Manipulation check (self-disclosure)
Typicality of disciplines

GED social & ,,hard” sciences

General trust in social & “hard”
sciences

General credibility of social &
“hard” sciences

PES: engagement frequency &
experiences

Use-me item

3 items each, 6-point scale

2 items, single choice

5 items, single choice

1 item, 6-point scale

6 items, 6-point bipolar scale

2 item and 7 distractors each, 6-point
bipolar scales

7 items each, 6-point scales
5 items each, 6-point scales
5 items, 5-point scale; 15-item multiple

choice

1 item, yes/no

Acceptance: a=.83;
behavioral intention:
o=.63

Social sciences: a=.55;
“hard” sciences: a=.41

Social sciences: a=.77;
"hard” sciences: a=.66

Social sciences: a=.62;
“hard” sciences: a=.55

Frequency: a=.71

Wissenschaft im
Dialog/Kantar, 2020

BBVA Foundation,
2011

Study 6

Demographics (age, gender,
occupation, academic discipline)

Attention check

Warmth and competence

4 items, single choice

5 items each, 6-point scale

Competence: a=.76;
warmth: a=.81

Asbrock, 2010
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Trustworthiness (expertise and
affective trustworthiness)

Willingness to further engage with
the content

PES: engagement frequency &

14 opposite adjective pairs, 6-point
bipolar scale

9 items, 6-point scale

5 items, 5-point scale; 15-item multiple

Expertise: a=.92; affective
trustworthiness: a=.91

o=.92

Frequency: a=.80

Hendriks et al., 2015

Altenmdller, Nuding, et
al., 2021

BBVA Foundation,

experiences choice 2011
GED 2 item, 7 distractors, 6-point bipolar scale «a=.51
Manipulation check (exchange) 4 items, single choice
Manipulation check (self-disclosure) 1 item, 6-point scale
Use-me question 1 item, yes/no
Field Liking 6-point visual smiley scale
Study
Interest 6 items, 6-point scale o=.81 Specht, 2013

Perceived closeness and similarity

Trustworthiness (expertise and
affective trustworthiness)

Credibility (acceptance and
behavioral intentions)

Planning of visit

Visit situation

1 item each, 6-point scale

14 opposite adjective pairs, 6-point
bipolar scale

3 items each, 6-point scale

3 items, single choice

7 items, multiple choice

Expertise: a=.91; affective
trustworthiness: a=.91

Acceptance: a=.71;
behavioral intention:
o=.55

Hendriks et al., 2015
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Visit motivation
Museum visit habits
First visit

PES: engagement frequency &
experiences

GED (scientists & museum guides)

Manipulation check (self-disclosure)
Manipulation check (guide)
Speakers’ familiarity

Demographics (age, gender,
occupation, academic discipline)

Big Five personality
Openness
Use-me item

Feedback

18 items, 5-point scale
2 items, single choice
1 item, yes/no

5 items, 5-point scale; 15-item multiple
choice

Each: 2 item, 7 distractors, 6-point bipolar
scale

1 item, 6-point scale
3 items, single choice

3 items, yes/no/don’t know

10 items, 5-point scale
12 items, 5-point scale
1 item, yes/no

open-ended text field

Phelan et al., 2018

Frequency: a=.75 BBVA Foundation,

2011
Scientists: a=.60; museum
guides: a=.62

Rammstedt et al., 2017
o=.81 Danner et al., 2016

Note: Measured variables are sorted in order of presentation in each study. Reliability is Cronbach’s a. Full materials, including all original
German items and English translations, are provided as online supplement (https://osf.io/s39u2/).

* Mirroring previous findings in which we used the METI (Altenmuller, Lange, et al., 2021; Altenmuller, Nuding, et al., 2021), we used a
two-factor solution, collapsing the facets integrity and benevolence (due to high intercorrelations, r=.81, and factor analysis suggesting
two factors) into one variable which we refer to as “affective trustworthiness”, (factor 1) and expertise (factor 2).
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Table 5.2

Overview of study characteristics, Study 1-6 and Field Study

Study 1 Study 2 Study 3 Study 4 Study 5 Study 6 Field Study
Conducted in  May —Jun Oct Feb — Apr Oct Apr — May Apr — May Oct 2020 -

2019 2019 2020 2020 2021 2021 Nov 2021
Sample Size 323 344 618 330 410 389 480
Sample 60% female, 71% female, 65% female, 72% female, 70% female, 67% female, 62% female,
gender 39% male, 28% male, 35% male, 28% male, 29% male, 32% male, 36% male,

1% other 0.3% other 0.3% other 0.6% other 0.7% other 1% other 2% other
Sample age M =29.36, M = 24.39, M = 43.24, M = 33.53, M =30.70, M = 29.15, M =27.76,

SD=9.24, SD =8.46, SD=14.34, SD =15.86, SD=13.94, SD =13.38, SD=11.30,

1 17-68

range range: 18-80 range: 16-78 range: 16-78 range: 16-86 range: 16-79 range: 16-73
Sample 84% currently 96% currently 77% currently 77% currently 81% currently 77% currently 83% currently
education studying or studying or studying or studying or studying or studying or studying or

already holding
university degree
(35% social
sciences, 13%
natural sciences,
17% humanities,
11% life
sciences, 11%
engineering,
13% other)

already holding
university degree
(47 % social
sciences, 15%
natural sciences,
14% humanities,
12% life
sciences, 4%
engineering, 8%
other)

already holding
university degree
(61% social
sciences, 15%
natural sciences,
14% humanities,
12% life
sciences, 4%
engineering, 8%
other)

already holding
university degree
(50% social
sciences, 12%
natural sciences,
15% humanities,
8% life sciences,
7% engineering,
8% other)

already holding
university degree
(39% social
sciences, 13%
natural sciences,
14% humanities,
13% life
sciences, 8%
engineering,
13% other)

already holding
university degree
(46 % social
sciences, 14%
natural sciences,
14% humanities,
10% life
sciences, 8%
engineering, 9%
other)

already holding
university degree
(36% social
sciences, 17%
natural sciences,
13% humanities,
12% life
sciences, 13%
engineering,
10% other)
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Design 2 groups (SDvs 2 groups (SDvs 3 groups 2(SDvsnSD)x2 2(SDvsnSD)x2 2(SDvsnSD)x2 2(SDvsnSD)x 2
nSD), between nSD), between (extreme SD, (male vs female), (“hard” vs social (exchangevsno  (museum guide
subjects subjects moderate SD, between subjects sciences) x 2 exchange), vs researcher) +
nSD), between (male vs female), between subjects 1 (control),
subjects between subjects between subjects
Sensitivity d=10.31 d=0.30 d=0.24 d=0.31 d=0.28 d=0.28 d=0.29
(80% power; (independent (independent (independent (independent (independent (independent (independent
o =.05) t-test: SD vs nSD)  t-test: SD vs nSD)  t-test: nSD vs t-test: SD vs t-test: SD vs t-test: SD vs t-test: SD vs
moderate + nSD), f2 =0.02 nSD), f2=0.01 nSD), f2=0.02 nSD), f2 =0.01
extreme SD), (2x2 MANOVA)  (2x2x2 (2x2 MANOVA) (global effects
f=0.13 (omnibus MANOVA) MANOVA, 5
ANOVA, 3 groups), f2 =0.02
groups) (2x2 MANOVA)
Dependent Closeness Closeness Closeness Closeness - Closeness Closeness
variables

Trustworthiness
(expertise and
affective
trustworthiness)

Trustworthiness
(expertise and
affective
trustworthiness)

Credibility
(acceptance and
behavioral
intentions)

Trustworthiness
(expertise and
affective
trustworthiness)

Credibility
(acceptance and

behavioral
intentions)

Trustworthiness
(expertise and
affective
trustworthiness)

Credibility
(acceptance and

behavioral
intentions)

Trustworthiness
(expertise and
affective
trustworthiness)

Credibility
(acceptance and

behavioral
intentions)

Trustworthiness
(expertise and
affective
trustworthiness)

Willingness to
engage with
science

Trustworthiness
(expertise and
affective
trustworthiness)

Credibility
(acceptance and
behavioral
intentions)

Liking & interest

Note: SD = self-disclosure, nSD = no self-disclosure.
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Table 5.3

All self-disclosure manipulation texts used in Study 1

Slide Nr. Self-disclosure

No self-disclosure

Slide 2 View from my window
This is how it looked in my last hotel

Slide 3 Do my sunglasses have something to do with how | perceive
music?
This and other questions | asked myself during my last
holiday, for example, when | took this photo at the beach of
Tenerife.

Slide 5 Maybe you will soon only meet me wearing sunglasses and

headphones?

View from a window

This is how it might look in a hotel

Do sunglasses have something to do with how music is
perceived?

This and other questions one might ask oneself during the
holidays, for example, when taking this photo at the beach of
Tenerife.

Maybe you will soon only meet people wearing sunglasses

and headphones?

Note. Texts accompanied illustrative photos.
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Table 5.4 Table 5.5

Means and standard deviations by experimental groups, Study 1 Means and standard deviations by experimental groups, Study 2
Self- Self-
Variable disclosure M SD Variable disclosure M SD
affective no 471 0.87 affective no 486  0.87
trustworthiness trustworthiness
yes 5.05 0.90 yes 4.93 0.87
expertise no 472 1.30 expertise no 450  1.32
yes 4.58 1.31 yes 4.42 1.26
warmth no 3.96  1.06 acceptance no 275  1.06
yes 4.35 1.05 yes 2.70 1.06
competence no 3.67  1.09 behavioral no 3.08  1.40
intentions
yes 3.84 0.96 yes 3.12 1.35
closeness no 2.30 1.31 closeness no 3.04 1.22
yes 2.65 1.46 yes 3.32 1.32
perceived no 229 098 perceived no 227  0.86
disclosure (MC) disclosure
yes 3.30 1.06 (MC) yes 2.89 0.90
Note. M and SD are used to represent mean and standard Note. M and SD are used to represent mean and standard

deviation, respectively. deviation, respectively.



Table 5.6

Means and standard deviations by experimental groups, Study 3

Variable Self-disclosure M SD
affective no 4.96 0.87
trustworthiness 1 derate 509  0.85
extreme 5.04 0.84
expertise no 4.94 1.19
moderate 4.78 1.29
extreme 4.62 1.37
acceptance no 3.91 1.34
moderate 3.63 1.50
extreme 3.64 1.49
behavioral no 4.15 1.57
intentions moderate 373 1.66
extreme 3.96 1.61
closeness no 2.74 1.24
moderate 2.73 1.25
extreme 2.85 1.29
pgrceived no 2.37 1.19
disclosure (MO derate 317 1.30
extreme 4.01 1.27

Note. M and SD are used to represent mean and standard

deviation, respectively.

Table 5.7

Means and standard deviations by experimental groups, Study 4

Self- Researcher’s gender
Variable disclosure male female
affective no 5.19 (0.95) 5.13 (0.87)
trustworthiness

yes 5.36 (1.02) 5.48 (0.90)
expertise no 5.97 (0.92) 5.71 (0.99)

yes 5.77 (1.15) 5.77 (1.00)
acceptance no 4.52 (1.09) 4.46 (0.96)

yes 4.51 (1.09) 4.43 (0.85)
behavioral no 4.59 (0.88) 4.50 (1.08)
intentions

yes 4.54 (1.10) 4.53 (0.88)
closeness no 2.68 (1.38) 2.53 (1.30)

yes 3.03 (1.42) 3.19 (1.43)
perceived no 1.73 (0.88) 1.91 (0.98)
disclosure

Note. Values represent means, values in brackets represent
standard deviations.
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Table 5.8 Table 5.9

Means and standard deviations by experimental groups, Study 5 Means and standard deviations by experimental groups, Study 6

Disciplines Self- Exchange

Self- whard” social Variable disclosure no yes
Variable disclosure sciences sciences affective no 4.70 (0.70) 4.62 (0.65)
’?::ii\txll\cﬁthiness no 4.90 (1.12)  5.08 (1.10) trustworthiness Jes 166 (070) 475 (0.73)
yes 4.87(1.00) .06 (1.02) expertise no 4.83(0.89)  4.92(0.73)
expertise no 5.28 (1.20) 5.19 (1.26) yes 4.54 (1.05) 458 (0.93)
yes 509016 513(1.19) closeness no 3.50 (1.21)  3.70 (1.32)
acceptance no 3.36 (1.22) 3.58 (1.26) yes 3.63 (1.29) 3.76 (1.48)
| yes.  3.5101.08)  34501.13) willingnessto o 3.63(1.200  3.69(1.18)
Fnizizilg;asl no 259 (1.24)  2.76 (1.07) engage yes 352128  3.61(1.32)
' yes 289(1.00 2,63 0110 warmth no 432(0.77)  4.25(0.80)
Ziesr;i':ffe no 2.76(1.42)  2.64 (1.43) yes  439(0.72) 455 (0.82)
(MC) yes 4.67(1.200  4.54(1.38) competence no 457(0.72)  4.58(0.65)
é\{g;&;a\ﬁglggii;?orﬁss.ent means, values in brackets represent yes 4.46 (0.81) 450 (0.84)
perceived no 2.65 (1.14) 2.69 (1.40)

disclosure

(MC) yes 3.75(1.23) 4.12 (1.05)

Note. Values represent means, values in brackets represent

standard deviations.
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Table 5.10

Means and standard deviations by experimental groups, Field Study

Audio guide role neutral

Self- museum control group
Variable disclosure scientist guide
liking no 4.60 (0.84) 4.67 (0.90)
yes 4.61 (0.85) 4.55 (0.83)
4.61 (0.83)
interest no 4.63 (0.76) 4.70 (0.78)
yes 4.66 (0.82) 4.66 (0.83)
4.66 (0.69)
affective no 5.14 (0.66) 5.12 (0.62)
t t thi
FUSTWOTIIINESS yes 5.23(0.70)  5.25(0.63)
5.09 (0.59)
expertise no 5.24 (0.74) 5.26 (0.67)
yes 5.16 (0.78) 5.06 (0.77)
4.98 (0.73)
acceptance no 5.12 (0.66) 5.13 (0.63)
yes 5.09 (0.71) 5.10 (0.62)
5.10 (0.67)
behavioral no 5.19 (0.69) 5.19 (0.66)
ent
ntentions yes 5.25(0.66)  5.19 (0.71)
5.26 (0.70)
closeness no 3.61(1.28) 3.76 (1.08)
yes 3.98 (1.38) 3.69 (1.26)
3.61 (1.23)
perceived no 3.18 (1.12) 2.78 (1.25)
disclosure
(MC) yes 4.86 (0.85) 4.85 (0.88)
1.98 (1.11)

Note. Values represent means, values in brackets represent standard deviations.



Figures 5.1 -5.5
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Study 1 —_— -0.25[-0.47,-0.03]
Study 2 ————— -0.22 [-0.43,-0.01]
Study 3 — -0.04[-0.21, 0.13]
Study 4 —_— -0.36 [-0.58, -0.14]
Study 6 & -0.08[-0.27, 0.12]
FE Model e -0.17 [-0.26, -0.08]

| T T i T T |
-0.75 -05 -0.25 0 0.25 0.5 0.75

Standardized Mean Difference

Affective Trustworthiness SMD [95% CI] Expertise SMD [95% CI]
Study 1 —_— -0.38 [-0.60, -0.16] Study 1 —_— 0.11[-0.11,0.33]
Study 2 #p% 0.08[-0.29, 0.13] Study 2 —_— 0.06 [-0.15, 0.27)
Study 3 '—I——' -0.13[-0.30, 0.04] Study 3 '—I—' 0.19[0.02, 0.35]
Study 4 —_— -0.28[-0.49, -0.06] Study 4 —_— 0.07 [-0.15, 0.28]
Study 5 —-—- 0.02[-0.18, 0.21] Study 5 —— 0.10 [-0.09, 0.29]
Study 6 '—-——' -0.06 [-0.26, 0.14] Study 6 — 0.34[0.14, 0.54]
FE Model - -0.14[-0.22,-0.06] FE Model - 0.15[0.07,0.23]
| | | i | T | | T | i | | |
075 0.5 -0.25 0 0.25 0.5 0.75 0.75 05 -0.25 0 0.25 05 0.75

Standardized Mean Difference Standardized Mean Difference



Acceptance SMD [95% CI] Behavioral Intentions SMD [95% CI]
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Study 3 —a— 0.19[0.03, 0.36] Study 3 —a— 0.19[0.02,0.36]
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Abstract
Science should be self-correcting. However, researchers often hesitate to admit
errors and to adopt reforms in their own work. In two studies (overall N=702), we
test whether scientific self-criticism and reform intentions expressed by
researchers damage or rather improve their reputation in the eyes of the public
(i.e., perceivers). Across both studies, such self-correction (compared to no self-
correction) increases perceivers’ epistemic trustworthiness ascriptions, credibility
perceptions, and willingness to further engage with science. Study 2 revealed that
these effects were largely driven by the no self-criticism condition. In addition,
researchers’ commitment to implementing reforms had positive effects and
rejecting reforms had negative effects on perceptions, irrespective of the extent of
these reforms. These findings suggest that researchers’ fear that self-criticism and
expressing reform intentions may damage their reputation may be unfounded.

[130 words]

Key words: self-criticism, reforms, trust, credibility, open science.
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No Harm in Being Self-Corrective: Self-Criticism and Reform Intentions
Increase Researchers’ Epistemic Trustworthiness and Credibility in the Eyes of
the Public

Humans fail and err all the time in their daily lives. Yet, admitting failures
and errors is psychologically costly: doing so threatens one’s self-image and the
desire to make a favorable impression upon others. While there are certainly
contexts in which people’s hesitation to admit potential errors and to change their
work routines is psychologically comprehensible, science is no such context: here,
a self-corrective mindset (i.e., admitting flaws and intending to improve one’s
routines) is crucial. The basic idea of scientific progress is that by constantly
correcting previous work and improving future work, researchers increase the
likelihood of detecting the “truth” (or, at least, a robust phenomenon) and, thus,
their own and other stakeholders’ confidence that their findings are trustworthy
and credible.

However, empirical findings suggest that the ever-doubtful and self-
correcting scientist is an ideal and that, when it comes to admitting flaws and
failures, researchers behave just as “normal” people do: they hesitate to do so for
the sake of protecting their self-image and their reputation (Bishop, 2018;
Fetterman & Sassenberg, 2015; Rohrer et al., 2021; van der Bles et al., 2020).
Thus, the question is whether these concerns are justified. How does the general
public react to researchers who admit that their work may have been faulty and
that they are willing to implement reforms aimed at improving the quality of their
future work? Would the public place more vs. less trust in researchers who admit
such prior faults and/or who express reform intentions, and does the extent of

these intended reforms play a role here? The two studies presented here were
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designed to find answers to these questions.

Trust in science can be conceptualized on different levels: trust in science as
a whole and trust in individual researchers and their work. Judging a scientist to
be a reliable source of knowledge is known as epistemic trust, which includes a
cognitive aspect—expertise—and two affective aspects—benevolence and integrity
(Fiske & Dupree, 2014; Hendriks et al., 2015; Mayer et al., 1995; McAllister, 1995;
Neal et al., 2012). Expertise means that one is perceived as able and competent
with regard to their (scientific) work; benevolence means that one is perceived as
having the best in mind for others/society; and, finally, integrity means that one is
perceived as adhering to prescriptive rules and principles. An additional element
of trust in science, which is not directly reflected by any of the three interpersonal
facets mentioned above, is credibility—people’s willingness to accept a scientific
finding as true and integrating it in their own understanding of the world. Both
epistemic trustworthiness and credibility are relevant for maintaining general trust
in science on a societal level.

Previous findings suggest that self-criticism has positive as well as negative
effects on people’s trust in scientists. For instance, Hendriks et al. (2016) found
that expertise ascribed to a science blogger was lower when the blogger admitted
(vs. did not admit) an error in one of their blog entries, while perceived integrity as
well as benevolence were higher. Notably, the error that the blogger admitted was
not related to the research per se (i.e., the methodological quality of the study), but
rather to how they communicated about it (i.e., overgeneralization of results in a
science journalism piece). It is unclear, however, how admitting doubts about
one’s own research might influence the public’s trust in scientists. In addition, it is

unclear whether such self-criticism also affects credibility judgments. Here, effects
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are plausible in both ways: On the one hand, admitting doubts about past work
might imply incompetence and, hence, decrease expertise and credibility
judgments. On the other hand, being self-critical and noticing and disclosing
potential flaws in one’s previous work might indicate a more attentive approach to
future research projects, which leads to more confidence that this work will
produce sound scientific results. Additionally, a self-critical approach to one’s
research demonstrates commitment to a certain scientific attitude of constantly
challenging and updating scientific knowledge, even at the cost of questioning
oneself.

Regarding the effect of reform intentions on the public’s trust in science,
previous studies yielded an inconsistent pattern: recent studies support the idea
that successful replications increase laypeople’s trust in science (Hendriks et al.,
2020; Wingen et al., 2020). However, learning about specific reforms can have null
or even backfiring effects. For instance, Wingen et al. (2020) found that increasing
transparency (e.g., by means of preregistrations, open data, and open materials) or
providing explanations for the “replicability crisis” in psychology had no effect on
laypeople’s trust in psychological science. Anvari and Lakens (2018) even found
that participants expressed less trust in psychological science after learning about
suggested reforms. The authors discuss three explanations for this backfiring
effect: first, respondents may have been negatively surprised that the proposed
reforms are not already common practice; second, their manipulation of reform
implementation might have been problematic (i.e., their “reform” vignette began
by talking about replication failures, while the other vignettes began by talking
about the history of psychology, which might have elicited a stronger negative

response in the reform condition); third, participants might have judged the
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reforms to be too weak. These inconclusive results call for more research on the
effect of reform intentions on epistemic trustworthiness and credibility judgments.

Expanding our main focus on trustworthiness and credibility,? we will also
investigate the effect of self-criticism and reform intentions on participants’
willingness to engage with science. Disclosure of uncertainties and doubts has
been found to not only have a mixed impact on perceptions of trustworthiness and
credibility (e.g., Hendriks et al., 2016; Jensen, 2008; van der Bles et al., 2020) but
also to increase the public’s interest in science and in new technologies (Retzbach
& Maier, 2015). Thus, self-correction in science—expressing self-criticism and
reform intentions—might also influence laypeople’s interest and make them want
to engage more with science.

In the present paper, we report two preregistered studies investigating the
effects of researchers’ self-criticism and reform intentions on their epistemic
trustworthiness, the credibility of their future findings, and the public’s willingness
to engage further with these researchers and their findings. For both studies, we
report how we determined our sample size, all data exclusions (if any), all
manipulations, and all measures (Simmons et al., 2012). All materials, the
anonymized data, and analyses are available online (https://osf.io/yhsbp/).

Study 1

In Study 1, we compare the effect of self-criticism (yes vs. no) and reform
intentions in varying degrees: As previous studies regarding the perception of
reforms focused on reforms in general (Anvari & Lakens, 2018) or on specific

reform approaches (Wingen et al., 2020), we manipulate the extent of these

2 Note: Willingness to engage was explored in Study 1 and preregistered only in Study 2.
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reforms irrespective of their specific content (see Methods; no, minor or major
reforms). This way, we account for two issues related to previous research in this
area: First, we investigate the effect of the extent to which a researcher promises
to implement reforms in their research on laypeople’s trust and credibility
perceptions (Anvari & Lakens, 2018). Second, we try to get a more generalizable
picture of the effects of reform intentions (as the findings will not be specific to
distinct reforms, but rather get at the general willingness to implement reforms of
differing degrees).

In Study 1, we also explore possible interaction effects of self-criticism and
reform intentions on epistemic trust, credibility judgments, and willingness to
engage. First, it is possible that self-criticism of previous work and reform
intentions are perceived independently from each other, and, thus, yield two main
effects on trust, credibility, and willingness to engage. Second, it is also possible
that expressing doubts about one’s prior work makes reform intentions more
reasonable and more credible, which would result in a synergetic interaction
between self-criticism and reform intentions on trust, credibility, and willingness
to engage. Third and finally, self-criticism of past work might lead to reform
intentions for future work being perceived as a mandatory consequence; therefore,
self-criticism followed by a refusal to implement future reforms may be perceived
as inconsistent, and expressing reform intentions preceded by full-blown
confidence in one's prior results may be perceived as “cheap talk” and, thus, lead
to particularly low levels of trust, credibility, and willingness to engage (i.e., an
ordinal interaction between self-criticism and reform intentions).

Method

Experimental Manipulation. We conducted an online study using a 2 (self-
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criticism: yes/no) x 3 (reform intentions: no/minor/major) full between-subject
design. After obtaining informed consent, participants were asked to read an
alleged online interview with Dr. Romberg'3, a psychological researcher, who talks
about a past study he conducted. At one point during the interview, Dr. Romberg
stated (without being asked) either that “...looking back on this study today, |
admittedly doubt these findings. The results are probably not quite right, because
according to my current methodological knowledge this study has some
weaknesses” (self-criticism) or that “...looking back on this study today, | do not
doubt these findings. The results are probably right, because according to my
current methodological knowledge this study has no weaknesses” (no self-
criticism).

Next, being asked explicitly about the on-going “open science” reform
discussion in psychological science, Dr. Romberg describes some reforms in lay-
terms (transparency through open data and preregistrations) and explains how
they should work (enhanced reproducibility and constructive exchange, early
detection of mistakes, higher reliability of findings). Then the interviewer asks Dr.
Romberg how he judges these reforms in regard to his own research, to which he
either states: “To be honest, | do not think these reforms are necessary for
research on group processes. Therefore, | won't apply any of these currently
discussed reforms in my future research” (no reform intentions); “To be honest, |

think these reforms are partly necessary for research on group processes.

3 We made “Dr. Romberg” (Study 1), as well as “Dr. Kugler” and “Dr. Ecker” (Study 2)
male researchers because of linguistic simplicity in the German language, yet, we assume
the manipulations would work just as well with female researchers. We avoided
overemphasizing gender by using the neutral “Dr. Romberg/Kugler/Ecker” more that
“he/his/him”.
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Therefore, | will apply some of these currently discussed reforms in my future
research” (minor reform intentions); or “To be honest, | think these reforms are
necessary for research on group processes. Therefore, | will apply many of these
currently discussed reforms in my future research” (major reform intentions).
Dependent Variables. After completing two attention check questions
("Which optimal group sizes did Dr. Romberg’s study show?"”; “Which topic does
Dr. Romberg want to investigate next?”), participants rated Dr. Romberg’s
trustworthiness with the Muenster Epistemic Trustworthiness Inventory (METI;
Hendriks et al., 2015), consisting of 14 opposite adjective pairs measuring
expertise (e.g., competent — incompetent, Cronbach’s a=.94) and integrity and
benevolence (e.g., honest — dishonest, Cronbach’s a=.95)'* on 6-point bipolar
scales. Next, they rated the perceived credibility of Dr. Romberg’s future research
on four items developed specifically for the purpose of this study based on
theoretical assumptions (e.g., Anvari & Lakens, 2019), including cognitive as well
as behavioral indicators of credibility (6-point Likert scale ranging from 1="not at
all” to 6="absolutely;" e.g., “I think, future research findings by Dr. Romberg will

n n

be credible”, “I will try to consider future research findings by Dr. Romberg in my
daily life”; Cronbach’s a=.83). Finally, participants’ willingness to further engage
with Dr. Romberg’s research (“l intend to register for the free account to be able to

read the rest of the article”), support for public funding (“Dr. Romberg’s future

research deserves public funding”), and likeability (“I like Dr. Romberg”) were

4 Contrary to the proposed three-factor solution by Hendriks et al. (2015), factor analyses
conducted with the present data suggest a two-factor solution with expertise (factor 1) and
integrity/benevolence (factor 2), corresponding to the idea of a cognitive and an affective
dimension of trustworthiness. Deviating from our pre-registration in Study 1, epistemic
trustworthiness will be analyzed on these two dimensions instead of three.
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assessed on 6-point Likert scales ranging from 1="not at all” to 6="absolutely”.
Other Measures. In a final section, participants completed two
manipulation comprehension check questions (“Did Dr. Romberg criticize his own
previous study about group size?”; “Does Dr. Romberg want to apply reforms for
his future research?”) by selecting either “yes” or “no.” If participants believed Dr.
Romberg wanted to apply reforms, participants were asked about the assumed

" u

extent of these reforms (response options were “some reforms,” “many reforms,”
or “don’t know"). To control for prior knowledge, we asked participants whether
they had heard about the “replication debate” in psychology before, and, if yes,
how much they knew about it on a 6-point Likert scale ranging from 1="not much”
to 6="a lot.” Further, we measured participants’ general Public Engagement with
Science (PES) using two scales that had been used in previous research (BBVA
Foundation, 2011): a 5-item scale measuring engagement PES frequency (e.qg.,
“How often do you read news about science?”, 5-point Likert scale ranging from
0="never"” to 5="almost daily,” Cronbach’s a=.71) and a multiple choice scale
measuring 15 potential PES experiences during the last 12 months (e.g., “l know

n n

someone who does scientific research”, “I visited a science museum”). Finally,
demographics (age, gender, occupation, academic discipline) and a “use-me” item
(“Should we use your data for our analyses?”, yes/no) were assessed. Participants
had the opportunity to participate in a lottery and sign up for more information
and were debriefed.

Sample. Participants were recruited via mailing lists (e.g., by the university,
by the research unit) and social networks (e.g., Facebook, science blogs). Inclusion

criteria were very good German language skills and a minimum age of 16. Five-

hundred twenty-one participants completed the study. Applying pre-registered
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exclusion criteria (see https://osf.io/qja78), 184 participants had to be excluded
from the data set: 45 participants stated not to use their data; 34 participants spent
less than 60 second viewing the manipulation; 105 participants failed the main
manipulation comprehension checks.’ The final sample consisted of N=337
participants (68.0% female, 32.0% male); ages ranged between 16 and 74 years
(M=43.33; SD=14.73). Most participants were currently employed (59.6%;
students: 20.2%; unemployed: 20.2%). Participants who were currently studying
at a university or already had a university degree (61.4%) came from a variety of
disciplines (law, economics, and social sciences: 33.2%; humanities: 10.7%;
mathematics and natural sciences: 7.1%; engineering: 6.5%; medicine and life
sciences: 3.3%). Although N=337 is lower than the determined sample size
specified in our pre-registration, the power is still large enough (i.e., 90%) to
detect a small-to-medium interaction effect in our 2x3 ANOVA (®2=.195) on a 5%
significance level (Faul et al., 2007).
Results

Supporting the effectiveness of our randomization, neither general public
engagement with science (PES frequency: p=.27; PES experiences: p=.61) nor
prior knowledge about the replication debate (p=.12) differed between the six cells
of our design (mean difference tests via one-way ANOVAs). Across all conditions,

19% of our participants had heard about the replication debate before; on

'S Further 83 participants could not correctly remember the extent of the reform intention
but, in line with the preregistration, were not excluded. Excluding them did not change
the results on our dependent variables. Deviating from the preregistration, we did not
exclude 56 participants with same answers on every single item on a questionnaire page
or choosing only extreme response options (regarding epistemic trustworthiness and
credibility). Excluding them did not change our results on our dependent variables.
Furthermore, one could argue that these are, in fact, plausible answers. Because of this
and additional power concerns, we decided not to exclude these participants.
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average, they judged their knowledge about the replication debate (M=4.03,
SD=1.52) and QRPs (M=3.34, SD=1.61) to be moderate. Table 6.1 summarizes all
means, standard deviations and correlations.

Next, we conducted a 2x3 MANOVA to test the effects of self-criticism and
reform intentions on the two epistemic trustworthiness dimensions (expertise and
integrity/benevolence), credibility, and willingness to further engage with the
research.’ Both self-criticism, F(4, 328)=4.38, p<.01, Pillai-V=0.05, np?=.05
(Clos=.01; .09), and reform intentions, F(8, 658)=20.53, p<.001, Pillai-V=0.40,
Np?=.20 (Clos=.14; .24), had multivariate main effects, while the interaction effect
was not significant, F(8, 658)=0.96, p=.46, Pillai-V=0.02, n,%=.01 (Cles=.00; .02).
We followed up with univariate analyses. Means and standard deviations, broken

down by conditions, are reported in Table 6.2.

6 Because of the very high intercorrelations, we deviated from the preregistered analyses
by adding all DVs to the MANOVA. The results did not differ significantly from the
originally planned analyses.
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Table 6.1

Means, Standard Deviations, and Correlations Between Measured Variables

Variable M SD Correlations
1 2 3 4 5 6 7 8 9
1 Expertise 479 0.95 .94
2 Integrity/Benevolence 4.47 1.00 78" .95
3 Credibility 3.79 1.14 73" 757 .83
4  Willingness to Engage 2.53 1.64 297 277 36" -
5 Public Funding Support 4.00 1.33 59" 66T .68 .35 -
6 Likeability 3.69 1.31 66 737 717 327 .68 -
7 Replication Debate Knowledge 4.03 1.52 -.13 -.01 -13 -.04 -.09 -.08 -
8  QRPs Knowledge 3.34  1.61 -18  -.08 -12 .02 -16  -16 767 -
9 PES Frequency 3.16 0.63 -03  -06 -09 167 .01 -07  -09 -.07 71
10 PES Experiences 5.09 296 -15" -15" -13 .09 -05  -.07 24 25" 517

Notes. N=337; for variables 7 and 8: N=64. PES = Public Engagement with Science. * p<.05; ** p<.01. Cronbach’s « for each
scale are reported in the diagonal (in italics).
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Table 6.2

Means and Standard Deviations, Broken Down by Conditions

Variable Self-Criticism Reform Intentions
none minor major

Expertise no 4.00 (1.07) @ 5.01(0.84) b 5.14 (0.79) b

yes 4.30 (0.84) @ 5.05(0.72) b 5.22 (0.70) b
Integrity/ no 3.44 (0.94)2 4.65 (0.71)° 4.84 (0.83) "
Benevolence yes 3.83(0.85)2 4.95 (0.76) ° 5.06 (0.67)°
Credibility no 2.83 (1.15)2 4.26 (0.85)° 4.22 (0.87)°

yes 2.92 (0.96) 4.18 (0.82) 4.32(0.94)°
Willingness to no 2.12 (1.59) 2.91 (1.68) 2.67 (1.72)
Engage yes 2.09 (1.53)2 2.35 (1.60) 3.05(1.57)°b

Notes. N=337. Means (standard deviations in brackets). In each line, different
letters in the superscript indicate significant pairwise differences (i.e., p<.05;
Tukey HSD test).

Epistemic Trustworthiness. Univariate analyses show a significant main
effect of self-criticism on integrity/benevolence, F(1, 331)=11.97, p<.001, np?=.04
(Clos=.01; .08), but not on expertise, F(1, 331)=2.39, p=.12, np?>=.01 (Cl95=.00; .04),
as well as significant main effects of reform intentions on both
integrity/benevolence, F(2, 331)=91.45, p<.001, 1np?=.36 (Cl9s=.27; .42), and
expertise, F(2, 331)=50.62, p<.001, 1np%=.23 (Clgs=.16; .30). The interaction effects
were non-significant on either DV (p=.44 for expertise; p=.71 for
integrity/benevolence). Looking at the reform intentions factor, follow-up pairwise
comparisons (i.e., Tukey HSD tests) suggest that both reform intention conditions

differed from the no reform condition (all p<.001); yet, the extent of these reforms
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(i.e., minor vs. major) did not affect the DVs (p=.35 for expertise; p=.37 for
integrity/benevolence).

Credibility. On credibility, the main effect of self-criticism was not
significant, F(1, 331)=0.15, p=.70, 1p?<.001 (Cl¢5=.00; .02), while the main effect of
reform intentions was significant, F(2, 331)=78.72, p<.001, 1np?=.32 (Clos=.24; .39).
Again, there was no interaction effect, F(2, 331)=0.28, p=.76, 1,°<.01 (Cl9s=.00;
.02). As before, the reform conditions significantly differed from the no reform
condition (both p<.001); but the extent of reforms did not make a difference
(p=.87).

Willingness to Engage. On participants’ willingness to further engage with
the research, we found no significant main effect of self-criticism, F(1, 331)=0.14,
p=.71, 1p?<.001 (Cl95=.00; .02), but a significant main effect of reform intentions,
F(2, 331)=6.85, p<.01, np?=.04 (Clgs=.01; .08). Once again, there was no significant
interaction effect, F(2, 331)=2.31, p=.10, np?=.01 (Cl9s=.00; .04). Follow-up analyses
reveal a slightly more complex pattern than before (see Table 6.2). Post-hoc tests
only revealed a significant difference between the no reform and the major
reforms conditions on this DV (p<.001); all other comparisons were non-significant
(no vs. minor: p=.07; minor vs. major: p=.35).

We also conducted explorative analyses to investigate the effects of self-
criticism and reform intentions on public funding support as well as on likeability
ratings. The results closely mirror the findings for credibility. These findings are
not the focus of our present paper and are provided in a supplementary file
(https://osf.io/yhsbp/). To scrutinize whether the effects reported here merely
reflect an unspecific “halo” effect, we re-ran our analyses with likeability as a

covariate (see supplementary file). Importantly, the main effect of self-criticism on
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integrity/benevolence remained significant, and the main effect of reform
intentions on expertise, integrity/benevolence, and credibility remained significant,
too. The main effect of reform intentions on willingness to engage, however,
became non-significant. We will come back to this in the General Discussion.
Discussion

These findings suggest that there are no detrimental effects of self-criticism
and reform intentions on laypeople’s trustworthiness ascriptions and credibility
perceptions. Expressing self-criticism (vs. no self-criticism) led to higher
benevolence and integrity perceptions—the affective dimensions of
trustworthiness. Announcing reform intentions (compared to no reform intentions)
had positive effects on epistemic trustworthiness and credibility, as well as on
participants’ willingness to engage further with the expert’'s research.

This pattern is in line with previous findings (Hendriks et al., 2016).
Contradictory, however, we found that self-criticism did not negatively affect
expertise (Hendriks et al., 2016). This might be due to how self-criticism was
particularly framed in our study: The self-critical researcher’s statement implied a
more advanced methodological knowledge by the time he was interviewed
compared to when the study was conducted (“according to my current
methodological knowledge”), which actually suggests increased expertise that
participants might have picked up upon. In Hendriks et al.’s study (2016),
however, the researcher revised his previous overgeneralizing statement in a blog
entry which might not have been perceived as improved knowledge but rather as
correcting a careless mistake that could happen again.

Self-criticism only impacted affective dimensions of epistemic

trustworthiness, but had no effect on expertise or on credibility. One reason for
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this could be that self-criticism regarding a particular study conducted in the past
does not tell us much about the credibility of future research. A second reason
could be that, in our study, reform intentions were mentioned at length at the end
of the alleged interview, immediately before the dependent variables were
measured. This might have overshadowed any effect of our self-criticism
manipulation, which was mentioned earlier in the interview.

Announcing reforms had consistent and large effects on all of our
dependent variables. Contrary to previous studies (Anvari & Lakens, 2018; Wingen
et al., 2020), expressing even minor reform intentions led to higher ratings of
epistemic trustworthiness and credibility compared to a no-reform intention
control condition. Interestingly, the extent of such reforms did not have any
effects. This suggests that it might be sufficient to signal at least some willingness
to improve one's scientific practices.

It should be noted that, in Study 1, self-criticism and reform intention
statements were contrasted with conditions in which the researcher explicitly
expressed no self-criticism regarding prior findings and/or refused implementing
reforms. Thus, it is unclear whether our results display an increase in trust and
credibility due to expressing self-criticism and/or reform intentions, a decrease of
the same due to being overconfident, or both.

Our design allowed us to investigate whether self-criticism and reform
intentions interact with each other. Regarding such an interaction, both amplifying
effects (e.qg., self-criticism makes reform intentions seem more reasonable) as well
as alleviating effects (e.qg., self-criticism alleviates the effect of reform intentions as
they seem imperative) would have been plausible. However, we did not find any

interaction effects on any of our measured variables, which suggests that self-
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criticism and reform intentions are independent of (and not contingent on) each
other.
Study 2

Study 2 aimed to replicate and clarify the effects of self-criticism and reform
intentions. For this purpose, we made some changes compared to Study 1. First,
we manipulated each of the two independent variables, separately, because (a) we
did not find evidence of an interaction between the two, and (b) doing so reduced
the danger of any artificial “overshadowing” effects between the two
manipulations. Second, to scrutinize which condition might drive the effects
obtained in Study 1, we added neutral (“control”) conditions for both self-criticism
and reform intentions (see Method). Third, we refined the operationalization of
self-criticism as expression of a self-corrective attitude towards science: The
researcher’s self-criticism was based on viewing his prior findings as preliminary
and fragile (indicating high self-criticism) vs. as fixed and definite (indicating
lacking self-criticism). Fourth, we no longer differentiate between minor and major
reform intentions, since Study 1 suggested no differences between these two
conditions.
Method

Experimental Manipulation. In Study 2, we again used a full between-
subject design. However, we split the study in two parts (presented in randomized
order): 2A) self-criticism (yes vs. no vs. no information), and 2B) reform intentions
(yes vs. no vs. undecided). Participants read two alleged interviews with
researchers, Dr. Kugler and Dr. Ecker, in which they talked about their own
research on group processes (full materials are provided here:

https://osf.io/yhsbp/).
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In interview A, we manipulated self-criticism, defined as the expression of a
self-critical attitude towards prior findings. When asked about a prior study, the
researcher, Dr. Kugler, described the results and then expressed either no self-
criticism (“Still today, | actually do not have doubts about these findings. | see no
reason why the results from back then shouldn’t also apply today and would view
them as definite”), self-criticism (“However, today, | do have some doubts about
these findings. Viewed scientifically, there might be reasons why the results from
back then do not apply today and, thus, | would view them as preliminary"), or
nothing of that kind (no information control condition).

In interview B, we manipulated reform intentions: After describing some
general reform ideas in psychology and the ongoing debate, the interviewed
researcher, Dr. Ecker, either stated that he would not implement any reforms in his
research (no reform intentions), that he would implement such reforms (reform
intentions), or that he was still undecided whether to implement reforms
(undecided).

Dependent Variables. After each interview, we measured the same
variables as in Study 1: First, they answered two respective attention checks (2A:
“What was the optimal group size in Dr. Kugler's earlier study?”, “Which topic
would Dr. Kugler like to research next?”; 2B: “What is the goal of the discussed
reforms according to Dr. Ecker?”, “Which topic would Dr. Ecker like to research
next?”). Next, trustworthiness and credibility (as well as likeability and support for
public funding) were measured exactly as in Study 1. Additionally, we measured
participants’ willingness to engage further with the researcher and his findings
(one item used in Study 1 plus three additional items; e.g., “l would like to learn

more about Dr. Kugler’s/ Dr. Ecker’s research”; assessed on a 6-point Likert scale
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ranging from 1="strongly disagree” to 6="strongly agree”).

Other Measures. After each interview, we applied a comprehension check
similar to Study 1 (2A: “Did Dr. Kugler express doubts about his prior findings?”,
2B: “What did Dr. Ecker say about his own intentions to implement reforms?”).
Additionally, after the interview concerning reforms in psychology (2B), we again
asked whether participants had heard about the replication debate and, if yes, how
extensive they judged their knowledge about the replication debate and
questionable research practice to be. Then, and similar to Study 1, we assessed
participants’ general engagement with science (PES frequency and PES
experiences;, BBVA Foundation, 2011), demographics (age, gender, occupation,
academic discipline), and a “use-me” item (“Do you think we should use your data
for our analyses in this study?” yes/no). Finally, participants were fully debriefed
and informed about their reimbursement.

Sample. As in Study 1, participants were recruited via mailing lists and
social networks and could participate when they were older than 16 years, had
very good German language skills, and had not previously participated in Study 1.
We collected data from 400 participants as prescribed by our preregistered a-
priori power analyses for each study part based on our findings in Study 1 (see
https://osf.io/9szde/). Applying our preregistered exclusion criteria, 35 participants
had to be generally excluded:'” eleven participants denied the “use-me"” question;
5 participants fell below the minimum threshold of 30 seconds for viewing the

manipulation texts; 4 participants completed the questionnaire in less than 5

17’ We describe the sample with a general data set including participants who fulfilled the
criteria for at least one part of the study. For specific analyses in each part of the study, we
only used data from participants who fulfilled the criteria for the respective part of the
study (N24=288; N2g=322).
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minutes; 15 participants failed the comprehension check in both parts. The final
sample consisted of N=365 participants; ages ranged between 16 and 77 years
(M=30.60; SD=13.95; 81.10% female, 18.63% male, 0.27% other). A majority was
currently enrolled in a higher education program (64.1%; employed: 26.8%;
unemployed: 9.0%). Participants who were studying at a university or already had
a university degree (90.1%) came from a variety of disciplines (law, economics,
and social sciences: 58.2%; humanities: 9.2%; mathematics and natural sciences:
9.7%; engineering: 3.3%; medicine and life sciences: 6.7%). Thus, compared to
Study 1, the sample in the present study was younger, more female, and more
highly educated.

Results

Supporting the effectiveness of our randomization, neither general public
engagement with science (PES frequency: p,=.58 and p»=.63; PES experiences:
pa=.94 and pp=.70) nor prior knowledge about the replication debate (p~=.81 and
pr=.76; overall, 34% had heard of it before) differed between experimental
conditions in any of the two study parts (mean differences tested via one-way
ANOVAs). Descriptive statistics and correlations between measured variables are
reported in Tables 6.3 (for Study 2A) and 6.4 (for Study 2B).

Self-Criticism (Study 2A). Using a MANOVA, we tested the effects of self-
criticism on the two epistemic trustworthiness dimensions (expertise and
integrity/benevolence), credibility, and willingness to engage: The multivariate
main effect of self-criticism was, again, significant, and slightly larger than in
Study 1, F(8, 566)=6.38, p<.001, Pillai-V=0.17, n,?=.08 (Cl95=.03; .12). We followed
up with univariate analyses. Self-criticism had a significant effect on all our

dependent variables: integrity/benevolence, F(2, 285)=24.96, p<.001, np?=.15
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(Clos=.08; .22), expertise, F(2, 285)=15.24, p<.001, np?=.10 (Clos=.04; .16),
credibility F(2, 285)=14.76, p<.001, 1np?=.09 (Cl9s=.04; .16), and willingness to
engage, F(2, 285)=6.04, p<.01, np?=.04 (Cles=.01; .09). Follow-up pairwise
comparisons (i.e., Tukey HSD tests) show that expressing no self-criticism
compared to self-criticism or no information led to significantly lower mean values
on all DVs. There were no significant differences, however, between expressing
self-criticism vs. giving no information (i.e., the control condition). Means and
standard deviations, broken down by conditions, and results for follow-up tests are
reported in Table 6.5 (upper part).

Reform Intentions (Study 2B). Again, using a MANOVA, we tested the
effects of reform intentions on epistemic trustworthiness (expertise and
integrity/benevolence), credibility, and willingness to engage. The multivariate
main effect of reform intentions was, again, significant, yet slightly smaller than in
Study 1, F(8, 634)=9.87, p<.001, Pillai-V=0.22, n,?=.11 (Clgs=.06; .15). We followed
up with univariate analyses. Reform intentions had a significant effect on all our
dependent variables: integrity/benevolence, F(2, 319)=33.42, p<.001, np?=.17
(Clgs=.10; .24), expertise, F(2, 319)=7.90, p<.001, np?=.05 (Clgs=.01; .10),
credibility, F(2, 319)=25.05, p<.001, np?=.14 (Cl¢s=.07; .20), and willingness to
engage, F(2, 319)=4.85, p<.01, np?=.03 (Cl9s=.00; .07). Follow-up tests showed that
for all DVs, reform intentions compared to no reform intentions led to significantly
higher mean values. Reform intentions compared to being undecided led to
significantly higher mean values on all variables except for willingness to engage.
And being undecided compared to no reform intentions led to significantly higher
mean values on all variables except for expertise and, again, willingness to

engage. Means and standard deviations, broken down by conditions, and results
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for follow-up tests are reported in Table 6.5 (lower part).

Again, explorative analyses of the effects of self-criticism and reform
intentions on public funding support as well as likeability indicate a very similar
pattern of results as described above for our dependent variables (see
https://osf.io/yhsbp/). When controlling for likeability in our analyses to scrutinize a
possible halo-effect, self-criticism only had a significant effect on
integrity/benevolence, and reform intentions only had significant effects on
integrity/benevolence and credibility. We will come back to this in the General

Discussion.
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Table 6.3

Means, Standard Deviations, and Correlations Between Measured Variables for Study 2A (self-criticism).

Variable M SD Correlations
1 2 3 4 5 6 7 8 9
1 Expertise 493 0.87 .93
2 Integrity/Benevolence 4.68 0.88 73" .95
3 Credibility 4.05 0.98 64" 637 77
4 Willingness to Engage 3.74 1.14 517 48" A7 77
5 Public Funding Support 444 1.1 59" 617 56" 517 -
6 Likeability 424 1.24 66 777 58" 54T 647 -
7 Replication Debate Knowledge 3.61 1.50 1 2 .07 .04 .03 .07 -
8 QRPs Knowledge 3.06 1.66 .04 .08 .07 -.01 .04 .01 .83™ -
9 PES Frequency 3.10 0.68 -.01 -03  -.04 .05 .07 -.06 15 A7 .73
10 PES Experiences 6.15 2.75 -.06 -09  -10 .01 .03 -.10 A2 .09 45"

Notes. N=288; for variables 7 and 8: N=193. PES = Public Engagement with Science. * p<.05; ** p<.01. Cronbach’s a for each scale

are reported in the diagonal (in italics).
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Table 6.4

Means, Standard Deviations, and Correlations Between Measured Variables for Study 2B.

Variable M SD Correlations
1 2 3 4 5 6 7 8 9
1 Expertise 498 0.82 .93
2 Integrity/Benevolence 4.47 0.96 717 .95
3 Credibility 3.85 0.97 54" 69" .76
4 Willingness to Engage 3.517 1.18 317 377 417 81
5 Public Funding Support 423 1.21 58" .66 657 407 -
6  Likeability 3.94 1.23 56" 677 .60 .52 697 -
7 Replication Debate Knowledge 3.69 1.45 -10 -23° -23° -12 -20° -.20° -
8  QRPs Knowledge 3.07 1.66 -16  -26"  -277  -09  -217 -21"  .80" -
9  PES Frequency 3.15 0.67 .00 .02 -.07 .05 -02  -.06 14 A1 .73
10 PES Experiences 6.37 2.75 .01 -02  -.09 .06 .02 -.06 15 10 46

Notes. N=322; for variables 7 and 8: N=203. PES = Public Engagement with Science. * p<.05; ** p<.01. Cronbach’s a for each scale
are reported in the diagonal (in italics).
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Table 6.5

Means and Standard Deviations, Broken Down by Conditions for Study A (Self-

Criticism) and Study B (Reform Intentions)

Variable Self-Criticism (Study 2A)

no self-criticism no information self-criticism
Expertise 4.56 (0.96) @ 5.10 (0.72) b 5.14 (0.77) ®
Integrity/Benevolence 4.23(0.98)2 4.79 (0.75) 5.00 (0.69) b
Credibility 3.63(1.05)2 4.24 (0.78)® 4.28 (0.93)°
Willingness to Engage 3.42 (1.09)2 3.90 (1.17)® 3.92(1.11)°b

Reform Intentions (Study 2B)
no intentions undecided reform intentions

Expertise 4.83(0.94)2 4.86 (0.77) 2 5.22 (0.68)®
Integrity/Benevolence 4.03 (1.04) 2 4.38 (0.84)° 4.98 (0.71) ¢
Credibility 3.46 (1.04) 2 3.76 (0.93)® 4.31(0.73) ¢
Willingness to Engage 3.24 (1.23)2 3.61(1.13) 3.70 (1.14) b

Notes. Study 2A: N=288; Study 2B: N=322. Means (standard deviations in
brackets). In each line, different letters in the superscript indicate significant
pairwise differences (i.e., p<.05; Tukey HSD test).
Discussion

Study 2 replicates and further qualifies the results from Study 1. Again, our
findings indicate no harm in being self-corrective. Actually, Study 2 suggests that
there is harm in not being self-corrective: While researchers expression of a self-
critical attitude towards their previous findings (compared to no such expression)
did not affect trustworthiness (expertise and benevolence/integrity), perceived
credibility, or willingness to further engage with this research, researchers who

expressed no self-criticism and presented their findings as fixed and definite were

perceived as less trustworthy and less credible, and participants were less willing
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to engage with this research (compared to a neutral control condition). Whereas in
Study 1, the researcher in the self-criticism condition expressed doubts about his
prior finding as a “second thought” regarding his methodology, Study 2
operationalized self-criticism as being mindful of the fragility and preliminary
nature of (his) research in general. Researchers who deny this fragility and
tentativeness of science might not only be perceived as less benevolent and
integer, but also as less competent (as this attitude contradicts the basic idea of
science as being self-corrective), which, in turn, questions the quality of their
future research and makes them seem less of exemplary researchers.

Regarding reform intentions, our findings indicate a benefit of being self-
corrective: Announcing reform intentions (compared to being undecided and/or
intending no reforms) increased perceived trustworthiness (expertise and
benevolence/integrity) and credibility of their future research, and led participants
to report a higher willingness to further engage with this research. Nevertheless,
we also find that dismissing reforms can harm the public’s trust in science: When
the researcher announced not to implement reforms, integrity/benevolence and
credibility ratings were considerably lower. Although the effects of reform
intentions in Study 2 were smaller than in Study 1, our findings support the same
conclusion: Researchers’ expressed positions on reform intentions have the
potential of enhancing (as well as impairing) the public’s trust and interest to
engage with science.

General Discussion
In two studies, we demonstrate the effects of two ways of being self-

corrective in science: expressing self-criticism and intending to implement
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reforms. Our findings suggest that there is no harm in expressing criticism
towards one’s own research or in announcing to implement reforms. In fact, such
self-corrective behavior was superior to non-corrective behavior in terms of
laypeople’s perceptions of researchers’ epistemic trustworthiness (expertise and
integrity/benevolence) and the perceived credibility of their research, and led to a
higher willingness to further engage with researchers and their findings.
Researchers’ self-criticism (i.e., reflecting critically upon prior studies and
regarding scientific findings as preliminary and fragile) did not have negative
effects. However, explicitly expressing not having doubts impaired trustworthiness
(especially integrity and benevolence), credibility, and even participants’
willingness to further engage with such research. Thus, in the eyes of the public,
self-criticism does not harm, while a lack of self-criticism does. This has important
implications for researchers communicating their findings: Openly expressing
uncertainties and acknowledging the inherent preliminary nature of new scientific
findings seems unproblematic for researchers’ reputation. However, quite
contrary, appearing overconfident might have considerable reputational costs.
Across both studies, researchers’ reform intentions (i.e., planning to
implement currently discussed reforms in future research) consistently led to more
trust in and willingness to engage with science. Interestingly, these effects were
driven both by the intention to implement reforms and, in the reverse direction, by
an explicit dismissal of such reforms. Additionally, Study 1 suggests that the extent
to which researchers are willing to implement reforms (i.e., minor vs. major
reforms) does not play a decisive role for their public perception. These findings

cast a new light on psychological research on the public perception of reforms in
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psychology: Contrary to previous studies (Anvari & Lakens, 2018; Wingen et al.,
2020), participants reacted quite positively to the idea of implementing reforms in
science. Our studies extend this prior research in two important ways: First,
previous studies focused on transparency as the main aspect of science reforms,
but did not explain in detail how this connects to more reliable and credible
research. One could argue that the connection is obvious; yet, explaining the link
between transparency and higher reliability in more detail (and simpler words) to
participants may have contributed to the positive effects of reform intentions on
trustworthiness and credibility that we found in our studies. This also has
important implications for communicating science reforms to the public: focusing
on the superordinate goal these reforms aim to achieve (instead of merely
portraying these reforms to be good for their own sake) might help lay audiences
understand what they are about and why they are relevant. That said, it should be
noted that we did not really measure participants’ understanding of the
consequences of science reforms for science as a whole; instead, we focused on
participants’ epistemic trustworthiness in one particular scientist. Thus, future
research should look at how such individualized trustworthiness perceptions may
generalize onto trust in science and the perceived credibility of science as a whole.
As scientific progress is not a solitary endeavor but a collaborative effort,
researchers might also worry about their colleagues’ perceptions of them. Future
research should investigate how other researchers perceive their self-corrective
peers. In fact, first evidence suggests that researchers receive wrongness
admission of their colleagues positively (Fetterman & Sassenberg, 2015) and that,

following (self-)correction, they indeed update their scientific beliefs in light of
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such new evidence (yet, not as much as they should; McDiarmid et al., 2021).

Our findings suggest that researchers are perceived as more trustworthy
and their research as more credible when they express self-criticism and reform
intentions. One might argue that this pattern reflects nothing more than a positive
acknowledgement of other people’s humility (e.g., Chancellor & Lyubomirsky,
2013; Powers & Zuroff, 1988). However, it should be noted that many of our
findings persisted after controlling for general likeability of the target person (i.e.,
the researcher in Studies 1 and 2), even though likeability ratings were highly
correlated with trustworthiness (see Tables 6.1, 6.3, and 6.4):
integrity/benevolence ascriptions at least can, thus, not be explained by such a
“halo” effect. However, likeability strongly predicted participants’ willingness to
engage with the research and also suppressed the significant main effects of self-
criticism and reform intentions on this DV in both studies. This suggests that the
extent to which laypeople are motivated to learn more about science is contingent
on their overall impression of a scientist. Importantly however, laypeople’s
ascriptions of integrity and benevolence—the “affective” dimensions of epistemic
trustworthiness (Hendriks et al., 2015; McAllister, 1995)—are specifically affected
by expressions of self-criticism and reform intentions, irrespective of more general
likeability ratings.

Conclusion

Our findings suggest that researchers’ hesitation toward self-correction
(e.g., Fetterman & Sassenberg, 2015; Frewer et al., 2003; Rohrer et al., in press;
van der Bles et al., 2020) seems unwarranted: there is no harm in openly admitting

doubts and regarding one’s findings as preliminary or in intending to reform one's
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work routines. Quite contrary, researchers who portray their findings as fixed and
definite and who are unwilling to implement reforms are perceived as less
trustworthy and less credible by laypeople. In this regard, the current discussion of
self-criticism and reforms (e.g., the open science movement) might prove to be an
attention-drawing door opener for greater lay engagement with science; a chance
for science to improve not only its methodological rigor, but also its relationship

with the public.
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Abstract

Research is often fueled by researchers’ scientific, but also their personal
interests: Sometimes, researchers decide to pursue a specific research question
because the answer to that question is idiosyncratically relevant for themselves:
Such “me-search” may not only affect the quality of research, but also how it is
perceived by the general public. In two studies (N=621), we investigate the
circumstances under which learning about a researcher’s “me-search” increases
or decreases laypeople’s ascriptions of trustworthiness and credibility to the
respective researcher. Results suggest that participants’ own preexisting attitudes
towards the research topic moderate the effects of “me-search” substantially:
When participants hold favorable attitudes towards the research topic (i.e., LGBTQ
or veganism), “me-searchers” were perceived as more trustworthy and their
research was perceived as more credible. This pattern was reversed when
participants held unfavorable attitudes towards the research topic. Study 2
furthermore shows that trustworthiness and credibility perceptions generalize to
evaluations of the entire field of research. Implications for future research and
practice are discussed.

[163 words]

Key words: me-search, trust, credibility, attitudes, science reception.
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When Research is Me-Search: How Researchers’ Motivation to Pursue a Topic
Affects Laypeople’s Trust in Science

“Being a scientist is, at the most fundamental level, about being able to
study what's exciting to you”, says Jeremy Yoder, a gay man studying experiences
of queer individuals in science [1]. Like Yoder, many researchers are passionate
about their research and dedicated to their field. After all, they are free to choose
research questions they deem important and are interested in. Freedom of science
and research secures the independence of the academic from the political and
other spheres. In return, researchers are expected to be neutral and objective and
make their research process transparent to guarantee that this freedom is not
exploited for personal gains.

Just as people differ in what they are interested in in their personal lives,
researchers differ in what they find more or less fascinating and worth studying.
Such fascination can have multiple causes and is often rooted in a perceived
personal connection to a topic. For instance, Sir Isaac Newton allegedly became
interested in gravity after an apple fell on his head [2]. A specific type of personal
connection exists when researchers study a phenomenon because they are directly
(negatively) affected by that phenomenon. In 1996, Harvard alumni and
neuroanatomist Jill Bolte Taylor suffered a rare form of stroke that made her
undergo major brain surgery, affected her personal and academic life
tremendously, and eventually awakened her interest in studying the plasticity of
the brain [3]. In 2006, she published an award-winning book covering her research
and her personal story that led her to pursue this path. The Jill Bolte Taylor case is,
thus, a prototypical example for such “me-search”: researchers studying a

phenomenon out of a particular personal affection by (or connection to) this
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phenomenon. “Me-search” thus means pursuing a scientific question when the
answer to that question is idiosyncratically relevant for the individual researcher
(as opposed to when the answer is relevant per se).

Being directly affected by a phenomenon provides researchers studying it
with a high degree of expertise and motivation: Jill Bolte Taylor, for instance,
claims to bring a deep personal understanding and compassion to her research
and work with patients [4,5]. That said, being personally affected may also come at
the cost of losing one’s scientific impartiality and neutrality for the subject: Jill
Bolte Taylor was criticized for being overly simplistic in her scientific claims and
mixing them with esoteric ideas, and for pushing her own agenda (i.e., selling her
story) by dramatizing her own experiences [4-7].

While some criticized Jill Bolte Taylor heavily, the general public does not
seem to have a problem with her research as “me-search”. Her book is currently
translated into 30 languages, and thousands of people visit her talks and keynote
addresses [4-6]. Does that suggest that the general public tends to turn a blind eye
on conflicts of interest that may arise from a researchers’ personal affection by
their research object? While the Jill Bolte Taylor case seems to suggest so,
research on science communication and public understanding of science has
shown that people are highly sensitive to potential conflicts of interest arising from
researchers’ personal involvement: perceiving researchers as pursuing an
“agenda” for personal reasons is a major factor predicting people’s loss of trust in
researchers and science [8-11]. On the other hand, people may see personal
("autoethnographic”) experiences of researchers personally affected by their topic
as valuable and laudable — it may imply that “they know what they're talking

about” [12-14]. Similarly, revealing a personal interest or even passion for a
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particular research topic (e.g., due to being personally affected) could also
overcome the stereotypical perception of scientists as distant “nerds in the ivory
tower” [15,16]: researchers who openly disclose the idiosyncratic relevance of
their research topic may appear more approachable, more likeable, and more
trustworthy [17-191.

Thus, the public’s reaction to “me-search” seems to be ambivalent and
contingent on certain boundary conditions. Thus, the question we are going to
address in this article is whether and when — that is, under which circumstances —
a researcher’s personal affection by a research topic (“me-search”) positively vs.
negatively impacts public perceptions regarding the trustworthiness of the
respective researcher (and the entire research area in general) and the extent to
which this researcher’s findings are perceived as credible.

Perceivers’ Motivated Stance as a Moderating Variable

This potentially ambivalent perception of “research as me-search” can be
understood from a motivated reasoning [20] perspective: Laypeople receive and
process information in a manner biased towards their own beliefs, expectations, or
hopes. This also applies to the reception of scientific information [21,22]: For
example, laypeople are more likely to dismiss scientific evidence if it is
inconsistent with their beliefs [23,24] or if it threatens important (moral) values
[25,26] or their social identity, respectively [27-29].

However, identity-related and attitudinal motivated science reception might
differ in their underlying mechanisms. For identity-related motivated science
reception, biased perception of information, which is relevant to a social identity,
is driven by a defense motivation to protect this positive social identity [30]. Thus,

identity-threating scientific information is countered by identity-protection efforts,
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such as discrediting the findings and the source. These efforts will be more
pronounced among strongly identified individuals [27-29]. For attitudinal
motivated science reception, however, the mechanism might function as a broader
perception filter. When confronted with new scientific information about the
respective attitude object, the perceptual focus will be directed at clues helping to
uphold prior attitudes (i.e., confirmation bias [31]1): Potentially attitude-inconsistent
information is attenuated, while potentially attitude-consistent information is
accentuated. The ambivalent nature of “me-search” might allow to be easily bend
in such a motivated manner and, thus, lead to biased perceptions of a researcher
either way: when the findings are in line with one’s prior beliefs, being personally
affected may be considered an asset — the respective researcher is perceived as
more trustworthy and his/her findings as more credible (compared to no
idiosyncratic relevance). However, when the findings are inconsistent with one’s
prior beliefs, idiosyncratic relevance may be considered a flaw — the respective
research is perceived as biased, untrustworthy, and less competent, and his/her
findings are likely perceived as less credible than when idiosyncratic relevance is
absent.

Prior research on motivated science reception mainly focused on
laypeople’s reactions towards specific scientific findings: after learning about the
outcome of a particular study, participants dismiss the research (and devalue the
researcher) if these outcomes are consistent vs. inconsistent with their prior
beliefs [23-25,27-29]. However, people might be prone to motivated science
reception even before results are known, judging researchers proverbially just by
their cover (e.g., by biographical data, personal and scientific interests and

motivations). People who hold positive attitudes towards a certain research topic
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might perceive “me-searchers” as more trustworthy and anticipate their results to
be more credible (before knowing the specific outcomes). By contrast, people who
hold negative attitudes towards a certain research topic might trust “me-
searchers” less and expect their findings to be less credible.

Additionally, motivated reception processes can be extended over and
above the specific information under scrutiny and lead to questioning the scientific
method in itself — a phenomenon termed the “scientific impotence excuse” [32]. In
line with that, critical evaluations of specific researchers and their findings are
sometimes generalized to the entire field of research [27]. Thus, the fact that a
researcher engages in “me-search” might be interpreted in a way that fits best to
one's preexisting convictions and may generalize to the entire field of research.
The Present Research

In two studies, laypeople read alleged research proposals concerning
potentially polarizing research topics (i.e., LGBTQ issues and veganism) which
were submitted by researchers who disclosed being either personally affected or
not affected by the respective topic. We investigated whether (Study 1) and when
(i.e., moderated by preexisting positive attitudes towards the respective research
topic, Studies 1 and 2) such “me-search” information increased or decreased
laypeople’s perceptions regarding these researchers’ epistemic trustworthiness
and the anticipated credibility of their future scientific findings. Of note, we use
the term “credibility” to differentiate evidence-related trust/credibility from
person-related trust/credibility (i.e. “trustworthiness”). Further, we test whether
one researcher’s “me-search” impacts the evaluation of the entire respective field
(Study 2).

For both studies in this paper, we report how we determined our sample
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size, all data exclusions (if any), all manipulations, and all measures [33]. All
materials, the anonymized data, and analyses are available online at the Open
Science Framework (OSF; see https://osf.io/phfq3/). Before starting the respective
study, informed consent was obtained. Participants read a GDPR-consistent data
protection and privacy disclosure declaration specifically designed for the present
study. Only participants who gave their consent could start the respective survey.
According to German laws and ethical regulations for psychological research [34],
gathering IRB approval is not necessary if (i) the data are fully anonymized, (ii) the
study does not involve deception, (iii) participants' rights (e.g., voluntary
participation, the right to withdraw their data, etc.) are fully preserved, and (iv)
participating in the study is unlikely to cause harm, stress, or negative affect. The
present studies met all of these criteria; therefore, no IRB approval had to be
obtained.
Study 1

In our first study, we conducted an online experiment investigating the
main effect of a researcher’s disclosure of being personally affected vs. not
affected by their research on their trustworthiness and the credibility of their
future research. Further, we tested whether laypeople’s preexisting attitudes
towards the research topic moderate this effect.
Method

Sample. Four-hundred and eleven German participants were recruited via
mailing lists and social networks. Ninety-seven participants had to be excluded
due to pre-specified criteria: Sixty-seven participants failed the manipulation
check; 25 participants failed the pre-specified time criteria (viewing the

manipulation stimulus less than 30sec, taking less than 3min or more than 20min
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for participation); 5 participants had apparently implausible response patterns
(e.g., “straight-lining;” identical responses on every single item on more than one
questionnaire page in a row). Eighty-five further participants failed the attention
check. Excluding them did not change the overall results, so, for the sake of
statistical power, we did not exclude these 85 cases. The final sample consisted of
N=314 participants. We conducted sensitivity analyses using G*Power [35] for
determining which effect sizes can detected with this sample in a moderated
(multiple) regression analysis: At a=0.05 and with a power of 80%, small-to-
medium effects (f2=0.03) can be detected with this sample. Participants were
mostly female (74% female, 25% male, 2% other) and their age ranged between
16 and 68 years (M=26.79; SD=10.18). Most participants were currently studying
at a university (71%; working: 21%; unemployed or other: 8%). Participants who
were currently studying or already had a university degree (93%) came from a
variety of disciplines (law, economics, and social sciences: 49%; humanities: 16%;
mathematics and natural sciences: 14%; medicine and life sciences: 11%;
engineering: 4%).

Materials and Procedure. After obtaining informed consent, we asked
participants to imagine they were browsing the website of a research institute and
came across a short proposal for a new research project by a researcher named
Dr. Lohr (no gender was indicated for greater generalizability and avoiding
possible gender confounds). Next, participants read the beginning of the alleged
proposal of a planned research project for which Dr. Lohr was allegedly applying
for external funding. The text briefly introduced the planned project (i.e.,
investigating social reactions to queer employees at the workplace) and a

statement of Dr. Lohr explaining why they were interested in conducting this
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project. Participants were randomly allocated to two groups. In the “not personally
affected” condition, Dr. Lohr wrote:
“I am interested in investigating this research topic in more detail not only
out of scientific reasons but also because | —as someone who does not
identify as homosexual and is not affected by my own research — really think
we need more evidence-based knowledge about queer topics which we can
implement in everyday life.”

1.

In the “personally affected” condition, Dr. Lohr wrote:

“I am interested in investigating this research topic in more detail not only
out of scientific reasons but also because | —as someone who identifies as
homosexual and is affected by my own research — really think we need more
evidence-based knowledge about queer topics which we can implement in
everyday life.”

We added a definition for the word “queer” below the proposal: “Queer is a
term used as self-description by people who do not identify as heterosexual and/or
who do not identify with the gender assigned at birth. The term is often used as
umbrella term for LGBTQ (lesbian, gay, bisexual, trans and queer) and describes
all people who identify as queer.” After completing an attention check question
(see pre-registration), we measured participants’ trust in Dr. Lohr with the
Muenster Epistemic Trustworthiness Inventory (METI; [36]), which was
constructed for measuring trust in experts encountered online. It consists of 14
opposite adjective pairs measuring an overall trustworthiness score (Cronbach’s
a=.95) as well as the sub-dimensions expertise (e.g., competent — incompetent,

Cronbach’s a=.92) and integrity/benevolence (e.g., honest — dishonest, Cronbach’s

a=.93) on 6-point bipolar Likert scales. Factor analyses (see Appendix A in the
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supplementary materials, https://osf.io/phfq3/) suggest that a two-factor model
(with expertise and integrity/benevolence) fit the data better than a three-factor
model (as suggested by [36]), corroborating the idea of a cognitive-rational
dimension and an affective dimension of trustworthiness [37]. Next, participants
rated the extent to which they found Dr. Lohr’s research credible on a 6-point
Likert scale ranging from 1="not at all” to 6="very much” (6 items, e.g., “l think

n i

Dr. Lohr's future findings will be credible;” “I will be critical of Dr. Lohr's research
results” (reverse-coded); Cronbach’s a=.84).

Next, we measured participants’ own positive attitudes towards LGBTQ
issues—the moderator variable in our design—with eleven statements developed
from research on sympathy, group attitudes, and allyship [38,39] rated on a 6-
point Likert scale ranging from “not at all” to “very much” (e.g., “I think that
LGBTQ-related topics receive more attention than necessary” (reverse-coded); “I
am open to learning more about concerns raised by LGBTQ people;” Cronbach’s
a=.93). Next, we conducted a manipulation check by asking participants to
indicate whether Dr. Lohr disclosed being personally affected by their research

" u

(“Dr. Lohr stated being personally affected;” “Dr. Lohr stated not being personally

n u

affected;” “Dr. Lohr did not say anything about being affected or not”).

Finally, we measured demographic variables (age, gender, occupation,
academic discipline) and control variables: general perceptions of researchers’
neutrality (self-developed 6-point bipolar scale with 4 adjective-pairs, e.qg.
subjective — objective, and 6 distractor pairs, e.g. introverted — extraverted,
Cronbach’s a=.81) and Public Engagement with Science (PES) with two measures

adapted from a survey by the BBVA Foundation [40]: a 5-item scale measuring

PES frequency (e.g., “How often do you read news about science?” 5-point Likert
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scale ranging from 0="never” to 5="almost daily,” Cronbach’s a=.78) and a
multiple choice question measuring 15 potential PES experiences during the last
12 months (e.g., “I know someone who does scientific research;” “I visited a
science museum”). Participants had the opportunity to participate in a lottery and
sign up for more information and were debriefed.

Results

Our randomized groups did not differ in regard to general perception of
neutrality in science (p=.924) or PES (PES frequency, p=.709; PES experiences,
p=.533). Table 7.1 summarizes all means, standard deviations, correlations and
internal consistencies of the measured variables.

Main Effect of Being Personally Affected. First, we tested the main effect
of the researcher’s disclosure of being personally affected on epistemic
trustworthiness and credibility of future findings. Laypeople trusted Dr. Lohr
significantly more in the “personally affected” condition (M=4.92, SD=0.75) than in
the “not personally affected” condition (M=4.66, SD=0.81), t(312)=2.93, p=.004,
d=0.33, 95% Cl4[0.11; 0.56]. For credibility, the difference between the
“personally affected” condition (M=4.15, SD=0.96) and the “not personally
affected” condition (M=4.04, SD=0.86) was not significant, #(312)=1.02, p=.306,
d=0.12, 95% Clg4 [-0.11; 0.34]. Further exploring the two dimensions of epistemic
trustworthiness, Dr. Lohr was perceived as higher on integrity/benevolence,
t(312)=3.19, p=.002, d=0.36, 95% Clq [0.14; 0.59], and on expertise, t(312)=2.17,
p=.030, d=0.25, 95% Cl4[0.02; 0.47]1 when disclosing being personally affected.

Moderation by Pre-existing Attitudes. Second, we tested whether the
effect of being personally affected by the research topic on trustworthiness was

moderated by participants’ pre-existing attitudes towards LGBTQ issues. Using

138



standardized linear regression, we again found a main effect of condition on
trustworthiness, beta=0.15, p=.004, 95% Clpeta [0.05, 0.26]. There was a significant
main effect of participants’ pre-existing attitudes, beta=0.30, p<.001, 95% Clpeta
[0.20, 0.40] and the condition x attitudes interaction effect was significant,
beta=0.19, p<.001, 95% Clpeta [0.08, 0.291, increasing the amount of explained
variance in trustworthiness by 3% to R2.q=.14. Table 7.2 summarizes the results.
Figure 1a displays the interaction effect and standardized simple slopes analysis
further qualifies it: Participants with more positive attitudes towards LGBTQ issues
(+1 SD above sample mean) trusted Dr. Lohr more when the researcher was
personally affected vs. not affected, beta=0.34, p<.001, 95% Clpeta [0.20, 0.491. For
participants with less positive attitudes towards LGBTQ issues (-1 SD below
sample mean), this effect appears to be reversed, yet the simple slope was not
significant, beta=-0.03, p=.646, 95% Clg [-0.18, 0.11]. The same pattern of
interaction effects emerged for both, integrity/benevolence (p=.009, total
R2.4=.14) and expertise (p<.001, total R2,4=.10); full analyses are reported in
Appendix B (see https://osf.io/phfq3/).

Regarding our second dependent variable, credibility, we found no main
effect of condition, beta=0.04, p=.456, 95% Clpeta [-0.06, 0.13]. However, there was
a significant main effect of participants’ pre-existing attitudes, beta=0.48, p<.001
95% Clpeta [0.39, 0.581: Participants with more positive attitudes anticipated a
higher credibility of future research findings in this condition than participants
with less positive attitudes. Similar to epistemic trustworthiness, there was a
significant condition x attitudes interaction effect, beta=0.21, p<.001, 95% Clpeta
[0.12, 0.31], increasing the amount of explained variance in credibility by 4% to

R22q=.26. Table 7.2 summarizes the results. Figure 1b displays this interaction
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effect: Again, participants with more positive attitudes towards LGBTQ issues (+1
SD above sample mean) anticipated Dr. Lohr's future research findings to be more
credible when the researcher was personally affected vs. not affected, beta=0.25,
p<.001, 95% Clpeta [0.12, 0.38]. However, for participants with more negative
attitudes (-1 SD below sample mean) this effect was significantly reversed: They
rated the future research as less credible when the researcher was personally

affected vs. not affected, beta=-0.18, p=.009, 95% Clg [-0.31, -0.04].
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Fig 7.7. Linear regression plots for the interaction effect of attitudes x condition on
epistemic trustworthiness (Figure 7.1a) and credibility (Figure 7.1b) with 95%
confidence intervals: Participants’ attitudes towards the research topic moderated
how a researcher’s disclosure of being personally affected (vs. being not
personally affected) by one’s own research was perceived.

140



Table 7.1

Means, standard deviations, correlations and internal consistencies

Variable M SD o 1 2 3 4 5 6 7

1. Expertise 4.61 0.91 .92

2. Integrity/benevolence 4.94 0.79 .93 27

3. Epistemic trustworthiness 4.80 0.79 95 92%Fx 94rxx

4. Credibility 410  0.92 B4 p8rIr p8Fk 73wk

5. Attitudes towards LGBTQ 4.93 1.02 .93 D3FEE Fowkk J(kkk 7EEx

6. Neutrality expectation 412 0.88 81 7% 7% 18** .10 .08

7. PES frequency 3.25 0.71 78 -.08 -.09 -.09 -.08 -.07 10

8. PES experiences 6.92 2.98 - -11* -.05 -.09 -.02 -.03 .05 S56*+*

Note. N=314. * indicates p<.05. ** indicates p<.01. *** indicates p<.001. a represents internal consistencies (Cronbach’s a). Variables

1-6 ranged from 1 to 6, variable 7 ranged from 1-5 and variable 8 ranged from 0-15.
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Table 7.2

Standardized regression results and semi-partial correlations, Study 1

: beta 5 sr?
Predictor beta 950/ C| Sr 950/ C|
Epistemic
trustworthiness
condition 015 10.05, 0.26] 02 [-.01, .05]
attitudes  0-30™"  10.20. 0.40] .09 [.03, .15]
condition x attitudes ~ 9-19"""  10.08, 0.29] 04 [-.00, .07]
Credibility
» [-0.06, ]
condition 0.04 0.13] .00 [-.01, .01]
attitudes  0.48***  [0.39, 0.58] 24 [.16, .32]
condition x attitudes 0.27*** [0.12, 0.31] .05 [.01, .09]

Note. N=314. ** indicates p<.01. *** indicates p<.001. Condition is standardized by
effect coding (-1=not personally affected, 1= personally affected). beta represents
standardized regression weights. sr? represents the semi-partial correlation
squared.
Discussion

Results from Study 1 suggest that LGBTQ researchers are perceived as
more trustworthy and their future findings as more credible when they disclose
being personally affected by their research topic (i.e., being queer themselves), but
only if perceivers hold positive attitudes towards LGBTQ issues. By contrast,
holding less favorable attitudes towards LGBTQ issues lead to more skeptical
reactions towards personally affected vs. unaffected researchers. This finding
shows that learning about a researcher’s personal affection by their research can,
indeed, go both ways, as suggested by our theoretical reasoning. On a more
general level, our research suggests that public reactions towards “me-search” is a

matter of pre-existing attitudes, and, thus, a case of motivated science reception

[21,22].
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There are some limitations to this first study: As most people in our sample
held rather positive attitudes towards the LGBTQ community (M=4.93, SD=1.02;
on a scale from 1 to 6), predicted values on trustworthiness and credibility at the
lower end of the attitude spectrum are probably less reliable. Also, we did not
control for participants’ own identification as belonging to the LGBTQ community.
Thus, we cannot differentiate clearly between attitudinal and identity-related
effects, which is important because attitudes and identity concerns have a
psychologically distinguishable impact on motivated science reception [27,28].
Additionally, replicating our results in a different domain is necessary to be able to
generalize our findings. Another question of generalizability that is left
unanswered is how such individual experiences with one personally affected
researcher might impact laypeople’s perception of the entire field. This calls for
more research on the double-edged nature of the moderating effect of preexisting
attitudes.

Study 2

In our preregistered second study (see https://osf.io/c9rde), we aimed to
replicate our findings in a more diverse sample and with a different research topic
that has the potential of polarizing participants even more strongly. We used the
same design as in Study 1, but changed the proposed research topic to
perceptions of vegans and introduced a vegan vs. non-vegan researcher. Again, we
hypothesized that laypeople’s attitudes towards veganism moderate the effects on
trustworthiness as well as credibility of future research. Additionally, we tested
whether the effect of one researcher being personally affected by their own
research generalizes to the broader perception of their entire field. Furthermore,

we also explored whether the moderation by attitudes towards veganism prevailed
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when controlling for self-identification as being vegan (not included in
preregistration).
Method

Sample. We conducted an a-priori power analysis using G*Power [35] for
detecting the hypothesized interaction effect in a moderated multiple regression
analysis (f2=0.04, based on Study 1, with 1-=0.90 and @=0.05, which resulted in a
total sample of N=265. Anticipating exclusions (see specified criteria) of
comparable size as in the previous study, we aimed for a sample of at least 350
participants.

We collected data from 364 participants via mailing lists and social media.
Fifty-seven participants had to be excluded due to our preregistered criteria (see
https://osf.io/c9r4e): one participant was younger than 16 years, 31 failed the
manipulation check, 10 took less than 20sec viewing the proposal, 12 took less
than 3min or more than 20min for participation, 3 had apparently implausible
patters of response (i.e., “straight-lining;” identical responses on every single item
on more than one questionnaire page in a row). The final sample consisted of
N=307 participants (76% female, 23% male, 1 other) who were between 18 and
79 years old (M=33.55, SD=13.92). Approximately half of the sample (50%) was
currently studying at a university, further 40% were working and 10% not
working, one person was currently in training. Eighty-five percent were currently
studying or already held a university degree (social sciences: 49%, humanities:
17%, natural sciences: 14%, life sciences: 8%, engineering: 6% and other 6%).
Most participants did not consider themselves as vegans (89%).

Materials and Procedure. We used the same materials and procedure as in

Study 1 (see OSF for full materials: https://osf.io/phfq3/). However, we changed the
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research topic to “perceptions of vegans”. Participants were randomly assigned to
two conditions. In the “not personally affected” condition, the researcher Dr. Lohr
wrote:

"I was interested in investigating this research questions not only out of

scientific reasons but because, as someone who is not living as a vegan and,

thus, not personally affected by my own research, | think we have a need for
more evidence-based knowledge regarding the social embedding of vegan
lifestyles, which we can acknowledge in everyday life.”

In the “personally affected” condition, Dr. Lohr wrote:

“... because, as someone who is living as a vegan and, thus, personally

affected by my own research, | think we have a need for more evidence-

based knowledge regarding the social embedding of vegan lifestyles, which
we can acknowledge in everyday life.”

As dependent variables, we again used the 14-item METI [36] to measure
epistemic trustworthiness, but we expanded the measure for credibility of future
research by adding one more item (“l would express skepticism towards Dr. Lohr's
future findings”) to better capture the behavioral aspects of credibility (now: 7
items; Cronbach’s a=.86). We also added a measure of participants’ evaluation of
the entire field (not the specific researcher) as a third dependent variable. This 12-
item scale was adapted from a related study [28] (e.g., “I think researchers who do
research on that topic sometimes lack competence,” “I think it is difficult to apply
results from this line of research to reality;” 6-point Likert scale ranging from 1=
“not at all” to 6 = “very much;"” Cronbach’s a=.85). Next, participants’ attitudes
towards veganism (i.e., the moderator variable) were measured with a 14-item

scale adapted from the attitude measure in Study 1 by changing and adding items
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(e.g., “I think veganism is exaggerated” (reverse-coded) and “l can imagine being
a vegan myself;” 6-point Likert scale ranging from 1= “not at all” to 6 = “very
much;” Cronbach’s a=.95).

To reduce exclusions after data collection, participants could proceed only if
they answered all attention checks correctly (4 items; multiple choice). We added
self-identification as vegan as a control variable (“Do you presently consider
yourself a vegan?” yes/no); and an open-ended question about participants’
opinion regarding the researcher being personally affected to explore how
laypeople rationalize their opinion. These responses were later coded for valence
(positive, negative, mixed, or neutral) and content (deductive and inductive
coding) by two raters blind to the specific research question (see Appendix C in
the supplementary materials, https://osf.io/phfq3/; interrater reliability for valence,
Cohen’s k=.86, p<.01; and for content, Cohen’s k=.74, p<.01). Again, the
questionnaire closed with a sign-up for a lottery and more information as well as a
debriefing.

Results

Our randomized groups did not differ in regard to PES (PES frequency,
p=.147; PES experiences, p=.101). However, they did differ significantly in regard
to the general perception of neutrality in science (p=.049). Possible implications
are addressed in the Discussion. Table 7.3 summarizes all means, standard
deviations, correlations and internal consistencies. In the following, we report our
findings for all three dependent variables (trustworthiness, credibility, evaluation
of the entire field), consecutively.

Trustworthiness. First, we ran the standardized regression model for

epistemic trustworthiness. There was neither a significant main effect of condition
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on epistemic trustworthiness, beta=0.04, p=.482, 95% Clpeta [-0.07, 0.15] nor a
significant main effect of attitudes towards veganism, beta=0.07, p=.205, 95%
Clpeta [-0.04, 0.18]. However, the hypothesized condition x attitudes interaction
effect was significant, beta=0.22, p<.001, 95% Clpeta [0.11, 0.34], increasing the
amount of explained variance in trustworthiness by 4% to R2.4=.05. Table 7.4
summarizes the results. Figure 7.2a and standardized simple slopes analyses show
that participants with more positive attitudes towards veganism (+1 SD above
sample mean) trusted Dr. Lohr more when personally affected vs. not affected,
beta=0.26, p=.001, 95% Clpeta [0.11, 0.42]. The interaction effect remained
significant when controlling for participants’ self-identification as being vegan
(p<.001, total R2.4=.06). In secondary analyses, we explored the effects on the two
facets of epistemic trustworthiness, separately. The same pattern of interaction
effects emerged for both integrity/benevolence (p<.001, total R?.4=.08) and
expertise (p=.005, total R2.4=.02); full analyses are reported in Appendix D in the
supplementary materials (see https://osf.io/phfq3/).

Credibility. On credibility, there was no significant main effect of condition,
beta=-.07, p=.146, 95% Clpeta [-0.17, 0.03] but a significant main effect of attitudes
towards veganism, beta=.35, p<.001, 95% Clpeta [0.25, 0.45]. As predicted, the
condition x attitudes interaction effect was also significant for credibility,
beta=0.25, p<.001, 95% Clpeta [0.15, 0.35], increasing the amount of explained
variance in credibility by 6% to R2.4=.21. Table 7.4 summarizes these results.
Figure 7.2b and standardized simple slope analyses qualify the interaction effect:
In line with the results for trustworthiness, participants with more positive
attitudes (+1 SD above sample mean) anticipated Dr. Lohr's future findings to be

more credible when personally affected vs. not affected, beta=0.18, p=.016, 95%

147



Clpeta [0.03, 0.321, while the conditional effect for participants with more negative
attitudes (-1 SD below sample mean) changed its sign, beta=-0.32, SE(B)=0.14,
p<.001, 95% Clpeta [-0.47, -0.18]. As before, the interaction effect remained
significant when controlling for self-identification as being vegan (p<.001, total
R2aq=.21).

Evaluation of the Field. Third, we investigated whether this moderation
effect generalizes to the evaluation of the entire field of veganism research. There
was no significant main effect of condition, beta=-.00, p=.989, 95% Clpeta [-0.10,
0.10] but a significant main effect of attitudes, beta=-.41, p<.001, 95% Clpeta [-
0.51, -0.311. Again, we found the hypothesized condition x attitude interaction
effect, beta=-.27, p<.001, 95% Clpeta [-0.37, -0.18], increasing the amount of
explained variance in critical evaluation by 7% to R2.q=.27. Again, Table 7.4
summarizes these results and Figure 7.2c and standardized simple slopes analyses
further qualify the interaction effect: Participants with more positive attitudes
towards veganism (+1 SD above sample mean) were less critical of research on
veganism when Dr. Lohr was personally affected vs. not affected, beta=-0.28,
p<.001, 95% Clpeta [-0.41, -0.14]. By contrast, this conditional effect was reversed
for participants with more negative attitudes towards veganism (-1 SD below
sample mean), beta=0.27, p<.001, 95% Clpeta [0.14, 0.41]. This interaction effect
also remained significant when controlling for self-identification as being vegan

(p<.001, total R2,4=.28).
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Table 7.3

Means, standard deviations, correlations, and internal consistencies

Variable M

1. Expertise 4.68
2. Integrity/ benevolence 4.75
3. Epistemic trustworthiness 4.72
4. Credibility 3.97
5. Evaluation of field 2.95

6. Attitudes towards veganism 4.26

7. Neutrality expectation 4.18
8. PES frequency 3.30
9. PES experiences 6.47

SD

0.91

0.75

0.76

0.96

0.78

1.23

0.91

0.68

3.25

a

.92

.90

.94

.86

.85

.95

.86

.75

1

.7’] *k%

.92***

.66***

- 40%*

.04

.05

- 137

-.14*

.93***

70%*

- 43%**

5%

.06

-.06

-.09

3%

- 45***

1

.05

-.10

-.12*

-4

‘39***

.08

-.03

-.09

5 6 7 8
_.46***
-.26%** .02
-.03 1 .08
.03 .07 -.02 RoY R

Note. N=307. * indicates p<.05. ** indicates p<.01. *** indicates p<.001. a represents internal consistencies (Cronbach’s a). Variables
1-7 ranged from 1 to 6, variable 8 ranged from 1-5 and variable 9 ranged from 0-15.
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Table 7.4

Standardized regression results, Study 2

Predictor beta 95b0i:aC| sr 95§/22CI
Epistemic trustworthiness
condition 0.04 [-0.07, 0.15] .00 [-.01, .01]
attitudes 0.07 [-0.04, 0.18] .01 [-.01, .02]
condition x attitudes ~ 0.22*** [0.11, 0.34] .05 [.00, .101
Credibility
condition -0.07 [-0.17, 0.031] .01 [-.01, .02]
attitudes  0.35*** [0.25, 0.45] 12 [.05, .18]
condition x attitudes 0.25*** [0.15, 0.35] .06 [.O1, .11]
Critical evaluation of field
condition -0.00 [-0.10, 0.101 .00 [-.00, .001
attitudes  -0.41***  [-0.51, -0.31] A7 [.09, .24]
condition x attitudes  -0.27*** [-0.37, -0.18] .07 [.02, .12]

Note. N=307. *** indicates p<.001. Condition is standardized by effect coding (-1 =
not personally affected, 1 = personally affected). beta represents standardized

regression weights. sr? represents the semi-partial correlation squared.
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Fig 7.2. Linear regression plots for the interaction effect of attitudes x condition on
epistemic trustworthiness (Figure 7.2a), credibility (Figure 7.2b) and critical
evaluation of the entire field (Figure 7.2¢c) with 95% confidence intervals:
Participants’ attitudes towards the research topic moderated how a researcher’s
disclosure of being personally affected (vs. being not personally affected) by one’s
own research was perceived.
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Participants’ Opinion. Overall, participants who responded to the open-
ended question expressed mostly negative opinions about the researcher being
personally affected by his own research (negative: 48%, neutral: 21%, positive:
17%, and mixed: 14%). The most frequently mentioned (negative) remark was
that a “me-searcher” might be biased towards their research (60%; e.g., “By
introducing himself as being affected, | fear he cannot evaluate the results of his
research objectively”). The second most frequently mentioned remark was that
such idiosyncratic relevance is irrelevant (24%; e.g., “It wouldn’t make a
difference”). Positive remarks were mentioned less frequently: Participants
ascribed more motivation (11%; e.g. “I think interest, also personal interest, is an
important prerequisite for determined research”) or knowledge about the topic
(8%:; e.g. “Very good, most likely, he thus is knowledgeable about the subject
matter and can conduct the study in a more purposeful manner”) to the “me-
searcher”, or recognized the transparency (7%; e.g., “The main thing is
transparency. People are always biased, perhaps even unconsciously”; for more
details, see Appendix C in the supplementary materials: https://osf.io/phfq3/).
Discussion

In Study 2, we replicated the moderation effect of preexisting attitudes on
the effect of a researcher disclosing being personally affected (vs. not affected) by
their own research on participants’ epistemic trustworthiness and credibility
ascriptions regarding the research and researcher’s future findings. Further, we
showed that this effect generalizes to the evaluation of the entire research area.
Here, positive attitudes towards veganism determined how learning about an
openly vegan researcher impacted participants’ perceptions of trustworthiness and

credibility as well as the evaluation of the entire field of veganism research
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compared to learning about a non-vegan (i.e., non-affected) researcher.
Participants who held more positive attitudes towards veganism reported more
trust, higher anticipated credibility of future findings, and a less critical evaluation
of the field when confronted with a vegan researcher. Conversely, for participants
with less positive attitudes this effect was reversed. The moderation by positive
attitudes towards veganism persisted when controlling for participants’ self-
identification as vegans. Overall, the interaction effects observed in Study 2
explained similar amounts of variance as in Study 1 (epistemic trustworthiness:
3% vs. 4%, and credibility: 4% vs. 6%). Further, qualitative analyses revealed
that most participants reported negative — or, at least, mixed — perceptions of a
“me-searcher” (e.g., “me-searchers” may be biased, but also highly motivation and
knowledgeable), which corroborated our theoretical prediction that “me-search”
may be a double-edged sword. Interestingly, these qualitative findings seem
somewhat contradictory to the quantitative findings, according to which there was
no main effect of researchers’ idiosyncratic affection by their research topic.

In Study 2, one caveat is that the groups differed significantly in regard to
participants’ general expectations of neutrality in science. Participants who read
about the personally affected researcher had weaker expectations of neutrality;
yet, when added to the regression model as a control, the pattern of results
remained unchanged (see Appendix E in the supplementary materials,
https://osf.io/phfq3/). Further, as a second caveat, we show that participants
generalized their perceptions to the overall field of veganism research. However,
this research area might be considered quite narrow and, thus, future research
should investigate how far such generalization processes stretch out to

perceptions of broader areas of research (e.g., health psychology).
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General Discussion

In two studies, we show that laypeople’s perception of researchers who
disclose being personally affected by their own research can be positive as well as
negative: The effect of such “me-search” was moderated by laypeople’s
preexisting attitudes. Queer or vegan researchers were perceived as more
trustworthy and their future findings were anticipated to be more credible when
participants had positive, sympathizing attitudes towards the related research
object (i.e., LGBTQ community or veganism). When participants’ attitudes were
less positive, this pattern reversed. In Study 2, we extended our research from
individualized perceptions of single researchers and their findings to evaluations of
the entire field of research. Participants who were confronted with a personally
affected researcher seemed to consider this person a representative example and
generalized their judgment to their evaluation of the entire (though here quite
narrow) research area.

We explored epistemic trustworthiness in more detail in both studies,
namely the cognitive-rational facet of expertise and the affective facet of
integrity/benevolence: Both were impacted by researchers’ disclosure of being
personally affected, although effect sizes for expertise were descriptively smaller
than for integrity/benevolence. This points to “me-search” — when received
positively — possibly adding to the perception of competence-related aspects like a
deeper knowledge of a phenomenon (e.g., via anecdotal insights) [12-14] and,
even more so, warmth-related aspects like seeming more sincere, benevolent,
transparent and, thus, approachable [15,16,41]. Disclosing such personal interest
in a scientific endeavor might be able to bridge the stereotypical perception of cold

and distant “science nerds” by revealing passionate, human and, thus, more
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relatable side of a researcher. When received negatively, however, “me-search”
might be regarded as harboring vested interests, which casts doubts on a
researcher’s neutrality and objectivity [8-11,42].

In general, the main models tested here explained between 5% and 28% of
variance which may not appear impressive at first glance. However, our studies
posed a very strict test of the effects of “me-search” by only using a subtle
manipulation sparse in information followed by measures of very specific
perceptions which might have contributed to an understatement of the real-world
impact.

“Me-search” neither automatically sparks trust nor mistrust in laypeople,
even if their explicit opinions seem rather negative. In line with assumptions from
motivated science reception [22,43], our findings suggests that the ambivalence of
the fact that a researcher is personally affected can be seized as an opportunity to
interpret the situation in a manner that best fits to preexisting attitudes:
Researchers, their findings and even their entire field of research are evaluated —
even before learning about specific findings — based on prior attitudes towards the
research topic. We show in Study 2 that the moderation effect of participants’
positive attitudes towards the respective research topic (i.e., veganism) prevails
when controlling for self-identification with the topic (i.e., being a vegan). This
suggests that, indeed, in motivated reasoning attitudinal and identity-related
processes can be differentiated: Here, social identity protection could be ruled out
as alternative explanation for the effects of pre-existing attitudes. Noteworthily, we
demonstrate that motivated science reception already operates when the results
are not (yet) known. This points towards a perceptual filter made up of pre-existing

attitudes that is activated when confronted with scientific information and leads to
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biased pre-judgments: Ambivalent cues (i.e., “me-search”) are prematurely
interpreted in line with prior attitudes without actually knowing whether the new
scientific information will be attitude-consistent or inconsistent (when, later,
results are reported).

Future research. Future research on the motivated reception of “me-
search” should focus on three open questions. First, while we consider it a
strength of our studies that the results of the proposed research project were not
yet known, it might be interesting to see how being personally affected or not
interacts with the perceived direction of the communicated scientific results (e.g.
supporting vs. opposing a certain position): To what extent can the first, premature
evaluation of a “me-searching” researcher be adapted if the actual results are
inconsistent with this pre-judgment?

Second, the investigation of what specific characteristics of “me-search” are
instrumentalized by benevolent or skeptical perceivers might not only provide
practical tips on how to handle being personally affected (e.qg., in science
communication) but also important theoretical insights on the building blocks of
trust in science and researchers (see discussion above regarding the effects on the
facets of epistemic trustworthiness). As one example, knowing that a qualitative
level of knowledge is highly valued could further research on the trust-benefit of
enriching statistical evidence with anecdotal and narrative elements [44,45]. As
second example, we argue that researchers’ self-disclosure of being personally
affected by their research might signal transparency and, thus, improve the
perception of the trust facets integrity and benevolence. Yet, even the disclosure of
not being personally affected could have such an effect on a researcher’s

reputation and, at the same time, it might be less ecologically valid (as,
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presumably, it is rather unusual to explicitly state to not be affected by something).
Introducing a control group without any information about a researcher’s relation
towards their research object might bring light to this.

Third, we demonstrated the moderation effect of preexisting attitudes for
two research areas (i.e., LGBTQ and veganism) and in different populations. Yet,
further research should investigate whether this effect will hold up for other areas,
more diverse samples and different kinds of “me-search”, as well. For example, in
some research fields being personally affected by the research might be perceived
as more morally charged than in others and, thus, having stronger polarizing
effects [46]: While, in veganism-research, “me-search” might be grounded in an
ideological choice (e.g., thinking its morally wrong to consume animal products
and, thus, being vegan), having a stroke and, following, studying stroke-related
brain plasticity is likely perceived as less ideological. Also, different scientific
methods (typically) used in a field might impact the perceptions of “me-search”
depending on how prone for subjectivity these methods are perceived to be (e.g.,
qualitative “me-search” like autoethnographic analyses might be perceived more
critically than when using seemingly objective, quantitative methods like
physiological measures). Further, researchers who are not directly personally
affected by their research but “merely” interested in something for personal
reasons (e.g., being highly empathetic towards queer concerns without identifying
as queer) might not profit from disclosure of such personal motivations: Such
researchers might be perceived as impostors [47] lacking the expertise stemming
from directly firsthand experiences.

Practical implications. Finally, for the applied perspective on public

engagement with science, it should again be noted, that motivated reasoning
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processes are activated even before specific results are presented (e.g. before
hearing a talk or reading about a study). This might be important, as judgments
are quickly formed and remembered [48,49] and, therefore, the first impression of
a researcher might set the tone for further interactions and, particularly, for the
acceptance and implementation of their findings. This emphasizes the importance
of researchers knowing their audience (and their attitudes) when engaging in
science communication.

Of course, there are also ethical considerations concerning “me-search”:
Researchers should always declare any conflict of interests when conducting
research [50,511. Failing to disclose being personally affected by one’s own
research might backfire severely on researchers’ reputation — especially
concerning their trustworthiness and the credibility of their findings —and in
particular, when this information is disclosed by someone else and not themselves.
At least for achieving positive reputational effects, it seems researchers need to
freely initiate the disclosure of limitations and problems themselves [41,52]. A
possible solution for reaping all the benefits and protecting against the potential
harms of engaging in “me-search” might be to actively seek out mixed research
teams. Including affected as well as non-affected individuals in research projects
might be worth considering from the stance of the public’s trust in science: It
enables deep, even personal insights to the studied phenomenon, while still
securing balanced perspectives and impartiality.

Conclusion

Neuroanatomist Jill Bolte Taylor became famous for turning her “stroke of

fate” into productive and well-selling “me-search”. Yet, she was praised as well as

heavily criticized for mixing her personal and scientific motivations: When
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research is also “me-search”, it can be perceived positively as well as negatively
depending on laypeople’s preexisting attitudes towards the research object.
Researchers who disclose being personally affected by their own research can
benefit from this disclosure in terms of trustworthiness and credibility when it is
perceived by laypeople with positive attitudes; however, for audiences with more
negative attitudes this effect is reversed and disclosure can be harmful. One
experience with a personally affected researcher might be enough to impact the
evaluation of the whole field. Thus, openly acknowledging “me-search” in one's
research is an ambivalent matter and its communicative framing as well as the

targeted audience should be well considered.
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8 Final Discussion

Stereotypical perceptions of researchers as highly competent yet only
moderately warm (Fiske & Dupree, 2014; Imhoff, Koch, et al., 2018; Rosman &
Merk, 2021) might challenge laypeople’s trust in science. Trustworthiness is
rooted in both warmth-related, socio-affective perceptions of benevolence and
integrity as well as competence-related, cognitive-rational perceptions of expertise
(Hendriks et al., 2015, 2016; Mayer et al., 1995; McAllister, 1995; Morrow et al.,
2004). Thus, laypeople’s perceptions of researchers as lacking warmth could
impede their trust in science. To overcome these stereotypical perceptions,
researchers could reveal personal information (e.g., details from their lives, self-
critical thoughts about their work, or their personal involvement with their
research topic) while communicating scientific findings to the lay public and, thus,
present themselves as more approachable, warm, and likable to strengthen their
perceived affective trustworthiness. However, such self-disclosure can also have
detrimental effects, particularly regarding perceptions of researchers’ expertise
due to violating expectations of appropriateness, professionalism, and objectivity.
Resulting changes in researchers’ trustworthiness ascriptions could be extended to
the perceived credibility of their scientific findings and even generalized to
laypeople’s higher-order trust in science.

In this dissertation, | presented three manuscripts including eleven
experiments testing the effects of researchers’ self-disclosure in science
communication on laypeople’s trust in science (i.e., their perceptions of
researchers’ epistemic trustworthiness and the credibility of their findings). The
present findings demonstrate ambivalent effects of self-disclosure: First, basic,

illustrative self-disclosure (i.e., framing information which is irrelevant to the
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communicated science as either personal vs. neutral) produced small, volatile
trade-off effects on researchers’ perceived trustworthiness — slight increases in
ascriptions of affective trustworthiness, yet also slight decreases in ascriptions of
expertise — but not on the perceived credibility of their findings, and these effects
are presumably of little practical relevance. Second, self-disclosure that conveyed
researchers’ self-critical stance towards science (i.e., expressing self-criticism and
reform intentions) led to positive effects on laypeople’s ascriptions of
trustworthiness and credibility and even increased laypeople’s willingness to
further engage with science. Third, researchers’ disclosure of being a “me-
searcher” (i.e., being personally affected by their own research) had positive as
well as negative effects on trustworthiness and credibility ascriptions depending
on laypeople’s preexisting attitudes. These individualized perceptions of one “me-
searcher” were generalized to perceptions of the entire research area.

Evidently, self-disclosure per se is no effective remedy for stereotypical
perceptions of researchers as lacking warmth as it has no uniform effects on
laypeople’s trust in science. Instead, findings in this dissertation suggest that the
potential of researchers’ self-disclosure to promote public trust in science crucially
depends on the informative value of the specific content which is revealed. For
example, self-disclosure can have positive effects if it implies “good” scientific
practice (i.e., self-correction, Manuscript 2) or if laypeople can use it to upvalue
science that is congruent with their prior attitudes (i.e., ascribing outstanding
expertise and motivation to a personally affected researcher, Manuscript 3).
However, this also entails that, other times, self-disclosure can have negative
effects. For example, if it implies “bad” scientific practice (i.e., lacking self-

correction, Manuscript 2) or if it can be used to devalue science that is
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incongruent with laypeople’s attitudes (i.e., assuming “me-searchers” to be biased,
Manuscript 3).
8.1 Open Questions and Limitations

Of course, this research program left some questions unanswered and has
important limitations. In the following, | will outline three issues that are common
to all studies presented here.

8.1.1 Effect sizes and heterogeneity

Across all studies, we primarily detected small effects. While these might be
common for social psychological research in general (e.g., Richard et al., 2003; T.
Schafer & Schwarz, 2019) and self-disclosure research in particular (e.g., Collins &
Miller, 1994; Dindia, 2002; Henretty et al., 2014), it needs to be discussed how
much this research program can contribute to theory and practice. Of note, most
experimental manipulations applied in this program were rather subtle and
information-sparse to avoid producing demand effects. It is thus possible that the
present studies underestimate the “real-world” effect of self-disclosure in science
communication. At the same time, however, most studies presented here used
stimulus material set in very applied research contexts and, thus, the empirical
effects could also be not far off from the real-world impact.

Theoretically, these small effect sizes point out that self-disclosure in
science communication can only be one part of the attempt to counter
stereotypical perceptions of scientists and to promote trust in science. It is worth
discussing how, at least in Manuscript 1, replicability of effects across studies was
low and effect sizes were quite heterogeneous. This might be explained by
contextual factors (cf., Gollwitzer & Schwabe, 2021) that could further inform

theory, in particular regarding the question of which effects moderate self-
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disclosure in science communication. In Manuscript 1, we tested possible
candidates (i.e., researchers’ gender and discipline, opportunity for exchange, and
role of discloser) and, later, | also conducted exploratory analyses with the data
sets regarding possible effects of participant characteristics (e.g., age, gender,
general engagement with science). None of these tested variables had a
consistent, meaningful influence on the effects of self-disclosure on trust in
science. Evidently, there are a lot of open questions regarding potential boundary
conditions of the effects of self-disclosure on trust in science.

Practically, a cost-benefit assessment helps determine the usefulness of
these effects: Which “costs” (e.g., compromising one’s expertise, revealing
personal information that might be used against oneself) can be tolerated for the
presumably rather small benefits of engaging in self-disclosure? If the risk of
revealing personal information is low (e.g., among neutral or positively inclined
audiences), then disclosing some, appropriate (e.g., not too intimate) warmth-
related information might be an easy, effortless way to reap some increase in
perceived affective trustworthiness (especially in contexts where researchers’
expertise is well-established).

8.1.2 Specificity of self-disclosure

One explanation for the detected heterogeneity of effects could be the
content-specificity of self-disclosure. Commonly, self-disclosure is defined very
broadly as intentionally revealing personal information to others (e.g., Cozby,
1973; Greene et al., 2006; Omarzu, 2000). However, this is problematic for
specification: If self-disclosure refers to revealing any information, but the type of
information is likely responsible for diverse effects, how then can we hope to

formulate specific predictions for engaging in self-disclosure in general? In this
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regard, previous research tried to refine theory on self-disclosure by, for example,
considering the degree of intimacy or valence of the disclosed information (e.g.,
Caltabiano & Smithson, 2010; Cayanus & Martin, 2008; Collins & Miller, 1994;
Henretty et al., 2014; Rains & Brunner, 2018) with mixed success. Findings from
this dissertation, too, point to the importance of defining the type and degree of
self-disclosure more precisely as effects varied considerably across (and within)
manuscripts where we applied a broad definition of self-disclosure.

While the studies in Manuscript 1 clearly compared self-disclosure with no
self-disclosure, manipulations in Manuscripts 2 and 3 were less precisely
operationalized in this regard. These articles included studies that compared
conditions in which researchers’ communicative behavior might be considered
self-disclosure either way: It might be just as much “self-disclosure” to
communicate a self-corrective stance towards science versus communicating not
being self-corrective (Manuscript 2) and to disclose being affected versus being
not affected by one’s research (Manuscript 3). Still, one could perceive openly
engaging in self-correction (vs. being confident with the status quo) and revealing
being personally affected by something (vs. not affected) to be considerably more
intimate, and thus, as a more salient (and informative) form of disclosure. Future
research on these topics might benefit from including measures of the degree of
perceived self-disclosure similar to the manipulation check used in the studies in
Manuscript 1, and thereby providing insights in the more specific effects of the
extent of self-disclosure. And, importantly, it is evident that a more precise
definition of self-disclosure is needed.

Furthermore, theory on self-disclosure would profit from empirical research

aimed at specifying the mechanisms underlying the effects of self-disclosure on
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person perception outcomes like trustworthiness. In addition to perceived
closeness (see Manuscript 1), a promising direction might be to focus on
perceptions of similarity conveyed by self-disclosure. For example, as discussed in
the Introduction chapter, negative effects of self-disclosure could be explained by
more revealed information leading to more opportunities to find dissimilarities to
one’s interaction partner (Norton et al., 2007). Contradicting this, we found
significant positive correlations of the extent of perceived self-disclosure and
similarity, as well as positive correlations between perceptions of similarity and the
facets of trustworthiness and credibility (see Manuscript 1). It seems that
perceived similarity towards a researcher might be an important pathway
mediating the effects of self-disclosure on trust in science. Here, future research
should further investigate, specify, and disentangle the underlying psychological
mechanisms at play.
8.1.3 Limited generalizability

The findings of the presented research program are limited in their
generalizability — especially in two regards: across samples and across scientific
contexts. First, how generalizable are the findings to other samples? As in most
studies in the social sciences, our participants came from convenience samples
drawn from WEIRD societies (i.e., western, educated, industrialized, rich, and
democratic; Henrich et al., 2010) and the samples mostly skewed female, young,
and scientifically literate (e.g., holding, or currently studying for, a university
degree). In general, | agree with the need to study more diverse, non-weird
samples (e.g., Ghai, 2021; Henrich et al., 2010; Lewis, 2021). When studying trust
in science, it might be particularly important to focus on recruiting diverse

participants from the full attitude and trust spectrum, especially those who are
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skeptical towards science. Manuscript 3 demonstrates the role of sample diversity
quite powerfully: In Study 1, on average, participants displayed strong pro-LGBTQ
attitudes, producing positive main effects for a researcher’s disclosure of being
homosexual (while proposing a study on LGBTQ perceptions). Study 2 of this
manuscript puts this into perspective: Here, participants’ attitudes towards
veganism were a lot more diverse, making the main effect of a researcher’s
disclosure of being vegan (and proposing a study on veganism perceptions)
disappear — only the interaction with their prior attitudes towards veganism now
explained significant variance. Thus, only studying participants with positive
attitudes towards science or the topic in question could produce unrealistically
positive effects (e.g., increases in trust in science). This could mean that, when
communicating science to the broad public, engaging in communicative strategies
like self-disclosure might backfire, especially among science-skeptical samples.
Second, how generalizable are the findings in this dissertation to other
scientific contexts? As argued in the Introduction chapter, science reception is
likely domain-specific (e.g., Buehl et al., 2002; Muis et al., 2006; Scheitle &
Guthrie, 2019). However, in this research program, the effects of self-disclosure in
science communication were only studied regarding specific domains (i.e., social
sciences, medicine, marine science) and in applied contexts. Additionally, the
present theoretical rationale builds on laypeople’s science stereotypes which might
differ depending on the scientific domain (see Study 5, Manuscript 1) and could,
thus, impact the influence of researchers’ self-disclosure on laypeople’s science
reception. This raises the question of whether it is possible to generalize the
present evidence to other fields of disciplines (e.g., humanities) or to the reception

of basic research (e.g., astrophysics). Further, we mostly used fictitious findings

172



from scientific contexts that were unlikely to be strongly polarizing among our
samples (except Manuscript 3). Additionally, considering the potential role of prior
knowledge and scientific literacy (e.g., Allum et al., 2008; Bauer et al., 2007;
Drummond & Fischhoff, 2017), it is unclear whether the findings presented here
would generalize to trust in more familiar and broadly discussed scientific
evidence (e.g., on climate change).
8.2 Conceptualization of trust in science

In this dissertation, | determine trust in science as laypeople’s person-
related perceptions of researchers’ epistemic trustworthiness and their content-
related perceptions of the credibility of scientific findings, and | further divide
these concepts into different facets. However, these conceptualizations as well as
their relation to each other are worthy of discussion. In the following, | reflect on
the present empirical insights into the concept of trust in science and derive

implications for future research and practice.

8.2.1 Conceptualization of researchers’ trustworthiness

In line with theoretical considerations by Hendriks and colleagues (2015,
2016), | defined researchers’ trustworthiness as consisting of expertise, integrity,
and benevolence. However, | further determined the facets of integrity and
benevolence as warmth-related facets of trustworthiness (collapsing them into the
factor “affective trustworthiness”) and expertise as the competence-related factor
of trustworthiness. While there are strong theoretical arguments for such a two-
dimensional perspective on researchers’ trustworthiness (e.g., Fiske & Dupree,
2014; McAllister, 1995; Morrow et al., 2004), here, the decision to use only two
dimensions of trustworthiness was predominantly data-driven and, thereby,

dependent on the measurement instrument. Across all studies, we used the
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Muenster Epistemic Trustworthiness Inventory (METI, Hendriks et al., 2015),
which was originally designed as a three-factorial instrument measuring expertise,
integrity, and benevolence. However, for data sets in all three manuscripts,
correlations as well as factorial analyses suggested a better fit of a two-factorial
solution with the factors expertise and affective trustworthiness (i.e., integrity +
benevolence). Of note, even in the original article introducing the METI (Hendriks
et al., 2015), integrity and benevolence are more closely linked to each other than
to expertise. One explanation for the deviation from its originally intended three-
faceted structure might be the lack of items referring to the theoretical core of
benevolence (e.g., benevolent, prosocial, other-oriented; cf., Hendriks et al., 2016);
thus, the instrument might be less content-valid for this facet.

Despite these shortcomings, | used the METI because of its consistently
high reliability, practical applicability and due to the lack of a better-validated
alternative. However, if the measurement of the benevolence facet is indeed
imprecise, this could pose a serious problem for the test of the theoretical rationale
proposed in this dissertation: Benevolence seems theoretically and empirically
most closely related to the warmth dimension of person perception. Therefore,
benevolence should be the most diagnostic target outcome when testing whether
researchers’ self-disclosure in science communication has the potential to
overcome laypeople’s views of researchers as rather cold and, thus, to increase
(affective) trustworthiness ascriptions. Therefore, the lack of effects or small effect
sizes detected in this research program might also be explained by inadequacies
of the measurement instrument.

Beyond, while it is in line with theoretical as well as empirical

considerations to conceptualize researchers’ trustworthiness with two broad facets
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of competence-related expertise and warmth-related affective trustworthiness, this
does not imply that the originally proposed conceptualization of trustworthiness as
three faceted (i.e., expertise, benevolence, and integrity) is void. For the present
research, building on assumptions based on the two-dimensional Stereotype
Content Model (Fiske et al., 2002; Fiske & Dupree, 2014), it was fitting to
conceptualize trustworthiness in a parallel, two-dimensional fashion. However,
theoretically and practically it might be useful to consider a more fine-grained
picture. For example, as outlined in the Introduction chapter, the German Science
Barometer 2021 clearly demonstrates that laypeople’s reasons to trust or distrust
science can be differentiated in regard to their perceptions of researchers’
integrity, benevolence, and expertise. Further, building on the present rationale,
interventions aimed at increasing trust in science could target perceptions of
researchers’ integrity (e.g., by making research routines more transparent) as well
as their benevolence (e.g., by outlining researchers’ prosocial intentions). Thus,
instead of discarding the idea of three facets of trustworthiness, it might be
necessary to refine measurement instruments to better capture the full

psychological construct.

8.2.2 Conceptualization of credibility

In the Introduction chapter, | pointed out that, despite a wealth of research,
there is still a lack of conceptual clarity regarding the structural aspects of
credibility. What does credibility — psychologically — entail? Is it just the
cognitive acceptance of a finding as “true” (cf., Appelman & Sundar, 2016) or are
behavioral aspects part of it as well (e.g., as implied by Rieh & Danielson, 2007,
and Wathen & Burkell, 2002)? An inclusive perspective on credibility (i.e.,

including cognitive as well as behavioral elements) considers that information
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which is perceived as “credible” is not only integrated into one’s cognitive
knowledge system but also informs one’s behavior. Thus, this captures a broader
picture of credibility. In the studies included in this dissertation, | used such an
inclusive definition of credibility with a cognitive as well as a behavioral facet.
However, comparing this approach to other research on the credibility of science,
this appears to be quite unusual. Commonly, credibility is measured only in regard
to its cognitive facets (e.g., “How accurate, believable and authentic is the
presented content?”, Appelman & Sundar, 2016). Behavioral elements are, if at all,
considered as downstream consequences of scientific credibility or of a broader
trust in science (e.g., adhering to COVID-19 protective measures; Dohle et al.,
2020; Pagliaro et al., 2021; Plohl & Musil, 2021). This is in line with psychological
models of behavior such as the Theory of Planned Behavior (Ajzen, 1985, 1991),
which considers behavioral intentions as a product of attitudes, norms, and
behavioral control / self-efficacy. Thus, behavioral intentions informed by scientific
findings are likely determined by more aspects than “just” their credibility. This
might call for a narrower definition of credibility as used here, namely, by
excluding behavioral intentions.

Findings in this dissertation also paint an ambivalent picture of the structure
of credibility: Across all three manuscripts, factor analyses do not come to
consistent conclusions whether the credibility items used in the respective studies
represent one or two factors. In particular, item loadings on two-factor-solutions
tended to be messy and not fully consistent with the assumed cognitive and
behavioral facets. Nevertheless, even if two factors emerged, these always
correlated highly. Thus, the measures of credibility applied in this research

program might — despite being theoretically derived and assumedly highly content
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valid (assuming a broad concept of credibility) — not be fully matured yet. Future
research should aim for a more in-depth analysis of these issues and develop
better-validated measures to capture the credibility of scientific findings.

While, as outlined above, there are arguments for using less inclusive
conceptualizations (and, thus, measures) of scientific credibility, there could also
be value in thinking about credibility in broader terms. One interesting idea to
capture an inclusive concept of credibility is to consider credibility as an attitude
towards scientific findings. Leaning on three-component models of attitude
structure (e.g. Breckler, 1984; Rosenberg & Hovland, 1960; Zanna & Rempel,
1988), one could define not only cognitive and conative (i.e., behavioral) aspects of
credibility but also affective elements (e.g., feelings towards the findings). This
approach might be particularly informative regarding influences of motivated
science reception: As information that contradicts one’s world view elicits feelings
of threat (e.g., Evans & Fetterman, 2027; Nauroth et al., 2015, 2017) which leads to
motivated reception (e.g., ascribing less credibility to findings) to attenuate that
threat, there are arguably affective processes involved in forming credibility
judgments. Therefore, a three-component concept of credibility might be able to
provide more specific insights into how laypeople form credibility judgments
regarding scientific evidence.

8.2.3 Relationship of trustworthiness and credibility

Beyond their individual structures, what can we learn about the relationship
of perceptions of researchers’ trustworthiness and credibility from this research
program? As outlined in the Introduction chapter, the two concepts summarized
under the umbrella of “trust in science” are likely, though not necessarily, closely

related. Here, their association is corroborated by correlations across all studies
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included in this dissertation: Both affective trustworthiness (i.e., integrity and
benevolence) and expertise correlated similarly strongly with credibility, but
specific correlations somewhat varied. For example, in Manuscript 1, we find
correlations between judgments of researchers’ expertise and acceptance of their
findings ranging from .30 to .62. This variability suggests that the size of the
relationship of trustworthiness and credibility (e.g., how much laypeople rely on
the source to judge message credibility) depends on other factors, as also pointed
out in the Introduction. The lowest correlation in Manuscript 1 was found in the
field study. As the scientific information was presented as part of an exhibition in a
reputable and famous science museum, the trustworthiness of the audio speaker
accompanying this exhibition was evidently less important for judging the
credibility of the presented science. Additionally, correlations were, on average,
larger in Manuscripts 2 and 3, where credibility was not ascribed to actual
research findings; rather, participants judged the anticipated credibility of future
findings. In these situations, first-hand credibility judgments of scientific findings
were not possible and necessarily relied more on the presently available
information: the impressions of researchers’ trustworthiness. Furthermore, it
should be noted that the statistical association of trustworthiness and credibility
might also be (partly) spurious as third variables (e.g., general epistemic beliefs)
might inflate the observed statistical correlation.

From a more practical standpoint, the strong association of trustworthiness
and credibility is encouraging (if it is not merely spurious) because it suggests
that, even though the effects of self-disclosure in science communication on
trustworthiness were not particularly powerful, researchers possibly do hold sway

over laypeople’s science reception to some degree. Researchers who present
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themselves in a way that increases perceptions of their trustworthiness (e.g., by
appearing more approachable, warm, similar) could, thereby, increase credibility
ascriptions of their scientific claims (assuming that this correlation represents, at
least in large parts, a causal effect of trustworthiness on credibility; cf., Siegrist,
1999; Terwel et al., 2009). Thus, optimistically, researchers appearing trustworthy
likely plays a key role for laypeople’s acceptance of science and their behavioral
intentions to act in line with scientific findings (e.g., getting vaccinated when
trustworthy researchers communicate its effectiveness). Going beyond that, the
speculation that third variables like general epistemic beliefs are a driving factor
for trust in science (i.e., contributing to potentially spurious correlations of
trustworthiness and credibility) also makes the case for the importance of not only
focusing on being trustworthy science communicators but also building a solid
basis of scientific knowledge and epistemic beliefs among the lay public. Note,
however, that this is speculative and was not tested in this dissertation. Still, next
to communication-oriented approaches to trust in science, learning-oriented
approaches should not be disregarded (cf., Bromme & Goldman, 2014). For
example, science education that improves scientific literacy is another important
pillar of laypeople’s willingness to adhere to scientific evidence.

Beyond the general relationship of trustworthiness and credibility, it is
interesting to analyze how their facets relate to each other: Which facet of
epistemic trustworthiness is more important for forming credibility judgments, or,
more specifically, for affecting cognitions and behavior (i.e., the cognitive and
behavioral facet of credibility)? Surveys like the Science Barometer seem to
suggest that expertise perceptions might be the most important driver for

laypeople’s overall trust in science (Wissenschaft im Dialog/Kantar, 2021);
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however, researchers’ expertise might just be what comes most readily to mind
when thinking about what makes science credible. Interestingly, laypeople seem to
react more intensely to cues indicating researchers’ lack of integrity or
benevolence than to cues indicating a lack of expertise, highlighting the relative
importance of these facets (e.g., Hendriks et al., 2015). This is in line with past
research demonstrating the primacy of warmth-related judgments over
competence-related judgments in evaluating distant others (e.g., Wojciszke &
Abele, 2008). However, other scholars reviewing the literature concluded that the
differential weights of the trustworthiness facets are unclear (Pornpitakpan, 2004).
In fact, in the present studies, expertise and affective trustworthiness (i.e., integrity
and benevolence) are very similarly related to overall credibility and its facets,
acceptance and behavioral intentions. Taken together, this suggests that all
epistemic trustworthiness facets are important for forming judgments about
scientific credibility and that there is no strong dominance of one facet over the

other(s).

8.3 Directions for future research

In the above, | outlined open questions, limitations, and issues regarding
the conceptualization of trust in science. All of this deserves more attention in
research on trust in science and science communication. In the following section, |
highlight further directions for future research that are inspired by, but go beyond,
the present research program, addressing very basic to more applied research
questions: differentiating trust and distrust, considering trust in and within

science, and the use of personalized narratives in science communication.
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8.3.1 Trust versus distrust

Do laypeople who report low trust in science distrust science and, vice
versa, is laypeople’s distrust towards science the same as low trust in science? One
might assume that lower scores on trust measures equal distrust, while higher
scores on the same equal trust. However, such conclusions might be invalid and,
thus, the present research program (and other research) should be interpreted
carefully in this regard. The assumption that trust and distrust are the opposites of
one dimension has been questioned repeatedly (e.g., Lewicki et al., 1998; Marsh &
Dibben, 2005; Saunders et al., 2014; Van De Walle & Six, 2014). In an influential
paper, Lewicki and colleagues (1998) argue that trust and distrust should not be
viewed as the ends of one continuum but as two separate, yet linked dimensions.
They draw parallels to research demonstrating that positive and negative valence
can coexist regarding a broad range of psychological conditions (e.g., love and
hate, expectations of benefit and harm) and propose a two-dimensional
perspective crossing high and low levels of trust and distrust in a fourfold
framework (Lewicki et al., 1998). For example, a combination of both high trust
and high distrust could mean that the trust/distrust-relationship is characterized by
confidence and hope as well as wariness and vigilance.

Considering such a view on trust and distrust in science raises many future
research questions (and questions past conclusions). For example, learning about
researchers’ disclosure of past mistakes might spark laypeople’s distrust, while not
decreasing (or even increasing) their trust: Laypeople might be more skeptical of
science and, thus, evaluate scientific findings more vigilantly — but they might still
be willing to trust evidence that seems solid after such scrutiny. This actually fits

very well with the notion that laypeople who report high trust in science do not
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necessarily “blindly” trust it (e.g., Hendriks et al., 2016; Origgi, 2004; Sperber et
al., 2010). Thus, trust and distrust in science might coexist. Moreover, the two
dimensions might lead to separate and differing reception processes (Mayo, 2015).
For example, | speculate that distrust is more relevant for sparking epistemic
vigilance, while trust is more relevant for credibility perceptions, as exemplified
above. There is much we do not know about the distinction of trust versus distrust
in general and, even less so, regarding (dis)trust in science. Theoretically and
practically, it seems very relevant to devote much more attention to this in future
research.

8.3.2 Trust in and trust within science

This dissertation focuses on laypeople’s trust in science. Their trust in
science is not only relevant for themselves (e.g., for basing decisions on reliable
information), but it is also crucial for scientists. Researchers rely on the public for
support of their research activities (e.g., public funding, freedom of research) and
feel motivated or even obligated to “give away” their science which requires a
trusting public that is willing to receive this knowledge (i.e., the third mission of
science; Contera, 2021; Lewis, 2021). However, trust in science does not
necessarily only refer to the trust relationship between science and the public.
Trust in science is also essential among scientists (i.e., trust within science; cf.,
Hendriks et al., 2016).

In recent years, there has been a notable shift of researchers’ focus turning
inwards to the processes, norms, and structures making up the system of
“science” (e.g., the “Open Science Movement” or “Credibility Revolution;” e.g.,
Munafo et al., 2017; Nosek et al., 2015; Vazire, 2018). In this context, trust among

scientists is of central relevance. For example, recently, we outlined how science
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entails many social dilemmas that can only be solved by researchers making
themselves vulnerable to other researchers (i.e., by trusting each other;
Altenmuller & Gollwitzer, 2022). Looking farther back, the concept of cognitive
labor division, and the need for trust it entails, has not only been considered for
the relationship of science and the public but has been prominently applied to the
functioning of science’s social structure (i.e., researchers’ collaboration; e.g.,
Kitcher, 1990; Muldoon, 2013): Cumulative science can only function effectively
when researchers trust in each other’s expertise. Thus, further investigating what
fuels or stifles researchers’ trust in other researchers will be an important research
focus, inter alia, accompanying the ongoing reform movement in (psychological)
science. Noteworthily, in this context, recent research has taken a special interest
in the effects of self-correction in science, extending findings from Manuscript 2 in
this dissertation (e.g., McDiarmid et al., 2021; Rohrer et al., 2021; Vazire &
Holcombe, 2021).

Moreover, the interplay between science stereotypes and trust in science or,
broader speaking, science reception is also important for the (future) social
composition of science. Research on science stereotypes is often related to
observations of lacking diversity in science; for example, in the context of
science’s gender-gap (i.e., overrepresentation of men in academia): Girls might be
motivated to aspire to STEM careers by reducing stereotypes about researchers
(e.g., Ferguson & Lezotte, 2020; Losh, 2010; Miller et al., 2018; Wyer et al., 2010).
There are likely parallels to research on expectations of cultural fit between the
self and an institution (e.g., perceived mismatch obstructing pursuit of higher
education; Kristof, 1996; Kristof-Brown et al., 2005; Manstead, 2018; Stephens et

al., 2019): Particularly those who perceive themselves as fitting to the expected
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culture of academia (e.g., by identifying as someone who prioritizes
competitiveness and competence over prosociality and warmth) might consider a
career in science. This would effectively perpetuate and consolidate the reception
of researchers as highly competent, yet only moderately warm (Fiske & Dupree,
2014; Imhoff, Koch, et al., 2018; Rosman & Merk, 2021) — within science as well as
in the eyes of the public. This might, then, not only obstruct public trust in science
but also trust among researchers (e.g., via researchers’ self-stereotyping;
Altenmuller & Gollwitzer, 2022). Communicating science in a warm and inclusive
fashion could not only strengthen the public’s trust in science but also trust among
researchers and, as one downstream consequence, spark interest in science
careers among a more diverse audience.
8.3.3 (Personalized) narratives in science communication

Lastly, this research program’s perspective on researchers’ self-disclosure
could be extended to the investigation of narratives in science communication.
While self-disclosure only refers to the revelation of some personal details,
narratives are characterized by a cohesive storyline detailing character(s) (e.g., a
personal perspective) but also causality and temporality of events (Dahlstrom,
2014). Engaging in self-disclosure can mean adding personal or even anecdotal
elements to science communication and, thus, showing similarities to narrative
communication. Instead of only presenting scientific evidence in a seemingly
objective way by focusing on purely scientific arguments, self-disclosure might
even facilitate the use of narrative elements: It could function as a “catalyst” for
narrative communication by providing personal examples of how the
communicated science “looks like” in everyday life. For example, a researcher

might tell a personal story of when they encountered a phenomenon they now
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study. Dahlstrom (2014) reviewed research on using narratives and storytelling to
communicate science. He points out that narrative elements are easier to
understand, more engaging, and more persuasive due to different processing of
narrative compared to “logical-scientific” communication. Further, he draws
parallels to news media’s successful use of “personification” when reporting about
societal issues (Dahlstrom, 2014), that is, focusing on a protagonist’s story to
exemplify a problem. Similarly, researchers’ self-disclosure adds personal
elements to the communication about scientific issues. Therefore, it might be
interesting to extend the scope of the presented research program from limited
self-disclosure elements to more cohesive narratives in science communication.
In health communication, which shares many commonalities with science
communication, the use of narratives has been a focus of research in recent years
(e.g., de Graaf et al., 2016; De Wit et al., 2008; Zebregs et al., 2015). For example,
it seems effective to display desirable health behavior embedded in an emotional
narrative from a first-person perspective (de Graaf et al., 2016). Interestingly, in a
meta-analysis, Zebregs and colleagues (2015) demonstrate differential effects of
evidence type (i.e., statistical vs. narrative) on beliefs and attitudes (comparable to
the cognitive facets of credibility) and intentions (comparable to the behavioral
facet of credibility): While statistical evidence (i.e., generalizable, quantitative
information based on large numbers of observations) was relatively stronger
related to beliefs and attitudes, narrative evidence (i.e., information based on a
cohesive story of one or more protagonists) was comparably stronger related to
behavioral intentions. The authors explain these effects by linking statistical
evidence to cognitive responses and narrative elements to affective responses

(Zebregs et al., 2015). In line with the theoretical rationale underlying the present
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research program, this suggests an interesting application potential of narratives
in science communication for countering laypeople’s stereotypical views of
scientists. The findings in this dissertation, however, do not support similar
differential relations of a stronger link between affective responses (i.e., affective
trustworthiness) and behavioral intentions as well as cognitive responses (i.e.,
expertise) and acceptance compared to vice versa combinations, as outlined
above.

Taken together, self-disclosure in science communication might only be one
step towards more effective science communication. Adding extended, coherent,
and personalized narratives to scientific arguments could improve science
communication even further. It might increase understanding, engagement, and
persuasiveness of scientific findings, while also strengthening affective pathways
of reception. However, there is uncertainty on what classifies as “narrative,” what
particular characteristics make narratives effective and why, and whether the use
of narratives in science communication is actually received positively among a
broad audience (Dahlstrom, 2014). Following insights of the present research
program, negative effects demonstrated for self-disclosing science communication
(e.g., decreases in researchers’ perceived expertise) could also apply to the
reception of narrative communication. Thus, it is unknown whether the positive
effects of cohesive, personalized narratives might outweigh their potentially
negative effects. In particular, there is hardly any research on how researchers’

use of narratives might affect laypeople’s trust in science.
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9 Conclusion

In her recent book, historian of science Naomi Oreskes (2021) asked “Why
trust science?” and made the case that not a specific “scientific” method but rather
the social characteristics of the scientific system (e.g., peer review, debate,
consensus) is what make science trustworthy. Likewise, this dissertation views
science as a social endeavor but focuses not on interactions within science but on
researchers’ interactions with the public. | drew on theory about stereotypes, trust
in science, and self-disclosure and applied it to the context of science
communication. In three manuscripts, | investigated how laypeople perceive
researchers’ disclosure of basic personal information, self-critical thoughts about
their own work, and personal involvement with their research topic. The findings
across eleven studies paint an ambivalent picture of the effects of researchers’ self-
disclosure in science communication on public trust in science. Basic self-
disclosure of illustrative personal information led to positive as well as negative
effects but is likely of little practical relevance. Researchers expressing scientific
self-criticism and intending to reform their work routines were received positively
among the public. Finally, laypeople instrumentalized researchers’ disclosure of
engaging in “me-search” for adapting their science reception in a motivated
manner to fit to their prior attitudes.

This dissertation contributes to research on self-disclosure and trust in
science. Regarding self-disclosure, the present findings set boundaries on the
wealth of literature suggesting positive effects on person perception and,
particularly, trustworthiness. Regarding trust in science, the findings demonstrate
the value of differentiating trust in science into researchers’ trustworthiness and

the credibility of scientific findings. Further, they inform theoretical considerations
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regarding the underlying structures of these concepts and their relation to each
other. Moreover, this research allows for interesting insights into how
individualized trust relates to generalized trust in science and it adds to literature
on motivated science reception.

Practically, this research program shows that self-disclosure on its own has
likely little value for building public trust in science via science communication.
Rather, it is important what exactly researchers reveal. First, researchers should
consider carefully what they want to disclose to which audience and what possible
costs might be. Then, there could be (small) benefits associated with disclosing
certain information that makes them appear more approachable, benevolent, and
integer; but, this information should also underline that they are “good” scientists,
for example, by expressing a self-corrective attitude towards science and by
highlighting their scientific integrity and other-oriented stance despite being
personally affected by their own research topic.

On a final note, this dissertation raises at least as many questions as it
answers. Thereby, it can be taken as an invitation to humbly reflect on our
knowledge about theory and practice of self-disclosure, science communication,
and trust in science. It should serve the purpose of sparking motivation to expand
research on these issues to improve our scientific and practical knowledge about
effective and trustful science communication. Fruitful directions for future
research might point towards intensifying basic research on trust (and distrust),
extending research on trust in science to trust within science, and studying the
application of narratives in science communication.

We might be engrossed by a worldwide pandemic right now, but this will

very likely not be the last or the biggest challenge the future holds for us. Science,
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politics, and society depend on trusting each other. As psychologists, we can do a
worthwhile part by studying, understanding, and explaining the basic and applied

psychology of trust in science.
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