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SUMMARY 

The advent of cellular reprogramming strategies has been one of the major breakthroughs in 

the field of biology, holding great promise for disease modelling and regenerative medicine. 

However, although the technique has celebrated numerous successes over the past decades, 

our fundamental understanding of its mechanisms remains remarkably limited. During my 

PhD, I have focused on unravelling and understanding some of these mechanisms, with the 

final aim of improving current reprogramming strategies. To this end, my work was 

divided into two complementary projects that each concentrated on a different aspect of 

reprogramming: the reprogramming transcription factor and the starter cell.  

In the first part, we compared different reprogramming factors in their ability to shut down the 

original cell identity and assessed to what extent their expression levels are of importance to 

conversion. Additionally, we pitted different reprogramming factors against each other to 

unravel whether hierarchies exist when reprogramming to more than one identity. These 

experiments revealed a general pattern where the erasure of the original identity as well as the 

establishment of a new identity was most efficient when performed within a single germ layer. 

In addition, a general threshold of reprogramming factor expression levels was found, with 

additional increases in reprogramming factor expression having little effect on conversion. 

Upon collision, the transcription factor rather than germ layer affiliation was decisive, possibly 

influenced by the availability of cofactors. Furthermore, insensitivity of these collisions to 

relative reprogramming factor expression levels revealed general determinism of cell states as a 

function of these expression levels, facilitating model‐based factor selection.  

In the second part, we assessed the influence of starter cell identity on direct neuronal 

conversion. Specifically, we concentrated on astrocyte to neuron conversion using astrocytes 

obtained from distinct brain regions. The use of such regionally heterogenous astrocytes 

revealed that the actions of the same reprogramming transcription factors are highly specific to 

the cellular environment. Moreover, the actions of reprogramming factors are shaped in such a 

way that they eventually steer towards developmentally and regionally appropriate neuronal 

subtypes.  

Taken together, these results provide several key insights into the mechanisms of 

reprogramming. Most importantly, they warrant a more holistic view of the reprogramming 

process where germ layer identity, reprogramming factor expression levels, starter cell identity 

and model‐aided factor selection should all be considered when designing and improving 

reprogramming paradigms.   

4



INTRODUCTION 

Establishment of cell identity 

Mammalian development is an intricate process that ultimately generates the vast range of 

different cell types that make up the adult body. For a long time, one of the major challenges in 

the field of biology has been to determine how this process is orchestrated, i.e., how a single 

fertilized egg generates this remarkable diversity. In 1957, the developmental biologist Conrad 

Waddington proposed a conceptual visualization of this process (Waddington, 1957). In his 

Epigenetic Landscape, Waddington depicted a differentiating cell as a marble rolling down a 

landscape of valleys and hills (Figure 1A). As the marble progresses downwards, the landscape 

bifurcates, representing distinct cell fate decisions (Figure 1A). Eventually, the marble comes to 

rest in one of the many valleys at the bottom of the landscape, corresponding to the acquisition 

of a terminally differentiated cell state (Figure 1A). Waddington considered this to be a 

unidirectional process, illustrated by the hills that separate the valleys from each other. 

Furthermore, he envisioned a network of pegs and strings shaping the landscape 

from underneath to guide these cell fate decisions, although he did not know their 

biological counterpart at this stage (Figure 1B).  

Figure 1: Waddington’s epigenetic landscape. A. Surface of the landscape depicting the development paths 

available to a marble that represents a differentiating cell B. The pegs and strings underlying the landscape shaping 

cell fate decisions. Adapted from Moris, Pina and Arias, 2016 with permission from Springer Nature (License No. 

5235400697582).  

Although highly simplified, this model turned out to be an effective way to depict some of the 

key concepts of cell identity establishment during development (Figure 2). At the top of the hill 

is the fertilized egg, or zygote, the totipotent cell that will generate all cells that make up the 

adult organism (Condic, 2014). As development commences (i.e., the marble starts to roll down 
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the hill) diversification of cell identity is achieved through the establishment of distinct gene 

expression patterns which drive discrete developmental trajectories, thereby representing the 

pegs and strings depicted by Waddington (Reviewed by Zernicka‐Goetz, Morris and Bruce, 

2009). Differences in gene expression patterns come about by the differential activity of 

transcription factors, a class of proteins that interacts with the DNA to initiate transcription. In 

turn, variation in transcription factor activity results from their capacity to integrate several 

extrinsic cues such as cellular location, polarity and orientation of the division plane. For 

example, the first bifurcation in the landscape, and thereby the first cell fate decision, occurs 

when distinct transcriptional programs between cells are established as a result of differences 

in cellular position within the embryo and set apart the pluripotent inner cell mass (ICM) from 

the trophectoderm (TE) (Figure 2)(Barlow, Owen and Graham, 1972; Johnson and Ziomek, 

1981; Pedersen, Wu and BaŁakier, 1986; Dyce et al., 1987; Fleming, 1987). Shortly thereafter, 

cellular interactions between cells within the ICM result in the second cell fate decision by 

establishing two different transcriptional programs that define the primitive endoderm (PE) 

and the epiblast (Epi)(Gardner, 1982; Chazaud et al., 2006; Plusa et al., 2008). In summary, the 

actions of transcription factors, translating cell extrinsic cues into cell intrinsic gene expression 

patterns, shape the landscape that gives rise to the lineages of the early embryo (Figure 2).  

Figure 2: Early mouse embryogenesis. Schematic overview of the initial stages of mouse embryonic development 

including the first (Inner cell mass and Trophectoderm) and second (Primitive endoderm and Epiblast) cell decision.  

In the next phase, the newly generated epiblast cells will give rise to three distinct populations 

of lineage biased progenitor cells that will each give rise to distinct tissues and organs (see 

below). The start of this process, commonly referred to as gastrulation, is marked by the 

appearance of the primitive streak, a visible groove in the layer of epiblast cells on one side of 

the embryo (Figure 3). Subsequently, epiblast cells start to detach from one another and 
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migrate towards the primitive streak where they ingress and form a new layer of cells: the 

endoderm (Lawson, Meneses and Pedersen, 1986; Lawson and Schoenwolf, 2003; Kimura et al., 

2006). In the next wave of migration, cells form a second layer in between the newly formed 

endoderm and the remaining epiblast cells, referred to as the mesoderm (Ferretti and 

Hadjantonakis, 2019). Finally, epiblast cells that fail to migrate through the primitive streak will 

form the last germ layer, the ectoderm (Lawson and Pedersen, 1992). Throughout this process, 

cellular location and timing of migration determine the unique combination of signaling cues a 

cell is exposed to, which is translated into distinct transcription factor expression patterns that 

drive cell fate decisions and result in the distinct identity of the three germ layers. However, 

although cells from each germ layer are biased towards a certain lineage, they are still 

multipotent, meaning that they will need to undergo several further lineage decisions to 

determine their final identity (Figure 1A). Below, we will briefly provide some examples of such 

lineage decisions for all three germ layers and highlight a few of the transcription factors 

involved.  

Figure 3: Mouse gastrulation. Schematic illustration of mouse gastrulation depicting the primitive 

streak (pink) where epiblast cells (blue) ingress to form the endoderm (yellow), mesoderm (orange) 

and ectoderm (blue). Adapted from Duelen and Sampaolesi, 2017 under the Creative Commons License 

v4.0.  

Endoderm 

Cells from the endoderm give rise to the gut as well as several other visceral organs including 

the lungs, pancreas, and liver. Remarkably, development of the liver requires only a small 

number of transcription factors that commit multipotent endoderm cells to liver progenitors: 

Forkhead box protein A (FoxA) 1 and 2 (Lee et al., 2005) as well as GATA‐binding proteins 

(Gata) 4 and 6 (Holtzinger and Evans, 2005; Zhao et al., 2005; Watt et al., 2007; Si‐Tayeb, 

Lemaigre and Duncan, 2010). Indeed, when both FoxA1 and FoxA2 are lacking, liver formation 
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is completely absent (Lee et al., 2005). However, FoxA factors only seem to be important for the 

initial specification of liver progenitors, as they are no longer required for subsequent 

differentiation stages (Li et al., 2009). Instead, a network of hepatocyte nuclear factors (Hnfs) 

drives further liver differentiation by establishing hepatic gene regulatory networks (Odom et 

al., 2004). In short, once liver progenitors are specified, the expression of One cut homeobox 1 

(Onecut1) induces the expression of Hnf1β, which establishes initial hepatic gene expression 

(Cereghini et al., 1992; Lazzaro et al., 1992; Clotman et al., 2002). Next, Hnf1β and Gata6 

together drive the expression of Hnf4α, one of the central regulators of hepatic transcriptional 

programs and key to the final maturation of liver cells (Kuo et al., 1992; Hatzis and Talianidis, 

2001; Watt, Garrison and Duncan, 2003; Briançon et al., 2004; Babeu and Boudreau, 2014; Lau 

et al., 2018).  

Mesoderm 

Mesoderm cells generate a plethora of different cell types that make up most of the adult body 

(Ferretti and Hadjantonakis, 2019). These include the cardiovascular system, lymphatic system 

as well as both smooth and skeletal muscle (Dudek, 2009). Among these derivates, the terminal 

differentiation of skeletal muscle has been particularly well defined. First, mesodermal stem 

cells in the embryo form a series of block‐like structures referred to as somites (Summerbell 

and Rigby, 1999; Pourquié, 2001; Pownall, Gustafsson and Emerson, 2002). From these somites, 

myogenic precursors expressing the transcription factors paired box protein (Pax) 3 and 7 

emerge (Jostes, Walther and Gruss, 1990; Goulding, Lumsden and Paquette, 1994; Hirsinger et 

al., 2001; Kiefer and Hauschka, 2001; Parker, Seale and Rudnicki, 2003). Within these precursor 

cells, the expression of Pax3 leads to induction of a panel of myogenic regulating factors (MRFs) 

including myogenic factor (Myf) 5 and 6, myogenic differentiation 1 (MyoD1) and myogenin 

(Myog), which collectively drive muscle differentiation (Parker, Seale and Rudnicki, 2003). 

Importantly, despite the fact that all MRFs belong to the same family of basic helix‐loop‐helix 

(bHLH) transcription factors, little redundancy exists between them (Hasty et al., 1993; 

Nabeshima et al., 1993; Braun and Arnold, 1995; Patapoutian et al., 1995; Zhang, Behringer and 

Olson, 1995; Kablar et al., 1999; Parker, Seale and Rudnicki, 2003). For example, the activation 

of either MyoD1 or Myf5 is both necessary and sufficient for initial myogenic specification 

(Braun et al., 1992; Rudnicki et al., 1992, 1993), as double knock‐out animals for these factors 

fail to develop skeletal muscle (Kablar et al., 1999). Myog, on the other hand, is essential for the 

differentiation and fusion of myoblasts into multinucleated myotubes, as null mice fail to 

develop adequate muscle fibers while myoblast numbers are unaltered (Hasty et al., 1993; 

Nabeshima et al., 1993). Finally, Myf6 controls terminal differentiation of skeletal muscle and is 
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involved in their maintenance (Braun and Arnold, 1995; Patapoutian et al., 1995; Zhang, 

Behringer and Olson, 1995).  

Ectoderm 

The ectoderm develops from epiblast cells that fail to migrate through the primitive streak. 

Once formed, it segregates into the neuroectoderm, which will give rise to the central and 

peripheral nervous system (CNS/PNS), and the non‐neural ectoderm, which will form the 

epidermis (Lawson and Pedersen, 1992; Lawson, 1999; Patthey and Gunhaga, 2014). The 

formation of the neuroectoderm is initiated when signaling cues from underlying mesoderm 

structures cause the ectoderm to thicken and form a structure referred to as the neural plate 

(Gilbert, 2000). Subsequently, the neural plate folds to form the neural tube which spans along 

most of the embryo’s rostral‐caudal axis (Gilbert, 2000). Once again, cellular location 

determines the unique combination of signaling cues progenitor cells are exposed to and the 

different gene expression programs that these impose divide the neural tube into different 

segments that will give rise to distinct structures within the CNS (Figure 4) (Cohen, Briscoe and 

Blassberg, 2013; Bier and de Robertis, 2015). Strikingly, the induction of the neural fate within 

these segments seems to be driven by a small group of transcription factors, often referred to as 

proneural genes (Bertrand, Castro and Guillemot, 2002; Baker and Brown, 2018). Proneural 

genes were initially discovered in Drosophila melanogaster, where their expression was found 

to be sufficient to specify neurogenic progenitor cells from unspecified ectoderm (Knust and 

Campos‐Ortega, 1989; Simpson, 1990; Cubas et al., 1991; García‐Bellido and de Celis, 2009; 

Baker and Brown, 2018). Furthermore, similarities in their sequences led to the identification of 

the shared bHLH domain, which gives these factors their DNA binding capability (Murre, McCaw 

and Baltimore, 1989). Homologs in vertebrates were found to have similar proneural capacity 

(Guillemot et al., 1993; Fode et al., 1998, 2000; Ma et al., 1998, 1999; Casarosa, Fode and 

Guillemot, 1999; Horton et al., 1999; Scardigli et al., 2001; Cau, Casarosa and Guillemot, 2002). 

In particular, Achaete‐scute homolog 1 (Ascl1) and Neurogenin 2 (Neurog2) were found to be 

exceptionally potent in inducing inhibitory and excitatory neuronal phenotypes respectively 

and are both necessary and sufficient to do so in large parts of the developing fetal brain and 

spinal cord (Casarosa, Fode and Guillemot, 1999; Horton et al., 1999; Fode et al., 2000; Gowan et 

al., 2001; Nieto et al., 2001). However, their expression is transient and becomes downregulated 

before progenitor cells commence differentiation (Ben‐Arie et al., 1996; Gradwohl, Fode and 

Guillemot, 1996; Ma, Kintner and Anderson, 1996). Hence, a different set of genes is required for 

further neuronal differentiation. Indeed, both Ascl1 and Neurog2 induce the expression of 

several members of the NeuroD family of bHLH factors, which guide the further neuronal 

differentiation into a variety of different neuronal subtypes (Lee et al., 1995; Ma, Kintner and 
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Anderson, 1996; Fode et al., 1998; Ma et al., 1998; Miyata, Maeda and Lee, 1999; Perron et al., 

1999; Farah et al., 2000; Huang et al., 2000; Liu et al., 2000; Schwab et al., 2000; Olson et al., 

2001; Cau, Casarosa and Guillemot, 2002).  

 

Figure 4: Neural tube segmentation. Diagram depicting the different segments of the neural tube that 

arise through the unique combination of patterning cues progenitor cells are exposed to along the 

rostral‐caudal axis of the neural tube,  

Taken together, the above examples of progenitor differentiation reveal a general pattern across 

germ layers, where a hierarchical cascade of transcription factors progressively drives 

differentiation into terminally differentiated cells (Jan and Jan, 1993; Weintraub, 1993; Lee, 

1997; Kintner, 2002; Parker, Seale and Rudnicki, 2003; Lee et al., 2005; Lau et al., 2018).  

Classification of cell types 

Historically, a large amount of effort has been put towards characterizing and categorizing the 

vast amount of different cell types generated during development. At present, however, no 

consensus of what comprises a cell type and how it should be curated is established, though 

many different viewpoints on this matter exist (Various Authors, 2017; Samantha A Morris, 

2019; Xia and Yanai, 2019). Nevertheless, a useful framework to guide discussion on cell types 

and their identity has recently been put forward, consisting of three pillars: 1) Phenotype and 

function 2) Lineage and 3) State (Figure 5) (Samantha A Morris, 2019).  
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Figure 5: The three pillars of cell identity. Depicted are the three pillars of cell identity according to (Samantha A. 

Morris, 2019). Cell phenotype and function describe the set of measurable characteristics of a cell while lineage 

describes its developmental origin. Cell state on the other hand refers to the future of the cell and needs to be 

distinguished for cell type. Adapted from (Samantha A. Morris, 2019) with permission from Development.  

Phenotype and function 

Cellular phenotype and function refer to the diverse range of measurable characteristics that 

allow a systematic classification of cell types. Phenotype can be described by a wide variety of 

different techniques, ranging from marker‐based imaging and flow‐cytometry methods to more 

unbiased technologies such as the profiling of the transcriptome, epigenome and proteome. In 

particular, recent technological advances in the field of single cell genomics have resulted in an 

unprecedented resolution and scale at which the transcriptome and epigenome of cells can be 

profiled (Svensson, Vento‐Tormo and Teichmann, 2018). Furthermore, one of the major 

shortcomings of these techniques, the loss of spatial information, has recently also been 

partially overcome with the advent of spatial transcriptomics (Ståhl et al., 2016; Rodriques et 

al., 2019; Vickovic et al., 2019; Stickels et al., 2020; Longo et al., 2021; Marx, 2021). As a result, 

we currently have access to an exceptionally well‐rounded toolbox to profile cellular 

phenotypes. Ultimately, however, the identity of a cell is best described by its function. In this 

regard, one of the major questions is to what extent molecular signatures derived by phenotypic 

methods correspond to functional cell types. Recently, several studies have started to address 

this question, by integrating the molecular characterization of cells with functional read outs 

(Gouwens et al., 2020; Callaway et al., 2021). These reports showed that there is a substantial 
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degree of correlation between molecular identities and cellular physiology, morphology and 

connectivity when applied to neuronal cells of the cerebral cortex (Gouwens et al., 2020; 

Callaway et al., 2021). This suggests that there is a strong molecular underpinning of cell 

identity, brought about by the developmental processes outlined above, which can be captured 

by single cell genomic methods at adult stages. In combination with the large scale at which 

these techniques can be performed, they represent an exceptionally powerful approach to 

establish a general framework for cell identity. They are, however, not perfect as the 

connectivity and activity of neurons was found to further refine their identity, an aspect poorly 

captured by single cell techniques. Taken together, these studies illustrate the necessity of 

collecting data at a large scale as well as integrating several modalities in order to reliably and 

thoroughly characterize and catalogue the fine‐grained differences between (neuronal) cell 

types.  

Lineage 

In order to fully understand a cell’s identity, it is important to understand its relation to other 

cells. For previously undescribed cell types, this might help infer some of the possible functions, 

while for more well‐known cell types it is a powerful yet simple way to put the cell in a more 

general context. For this purpose, lineage tracing, the identification and tracking of cellular 

offspring, has been widely used (Kretzschmar and Watt, 2012). Although historically heavily 

relying on imaging‐based methods, the advent of sequencing techniques has also made its mark 

here. Mainly, several different barcoding approaches have provided new ways in which cellular 

origin can be delineated (Raj et al., 2018; Wagner et al., 2018; McKenna and Gagnon, 2019; 

Bandler et al., 2021). Amongst other things, these studies have provided substantial evidence 

for convergence, i.e., clonally distinct progenitors giving rise to similar cell types (Cao et al., 

2019; Bandler et al., 2021), as well as divergence, i.e., clonally related cell diverging towards 

very distinct cell types (Sulston et al., 1983; Bandler et al., 2021). Hence, lineage tracing studies 

provide invaluable insight into how cell type diversity is established. Furthermore, the 

combination of lineage tracing with phenotypic data is expected to become an increasingly 

powerful approach due to the advent of spatial transcriptomic methods that can supplement 

lineage maps with spatial information (Samantha A Morris, 2019) 

State 

Finally, it is important to be able to distinguish cell identity from cell state. Cell identity can be 

thought of as a cell intrinsic property and is generally stably maintained by transcription factors 

(Holmberg and Perlmann, 2012; Samantha A. Morris, 2019). In neurons, for example, the same 

12



transcription factors that initiate terminal differentiation, so‐called terminal selectors, are also 

of vital importance for the maintenance of identity (Deneris and Hobert, 2014; Hobert and 

Kratsios, 2019). Cell state, on the other hand, is more fluid and cells can display a spectrum of 

different phenotypes (Samantha A. Morris, 2019). A prime example of this are T‐cells, which can 

adopt a range of different activation states while maintaining their intrinsic T‐cell identity 

(Zemmour et al., 2018). This raises the question how one can distinguish between cell state and 

cell identity. Although this might be feasible for known cell types, it becomes considerably more 

difficult for unknown cell types. A further complicating matter for using unbiased 

transcriptomic to resolve this, is that not all variations in transcripts are meaningful, as 

transcription is often stochastic leading to heterogeneity among cells that is not necessarily 

related to cell state (Femino et al., 1998; Costelloe et al., 1999; Hume, 2000). To address both 

issues, the latest developments in the spatial profiling of transcriptomes, as well as approaches 

integrating different modalities (i.e., RNA, protein, and chromatin openness) will play an 

important role by offering increased resolution (Ståhl et al., 2016; Rodriques et al., 2019; 

Vickovic et al., 2019; Zhu, Preissl and Ren, 2020). However, it is essential that such data is 

collected on a large scale to profile the entire range of variation in transcriptomic states in order 

to distinguish different cell states as well as detect potentially small populations of new cell 

types.  

Plasticity of cell identity 

Despite the ongoing efforts to document all cell types and their possible cell states, it was 

generally accepted that, once attained, cell identity was irreversible (Weismann, 1893). This 

idea, initially proposed by Weismann, was also incorporated by Conrad Waddington in his 

epigenetic landscape (Figure 1) (Weismann, 1893; Waddington, 1957).  

Somatic Nuclear Transfer 

Initial evidence to support the concept that differentiation is irreversible was provided by 

Robert Briggs and Thomas King (Briggs and King, 1952). In 1952, they established a technique 

known as nuclear transfer, where the nucleus of one cell is removed and replaced with the 

nucleus of another cell. Using this technique in their model system, the northern leopard frog 

(Rana pipiens), they demonstrated that normal tadpoles could be generated when transferring 

the nucleus of a blastomere (totipotent cell of the early embryo) to an enucleated egg (Briggs 

and King, 1952). However, when the same experiment was performed with a nucleus derived 

from cells of the gastrula stage, which is more lineage restricted, this was no longer possible 

(King and Briggs, 1955). Hence, this suggested that the potential of a nucleus to support 
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development decreases with differentiation, i.e., there is an ‘intrinsic restriction in potentiality 

for differentiation’ from the gastrula stage onwards (King and Briggs, 1955). However, shortly 

after these experiments were performed, John Gurdon and colleagues challenged this concept. 

Using a different species of frog, Xenoypus leavis, they demonstrated that the nucleus from a 

tadpole intestinal cell could drive development into fertile mature animals when it was 

implanted into enucleated oocytes (Gurdon, Elsdale and Fischberg, 1958; Gurdon and Uehlinger, 

1966). This seminal work thereby demonstrated that differentiation does not result in the loss 

of genomic information and somatic nuclei maintain the capacity to support the development of 

a functional organism. Despite this proof of concept in amphibians, the first successful attempt 

in mammals was only achieved three decades later and its low efficiency prompted the question 

whether perhaps a population of contaminating stem cells could be responsible (Campbell et al., 

1996; Wakayama et al., 1998, 1999; Gurdon and Byrne, 2003). To investigate this, adult B‐ and 

T‐cells were used as donor cells since they undergo substantial DNA rearrangements that can be 

detected in clones. Although mice could not be directly generated when transferring B‐ and T‐

cell nuclei into enucleated oocytes, generation of embryonic stem cells (ESCs) from nuclear 

transfer derived blastocysts and subsequent injection into tetraploid embryos gave rise to fully 

functional animals in which the genomic rearrangements could be detected (Hochedlinger and 

Jaenisch, 2002). Hence, somatic nuclear transfer experiments were among the first to 

definitively demonstrate that differentiated cells maintain the capacity to revert to a pluripotent 

state. 

Cell fusion 

Another important takeaway from somatic nuclear transfer was that certain factors present 

within the cellular environment of pluripotent cells seemed to be capable of driving this 

dedifferentiation. Leveraging this, several groups started to perform cell fusion experiments, 

generating a hybrid cell type with two intact nuclei, referred to as a heterokaryons (Blau and 

Blakely, 1999). These studies were mainly focused on fusing pluripotent mouse embryonic stem 

cells (ESCs) with human somatic cells as a means of generating human pluripotent cells 

(Pralong, Trounson and Verma, 2006; Malinowski and Fisher, 2016; Imai et al., 2020). Indeed, 

such experiments showed that transcription factors involved in the pluripotent gene regulatory 

network, such as Oct4 and Sox2, were induced in the resulting cell type (Pralong, Trounson and 

Verma, 2006; Malinowski and Fisher, 2016; Imai et al., 2020). This was considered an important 

breakthrough and provided a more practical approach for obtaining pluripotent human cells, 

circumventing the logistical and ethical concerns related to obtaining human oocytes for 

somatic nuclear transfer. Nevertheless, interest quickly faded when the first paper 

demonstrating the generation of human induced pluripotent stem cells (see below) was 
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published. Recently, however, interest has sparked once again as hematopoietic stem cells 

derived from the bone marrow were found to convert their fate by fusion with somatic cells in a 

wide array of different tissues, including the heart (Alvarez‐Dolado et al., 2003), CNS (Weimann 

et al., 2003; Johansson et al., 2008), and liver (Alvarez‐Dolado et al., 2003; Vassilopoulos, Wang 

and Russell, 2003; Wang et al., 2003). Moreover, it has become increasingly clear that such 

fusion events can contribute to the repair of damaged tissue (Spees et al., 2003; Rizvi et al., 

2006; Davies et al., 2009; Powell et al., 2011). However, as such cell fusion events are extremely 

rare, they are unlikely to have a meaningful impact and thus call for further research to 

determine whether the process can be stimulated to promote functional recovery of tissue 

damage.  

Reprogramming 

The fact that both somatic nuclear transfer and cell fusion were able to instruct pluripotency in 

somatic cells further strengthened the idea that specific factors that drive dedifferentiation 

must be present in pluripotent cells. Hence, this initiated the search for such factors and led to 

one of the most important biological discoveries of the 21st century. In 2006, Kazutoshi 

Takahashi and Shinya Yamanaka reported that the expression of 24 ESC‐derived genes could 

induce pluripotency when ectopically expressed in adult mouse somatic cells (Takahashi and 

Yamanaka, 2006). However, their most striking finding was that they identified a much smaller 

panel of four factors, Oct4, Sox2, Klf4 and c‐Myc (OKSM), that was sufficient to induce 

pluripotency (Takahashi and Yamanaka, 2006). Hence, the entire cellular gene regulatory 

network of a differentiated somatic cell could be remodeled to a pluripotent state by just four 

factors (Figure 6). Although initially shown in mouse cells, the same factors were also sufficient 

to reprogram human adult somatic cells to pluripotency (Park et al., 2007; Takahashi et al., 

2007; Yu et al., 2007). Since then, numerous studies have helped shed light on the mechanisms 

of this conversion (Takahashi and Yamanaka, 2006; Maherali et al., 2007; Mikkelsen et al., 2008; 

Sridharan et al., 2009; Spitz and Furlong, 2012; Heinz et al., 2015; Zunder et al., 2015; Chen et 

al., 2016; Chronis et al., 2017; Knaupp et al., 2017; Li et al., 2017; Nefzger et al., 2017; Schwarz et 

al., 2018; Francesconi et al., 2019; Guo et al., 2019; Schiebinger et al., 2019; Tran et al., 2019; Liu 

et al., 2020; Xing et al., 2020). In short, fibroblasts first undergo a transition towards a more 

epithelial state, from which only a small proportion of cells successfully reprogram to induced 

pluripotent stem cells (iPSCs), whereas the majority of cells do not proceed beyond this point or 

adopt alternative fates (Mikkelsen et al., 2008; Li et al., 2010; Samavarchi‐Tehrani et al., 2010; 

Hussein et al., 2014; Parenti et al., 2016; Schiebinger et al., 2019; Liu et al., 2020; Xing et al., 

2020). For cells that do reprogram, fibroblast identity is gradually repressed while the 

pluripotency program is activated following the stepwise activation of pluripotency 
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transcription factors and their downstream targets that establish the pluripotency gene 

regulatory network (Buganim et al., 2012; Chronis et al., 2017; Deng et al., 2021). 

Therapeutic potential of iPSCs 

The discovery of iPSCs provided researchers with an indefinite source of human pluripotent 

cells and offered tremendous potential for disease modelling and personalized medicine. 

Indeed, since their discovery more than 15 years ago, iPSCs have contributed to significant 

progress in these areas (Rowe and Daley, 2019). For example, better understanding of disease 

mechanisms using patient derived iPSCs has resulted in the repurposing of existing drugs for 

several diseases including Alzheimer’s disease, amyotrophic lateral sclerosis and spinal 

muscular atrophy (Bright et al., 2015, McNeish et al., 2015, Naryshkin et al., 2014, Wainger et al., 

2014). Furthermore, the first cell replacement therapies using human iPSC derived 

dopaminergic cells for the treatment of Parkinson’s disease have also recently begun, with 

additional efforts currently in the pipeline (Barker et al., 2017; Cyranoski, 2018; Schweitzer et 

al., 2020). However, many diseases are not cell autonomous in nature and are instead 

contributed to by multiple cell types. Acknowledging this, the field has shifted focus towards the 

generation and study of self‐organizing multicellular 3D tissue models that mimic organ 

function, collectively referred to as organoids (Lancaster et al., 2013; Quadrato et al., 2017; de 

Souza, 2018; Velasco et al., 2019; Kim, Koo and Knoblich, 2020). Remarkably, several labs have 

recently even reported the fusion and functional integration between different organoid 

structures to give rise to even more complex 3D structures called assembloids (Bagley et al., 

2017; Birey et al., 2017; Xiang et al., 2017; Cakir et al., 2019; Faustino Martins et al., 2020; Vogt, 

2021). For example, organoids with different regional brain identities have been fused together 

to form neural assembloids that facilitate the study of how connectivity is established during 

neuronal development (Bagley et al., 2017; Birey et al., 2017; Xiang et al., 2017). In addition, 

similar efforts on different organ systems have also been published recently (Kim et al., 2020; 

Rawlings et al., 2021). Overall, the continuous development of these techniques is expected to 

give rise to further complexity, increasing our ability to recapitulate human biology. However, 

despite these encouraging developments, several challenges surrounding the use of iPSCs for 

disease modelling and cell replacement strategies persist. One shortcoming, for instance, is the 

fact that iPSC generation resets the epigenetic state of the cell to a juvenile stage (Lapasset et al., 

2011; Horvath, 2013; Miller et al., 2013). This is particularly relevant for the modelling of 

neurodegenerative diseases, as the inability of neurons to divide makes them especially 

susceptible to aging and is thought to underlie the late onset of many neurodegenerative 

diseases (Hou et al., 2019; Azam et al., 2021). iPSC derived neurons, however, fail to capture this 

risk factor due to their immature phenotype (Mertens et al., 2015; Tang et al., 2017). Genetic 
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heterogeneity between different iPSC lines poses another challenge. Several studies have shown 

that there is substantial variation in the phenotype of differentiated cells due to background 

genetic variation (DeBoever, 2017; Kilpinen et al., 2017; Pashos et al., 2017; Warren, 2017). 

Such variations have a confounding effect on disease modelling and call for the use of isogenic 

controls, where the genetic abnormalities are corrected to create an otherwise identical 

genomic background. Though this might be possible for monogenic disorders, it is difficult to 

achieve for more complex polygenic diseases or diseases where the exact genetic component is 

currently unknown. Fortunately, alternative reprogramming methods that circumvent some of 

these issues have seen a similar degree of progress alongside that of iPSC‐based 

reprogramming. 

Transdifferentiation 

In particular, transdifferentiation, a method first described in the 1980s, has seen a tremendous 

amount of progress and offers several major advantages over iPSC reprogramming (Davis, 

Weintraub and Lassar, 1987). Like iPSCs, transdifferentiation (also known and hereafter 

referred to as direct reprogramming) relies on the forced overexpression of transcription 

factors to drive conversion. However, in contrast to iPSCs, it directly converts one cell type into 

the other without passing through a pluripotent stage (Figure 6)(Davis, Weintraub and Lassar, 

1987; Heins et al., 2002; Heinrich et al., 2010; Vierbuchen et al., 2010; di Tullio and Graf, 2012; 

Fishman et al., 2015; Treutlein et al., 2016). First of all, this substantially decreases the risk of 

tumor formation. Second, as there is no need to generate and expand pluripotent progenitors 

before (trans)differentiation, it is generally much faster as well. As such, studies have been able 

to include a far greater number of donors and thus have been able to better account for genetic 

heterogeneity. Third, direct reprogramming maintains the aging marks present in the starter 

cells (Mertens et al., 2015; Huh et al., 2016; Victor et al., 2018), a major benefit for the modelling 

of diseases with a late onset. Finally, the direct nature of the approach also offers a unique 

opportunity for in vivo repair strategies, as cells can be directly converted into the desired cell 

type within the tissue of interest, which impossible to achieve with iPSCs.  

Direct conversion was first observed by chance when a potential chemotherapeutic agent was 

found to convert fibroblast‐like cells into myoblasts (Constantinides, Jones and Gevers, 1977; 

Taylor and Jones, 1979). Further investigation through the screening of myogenic cDNA clones 

led to the discovery of the MyoD1 gene, which was found to be responsible for driving this 

conversion (Taylor and Jones, 1979; Davis, Weintraub and Lassar, 1987). However, technical 

difficulties as well as conceptual concerns initially slowed down the techniques’ further 

development. From the start of the 21st century however, several successive seminal findings 
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were made. First, it was shown that ectoderm derived glia could be converted into functional 

neurons (Heins et al., 2002). Next, two successive studies demonstrated that pre‐T cells and B‐

cells could be converted into macrophages (Xie et al., 2004; Laiosa et al., 2006). Shortly 

thereafter, pancreatic cells were also found to be reprogrammable into insulin secreting beta 

cells (Zhou et al., 2008). Notably, these initial experiments were limited to conversions between 

cell types with a similar germ layer identity, as this was conceptually considered most feasible 

(Hochedlinger and Plath, 2009). However, not much later, cross germ layer conversions were 

also demonstrated when skin derived fibroblasts were shown to be converted into neurons 

(Vierbuchen et al., 2010) as well as hepatocytes (Huang et al., 2011; Sekiya and Suzuki, 2011). 

Since then, the number of protocols for conversion within and across germ layers has been 

steadily increasing and many protocols are now available for a plethora of different starter cells 

derived from both mice and humans (reviewed by H. Wang et al., 2021).  

 

Figure 6: Waddington’s landscape revisited. Adaptation of the original Waddington’s landscape to 

incorporate the recent findings on reprogramming and transdifferentiation. Adapted from Takahashi 

and Yamanaka, 2006 with permission from Springer Nature (License No. 5235390867893).  

Reprogramming factors 

To identify transcription factors that have the potential to act as reprogramming factors, 

researchers have initially heavily relied on knowledge from embryonic development to narrow 

down possible candidates. For example, after the initial discovery of MyoD1 and its potential in 

both myogenesis and reprogramming, its counterpart Myf5 was discovered to have similar 

capabilities (Davis, Weintraub and Lassar, 1987; Dimicoli‐Salazar et al., 2011; Watanabe et al., 

2011; Chakraborty et al., 2014; Dall’Agnese et al., 2019). Furthermore, a comparison between 

the myogenic trajectories during embryogenesis and myogenic reprogramming revealed both 

processes are highly similar, although many cells diverge towards unproductive outcomes 

during reprogramming (Cacchiarelli et al., 2018). Knowledge from development was applied in 
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a similar way for the neurogenic lineage. Following the observation that the neurogenic factor 

Pax6 could convert astrocytes to neuronal cells, its known downstream target Neurog2 as well 

as its counterpart Ascl1 were also investigated and found to convert astrocytes into neurons 

even better (Heins et al., 2002; Berninger et al., 2007; Heinrich et al., 2010). In line with their 

developmental roles, these factors instructed very different programs in cerebral cortex derived 

astrocytes and ultimately established GABAergic and glutamatergic identities respectively 

(Berninger et al., 2007; Heinrich et al., 2010; Masserdotti et al., 2015). However, in contrast to 

MyoD1, both factors were also capable of converting more distantly related cells into neurons, 

namely fibroblasts and hepatocytes (Davis, Weintraub and Lassar, 1987; Weintraub et al., 1989; 

Vierbuchen et al., 2010; Marro et al., 2011; Chanda et al., 2014; Smith et al., 2016). Between the 

two factors, Ascl1 was found to be most potent in this regard, as it could convert fibroblast into 

neurons on its own (Vierbuchen et al., 2010; Marro et al., 2011; Chanda et al., 2014). Neurog2, 

on the other hand, was unable to convert fibroblast into neurons directly without the addition of 

neurogenic small molecules (Smith et al., 2016). Interestingly, although both factors instruct 

opposite neuronal identities during development and reprogramming, their joint expression 

resulted in increased reprogramming efficiencies in fibroblasts (Ladewig et al., 2012; Mertens et 

al., 2015).  

Another example of how studying development has served as the basis for the identification of 

reprogramming transcription factors is the identification of members from the FoxA and Hnf 

family by screening factors involved in liver development (Rombaut et al., 2021). FoxA2, 

together with the central regulator of liver differentiation Hnf4α (Watt, Garrison and Duncan, 

2003) was the first combination found to be capable of converting mouse fibroblasts into 

induced hepatocytes (Sekiya and Suzuki, 2011). Similarly, FoxA3 together with Gata4 and Hnf1α 

could achieve the same in a non‐proliferative background (Huang et al., 2011). Strikingly, Hnf1α 

on its own was also shown to be capable of achieving hepatic conversion, though it was aided by 

a considerable number of small molecules (Lim et al., 2016). Functionally, however, the 

generated cells in all protocols were found to substantially differ from primary hepatocytes and 

were unable to rescue liver function, as they were more similar to endoderm progenitors and 

showed the plasticity to be engrafted into other endoderm derivatives (Du et al., 2014; Morris et 

al., 2014; Pournasr, Asghari‐Vostikolaee and Baharvand, 2015; Lim et al., 2016; Orge et al., 

2020). Nevertheless, this revealed that, much like during development, FoxA factors are key to 

instructing a general competence for differentiation into the hepatic lineage, while relying on 

additional factors to drive proper maturation (Gualdi et al., 1996). The question remained, 

however, what bestows this shared capacity to drive fate transitions upon the different 

transcription factors discussed here.   
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Pioneer factors 

The answer to the abovementioned question was found to partially lie in their unique capacity 

to interact with DNA. To appreciate this, it is important to understand how structural 

differences in chromatin, the combined complex of DNA and proteins, can regulate gene 

expression. To fit within the nucleus, DNA is not freely distributed, but is instead wrapped 

around histones to form arrays of so‐called nucleosomes (Kornberg and Lorch, 1999). DNA 

facing these histones is inherently inaccessible due to steric hindrance and provides a first way 

of regulating gene expression (Luger et al., 1997). Furthermore, the array of nucleosomes can 

either condense, resulting in tightly packed chromatin that is inaccessible for transcription, or 

adopt a looser conformation, reminiscent of beads on a string (Schalch et al., 2005). The latter is 

referred to as euchromatin and is generally considered as open, i.e., accessible for transcription 

(Huisinga Brent Brower‐Toland Sarah C R Elgin, 2006). Hence, regulation of chromatin 

condensation represents a powerful mechanism via which gene expression states can be 

stabilized. In the context of cell identity, gene expression of alternative cell fates is often 

silenced through chromatin condensation. However, among the above‐mentioned transcription 

factors, Ascl1, Neurog2, MyoD1, FoxA2, Sox2 and Oct4, belong to a group of pioneer 

transcription factors with the unique ability to engage their target sites in closed or unmarked 

chromatin (Iwafuchi‐Doi and Zaret, 2014; Morris, 2016; Zaret and Mango, 2016) (Figure 7A). 

Following their binding, they can increase the accessibility of chromatin to other transcription 

factors as well as various other factors that influence chromatin condensation status (Figure 

7B), generally resulting in chromatin opening and cooperative binding to drive transcription 

(Figure 7C)(Zaret, 2020). However, despite the fact that they are grouped under the same 

name, pioneer factors display very different mechanisms to achieve their outcome, as structural 

differences between factors influence the nature of their interaction with the DNA (Mayran and 

Drouin, 2018). As a result, it has been suggested that some factors achieve similar binding of 

their targets across cell types, while others show impaired binding when target sites are 

enriched with repressive chromatin marks (Soufi, Donahue and Zaret, 2012; Wapinski et al., 

2017; Q. Y. Lee et al., 2020). For this reason, the term ‘on‐target’ pioneer factor was conceived to 

refer to the former class of pioneer factors. However, strong evidence to support this claim is 

currently lacking and a systematic comparison of the binding behavior of pioneer factors under 

different cellular circumstances has not been performed so far.  
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Figure 7: Pioneer factor function. Schematic overview of how pioneer factors scan nucleosomes (a) 

displace linker histones to expose the DNA (b) and facilitate cooperative binding to allow transcription 

(c). Adapted from Zaret, 2020 with permission from Annual Review (License No. 1181464‐1).  

Starter cells in reprogramming 

The pioneer activity of these factors thus provided a mechanistic explanation for the 

widespread applicability and potency of the same factors across different starter cells. Indeed, 

the current diversity of cell types that can be generated through reprogramming and the large 

amount of different starter cells that can be used to achieve this, suggests that any cell might be 

converted into any other cell type given the right combination of factors (Xu, Du and Deng, 

2015; Morris, 2016; Wang et al., 2021). Nevertheless, two main cell types have been of 

particular value to the field of reprogramming: skin derived fibroblasts and astrocytes (Xu, Du 

and Deng, 2015).  

Dermal fibroblasts 

Fibroblasts are mesoderm derived mesenchymal cells that secrete extra cellular matrix 

components and collagens to support organ function (Plikus et al., 2021). Although they can be 

found in several organs, such as the skin, heart and lungs, skin derived fibroblasts have been the 

preferred starter cell for many reprogramming paradigms due to the relative ease with which 

they can be acquired and cultured from both mice and humans (Durkin et al., 2013; Kisiel and 

Klar, 2019). This makes them particularly useful for disease modelling, as patient derived cells 

can be easily acquired through skin biopsies. Furthermore, they have been proven to be a 

versatile starter cell that can be reprogrammed into a large variety of different cell types 

(Morris, 2016; Wang et al., 2021). Exceptionally valuable, however, has been the advent of 

direct fibroblast to induced neuron (iN) reprogramming in human cells (Vierbuchen et al., 2010; 

Pang et al., 2011; U. Pfisterer et al., 2011; Treutlein et al., 2016). First of all, because in vivo 
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mouse models are limited in their ability to recapitulate the intricate phenotypes of human 

neurological diseases (Ransohoff, 2018). Second of all, because the availability of human post‐

mortem brain tissue is severely limited and does not allow for any functional studies to be 

performed. In addition, donor derived iNs were shown to maintain hallmarks of transcriptomic, 

epigenetic and metabolic aging, in contrast to their iPSC derived counterparts (Mertens et al., 

2015; Huh et al., 2016; Tang et al., 2017; Kim et al., 2018; Victor et al., 2018). As such, they were 

deemed to be the most suitable cell type for the modelling of human neurodegenerative disease, 

for which age is the main risk factor. Indeed, modelling several human neurological diseases 

using iNs recapitulated several important aspects of the disease phenotype, whereas their 

rejuvenated iPSC counterparts did not (Tang et al., 2017; Victor et al., 2018). As a result, the 

development of iN based models has substantially increased our understanding of the 

mechanisms underlying several neurological diseases (Liu et al., 2014; Liu, Zang and Zhang, 

2016; Kim et al., 2017; Zhang et al., 2017; Pircs et al., 2018, 2021; J. E. Lee et al., 2020; Brattås et 

al., 2021). More importantly, it is expected that the use of such models will substantially aid the 

development of therapeutic strategies in the future. Taken together, the relative ease with 

which they can be isolated as well as their tremendous versatility in reprogramming have made 

fibroblasts an invaluable cell type for expanding our knowledge on (human) cell function in 

health and disease.  

Astrocytes 

In contrast to fibroblasts, interest in astrocytes has mostly been driven by their potential for 

tissue repair. One of the reasons for this is their widespread localization and abundance within 

the CNS, making them an ideal in loco source to replace lost neurons. Another important 

consideration is that astrocytes and neurons share a common ancestor, possibly facilitating 

neuronal conversion. This common ancestor, the radial glia cells, derive from neuroepithelial 

cells lining the neural tube and are transiently found in most brain regions (Kriegstein and Götz, 

2003; Anthony et al., 2004). During the early stages of neuronal development, radial glia 

predominantly give rise to neuronal progeny (Miller and Gauthier, 2007; Rowitch and 

Kriegstein, 2010). However, as development progresses, a subset of radial glia undergoes an 

extensive genetic switch that marks the advent of gliogenesis, a process that extends into 

postnatal stages and sequentially gives rise to astrocytes and oligodendrocytes (Miller and 

Gauthier, 2007; Molofsky and Deneen, 2015). Once formed, astrocytes further divide locally to 

expand their numbers (Ge et al., 2012). Consequently, astrocytes are an abundant cell type 

found scattered throughout the entire CNS where their highly ramified morphologies allow 

them to establish contact with other glial cells, blood vessels and synapses (Bushong et al., 

2002; Halassa et al., 2007). Of all the contacts they establish, their contact with synapses is 
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considered exceptionally important, as astrocytes not only provide neurotransmitter, ion and 

general volume homeostasis but also isolate individual synapses from each other to ensure the 

fidelity of synaptic transmission (Verkhratsky and Nedergaard, 2014, 2018). In addition, they 

provide neurons with energy metabolites such as glucose and lactate as well as trophic support 

(Gomes, Paulin and Neto, 1999; Qu et al., 2000; Rouach et al., 2008; Figley and Stroman, 2011; 

Dezonne et al., 2013; Sotelo‐Hitschfeld et al., 2015). Furthermore, astrocytes can also actively 

modulate neuronal activity through the secretion of gliotransmitters into the synaptic cleft. As 

such, astrocytes, are considered so inherent to the function of synapses that, together with the 

pre‐ and post‐synaptic neuronal membrane, they are often referred to as a single functional unit 

called the tripartite synapse or synaptic cradle (Araque et al., 1999; Verkhratsky and 

Nedergaard, 2014). Astrocytes, however, do not only facilitate neuronal communication, but 

also directly communicate with one another over long distances through the propagation of 

calcium waves via gap‐junctions (Kanemaru et al 2014, De Bock et al 2014, Scemes and Giaume 

2006). Although the exact physiological roles of these waves are not fully understood, there are 

indications that they can influence both neuronal physiology and behavior (Chai et al 2017, Yu 

et al 2018). Furthermore, astrocytes to a large extent also control general homeostasis in the 

brain by regulating ion, water and pH levels while their contact with the vasculature strongly 

contributes to the maintenance of the blood brain barrier (Rothstein et al., 1994, 1996; Volterra 

and Meldolesi, 2005; Siqueira et al., 2018). In summary, astrocytes fulfill several different 

functions, highly dependent on the cells they are in contact with, making them an essential cell 

for proper brain functioning (Barres, 2008; Allen and Barres, 2009; Eroglu and Barres, 2010; 

Khakh and Sofroniew, 2015; Allen and Eroglu, 2017; Allen and Lyons, 2018; Khakh, 2019; 

Khakh and Deneen, 2019; Santello, Toni and Volterra, 2019).  

However, in addition to their roles in the healthy brain, astrocytes also play a central role in the 

response to CNS injury. This behavior of astrocytes was first reported in the late 19th century, 

when several neuroanatomists first noted that astrocytes undergo pronounced structural 

changes in response to damage within the CNS. They referred to this phenomenon as 

astrogliosis, a term that is currently still widely used (Eddleston and Mucke, 1993; Sofroniew, 

2009, 2015; Sofroniew and Vinters, 2010; Clarke et al., 2021). However, usage of a single term 

falsely suggests that astrogliosis is a single phenotype that is the same under all conditions. 

Instead, it comprises a wide spectrum of changes that can range from mild reversible changes in 

gene expression and cellular hypertrophy to cell proliferation and permanent changes in tissue 

arrangement (Figure 8) (Sofroniew, 2009). Another topic of common debate is whether 

astrogliosis is beneficial or detrimental to functional recovery. At its core, astrogliosis is a 

beneficial process that is aimed at promoting wound healing and protecting the tissue from 
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further damage (Sofroniew, 2009, 2015). However, it can be harmful under certain conditions. 

One example is the formation of a glial scar, which results from severe astrogliosis and not only 

has a strong negative effect on the outgrowth of new axons but also causes permanent tissue 

rearrangements that are generally detrimental to recovery (Figure 8) (Silver and Miller, 2004). 

For this reason, it has been suggested that inhibiting astrogliosis might be beneficial to recovery 

and could be considered as a potential target for therapeutic strategies. However, this notion 

relies on the assumption that astrogliosis and scar formation are detrimental by definition, 

something that has been contested by many studies showing that lack of scar formation results 

in even poorer outcomes (Nawashiro et al., 1998; Bush et al., 1999; Faulkner et al., 2004; Myer 

et al., 2006; Drögemüller et al., 2008; Herrmann et al., 2008; Li et al., 2008; Voskuhl et al., 2009; 

Haroon et al., 2011; Macauley, Pekny and Sands, 2011; Wanner et al., 2013). Therefore, any 

therapeutic strategies should be aimed at attenuating only some aspects of astrogliosis, such as 

excessive scar formation, while leaving most other aspects untouched. In this regard, in vivo 

direct neuronal reprogramming of (reactive) astrocytes might prove to be one piece of the 

puzzle, as it could deplete astrocytes at the site of injury, possibly reducing the scale of glial scar 

formation, while at the same time promoting functional recovery through the generation of new 

neurons. 

 

Figure 8: Astrogliosis. Schematic depiction of the astrogliosis spectrum from mild (left) to severe (right) and glial 

scar formation (far right). Adapted from (Sofroniew, 2015) with permission from Cold Spring Harbor Laboratory  

Press. 
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Astrocyte heterogeneity 

As mentioned above, patterning of embryonic progenitors is a common mechanism via which 

cellular diversity is generated in different organs, including the CNS (Figure 4)(Jessell, 2000; 

Cohen, Briscoe and Blassberg, 2013; Bier and de Robertis, 2015). In addition, differentiation is 

often further refined by the interactions with neighboring cells to ultimately shape the final cell 

identity. Although these conserved principles have been well described for neurons (Jessell, 

2000), whether or not they play a role in the diversification of astrocytes populations has 

historically received far less attention. Recently, however, research on astrocyte heterogeneity 

has gained momentum and an increasing number of studies have started to shed more light on 

this matter. For example, mutually exclusive expression of patterning transcription factors in 

progenitor populations was found to give rise to molecularly distinct subpopulations of 

astrocytes (Hochstim et al., 2008; Tsai et al., 2012). In addition, neuron derived signaling cues 

were demonstrated to also regulate astrocyte form and function (Stogsdill et al 2017, Farmer et 

al 2016). Given the regionalization of the brain and the different neuronal subtypes that exist 

within these regions, it was postulated that astrocytes may therefore display regional 

specialization. Indeed, astrocytes from different regions were shown to display extensive 

molecular heterogeneity and were found to preferentially support neuron function when 

derived from the same brain region (Morel, Ming Sum R Chiang, et al., 2017). Furthermore, 

studies revealing different membrane properties, calcium signaling dynamics, ion balance and 

morphology as well as differences in the ability to connect to synapses and support neuronal 

maturation further highlighted the diversity in astrocyte function between regions (Chai et al., 

2017; Morel, Ming Sum R. Chiang, et al., 2017; Lanjakornsiripan et al., 2018). Interestingly, these 

regional differences seem to be rather stable, as they were also found in aging astrocytes 

(Boisvert et al., 2018; Clarke et al., 2018). In addition, recent studies have begun to dissect the 

heterogeneity of astrocytes within brain regions. One pioneer study isolated astrocytes from 

different brain regions and identified not only distinct molecular signatures in astrocytes 

between the regions but also identified subpopulations of astrocytes that were present in all 

regions (John Lin et al., 2017). In other words, they found evidence for both inter‐ and intra‐

regional differences between astrocytes. More recent work has confirmed these inter‐regional 

and even layer‐specific morphological and molecular differences between astrocytes 

(Lanjakornsiripan et al., 2018; Batiuk et al., 2020; Bayraktar et al., 2020; Ohlig et al., 2021). 

Taken together, this reinforces the idea that astrocytes are prime candidates for neuronal 

replacement strategies as they might generate regionally appropriate neuronal subtypes that 

facilitate integration into existing circuits and thereby promote functional recovery.  
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Astrocyte to neuron conversion 

Towards realizing the potential of astrocytes to replace lost neurons, astrocyte to neuron 

conversion first needed to be established. To this end, the first demonstration of astrocyte to 

neuron conversion was the neuronal conversion of postnatal cortical astrocytes upon the re‐

expression of the transcription factor Pax6, one of the key regulators of neurogenesis (Bishop, 

Goudreau and O’Leary, 2000; Heins et al., 2002; Sansom et al., 2009). As already briefly 

mentioned above, its downstream target Neurog2 was also found to be capable of achieving this 

and, strikingly, was substantially more efficient in doing so (Berninger et al., 2007; Heinrich et 

al., 2010). Similarly, its ventral forebrain counterpart Ascl1 was also found to convert astrocytes 

into neurons, generating cells with neuronal morphology and capable of firing action potentials 

(Berninger et al., 2007; Heinrich et al., 2010). These studies were the first to demonstrate the 

extraordinary ability of these factors to impose the neural fate in somatic cells and thereby 

paved the way for their application in different starter cells (see above). More important for the 

field of regenerative medicine, however, was that Neurog2 and Ascl1 generated glutamatergic 

and GABAergic neurons respectively, in accordance with the neuronal subtypes they specify in 

the cortex during development (Bertrand, Castro and Guillemot, 2002; Berninger et al., 2007; 

Heinrich et al., 2010; Masserdotti et al., 2015; Hu et al., 2019). This raised the question whether 

both factors might instruct the same program irrespective of regional identity or whether their 

behavior would be shaped by the starter cell to generate region specific neuronal subtypes. To 

test this, several studies have compared reprogramming of astrocytes derived from different 

regions of the CNS and have provided evidence to support the generation of regionally correct 

neuronal subtypes (Chouchane et al., 2017; Hu et al., 2019; Herrero‐Navarro et al., 2021; Rao et 

al., 2021). For example, the regional identity of generated neurons could be manipulated 

through altering the ‘regional‐code’ of the astrocytes (Herrero‐Navarro et al., 2021). Moreover, 

the maintenance of regional identity upon conversion seems to hold even when applied directly 

in tissue, as the conversion of astrocytes into region and even layer specific astrocytes in vivo 

has recently been reported (Mattugini et al., 2019). However, although promising, the 

mechanisms via which regional astrocyte identity shapes the actions of reprogramming factors 

in regional astrocytes remains unknown. Nevertheless, the field of direct neuronal 

reprogramming has made tremendous progress over the past decades and is gradually getting 

closer to a stage where clinical trials might become feasible.   
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AIMS OF STUDY 

The advent of reprogramming has been one of the major recent breakthroughs in the field of 

biology. However, the general principles underlying reprogramming, as well how starter cells 

influence it, are only partially understood. During my Ph.D. work, I focused on addressing some 

of the outstanding questions relating to this topic, namely: How is cell fate erased and re‐

established during the conversion process? How do different reprogramming factors achieve 

this in the very same starter cell? And conversely, how does the cell of origin influence direct 

neuronal reprogramming and the neuronal subtypes generated? I addressed these questions in 

two different but complementary projects. 

In the first project, we set out to reveal the general overarching principles of reprogramming by 

starting from a single starter cell, primary cultures of mouse embryonic fibroblasts, using 

several different reprogramming factors. To this end, we first aimed to establish a novel single 

cell RNA‐sequencing tool via which we could assess the early transcriptomic changes induced 

by different reprogramming factors under identical conditions. Upon establishment of this tool, 

our next aims were to determine: i) Whether different reprogramming factors utilize similar 

mechanisms for the removal of starter cell identity, ii) To what extent reprogramming factor 

levels influence the conversion process and iii) How cells resolve cell identity conflicts when 

more than one fate is imposed upon the cell at the same time.  

In the second project we aimed to take the opposite approach, seeking to compare the actions of 

the same reprogramming factors in two different populations of starter cells. To this end, we 

first aimed to establish a highly enriched primary culture of astrocytes from the spinal cord. 

Once established, we intended to reprogram these cultures with Ascl1 and Neurog2 and 

characterize both the early events as well as the final outcome of reprogramming at the 

molecular level (electrophysiology and transcriptomics). Finally, we planned to compare this 

data with previously published data from the lab (Masserdotti et al., 2015) where a similar 

analysis was performed on cortical‐derived astrocytes. This would allow us to determine 

whether cortical and spinal cord astrocytes maintain their developmental patterning signature 

in vitro as well as if the same reprogramming factors instruct different programs when 

expressed in cortical and spinal cord astrocytes. As such, this would shed more light on the 

importance of the starter cell in shaping the reprogramming potential of transcription factors. 

In summary, during my Ph.D. I aimed to investigate the mechanisms involved in fate conversion 

and thereby gain insights that could contribute to improving current direct reprogramming 

strategies.
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Summary 

Despite the therapeutic promise of direct reprogramming, a general concept on how cells resolve 

the cell identity conflicts underlying fate conversion is lacking. It is particularly unclear as to whether 

the erasure of original identities follows similar principles, whether reprogramming factor expression 

levels influence the outcome, and how reprogramming factors disturb each other’s transcriptional 

program. To tackle these fundamental questions, we established a single-cell protocol for the 

simultaneous initiation and analysis of multiple cell fate conversion events based on combinatorial 

and traceable reprogramming factor expression (Collide-seq). Collide-seq revealed the lack of a 

common mechanism through which loss of fibroblast specific gene expression is triggered by 

different reprogramming factors. Moreover, the transcriptome of converting cells dramatically 

changed only when a critical level of each factor was attained, with higher or lower levels not 

contributing to major changes. By simultaneously inducing multiple competing reprogramming 

factors, Collide-seq revealed a deterministic system in which titration of fates against each other 

yields dominant or colliding fate pairs e.g., containing elements of both programs. By investigating 

one collision in detail, we find that reprogramming factors can disturb cell identity programs 

independent of their ability to bind their target genes. Taken together, Collide-seq has shed light on 

several fundamental principles of fate conversion that provide new insight and may aid further 

improving current reprogramming paradigms.  
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Introduction 

Mammalian development, through a complex set of intrinsic and extrinsic signals, leads to a plethora 

of functionally distinct cell types characterized by gene regulatory networks that are stable under 

physiological conditions (Figure 1A) (Vickaryous and Hall, 2006; Enver et al., 2009). Surprisingly, 

forced expression of key fate determining transcription factors is not only sufficient to perturb these 

networks, but also to successfully convert one cell type into the other, a process referred to as 

transdifferentiation or direct reprogramming (Iwafuchi-Doi and Zaret, 2014; Morris, 2016). Direct 

reprogramming was first described when fibroblasts were transdifferentiated into contracting 

muscle cells (Davis, Weintraub and Lassar, 1987; Weintraub et al., 1989) and was soon extended to 

other paradigms, including direct reprogramming of ectoderm-derived glia into neurons (Heins et al., 

2002). Since then, reprogramming has been established for many cell types and even across germ 

layers, such as conversion of fibroblasts into neurons, hepatocytes and, most strikingly, induced 

pluripotent stem cells (Takahashi and Yamanaka, 2006; Vierbuchen et al., 2010; Huang et al., 2011a).  

 

The current wealth of different reprogramming paradigms suggests that virtually any cell might be 

converted into any other cell type. However, despite the variety of available reprogramming 

paradigms and efforts to investigate the underlying molecular mechanisms (Buganim et al., 2012; 

Chronis et al., 2017; Fu et al., 2018; Dall’Agnese et al., 2019; Velychko et al., 2019; Cates et al., 2021; 

Kempf et al., 2021; Yagi et al., 2021) several simple, yet fundamental, questions remain unanswered, 

which likely limits our abilities to implement its full potential. For example, it is currently unclear 

whether different fate conversions share similar principles i.e., whether a general mechanism for 

starter cell identity loss exists. Also, it is unclear how much the expression levels of reprogramming 

factors influence both loss and gain of cell identity during reprogramming. Finally, another widely 

overlooked aspect of cell fate conversion is that it always entails a cell identity conflict. We know, 

however, very little about to what extent cells can resolve these and in which way they might fail. A 

major obstacle to address these questions from publicly available data is the use of optimized 

medium conditions during different reprogramming protocols, imposing a bias on gene expression 

(Chen et al., 2014; Kim et al., 2015; Kleijkers et al., 2015; Ledur et al., 2017). Hence, no direct 

comparisons of the impact various fate-instructing reprogramming factors have on starting cell 

identity have been performed to date. As a result, the question whether cells from the same germ 

layer are more readily converted into another as compared to conversion across germ layers also 

remains unanswered. Similarly, addressing whether expression levels of reprogramming factors are 

significant for converting the cellular transcriptome has been hindered by the predominant use of 

viral reprogramming vectors, which fail to be captured and quantified by single cell analysis. 
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Consequently, it remains unclear whether transcriptomic changes scale with reprogramming factor 

expression levels and, as a result, fate conversion occurs in a gradual manner; or whether instead a 

critical threshold exists. This might be particularly relevant for members of larger transcription factor 

families, such as basic helix loop helix (bHLH) proteins, which share low affinity sites and 

consequently are subject to binding site competition (Long, Prescott and Wysocka, 2016). Finally, 

although combinations of complementary factors have been used to obtain cell types of interest 

(Takahashi and Yamanaka, 2006; Vierbuchen et al., 2010; Huang et al., 2011b; Sekiya and Suzuki, 

2011) it is unclear how cells would respond to conflicting fates being imposed on the cell at the same 

time.  

 

To explore cell identity hierarchies and mechanisms of fate collision, we developed Collide-seq. This 

implements novel experimental approaches and analysis tools (fate titration) to quantify 

reprogramming factor levels and investigate, on the single cell level, how fibroblasts convert into 

lineages of different germ layers and how cell identity conflicts are resolved.  
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Results 

A multiplexed strategy for the comparison and collision of cell fate conversions 
To compare cell fate conversions and analyze the effect of their collisions, we established Collide-

seq: a single cell protocol based on detectable and combinatorial reprogramming factor expression 

(Figure 1B-C). First, we selected a diverse panel of reprogramming factors: Ascl1, MyoD1, FoxA2, 

Sox2 and Pou5f1 (hereafter referred to as Oct4), known for driving differentiation towards different 

cellular identities belonging to  distinct germ layers (e.g. neuronal, myogenic, hepatogenic, 

multipotent and pluripotent, Table 1) (Davis, Weintraub and Lassar, 1987; Takahashi and Yamanaka, 

2006; Grinnell et al., 2007; Vierbuchen et al., 2010; Chen et al., 2011; Huang et al., 2011a; Li et al., 

2011; Tsai et al., 2011; Wu et al., 2011; Ring et al., 2012; Chanda et al., 2014; Lim et al., 2016; 

Nakamori et al., 2017). Importantly, the inclusion of Sox 2 and Oct4 allowed us to further investigate 

whether pluripotency factors act as general enablers of cell fate changes (Deleidi et al., 2011; Kim et 

al., 2011; Peskova et al., 2019; Sharma et al., 2019).  

 

Next, we cloned these factors into a PiggyBac vector, placing their expression under the control of a 

doxycycline-dependent promoter (TRE) and added constitutively expressed fluorescent reporters 

(acGFP, EBFP2, DsRed) (Figure 1B). A key advantage of using PiggyBacs, over more commonly used 

viral approaches, is the generation of polyadenylated transcripts, facilitating transgene detection by 

scRNA-seq platforms (Mortazavi et al., 2008). Typically, between 1 and 10 PiggyBac vectors 

integrate, leading to a broad range of transcript expression between different cells  (Yusa et al., 

2009). Furthermore, the use of a doxycycline inducible promoter ensured synchronous expression, 

and a defined experimental starting point. Importantly, no protein expression was detected in the 

absence of doxycycline, but a strong nuclear signal was seen 48h after induction, indicating tight 

chemical control of reprogramming factor expression (Figure 1D, Supplementary Figure 1A). 

Constitutive fluorescent reporter expression cassettes enabled the enrichment and pooling of cells 

prior to transgene induction, i.e., initiation of cell fate conversion, and scRNA-seq.  

 

To determine the consequences of inducing both the individual factors as well as up to three 

competing transcription factors simultaneously, we nucleofected mouse embryonic fibroblasts 

(MEFs) with the different factors as well as their combinations for a total of 17 different conditions, 

including cells expressing only the fluorescent reporters as a negative control (Figure 1C). After 

collecting an equal number of cells per condition and subsequently pooling them, cells were plated 

in a single well and transgene expression was induced for 72h prior to single-cell RNA sequencing 

(scRNA-seq) analysis using the 10x Genomics Chromium platform. In total, this yielded ~17.000 cells 
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(Replicate 1: 8709 cells, Replicate 2: 8219 cells) for downstream analysis after applying strict quality 

control criteria (see Methods). As expected, nearly all cells expressed fluorescent reporters as well 

as at least one reprogramming factor (Figure 1E-F). Moreover, the expression of each transcription 

factors was localized to distinct parts of the Uniform Manifold Approximation and Projection 

(UMAP)(McInnes, Healy and Melville, 2018) embedding, indicating that reprogramming factor 

expression and transcriptomic effects were well correlated (Figure 1E-F). These attained cell states 

were overall also highly similar between both technical replicates, demonstrating that Collide-seq 

yields robust results (Figure 1G). Furthermore, reprogramming factor transcripts were confirmed to 

be mostly derived from PiggyBacs, as a custom single nucleotide polymorphism (SNP) based 

alignment strategy attributed the majority of reprogramming factor UMIs to the transgenic allele 

(Supplementary Figure 1B, see Methods). In addition, the observed cellular heterogeneity was not a 

technical artifact originating from ambient effects, as shown by applying ambient RNA correction to 

this data (Young and Behjati, 2018) (Supplementary Figure 1C-F, see Methods). Finally, cell cycle 

analysis indicated that most cells expressing a reprogramming factor had exited cell cycle after 72h, 

irrespective of whether the expressed reprogramming factor ultimately steers towards a post-

mitotic cell fate (Ascl1 & MyoD1), or not (FoxA2, Oct4 & Sox2) (Figure 1H). Altogether, Collide-seq 

allowed reading-out the multiplexed expression of reprogramming TFs and correlated well with 

induced transcriptomic effects of the factors, thus making it a suitable system to explore the general 

principles of direct reprogramming.  

 

De-multiplexing combinatorial reprogramming factor expression reveals discrete induction of 

distinct lineages  
Our next aim was to demultiplex the dataset into its individual conditions. Previous approaches for 

single-cell knock-out state inference (Dixit et al., 2016) are liable to yield false discoveries that derive 

from the knock-out state being modelled as a mixture model of gene expression. Hence, we devised 

a novel computational approach to assign cells to their maximum a posteriori fit condition leveraging 

only transgene and fluorophore expression (Figure 2A, Supplementary Figure 2A, see Methods). 

This model was regularized by the set of conditions defined in the experimental set-up (Figure 1C) 

and the inferred conditions mapped to distinct parts of the cell state space (Figure 2A). Accordingly, 

Louvain clustering stratified these states into distinct clusters corresponding to neurogenic (blue 

shades) myogenic (yellow/orange shades), hepatogenic (pink/purple shades) and multipotent 

(vermillion/red shades) transcriptional changes (Figure 2B). The multipotent cluster, however, was 

mainly dependent on Sox2, as Oct4 positive cells were intermingled with the original fibroblast 

population (Figure 2A-B, fibroblasts, grey shades). Furthermore, the fibroblast population showed 
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four cluster, three of which were close to each other, potentially representing different cell cycle 

states (Figure 1H), while one was more separated and possibly contained damaged cells given the 

relatively low gene and read count numbers (Figure 2B, dark gray shade, Supplementary Figure 2B). 

Most importantly, several clusters contained cells expressing more than one factor, indicating that 

collision between factors yield distinct cell states at 72h post induction (Figure 2A-B). These collision 

states did not show increased fractions of mitochondrial reads, a hallmark of cellular stress (Ilicic et 

al., 2016; Luecken and Theis, 2019), implying that these states are viable (Supplementary Figure 2C). 

Taken together, these results revealed distinct transcriptomic consequences induced by each factor 

and their combinations which are well detected and tolerated for at least 72h after transgene 

induction, thereby validating these single factors as sufficient to induce distinct lineages 

 

Comparing principles of fate conversion between distinct lineages 

To identify both common and unique properties of different fate conversion processes, we first 

focused on transcriptomic changes in cells expressing only a single reprogramming factor. To this 

end, we fit a generalized linear model to the cellular expression vectors as a function of transgene 

expression and computed the overall differential expression magnitude for each factor across all 

genes (see Methods). This revealed a clear hierarchy in terms of these magnitudes (Figure 3A, see 

Methods), which can be interpreted as the induced deviation from the original fibroblast identity by 

each factor, which was largest for MyoD1 while Ascl1, FoxA2 and Sox2 had smaller but comparably 

strong effects. In accordance with its mild impact on the transcriptome (Figure 2A) the vector 

magnitude of Oct4 was smallest (Figure 3A). Therefore, we concluded that Oct4 failed to 

significantly perturb cell identity on its own and thus focused on the four remaining factors. A main 

advantage of Collide-seq is that, due to the multiplexing of conditions in a single biological replicate, 

most confounding factors are excluded. Hence, we could separate this general differential 

expression magnitude into two parts: fate acquisition and identity erasure which could be 

systematically compared these between the different factors.  

 

For fate acquisition, demultiplexing as well as Louvain clustering revealed that all four factors show a 

wide range of reprogramming factor expression with strong cell-to-cell variation (Supplementary 

Figure 3A). Nevertheless, when individually expressed, each of them induced a distinct 

transcriptomic state (Figure 2A-B) that mapped to a defined lineage resolved through a 

pseudotemporal coordinate derived from an individual RNA velocity model (Bergen et al., 2020) 

(Figure 3B). Moreover, using published ChIP-seq data (Oki et al., 2018), a substantial overlap 

between putative binding sites and genes induced in our dataset, particularly for Ascl1, MyoD1 and 
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FoxA2 was found (Figure 3C). Furthermore, each factor also induced a distinct transcriptomic 

signature, characterized by unique target gene expression (Figure 3D) and gene ontology (GO) 

enrichment analysis on upregulated genes further confirmed the induction of lineages specific to 

each factor (Supplementary Figure 3B-E). Overall, these results confirmed the competence of Ascl1, 

MyoD1, FoxA2 and Sox2 to trigger transcriptomic changes of cell fate conversion towards their 

respective lineages. 

 

To measure loss of identity, we devised a fibroblast score based on a literature derived list of 

fibroblast marker genes (Table 2, see Methods). Applying this score to the single factor data showed 

that all factors cause fibroblast identity loss after 72hrs of reprogramming factor induction, albeit to 

different extents (Figure 3E). A more global analysis on significantly downregulated genes validated 

this observation, as genes encoding for extracellular matrix and cell periphery proteins, core parts of 

the fibroblast proteome, were enriched for all four factors (Supplementary Figure 4A-D, Methods). 

Interestingly, however, the downregulated genes were rarely shared among all factors, suggesting 

that there is no common gene set or mechanism through which fibroblast identity is erased (Figure 

3F). Notably, we did find substantial pairwise overlap in downregulated gene sets (e.g., 23% Sox2-

FoxA2, 21% FoxA2-MyoD1, 35% Ascl1-MyoD1), suggesting similar strategies for some factor pairs, 

while others possibly follow different repressive schemes (Figure 3F). In line with having the biggest 

impact on the fibroblast transcriptome, MyoD1 was most potent in repressing the fibroblast 

signature, reflected by the fact that most of its downregulated genes were not shared with the other 

factors (Figure 3F). Overall, this analysis revealed that few similarities exist between different 

reprogramming factors when it comes to achieving fibroblast identity repression.  

 

Collision of factors reveals mostly antagonistic effects 
Next, we asked whether multiple factors synergize or antagonize in fate erasure. Using the same 

fibroblast score as above, factor collisions were shown to have intricate effects on switching off 

fibroblast identity (Figure 4A). For instance, the combination of Ascl1 and Sox2 repressed fibroblast 

identity more efficiently than Ascl1 alone (Figure 4A). In contrast, cells expressing Ascl1 and MyoD1 

maintained a much higher fibroblast score than those expressing MyoD1 alone, while neither Sox2 

nor FoxA2 had such a negative impact on MyoD1 (Figure 4A). This reinforces the concept that 

different molecular mechanisms exist for cell identity removal and demonstrates that these 

mechanisms can act synergistically in some instances, yet antagonistic or neutral outcomes are most 

common (Figure 4A, Supplementary Figure 5A). Furthermore, the fact that significant synergistic 

effects were only seen for Sox2 and Ascl1 indicates that the transcriptomic interactions follow 
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physiological principles, as both are expressed in neuronal progenitor cells (Pevny and Nicolis, 2010; 

Kageyama, Shimojo and Ohtsuka, 2019) and their co-expression efficiently reprograms human 

pericytes into neurons (Karow et al., 2012, 2018). The addition of Sox2 or Oct4, on the other hand, 

did not improve identity loss for any of the other factors, suggesting that these pluripotency genes 

do not act as general enablers by facilitating starter cell identity removal, as suggested before 

(Deleidi et al., 2011; Kim et al., 2011; Peskova et al., 2019; Sharma et al., 2019). 

 

To get a more global overview of the similarities across the different collisions, we analyzed how 

transcriptomic changes caused by one reprogramming factor are perturbed by the other factors. For 

this, we collapsed the cells within each condition into pseudobulk samples and performed 

hierarchical clustering (Supplementary Figure 5B, see Methods). Next, we performed principal 

component analysis of these pseudobulk samples and overlaid it with the hierarchical cluster labels 

(Figure 4B, Supplementary Figure 5B, see Methods). This revealed that no factor was clearly 

dominant over all other factors, although in some of the combinations one reprograming factor had 

significant dominance over the other (Figure 4B). Strikingly, MyoD1 only expressing cells were 

significantly different from all other conditions (Figure 4B, Supplementary Figure 5B-C). This unique 

transcriptional identity of the MyoD1 pseudobulk sample supports our findings on its differential 

expression magnitude (Figure 3A) and its striking potency in erasing fibroblast identity (Figure 3E), 

indicating MyoD1 is the putative most potent reprogramming factor in our setting. Nevertheless, the 

dissimilarity between double and triple factor combinations containing MyoD1 and the MyoD1 

single factor condition indicated that the other factors can perturb the myogenic trajectory 

significantly (Figure 4B).  

 

To quantify the degree of synergism and antagonism in collisions, we analyzed pair-wise interactions 

between factors in a linear model of cellular expression vectors. The interaction coefficients in this 

model can be interpreted as positive (synergistic) or negative (antagonistic) effects that are evoked 

by the collision on the expression vector of the single factor conditions. We correlated the 

coefficient vectors of each term in the linear model to understand their relative effect on gene 

expression (Figure 4C). For the individual reprogramming factors, mostly positive correlation 

coefficients were found, indicating a sign change in a similar direction (Figure 4C, upper left), likely 

caused by similarities in fibroblast identity removal (Figure 3E-F). In contrast, the effects observed 

upon the co-expression of two or more reprogramming factors produced a generally negative or 

neutral correlation, thus indicating an antagonistic or non-substantial change (Figure 4C, blue 

shades). This demonstrated that fate collisions are often detrimental to the individual fate, as 
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conversions are partially undone by the collision. Notably, pluripotency factors Oct4 and Sox2 were 

not found to act as general enablers of conversion in any of the combinations. In terms of strength, 

the negative correlation for the collision between MyoD1 and Ascl1 was strongest. As single factors, 

their effects showed a high correlation coefficient (Figure 4C, intersection of MyoD1 and Ascl1 and 

vice versa) confirming commonalities in their induced programs which have been reported 

previously (Lee et al., 2020). However, their co-expression did not result in synergism, as might be 

expected, but rather displayed a very strong antagonistic effect (Figure 4C, intersection of MyoD1 

and Ascl1 & MyoD1). Although perturbations could be seen for many other factors as well, they 

were clearly most prominent for the MyoD1 program. This pronounced sensitivity of the MyoD1 

induced program was also seen when marker genes were examined, as expression of known MyoD1 

targets was strongly perturbed by the other factors (Figure 4D). In contrast, Ascl1, Sox2 and FoxA2 

retained the potency to express marker genes of their respective linage during fate collision better 

(Figure 4D).  

 

Fate titration analysis reveals determinism of cell states driven by reprogramming factor levels  

We speculated that the relative expression levels of the transcription factors may influence the 

degree of perturbation. Thus, we devised “Fate Titration Analysis” (FTA) to attribute transcriptomic 

states to reprogramming factor levels, modelling each cell as its own perturbation experiment with 

unique reprogramming factor expression levels and cell-state readout (see Methods). 

Transcriptomic states were represented by a clustering label and this grouping was used to assign 

cells to either of the two opposing fates or a collision thereof, which we referred to as a collision 

state (Figure 4E). Applying FTA to collisions involving MyoD1 consistently showed that cells 

expressing very low levels of the perturbing factor converted to the myogenic transcriptional 

program (Figure 4F). However, even at relatively low levels of expression, the perturbing factor 

redirected the transcriptome to a collision state that was markedly different from the two individual 

fates and in some cases cells were even directed to the state of the perturbing factor (Ascl1: 

Neurogenic, FoxA2: Hepatogenic, Sox2: Multipotent) (Figure 4F). This response seemed to be 

relatively independent of MyoD1 expression levels, as it occurred over the entire spectrum of 

MyoD1 expression (Figure 4F). Overall, these results indicated that the potential of reprogramming 

factors to induce global transcriptomic changes might be uncoupled from their sensitivity to 

perturbation. 
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The above FTA results also suggested that there may be determinism in gene expression states 

driven by reprogramming factor expression levels. One can think of determinism in the context of 

Waddington’s landscape, describing not only the range of possible cell states, but also their relative 

stability as a function of reprogramming factor expression levels. We characterized the degree to 

which cell states can be predicted in our data with classification models of cell state, such as logistic 

regression of cluster assignments (see Methods). Indeed, cluster assignment could be fit with 0.70 

accuracy (0.96 ROC AUC), showing that we could predict the general transcriptomic state of a cell 

based on its reprogramming factor expression levels, thus demonstrating determinism in the system 

at the level of cluster identities (Figure 4G). A stronger demonstration of determinism is the ability of 

a mathematical model to extrapolate transcriptomic states to unseen conditions. We performed this 

extrapolation on the cell-wise RNA vectors and were able to explain more variance with a nonlinear 

model than with a linear model (R2 of 0.61 versus 0.65, Figure 4H). Hence, outcome cell states are 

non-linear functions of reprogramming factor expression levels. This notion fits well to the above-

described fate collisions which yield cell states in combinatorial reprogramming that are not simply 

the sum of the induced fates. We further hypothesized that the transcription factor combinations 

did not only yield a predictable cell state for a given transgene expression level, but also resulted in 

predictable cell state stability. Here, stability can be measured as gene expression variance where a 

low variance implies that a given transgene configuration instructs a very stable outcome cell state. 

Indeed, we were able to correlate the modeled gene-wise variance with prediction errors showing 

that variance estimation is possible here (R2=0.90) (Supplementary Figure 5D). When employing 

this, we found that variance does not increase with transgene levels, revealing that indeed each 

factor induces a stable transcriptomic program rather than a stochastic gene expression pattern 

(Supplementary Figure 5E-G). Lastly, we evaluated the ability of the identified rules of determinism 

to predict transcriptomic states in unseen genetic conditions (out-of-domain generalization). 

Expecting to generalizability of the fate decision-making rules learned by this model to increase with 

the complexity of the training data, we first predicted cell states in unseen triple-transgene 

conditions at an R2 of 0.63 (Figure 4I). Indeed, the predictive performance on all models was 

increased on triple-positive condition holdouts if the training data consisted of single- and double-

positive conditions rather than single-positive conditions only (Figure 4J). Overall, this analysis 

suggested that the cell-wise gene expression distribution is globally deterministic in Collide-seq. The 

genetic circuits underlying fate decision making can be abstracted with supervised machine learning 

models as non-linear effects that reflect synergism and antagonism of factors. Taken together, the 

factor collisions shown here demonstrated that all tested somatic reprogramming factors possessed 

the potency to perturb the others, with no truly dominant factor. Furthermore, this disturbance was 
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highly deterministic as generalizable gene expression patterns could be learned with supervised 

machine learning models, indicating that model-aided design of reprogramming conditions for 

desired outcome fates is possible if enough gene expression data is provided.  

 

Fate competition between the bHLH factors MyoD1 and Ascl1  

Although each collision state is potentially different, we deemed following up the strong antagonistic 

interaction between MyoD1 and Ascl1 to be particularly interesting for several reasons. First, Ascl1 

and MyoD1 are both bHLH factors that share several binding sites and interactors (Lee et al., 2020; 

Martin, Sodaei and Santpere, 2021). Second, our data indicated that Ascl1 does not only perturb the 

myogenic program induced by MyoD1, but also impairs fibroblast identity loss induced by the 

myogenic factor (Figure 4A). We thus set out to study their competition in more detail by setting up 

a second Collide-seq experiment (Supplementary Figure 6A). For this experiment, we included a 24h 

and 48h timepoint, in addition to our original 72h timepoint, to get more insight into the temporal 

dynamics of fate collision. Furthermore, we chose to use Oct4 and Hnf1a, a fate determinant in liver 

development (Lau et al., 2018), over FoxA2 and Sox2 as they were expected to be less potent 

transcription factors, allowing us to investigate with little confounding how a third fate factor would 

influence Ascl1 and MyoD1 competition. Applying the same computational approach as above 

demultiplexed the data into the different experimental conditions (Supplementary Figure 6B) and 

Louvain clustering stratified the different transcriptomic states (Figure 5A). As before, no unique 

clusters were found for Oct4 expressing cells at any of the included timepoints while Hnf1a only 

expressing cells formed a single distinct cluster (Figure 5A, Supplementary Figure 6B). In contrast, 

multiple distinct transcriptomic states for Ascl1 and MyoD1 only expressing cells could be detected 

and further confirmed by condition-wise RNA velocity analysis (Figure 5A, Supplementary Figure 

6C). Moreover, a strong positive correlation between the velocity-based pseudotime and the time 

these three reprogramming factors were expressed demonstrated that duration of expression, 

rather than expression levels, moves fate conversions forward (Supplementary Figure 6D). 

Concentrating our analysis on Ascl1 and MyoD1 only expressing cells, these cells were found in two 

separate groups of adjacent clusters, referred to as neurogenic and myogenic clusters respectively 

(Figure 5A, Neurogenic: Blue shades, Myogenic: Yellow/Orange shades). Cells expressing Ascl1, 

together with either Hnf1a or Oct4, were mostly found in one of these neurogenic clusters (78% 

Ascl1 & Hnf1a, 84% Ascl1 & Oct4), while those that were positive for MyoD1 and either Hnf1a or 

Oct4 mostly resided in the myogenic clusters (75 % MyoD1 & Hnf1a, 84 % MyoD1 & Oct4) (Figure 

5A, Supplementary Figure 6B). Cells expressing both Hnf1a and Oct4 mimicked the position of the 

Hnf1a single positives (Figure 5A, Supplementary Figure 6B). This indicated a clear hierarchy 
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between these four factors with Ascl1 and MyoD1 being most dominant, followed by Hnf1a, and 

then, lastly, Oct4.  

 

Concentrating on the collision of the two most dominant factors, Ascl1 and MyoD1, we next 

computed lineage endpoints using the previously calculated RNA velocity vectors in combination 

with CellRank (Lange et al., 2020), see Methods), grouping cells to shared fates in an unbiased 

manner. For Ascl1 and MyoD1 only expressing cells, a single unique lineage endpoint was found 

(Figure 5B, leftmost UMAPs). However, when combining both factors, two new collision states 

emerged which could be discretized into two Louvain clusters (Figure 5B, rightmost UMAP). 

Importantly, these transcriptomic states did not occur in the single transgene conditions and the 

predicted lineage endpoints were distinct from the single positive Ascl1 and MyoD1 endpoints 

(Figure 5B). Furthermore, in silico doublet simulation showed such cells would occupy very different 

transcriptomic states, suggesting that this collision state is not merely the average of the individual 

fates (Supplementary Figure 6E-F). We also confirmed that the occurrence of collision states 

between Ascl1 and MyoD1 is robust, as similar endpoints in a biological replicate dataset at 48h 

were found (Supplementary Figure 7A-C). Importantly, these collision endpoints were dominant 

over the endpoints for both individual factors, abolishing the purely neuronal attractor and only 

leaving few cells at the purely myogenic attractor (Figure 5B). Furthermore, based on their overall 

similarity to the respective single factor lineages, one collision state was found to be more 

neurogenic and the other more myogenic (Supplementary Figure 6G). Finally, overlapping our data 

with published ChIP-seq data (Lee et al., 2020) confirmed that the co-expression of Ascl1 and MyoD1 

results almost exclusively in antagonistic or neutral effects concerning target gene expression, in 

accordance with our above findings on factor collision and despite using a different computational 

approach (Figure 4C, Figure 5C).  

 

The better temporal resolution and improved sampling of the entire transgene expression spectrum 

in this second Collide-seq experiment, allowed determining if and how levels of Ascl1 and MyoD1 

expression influence the outcome of fate collision. To this end, we first looked at general target fate 

regulation, determining the general correlation between transgene and target gene expression 

levels by binning cells according to their reprogramming factor expression levels and examining the 

target gene expression for each bin (Figure 5D). Strikingly, a clear gene expression threshold at 

which both Ascl1 as well as MyoD1 either induced or repressed the expression of their target genes 

was found (Figure 5D). Hence, both the activation and repression of target genes seems to behave in 

a binary fashion, rather than a linear or exponential manner. Consequently, above this threshold 

41



transcriptomic states were similar between cells within a single condition and changed little with 

additional increases in bHLH reprogramming factor level (Figure 5D). 

 

Building on this, we then probed how expression levels of Ascl1 and MyoD1 influence the decision 

between collision states, again using FTA (see Methods). This showed that only cells with very high 

MyoD1 expression moved towards the myogenic collision or purely myogenic state (Figure 5E). At 

comparable levels of the respective transcription factors, cells mostly shifted into the more 

neurogenic collision state (Figure 5E). We quantified the degree of separation of both states with a 

linear classifier and were indeed able to distinguish cells from both states with high accuracy (0.72, 

Methods). This analysis illustrated the close call of fate competition by these very potent fate 

inducers: MyoD1 is dominant over Ascl1 at very high concentrations, but even low Ascl1 levels 

redirected a large proportion of cells to a more neurogenic state. This balanced cell fate competition 

is particularly intriguing, given that neurons are developmentally more distant from fibroblasts while 

muscle cells belong to the same germ layer.  

 

Phenotypic analysis reveals DNA binding independence of the colliding factor 

In the above-described results we restricted our analysis to transcriptomic data on fate collisions. 

However, an important read-out in reprogramming are changes in cellular morphology and function. 

For example, a major event in myogenesis is the fusion of newly formed myoblasts, giving rise to 

multi-nucleated myotubes (Sampath, Sampath and Millay, 2018). To investigate whether the 

collision between Ascl1 and MyoD1 affected such functional aspects of reprogramming, we 

nucleofected MEFs with either Ascl1, MyoD1, or their combination and performed 

immunocytochemistry at 3 days post transgene induction (Figure 5F). Indeed, induction of MyoD1 

resulted in the generation of a substantial amount of multi-nucleated cells with myotube-like 

morphology and marker expression (Figure 5F-G, Supplementary Figure 6H). In contrast, the 

addition of Ascl1 resulted in a significant reduction of multinucleated muscle-like cell numbers 

(Figure 5F-G), as well as a marked decrease in the protein expression of muscle marker Desmin 

(Supplementary Figure 6H). To test whether this Ascl1-mediated perturbation of the myogenic 

program is a consequence of the collision of the two transcriptional programs or rather reflects 

competition between the two proteins themselves, we employed a mutant version of Ascl1 

(mutAscl1) carrying two mutations in its basic domain: E131R132 to A131Q132 (see Methods). 

These residues are highly conserved in bHLH proteins and critical to DNA binding (Turner and 

Weintraub, 1994; Farah et al., 2000). Consequently, mutAscl1 displayed a strongly reduced ability to 

activate the expression of direct Ascl1 targets (Figure 5H). Using mutAscl1 for fate collision with 
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MyoD1 showed that it was equally capable of reducing both the number of multinucleated cells as 

well as Desmin expression levels as wild type Ascl1 (Figure 5F-G, Supplementary Figure 6H). Overall, 

these results indicated that phenotypic perturbations observed upon the collision of Ascl1 and 

MyoD1 seems to be independent of Ascl1 DNA binding.  

 

Competitive inhibition between Ascl1 and MyoD1 impairs pioneer factor activity 

To further examine how Ascl1 and mutAscl1 perturb MyoD1 function on a molecular level, we set up 

a third Collide-seq experiment including these factors (Figure 6A, Supplementary Figure 8A). To get 

more insight into the underlying mechanisms, we performed joined single-cell profiling of gene 

expression and chromatin accessibility (see Methods). As before, we first confirmed the detection of 

transgene expression and demultiplexed the dataset into its individual conditions (Figure 6B, 6F, 

Supplementary Figure 8B-C). In agreement with the cell reprogramming assays (Figure 5F), collision 

with either Ascl1 or mutAscl1 caused a marked decrease in myogenic gene expression (Figure 6C-D). 

Supporting this notion, only very few colliding cells were found in the myogenic cluster (Figure 6E). 

These transcriptomic states were paralleled by condition-specific chromatin states, which also 

showed a disruption in double positives (Figure 6F). To further investigate whether this effect of cell 

fate collision is directly due to a disturbance of MyoD1 binding to its targets, we profiled DNA 

binding for MyoD1 using cleavage under targets and release using nuclease (CUT&RUN) (Skene and 

Henikoff, 2017) (Figure 6A). CUT&RUN for MyoD1 revealed an average of 7290 binding sites (Figure 

6G, Supplementary Figure 8D). Fitting to the role of a developmental transcription factor, most of 

these binding sites were localized to gene regulatory elements, such as putative enhancer elements 

and gene promoters (Figure 6H). Strikingly, although the nature of bindings sites remained 

unchanged in collision conditions (Figure 6H), a vast reduction in DNA binding when MyoD1 collides 

with either wild-type or mutAscl1 was observed (Figure 6G-H, Supplementary Figure 8D). Indeed, 

coverage in the proximity of critical target genes revealed markedly reduced binding of MyoD1 upon 

collision with both Ascl1 and mutAscl1 (Figure 6I, Supplementary Figure 8E). As both Ascl1 and 

MyoD1 have been reported to act as pioneer transcription factors (Wapinski et al., 2013, 2017; 

Casey et al., 2018; Dall’Agnese et al., 2019), we hypothesized that Ascl1 might hamper the pioneer 

activity of MyoD1. Overlapping our CUT&RUN data with our scATAC-seq and scRNA-seq data for 

these factors showed a near perfect coverage of CUT&RUN peaks by cumulative scATAC-seq peaks, 

confirming that the binding sites map to chromatin that is at least transiently open during the 

process (Figure 6J, Supplementary Figure 8F). Since the presence of both Ascl1 and mutAscl1 

significantly decreased the general capability of MyoD1 to bind to and open chromatin (Figure 6G, 

Supplementary Figure 8G), which included several key myogenic lineage genes, we concluded that 
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they impact MyoD1’s ability to act as a pioneer factor (Figure 6K). Although reduced in number, 

known motif analysis (see Methods) revealed that the fraction of binding sites with E-box motifs 

show a slight increase upon collision (Figure 6L). However, binding sites with the E-box motif of E2A 

(also known as Tcf3 or E47 and hereafter referred to as Tcf3), showed a substantial depletion (Figure 

6L). Tcf3 is an E-protein and one of the main cofactors of MyoD1 and Ascl1 (Massari and Murre, 

2000). Taken together, these results demonstrate that Ascl1 drives MyoD1 away from its binding 

sites and make it unable to induce the expression of myogenic target genes, thus resulting in a fate 

collision state. The reduced binding to sites containing a Tcf3 motif suggests that this may be caused 

by diminished availability of cofactors to MyoD1.  

 

Discussion 

Here, we have simultaneously compared and collided different cell fate conversions using Collide-

seq (Figure 7A). Comparison of different reprogramming factors has, so far, mostly been performed 

with the aim of finding optimal conditions to drive cells towards a single given fate (Protze et al., 

2012; Yang et al., 2019). However, to what extent different factors achieve cell conversion through 

similar or different mechanisms has received little attention. Collide-seq allowed exploring this 

question and revealed that there is a substantial difference in how different reprogramming factors 

erase the original identity (Figure 3E). This is interesting, because it indicates that, although quite 

stable under physiological conditions, several different entry points exist to erase the existing cell 

identity and characterizing and manipulating them might provide much needed strategies to 

improve existing reprogramming paradigms. Furthermore, fate erasure correlated well with factor 

potency overall, here quantified as perturbation magnitude in gene expression space with a linear 

model (Figure 3A). Interestingly, we found that the mesodermal factor MyoD1 was most potent in 

imposing its fate as well as repressing the original mesodermal fibroblast identity. This came as a 

surprise, because non-mesodermal factors were expected to silence more fibroblast genes rather 

than less and thus this result indicates that special relationships exist between starter cells and 

reprogramming factors, possibly related to germ layer identity (Figure 3F). Further evidence 

supporting this notion comes from MyoD1’s inefficiency to transdifferentiate cells into myocytes 

when a starter cell of non-mesodermal origin is used (Davis, Weintraub and Lassar, 1987; Weintraub 

et al., 1989). This might seem surprising, since not only Ascl1, FoxA2, Sox2 and Oct4 but also MyoD1 

has been attributed pioneer factor activity (Iwafuchi-Doi and Zaret, 2014; Zaret and Mango, 2016; 

Zaret, 2020; Sunkel and Stanton, 2021). Therefore, none of these factors were predicted to be 

disturbed by the epigenomic setup or the identity of the starter cell. However, our results are in line 
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with the hypothesis that transdifferentiation into more closely related cell types might be more 

thorough and/or efficient (Hochedlinger and Plath, 2009; Morris and Daley, 2013). This suggests that 

therapeutic cell conversions may best be limited to related cell types if possible (Morris and Daley, 

2013). 

 

Interestingly, the strong reprogramming ability of MyoD1 on its own did not hold in competitive 

conditions. We discovered this surprising sensitivity of the pioneer factor through simultaneous 

induction of multiple divergent fates (Collide-seq). MyoD1’s program was effectively perturbed by all 

other factors, except Oct4, and this effect was largely independent of the expression levels of 

MyoD1 and of the colliding factors (Figure 4F). Although we generally found antagonistic effects of 

colliding factors more frequently than synergism, one of the factors tested, Ascl1, was particularly 

disruptive and the only one capable of hindering MyoD1’s potential to erase the fibroblast identity 

(Figure 4A). To our knowledge, these experiments are the first to systematically position different 

reprogramming factors against each other. Conceptually closest, perhaps, are cell fusion 

experiments (Cowan et al., 2005; Brown and Fisher, 2021). Such experiments showed that 

pluripotency is often dominant over somatic cell identities. However, our fate collision showed no 

dominance of pluripotent programs, nor did we detect any hierarchy that would reflect a 

developmental order. This indicates that competition is probably resolved on the factor rather than 

the lineage level. Similarly, several studies have suggested that induction of pluripotency factors 

might be an effective way to remodel the epigenome and make differentiated cells more amenable 

to fate changes (Deleidi et al., 2011; Kim et al., 2011; Peskova et al., 2019; Sharma et al., 2019). 

However, our data show that Oct4 and Sox2 do not act as general cell fate enablers enhancing the 

transcriptional effects of the somatic reprogramming factors (Figure 4C, Supplementary Figure 5A-

B). Instead, Oct4 affected the individual somatic reprogramming trajectories very little during fate 

collision. Notably, Oct4 has been suggested to remove cell identity by epigenetic mechanisms rather 

than inducing lineage specific gene expression, creating a more open and instable chromatin state 

that facilitates the actions of other factors (Kim et al., 2011). It could be that this process is rather 

slow (Taberlay et al., 2011), and hence not detectable during the first 72h examined here. Such a 

delayed effect of the pluripotency factors on the fibroblast chromatin might also explain why Sox2 

and Oct4 double positive cells show only few regulated targets associated with pluripotency, 

although two-factor iPS reprogramming of fibroblasts has been conducted before (Huangfu et al., 

2008; Kim et al., 2008; Nemajerova et al., 2012).  
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Collide-seq enabled us to quantify the influence of reprogramming factor expression levels on cell 

conversion. Leveraging this with a machine learning approach we were able to reveal a high degree 

of determinism in this system by demonstrating that the induced perturbations yield predictable cell 

states. We also characterized transcription factor abundance-dependent fate choices with fate 

titration analysis, showing that Collide-seq can be used to titrate transcription factors against each 

other to screen fate outcomes. Interestingly, the resulting transcriptomic states were found to be a 

non-linear function of the reprogramming factor expression levels, which is both highlighted by the 

emergence of collision states in fate titration analyses as well as the step-like saturating dependency 

of gene activation of transcription factor induction (“binary switch”). In other words, cell fate 

conversion does not scale gradually with increasing reprogramming factor expression levels but 

instead depends on whether a critical expression threshold is reached. This finding indicates that 

and optimal level of reprogramming factors expression exists, which is sufficient for reprogramming 

but also minimizes the risk of failure due to cellular stress as a result of transcription factor 

overexpression. Thus, finding the optimal reprogramming factor expression levels could significantly 

improve existing reprogramming protocols. Furthermore, the cell-wise perturbation effects 

described here may also be leveraged for gene regulatory network modelling, as they tend to be 

stronger than available data based on single-cell knock out data. Hence, they may facilitate the 

development of bottom-up models for fate collision on the chromatin and transcriptome level in the 

future (Kamimoto, Hoffmann and Morris, 2020).  

Overall, our study unraveled key principles of cellular reprogramming by systematically comparing 

reprogramming factors and applying collisions between them, thereby revealing a deterministic 

system that mapped the dominance or comparable strength of the different factors (Figure 7A). For 

example, the ability of Ascl1 to induce the neuronal lineage as well as remove fibroblast identity was 

similar to FoxA2 and Sox2 (Figure 3A,E). MyoD1, on the other hand, was found to be considerably 

more potent (Figure 3A,E). However, this potency of MyoD1 was not reflected under competitive 

conditions, as their relative strengths reversed, making Ascl1 the strongest driver that directed the 

majority of cells towards a neurogenic intermediate (Figure 5E). Correspondingly, we also observed 

a clear loss of MyoD1 pioneer activity upon collision with Ascl1 (Figure 6K). Together, these results 

revealed a profound effect of competition on MyoD1 function and prompted us to further 

investigate how Ascl1 achieves this. To this end, it is important to note that Ascl1 and MyoD1 are 

both basic helix loop-helix (bHLH) factors, which can function as either homo- or heterodimers 

(Massari and Murre, 2000; Wang and Baker, 2015; Murre, 2019; Martin, Sodaei and Santpere, 2021). 

Consequently, we considered four molecular mechanisms to explain these effects: i) collision 

between transcriptional programs, ii) competition between (shared) binding sites, iii) formation of 
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an inactive heterodimer and iv) cofactor competition (Figure 7B). Interestingly, we found that 

collision is hardly diminished by employing mutAscl1 (Figure 5F, Supplementary Figure 6H), 

indicating that fate collision is likely not a result of transcriptional competition or DNA binding site 

competition. An alternative explanation might therefore be that Ascl1 and MyoD1 form non-

functional heterodimers that bind DNA but do not activate transcription. Our CUT&RUN data, 

however, shows, that many MyoD1 binding sites are lost upon collision with Ascl1, making this 

option also improbable. Thus, competition for possible dimerization partners appears to be the most 

plausible explanation for the observed effects. Indeed, our data revealed a reduced fraction of 

E2A/Tcf3 motifs in MyoD1 binding sites upon collision to support this (Figure 6L). In addition, a 

comparable interaction has already been suggested for MyoD1 and the bHLH factor Twist (Spicer et 

al., 1996).  The finding that the fate collision between MyoD1 and Ascl1 is triggered by competition 

between the factors themselves rather than their interaction with DNA or their programs is highly 

relevant for the design of novel reprogramming approaches, since it indicates that the master 

transcription factors expressed in the cell of origin rather than the molecular abilities of the 

expressed reprogramming factors might define, whether certain factors possess reprogramming 

potential in certain settings.  It is important to note however that not all detected fate collisions 

might be caused by the same mechanism and that we unfortunately know very little about the 

factors that protect and define fibroblast identity. Taken together, we investigated fundamental 

concepts of cell identity conversions using a combination of novel machine learning and molecular 

biology approaches. These results exposed the underlying principles of cell identity acquisition that 

could be used to improve current reprogramming strategies through the informed selection of 

starter cells, cell fate factors and reprogramming factor expression levels.  
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Code availability 

We supply all notebooks used for data analysis available as Supplementary data 1 and publish 

generalizable code related to analyzing single cell reprogramming data as a python package 

(“tftools”, Supplementary data 2, to be published on Github). 

Data availability 

The UMI count data of the single-cell experiments is supplied in Supplementary Data 3 for review 

and will be published on GEO. 

Methods 
Animals 

R26-M2rtTA knock-in mice were obtained from Jackson Laboratory ((#006965) and maintained in 

pathogen-free conditions with 12h light/dark cycles. Mice were kept as homozygous for the knock-

in.  

 

Mouse embryonic fibroblasts isolation and culture  

Mouse embryonic fibroblasts were obtained from E14.5 embryos of R26-M2rtTA knock-in mice. 

Using a dissection microscope (Leica), heads, limbs, vertebral column as well as internal organs were 

removed to make certain no multipotent cells were present in cultures. After dissection, 2-3 

embryos were pooled, and tissue was dissociated in 0.15 % Trypsin (Gibco) for 10-15 minutes to 

obtain single cell suspensions. Cells were plated in one T75 tissue culture flask per embryo in MEF 

medium at 37℃ and 5% CO2 (Dulbecco’s Modified Eagle Medium (Gibco #61965) supplemented with 

10 % FBS (Pan Biotech #30-3302), 1% Sodium Pyruvate (Gibco), 1% HEPES (Gibco) and 1% 

Penicillin/Streptomycin). Cells were split once at a 1:3 ratio when confluent before freezing. After 

thawing, cells were grown in T75 culture flasks until confluent before nucleofection.  

 

Nucleofection 

For nucleofections, 1 µg of DNA per transcription factor and 2 µg of transposase construct was used 

in all conditions. Nucleofections were performed according to manufacturer's instructions (Lonza, P3 

Primary Cell 4D-Nucleofector™ X). Briefly, 5.0 x 105 cells were counted and spun down at 200 rcf for 

10 min, supernatant was discarded, and cells were resuspended in 100 µl nucleofection solution 

master mix (82 µl P3 Primary Cell Nucleofector Solution + 18 µl Supplement 1). Upon resuspension, 

cells were immediately transferred to previously prepared 1.5 ml tubes containing DNA mixtures and 
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subsequently transferred to 100 µl Nucleocuvettes. Nucleofection was performed using the CZ-167 

program 500 μl of pre-warmed RPMI 1640 was added immediately after nucleofection (Gibco; 1 % 

Penicillin/Streptomycin). Cells were transferred to a 37°C and 5% CO2 incubator for 10 min for 

recovery. Finally, cells were plated in 0.1% Gelatin in PBS (ROTI®Cell, Carl Roth) coated 12-well plates 

with 1 ml of preconditioned MEF medium and cultured at 37°C and 5% CO2. For expansion, cells 

were subcultured on 0.1% Gelatin culture vessels at 37°C and 5% CO2 until the appropiate cell 

number for the experiment was reached. For immunocytochemistry experiments cells were plated 

directly onto Poly-D-Lysine coated glass coverslips.  

 

Piggy Bac Vector generation 

To generate TetOn inducible Piggy Bac expression vectors for transgene expression, first a dCas9 

expression cassette was removed from PB-dCas9-T2A-GFP-PolyA-Blasticidin (A. Köferle, unpublished, 

Supplementary Data 4) through cutting with SpeI and Bsu36I (New England Biolabs). Next, a Tet 

Response Element (TRE) followed by a minimal CMV promoter was amplified from pLV-TetO-Oct4 

(pLV-tetO-Oct4 was a gift from Konrad Hochedlinger, Addgene plasmid # 19766; 

http://n2t.net/addgene:19766; RRID:Addgene_19766) using the primers TetOn Fwd and TetOn Rev 

(Table 5). Combining insert and backbone at a ratio of 3:1 in combination with the Gibson Assembly 

Mastermix (NEB, E2611S) for 30 min at 50℃, PB TetO PolyA was generated. Subsequently, a CMV 

enhancer element and CMV promoter driving the expression of either acGFP1 or EBFP2 were 

amplified from AcGFP1-C1 (AcGFP1-C1, was a gift from Michael Davidson, Addgene plasmid #54607, 

http://n2t.net/addgene:54607; RRID: Addgene_54607) and EBFP2-C1 (EBFP2-C1 was a gift from 

Michael Davidson, Addgene plasmid #54665, http://n2t.net/addgene:54665 , RRID: Addgene_54665) 

using Colors Fwd in combination with acGFP Rev or EBFP2 Rev respectively (Table 5). Using the same 

Gibson Assembly procedure as described above, both inserts were combined with PB TetO PolyA to 

generate PB TetO acGFP PolyA and PB TetO EBFP2 PolyA. DsRed Express 2 was amplified from pCAG-

Ascl1-IRES-DsRed (Heinrich et al., 2010) using the primers DsRed Fwd and DsRed Rev, the CMV 

enhancer and promoter were amplified from EBFP2-C (described above) using the primers CMV Fwd 

and CMV Rev and combined with PB TetO PolyA to generate PB TetO DsRed PolyA (Table 5). Next, an 

SV40 polyadenylation cassette was amplified from the AcGFP1-C1 plasmid using the primers SV40 

Fwd (DsRed) or SV40 Fwd (acGFP & EBFP2) with SV40 Rev and combined with all the respective 

fluorescent reporter backbones to generate PB TetO PolyA acGFP PolyA, PB TetO PolyA EBFP2 PolyA 

and PB TetO PolyA DsRed PolyA through Gibson assembly (Table 5). Finally, Ascl1 was amplified from 

pCAG-Ascl1-IRES-DsRed (Heinrich et al., 2010), MyoD1 was amplified from pCAG-MyoD1-IRES-GFP 

(in house), Oct4 was amplified from pLV-TetO-Oct4 (see above), Sox2 was amplified from pCAG-
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Sox2-IRES-GFP (in house), FoxA2 was amplified from pLV-PGK-FoxA2 (pLV.PGK.mFoxa2 was a gift 

from Malin Parmar, Addgene plasmid # 33014 ; http://n2t.net/addgene:33014 ; 

RRID:Addgene_33014) and Hnf1a was amplified from E14.5 mouse liver cDNA. E14.5 mouse liver 

cDNA was obtained by tissue digestion in TRIzol (Invitrogen) according to manufacturer’s 

instructions and subsequently performing reverse transcription of 100 ng input total mRNA using the 

Maxima First Strand cDNA Synthesis Kit (Thermo Fisher Scientific)(Table 5). The inserts of the 

respective factors were combined with all three fluorescent reporter carrying PiggyBac backbones, 

pre-digested with Mfe1 (New England Biolabs), to generate PB TetO TF PolyA acGFP/EBFP2/DsRed 

PolyA, for all transcription factors using Gibson Assembly. For FoxA2 and Sox2, two AU rich elements 

were cloned in between the cDNA and polyA site by digesting both backbones with Mlu1 (New 

England Biolabs) and combining it with an PCR amplified insert of AU-repetitive sequences 

(Supplementary Data 4) generated by amplification with AU Fwd and AU Rev from a custom DNA 

oligo (Supplementary Data 4, Table 5). To generate a 3xFLAG tagged MyoD1 construct, MyoD1 was 

amplified from PB TetO MyoD1 acGFP after digestion with Hpa1 and Kpn1 (New England Biolabs) 

using the MyoD1 FLAG Fwd and MyoD1 FLAG Rev primers (Table 5). A 3x FLAG repeat was amplified 

from a custom ordered DNA oligo (Supplementary Data 4) using the FLAG Fwd and Flag Rev primers 

(Table 5). Combining both inserts with the digested fluorescent reporter PiggyBac backbones 

mentioned above yielded PB TetO 3xFLAG MyoD1 PolyA acGFP/EFBP2/DsRed PolyA. To generate 

mutAscl1, point mutations E131R132 to A131Q132 were introduced in PB TetO Ascl1 acGFP using 

the site directed mutagenesis kit (New England Biolabs).  All cloning primer sequences are provided 

in Table 5 and all plasmid sequences of final constructs used in this study are provided in 

Supplementary Data 4. 

 

Transgene induction 

Transgene expression was induced by administration of doxycycline (2 µg/ml) every 24h until the 

indicated time points, considering its ± 22h half-life (Cunha, Domenico and Cunha, 2000). Culture 

medium was replaced by fresh doxycycline containing medium for each treatment. For 

immunocytochemistry experiments, transgene expression was induced they day after nucleofection 

and a non-treated sample of the same condition was used as a control. For single cell experiments 

and quantitative polymerase chain reaction (qPCR) experiments aimed at determining 

reprogramming factor expression levels, cells were first expanded to at T75-T175 before sorting (see 

below) and induction of transgene expression. A non-treated sample of the same condition was used 

as a control. For qPCR experiments aimed at quantification of Ascl1 and mutAscl1 downstream 
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targets, transgene expression was induced the day after nucleofection and a treated sample of 

untransfected cells was used as a control. 

 

Immunocytochemistry & Image acquisition 

For immunocytochemistry, cells were fixed at the indicated time points with 4% paraformaldehyde 

in phosphate buffered saline (PBS) for 10- 15 minutes. Cells were permeabilized by incubation 

with 3% BSA and 0.5% Triton-X 100 in PBS for 30 minutes. Primary antibodies were incubated in 3% 

BSA 0.5% Triton-X 100 in PBS at 4℃ overnight or for 2 hours at room temperature (Table 3). Cells 

were thoroughly washed with PBS to rinse off the remaining primary antibody solution. Secondary 

antibodies (including DAPI) were incubated in the dark at room temperature for 1 hour in 3% BSA 

and 0.5% Triton-X 100 in PBS followed by thorough washing with PBS (Table 3). For cells plated on 

coverslips, coverslips were mounted on glass slides using a water based non-fluorescent mounting 

medium (Aqua Poly/Mount (Polysciences, Warrington, PA). Stained cells were analyzed using an 

AxioM2 or Axio Observer epifluorescence microscope (Carl Zeiss) for coverslips and culture plates 

respectively. Images were obtained using the ZEN2 Software (Carl Zeiss). 

 

Fluorescence intensity quantification 

To compare Desmin protein expression levels between conditions, images were acquired as 

described above using identical exposure times within an experiment. Intensities were quantified by 

loading images with Fiji (Schindelin et al., 2012) and generate a mask for each cells using Image > 

Adjust > Threshold. Next, mean intensity within the masked area was measured using Analyze > 

Measure. For each image, a total of five equally sized regions without any clear Desmin signal were 

used to determine background levels and their mean was subtracted from the average measured 

intensity. To compare different experiments, intensity levels were normalized with respect to the 

MyoD1 only condition. 

 

Fluorescence activated cell sorting 

Cells were trypsinized, collected in pre-warmed MEF medium and washed once in PBS. Supernatant 

was discarded and cells were resuspended in 1 ml PBS supplemented with 10 % FBS before being 

transferred to FACS tubes by passing through a 40 µm cell strainer. Cells were sorted using a BD 

FACSARIAIIIu cell sorter (BD Biosciences). Gates were set using untransfected MEFs as a reference 

and further adjusted using transfected cells. Cells were sorted at flow rates between 2 and 3 

(arbitrary units, corresponding to ~ 17-25 ul/min) and collected in 1.5 ml tubes containing 300 µl 

MEF medium supplemented with 10 % additional FBS. For quantification of reprogramming factor 

levels, 37.500 - 100.000 cells were sorted per condition and plated in a single well of a 24-well plate 
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before inducing transgene induction with doxycycline the next day (see above). For single cell 

experiments 7.000/10.000 cells for each transfected condition and 5.000/7.500 untransfected MEFs 

were sorted. After sorting, all cells were pooled in a single 15 ml conical tube and centrifuged at 300 

rcf for 5 min. 1 ml of supernatant was left and supplemented with fresh MEF medium. Cells were 

plated by taking 1 ml of this suspension containing between 50-60.000 cells in a single 24-well. For 

quantification of Ascl1 and mutAscl1 target expression levels, 100.000 cells per condition were 

sorted 48h after induction and immediately processed for RNA isolation (see below). 

 

RNA extraction and quantitative polymerase chain reaction (qPCR) 

For RNA extraction, cells from a single 24-well were collected 48 hours after transgene induction and 

RNA was isolated using the ARCTURUS® PicoPure® RNA Isolation Kit (Applied Biosystems) according 

to manufacturer’s instructions. Genomic DNA was removed using the On-Column DNase I Digestion 

Set (Sigma-Aldrich). For retrotranscription, 100 ng of total mRNA was retrotranscribed using the 

Maxima First Strand cDNA Synthesis Kit (Thermo Fisher Scientific). First-strand cDNA was diluted 1:5 

in RNAse free water and 5 µl was used for each qPCR reaction. qPCRs were performed on a 

QuantStudio 6 (Applied Biosystems) using PowerUp™ SYBR™ Green Master Mix (Applied 

Biosystems). The expression of each gene was determined in triplicate and relative expression 

determined using the ΔΔCt method (Livak and Schmittgen, 2001). Primers are listed in Table 3. 

 

In vitro reprogramming  

For reprogramming experiments, cells were nucleofected as described above and expanded on 0.1% 

gelatin coated cover slips. After expansions, single (Ascl1, mAscl1 & MyoD1) as well as double 

positive cells (Ascl1 & MyoD1, mAscl1 & MyoD1) were sorted and plated at a density of ~12.500 cells 

per well in a 96-well plate. The next day, medium was changed and transgene expression induced as 

described above. Cells were treated with doxycycline every 24 hours for the first 4 days, after that 

they were treated every other day. Cells were fixed at 3 days post induction and immunochemistry 

was performed as described above.  

 

Droplet based scRNA-seq and scATAC-seq 

For scRNA-seq only samples, cells were trypsinized and collected in pre-warmed MEF medium at the 

indicated time points. Cells were centrifuged at 300 rcf for 5 min to remove debris and resuspended 

in 50 - 100 µl PBS for cell counting. Cell suspensions were counted, and suspension volume adjusted 

to contain approximately 1000 cells per µl. For a targeted retrieval of 10.000 cells, ~17.500 cells 

were loaded, and libraries were prepared using the Chromium Single Cell 3′ Reagent Kits v2 (24, 48, 
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72h data with Ascl1, MyoD1, Hnf1a and Oct4) or v3 (72h data with Ascl1, MyoD1, FoxA2, Sox2 and 

Oct4) according to manufacturer’s instructions. Libraries prepared with v2 chemistry were 

sequenced on a HiSeq4000 whereas v3 libraries were sequenced on a NovaSeq 6000. All libraries 

were sequenced with a 100 bp paired end configuration.  

For scMultiome (scRNA-seq + ATAC-seq) samples, cells were trypsinized and collected in pre-warmed 

MEF medium 72 hours after induction. Cells suspension was centrifuged at 300 x g for 5 min at 4°C 

and resuspended in 50 µl of PBS + 0.04% BSA (Miltenyi Biotec). Cells were pelleted once more by 

centrifugation at 300 x g for 5 min at 4°C. 45 µl of supernatant was removed and an equal amount of 

lysis buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl2, 0.1% Tween-20, 0.1% Nonidet P40 

Substitute, 0.01% Digitonin, 1% BSA, 1 mM DTT, 1U/ul H2O) was added. Cells were lysed on ice and 

after 5 min 50µl of wash buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl2, 1% BSA, 0.1% 

Tween-20, 1 mM DTT, 1 U/ul RNAse inhibitor) was added without mixing. Nuclei were pelleted by 

centrifugation at 500 x g for 5 min at 4°C. 95 µl of supernatant was removed, taking care not to 

disturb the pellet, and 45 µl of diluted nuclei buffer (1x Nuclei Buffer (10x Genomics), 1mM DTT, 1 

U/ul RNAse inhibitor) was added without mixing. Nuclei were spun down once more at 500 x g for 5 

min at 4°C and all supernatant was removed. Nuclei were resuspended in 7 µl of ice-cold nuclei 

buffer and 2 µl of nuclei suspension was mixed with 8 µl of diluted nuclei buffer and 10 µl Trypan 

Blue to determine nuclei concentration. For a targeted retrieval of 10.000 nuclei, the nuclei 

suspension was diluted to a concentration between 3280 and 8060 nuclei per µl. Libraries were 

prepared using the Chromium Next GEM Single Cell Multiome ATAC + Gene Expression kit according 

to manufacturer’s instructions and sequenced on an Illumina NovaSeq 6000 sequencer.  

 

Cleavage Under Targets and Release Using Nuclease (CUT & RUN) 

For CUT&RUN assays, 3xFLAG-MyoD1 (see above) was used to allow MyoD1 pulldown and DNA 

binding assessment. The assay was performed using the CUT&RUN assay kit (Cell Signaling 

Technologies, 86652) according to manufacturer’s instructions. Briefly, 100.000 cells per reaction 

collected and bound to Concanavalin A Magnetic beads. Cells were permeabilized and incubated 

with a primary antibody against FLAG for 2 hours at 4°C. Subsequently, cells were incubated with 

pAG-MNase for 1 hour at 4°C. pAG-MNase was activated by adding calcium chloride and a 30 min 

incubation at 4°C. Stop buffer (Cell Signaling Technologies) with 10 pg of Spike-In DNA (Cell Signaling 

Technologies) was added to each sample to stop the reaction and obtain normalization reads after 

sequencing. DNA was purified using a phenol/chloroform extraction and ethanol precipitation as 

described in the manufacturer’s protocol. Input samples were generated by collecting 100.000 cells 

per condition and incubating with DNA extraction buffer (Cell Signaling Technologies) at 55°C for 1 
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hour shaking at ~750 rpm on a ThermoMixer. Afterwards, samples were cooled down and sonicated 

with a BioRuptor® Pico (Diagenode) using 10 sets of 30-sec pulses. Fragmented chromatin was 

isolated together with CUT & RUN samples as described above.  

 

CUT & RUN Library preparation  

DNA sequencing libraries were generated using the SimpleChIP® ChIP-seq DNA Library Prep Kit for 

Illumina (Cell Signalling Technologies, 56795) and SimpleChIP® ChIP-seq Multiplex Oligos for 

Illumina® (Dual Index Primers, Cell Signaling Technologies, 46538) following the manufacturer’s 

instructions and adapting the protocol where needed as instructed by the manufacturer in the CUT 

& RUN Assay kit protocol. Briefly, an equal amount of DNA was used for all CUT&RUN and input 

samples and DNA ends were prepared for adaptor ligation. Note that here incubation temperature 

was lowered from 65°C to 50°C according to the manufacturer’s instructions. Next, adapters were 

ligated to the DNA. Finally, DNA was amplified using PCR and Dual Index primers for Illumina® (Cell 

Signaling technologies, 47538). Importantly, anneal and extension time was reduced from 75 

seconds to 15 seconds to avoid amplification of large library fragments per the manufacturer’s 

instructions. Furthermore, all clean-up steps were performed with 1.1x volume of SPRIselect® beads 

to increase capture of smaller DNA fragments. Generated libraries were pooled and sequenced using 

a the MiSeq Reagent Kit v3 and a 2 x 75 bp paired-end sequencing strategy on an Illumina® MiSeq 

sequencer.  

 

Preprocessing of sequencing data 

For the alignment of reads we used the sequences and annotation files for the Mouse genome 

(GRCm38) from Ensembl (release 97). The synthetic transcription factors and reporter sequences 

and a custom generated annotation were appended to the genome sequence and annotation. The 

Cell Ranger software (version 3.1.0) run with the command ‘cellranger mkref’ created an index of 

the genome. The Cell Ranger pipeline run with the command ‘cellranger count’ aligned the reads, 

generated QC metrics, estimated the number of valid barcodes and created the count matrices. The 

command was executed with standard parameters, except that we adjusted the number of expected 

cells and the chemistry parameter accordingly. AnnData objects of the raw and filtered count 

matrices were created using the Python package Scanpy ((Wolf, Angerer and Theis, 2018), version 

1.4.4). The alignment files (bam) were sorted by barcode using samtools ((Li et al., 2009), version 

1.10) and Velocyto ((la Manno et al., 2018), version 0.17.17) was run using the ‘velocyto run’ 

command with the filtered barcodes list from the Cell Ranger run. 
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Processing of CUT&RUN data 

The CUT&RUN data was processed using the Nextflow based ChIP-seq workflow from nf-core 

(version 1.2.2). For the different samples, a single pseudo antibody was defined and the samples of 

the same conditions sequenced in multiple experiments were defined as replicates. The 

computational pipeline was run in 2 independent executions to align against the yeast genome (R64-

1-1) and against the mouse genome (GRCm38). The aligned reads from the yeast alignment were 

used for normalization as per the manufacturer’s instructions found here: 

https://www.cellsignal.com/learn-and-support/protocols/cut-and-run-protocol. 

 

CUT&RUN peak visualization 

For visualization of CUT&RUN peaks, CUT&RUN data was processed as described above. Processed 

data was loaded into Integrative Genomics Viewer (IGV, version 2.11.4)(Robinson et al., 2011). To 

compare several samples, each sample was loaded as an individual track. For exporting images, y-

axes were set to the same scale before exporting.  

 

CUT&RUN Motif analysis 

Motif analysis was performed using Homer v4.11(Heinz et al., 2010). Enriched motifs were acquired 

by comparing peaks to the mouse mm10 genome using findMotifsGenome.pl <BED file> mm10  

<output directory> -size 200.  

 

Processing of single cell multiome data 

The single cell Multiome-Seq data was processed using the software cellranger-arc (version 2.0.0), 

run with the cellranger-arc count command with standard parameters and the corresponding 

genome. To build the reference genome index for mouse, GRCm38 the annotation from Ensembl 

(release 97) was used. The sequences and custom annotations of the synthetic transcription factors 

and fluorophores were appended to the genome fasta and annotation files. The samples processed 

with cellranger-arc count were aggregated using the cellranger-arc aggr command with the --

normalize=none parameter. 

 

Generation of a modified gene annotation 

The sequences of the overexpressed reprogramming factors differ from the endogenous loci in only 

a short interval in their UTRs. To distinguish between endogenous and transgene expression, we 

created synthetic versions of the endogenous genes by replacing their UTRs with the UTR sequences 
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of the transgenes (from Gencode version vM20, https://www.gencodegenes.org), and appended 

them to the gene annotation. This modified annotation was then used for read alignment by the Cell 

Ranger pipeline as described above (Preprocessing of sequencing data). The Cell Ranger pipeline 

only considers reads that are compatible with a single gene annotation, and therefore only reads 

specific to the UTRs of the endogenous genes or of the transgenes are used for UMI counting. 

 

Computational demultiplexing  

The exact analysis is documented in Supplementary Data 1, Notebook 1. We first grouped cells into 

induced and non-induced for each transgene and fluorophore by defining an expression threshold 

for each factor (maximum likelihood assignment of cells to centroids). Secondly, we assigned cells to 

the condition of their posterior probability, using the initial assignments to define the prior 

distribution of transgene counts in induced cells (Supplementary Figure 2A, B, the posterior 

membership probability). This second step allowed us to incorporate the prior knowledge that only a 

subset of all possible transgene combinations was included in this setup. 

Firstly, we defined condition centroids with two separate models, that yielded similar results in the 

end. Firstly, we used a gradient-free optimization algorithm to infer optimal decision boundaries 𝜃𝜃 

between the active and inactive component for each transgene in a joint optimisation problem, 

using the deviation between the inferred distribution of cells over conditions f and the input 

distribution x as an objective l:  

𝑙𝑙 = |𝑓𝑓(𝜃𝜃) − 𝑥𝑥| 

Here, the maximum likelihood assignment of a cell to a condition �̂�𝑐 consists of its classification based 

on the decision boundaries: 

�̂�𝑐 = 1 𝑖𝑖𝑓𝑓 𝜃𝜃 > 𝑥𝑥 𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒 0 

 Secondly, we defined centroids with a 2-component Gaussian mixture model for each transgene 

separately. Here, the maximum likelihood assignment of a cell to a condition consists of its 

assignment to a mixture k: 

�̂�𝑐 = 𝑎𝑎𝑎𝑎𝑎𝑎 max
𝑘𝑘

 𝑃𝑃(𝑥𝑥|𝜇𝜇𝑘𝑘 ,𝜎𝜎𝑘𝑘) = 𝑎𝑎𝑎𝑎𝑎𝑎 max
𝑘𝑘

−log (𝜎𝜎𝑘𝑘) − log (2𝜋𝜋) −
1
2

(𝑥𝑥 − 𝜇𝜇𝑘𝑘)2

𝜎𝜎𝑘𝑘2
 

These mixture models showed collapse of the inactive component to zero in a couple of cases, in 

which we then augmented the inferred threshold to achieve similar results to the gradient-free 

optimization method (Supplementary Data 1, Notebook 1). 

 

Posterior membership probability: The maximum likelihood assignments proposed above cannot 

guard against assignment of cells into conditions that do not exist, such as a condition with all 

transcription factors active and all colors inactive. Due to noise in the data, such conditions may 
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indeed be the maximum likelihood estimator of condition membership. However, we have the prior 

knowledge that only a subset of all transgene conditions exists in the data. We defined a partition 

function containing only the input conditions 𝕂𝕂 and defined a posterior probability distribution over 

input conditions using this partition function and Gaussian likelihoods P to then assign cells to their 

maximum a posteriori estimate of membership: 

�̂�𝑐 = 𝑎𝑎𝑎𝑎𝑎𝑎 max
𝑘𝑘

𝑃𝑃(𝑥𝑥|𝜇𝜇𝑘𝑘 ,𝜎𝜎𝑘𝑘)
∑ 𝑃𝑃(𝑥𝑥|𝜇𝜇𝑘𝑘 ,𝜎𝜎𝑘𝑘)𝑘𝑘⊂𝕂𝕂

 

 

Unsupervised analysis of single-cell RNA-seq data 

The exact analysis is documented in code in Supplementary Data 1, Notebook 1. We removed cells 

with high mitochondrial content (>20% of UMIs are from mitochondrial genes) or low total mRNA 

counts (<1000 expressed genes). We then filtered non-highly variable genes, normalized the mRNA 

counts within each cell, log(x+1) transformed the counts, computed PCA with 50 components, 

computed a k-nearest neighbor graph with k=X and computed UMAP embeddings and Louvain 

clustering on the graph. We used SoupX (Young and Behjati, 2018) for ambient RNA correction 

(Supplementary Data 1, Notebook 1b). We defined the cell cycle score as a z-score over cells on the 

sum of G2M-phase score and S-phase score computed with scanpy (Wolf, Angerer and Theis, 2018), 

Supplementary Data 1, Notebook 1). We computed the fibroblast score as a z-score defined over 

cells in the Louvain clusters annotated as non-cycling fibroblasts on the sum of log-normalized 

fibroblast marker genes per cell: Thy1, Col1a1, Postn, Vim, Prrx1, Timp3, Ccn2, Col5a1, Col1a2, 

Glipr2, Itgb5, Sh3kbp1, Tex264, Tnc, Cnn1, Fn1, S100a4, Twist2, Snai2, Cav1, Ecm1, Acta2, Col4a1, 

Col5a2, Mmp2, Mmp14, Mmp23, Col3a1, Cav2, Timp1, Timp2, Fgf7, Vcl, Itgb8 (also defined in 

Supplementary Data 1, Notebook 1). 

 

Cellular doublet simulation 

We considered doublet simulation between Ascl1 single-positive cells and MyoD1 single-positive 

cells to establish whether this specific doublet could explain the Ascl1+MyoD1+ double-positive 

cellular state. As both source distributions are defined by cells from the respective single-positive 

conditions, we sampled (n=200) random pairs of simulated doublets, added their transcriptomic 

states (unprocessed counts) and divided these counts by two to receive simulated doublet cells in 

the range of total counts of the single-positive cells. We then performed an unsupervised analysis 

workflow as described in (Unsupervised analysis of single-cell RNA-seq data) on the union of these 

simulated cells and the real cells from all conditions (Supplementary Figure 6E-F). To map the 

simulated cells into the annotated clusters defined on the real cells, we used a nearest neighbor 

classifier, only using the real cells with the minimal distance observed to each simulated cell. 
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Differential expression analysis 

The exact analysis is documented in Supplementary Data 1, Notebook 3. We used Wald tests on a 

negative binomial generalized linear model (GitHub - theislab/diffxpy: Differential expression analysis 

for single-cell RNA-seq data., no date) fit on cell cycle, condition and normalization factors testing 

the condition effect to determine differentially expressed genes along the individual lineages 

(Supplementary Data 1, Notebook 3). To restrict the setting to each lineage, we only considered 

cells from the single-positive condition of the lineage and the empty vector control for the test. P-

values were corrected for multiple testing using Benjamini-Hochberg correction. We declared genes 

as differentially expressed if they had a corrected p-values of less than 0.01, a fold change of less 

than 2/3 or more than 3/2 and a mean expression level of at least 0.05 counts. We added the label 

up- or down-regulated in multiple places for those differentially expressed genes with positive (up) 

and negative (down) log fold change. We inferred synergism and antagonism in a differential test on 

cells from the control condition, two considered single-positive conditions and the double-positive 

condition of these two, modelling each transgene’s effect individually and their interaction and 

tested and reported the interaction effect to yield synergism and antagonism labels: We defined 

synergistic effects as positive transgene interaction effects in a differential expression model if the 

log fold change in the double positive condition was positive (a gene is upregulated more strongly in 

the double positive in the double-positive condition than would be expected based on the sum of 

both transgenes in their individual single-positive conditions). Additionally, we defined negative 

transgene interaction effects in a differential expression model as synergistic if the log fold change in 

the double positive condition was negative (stronger down-regulation than expected). Conversely, 

we defined weaker up-regulation and weaker down-regulation as antagonistic. When defining 

differential expression vectors, we used the L2 norm over all gene-wise parameter estimators for an 

individual coefficient defined in the model, only using genes for which this coefficient was significant 

(FDR-corrected p-values < 0.01) and which were not overfit (defined as a L1 norm of significant 

effects within a gene > 100). 

 

Gene ontology analysis  

Gene ontology enrichment analysis was performed using the g:Profiler Python client (Raudvere et 

al., 2019). Differentially expressed genes (Up: log-2-foldchange > 2/3, Down: log-2-foldchange < -2/3, 

log-normalized mean expression > 0.1 and adjusted p-value < 0.01) for each condition were provided 

as input and all list of all expressed genes in the dataset were used as background. For the 

downregulated genes, gene ontology analysis was performed using the cellular component 
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annotations whereas for upregulated genes the annotation biological process was used. The top 20 

enriched GO terms were ranked based on p-value and visualizes using a custom graphing function 

(see Supplementary Material 1).  

 

ChIP-seq data analysis and synergism and antagonism annotation 

The exact analysis is documented in Supplementary Data 1, Notebook 3. We used published peak 

files for both Ascl1 and MyoD1 ChIP (Lee et al., 2020). We overlapped these peaks against 5’ ends of 

gene annotations (GRCm38), extending the annotated interval 5’ end 10kb upstream and 2kb 

downstream.  

 

RNA velocity and Cellrank analysis 

The exact analysis scvelo (Bergen et al., 2020) and cellrank ((GitHub - theislab/cellrank: Mapping the 

fate of single cells using RNA Velocity, 2020)) worflows are documented in code in Supplementary 

Data 1, Notebook 2. The RNA velocities mentioned in the main text are based on the dynamical RNA 

velocity model implemented in scvelo. Additionally, we fit the dynamical model with lenient gene 

filtering and a steady-state model with standard gene filtering. We ran CellRank (Lange et al., 2020) 

on the dynamical RNA velocity model fits separately for each inferred condition using the CFLARE 

model on a kernel consisting of 50% transcriptomic connectivity and 50% RNA velocities. The 

attractors were assigned to fates by cellrank and are colored according to the annotated Louvain 

clusters established in the unsupervised analysis section. 

 

Neurogenic and myogenic scores 

The exact analysis is documented in Supplementary Data 1, Notebook 4. We defined the neurogenic 

score as 1-diffusion pseudotime from the most mature neurogenic cell: We defined the most mature 

neurogenic cell as the cell with the highest latent time assigned by scvelo during dynamical RNA 

velocity inference in the Ascl1 single-positive condition. The scored cells presented are all cells in 

neurogenic or myogenic states excluding the cycling cluster. Similarly, we defined the myogenic 

score within the MyoD1 single-positive condition. The myogenic score presented in Supplementary 

Figure 6G is computed as above but computed on the set excluding cell in the mature myogenic 

cluster to compare intermediate myogenic and neurogenic states. 

 

Fate titration analysis 

The exact analysis is documented in Supplementary Data 1, Notebook 2. We scaled transgene 

counts into an active range between the minimum transgene count observed in the positive 
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condition and the 99th percentile of transgene counts in the single positive condition (maximum): 

𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑥𝑥−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

. We visually compared two groups of cells (cell rank attractor groups or Louvain 

cluster groups) using 2D kernel density estimators of the joint distribution of each group over both 

transgenes and using the respective marginal distributions of each group. We fit a weighted logistic 

regression model with class-balancing weights between both groups on the scaled transgene counts. 

We report the accuracy of this classifier on a held-out test partition of 20% of the data. 

 

Supervised modelling 

All model and analysis code is also documented in Suppl. Data 1,2. We used linear and nonlinear 

models both for classification of categorical cluster assignments and regressive prediction of the log-

normalized RNA observations of each cell. We accounted for confounding in all models: We 

corrected for the sample through a one-hot encoded predictor and for the cell size through a log-

transformed size factor in the input. In all cases, the input to these models is either the one-hot 

encoded condition assignment (categorical model, Figure 4G-H), the binary presence of transgenic 

transcription factors (binary models, Figure 4G-H), or the log transgenic transcription factor 

expression per cell (expression models, Figure 4I-J). The nonlinear model was a neural network of 

fully connected layers with two hidden layers of 64 units each and tanh activation function. We used 

1e-6 L1 and L2 penalties on linear layers. The hyperparameters of all models are also described in 

the supplied code. We trained all networks until convergence and evaluated performance on 10% of 

randomly selected test cells (Figure 4G-H) or on entirely held-out cell sets corresponding to inferred 

conditions (Figure 4I-J). We trained on all cells that were not in the test set, except of in Figure 4I 

where we tested models trained on only single- or single- and double-positive conditions on selected 

triple-positive conditions. We used area under the curve of the receiver-operator characteristic (AUC 

ROC), accuracy, top-3 accuracy and condition class-balanced accuracy to evaluate classification 

models and used R2 per cell between observed and predicted log-normalized expression for 

regression models.  
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Figure legends 

Figure 1 A multiplexed strategy for the comparison and collision of cell fate conversions 
A. Illustration of Waddington’s landscape depicting key factors during development, reprogramming 

and transdifferentiation B. Schematic outline of Collide-seq C. Overview of experimental conditions 

D.  Representative immunofluorescent images of 48h after transgene induction. Scale bar represents 

50 µm. E. Log-normalized fluorophore expression superimposed on Uniform Manifold 

Approximation and Projection (UMAP). Shown are total count-normalized fluorophore expression 

levels on an ln scale. F. Log-normalized transgene expression superimposed on UMAP. Shown are 

total count-normalized transgene expression levels on an ln scale. G. UMAP embedding of scRNA-

seq dataset colored by technical replicate H. Cell cycle score superimposed on UMAP (see Methods).  

 

Figure 2: De-multiplexing combinatorial reprogramming factor expression reveals discrete 

induction of distinct lineages  
A. Visualization of assignment outcome (see Methods) superimposed on Uniform Manifold 

Approximation and Projection (UMAP). Depicted are the total population of cells carrying one, two 

or three factors (left, blue) as well as the individual conditions (right, red) for the indicated 

conditions. For individual conditions, numbers indicate total number of cells per condition B. Louvain 

clustering superimposed on UMAP (left panel) and separated for individual lineages (right panels). 

Shown are Louvain clusters named according to the lineage of their predominant transcription 

factor. Cells without clear transcriptomic changes compared to the control conditions were labeled 

as fibroblasts.  

 

Figure 3: Comparing principles of fate conversion between distinct lineages 

A. Bar plot of transgene-wise coefficient vector magnitudes. B. Superimposed on Uniform Manifold 

Approximation and Projection (UMAP) is the latent pseudotime (lineage progression coordinate) 

computed with scvelo (Bergen et al., 2020) in the context of the velocity computation C. Confusion 

matrix showing the intersection of upregulated genes in individual factor conditions versus putative 

binding sites derived from a publicly available ChIP dataset (Oki et al., 2018) D. Matrixplot showing 

the relative expression of key target genes between different single factor conditions and empty 

vector carrying fibroblasts E. Fibroblast score (see Methods) for cells single positive for a given 

transcription factor compared to fibroblasts. F. Venn diagram of downregulated gene intersection 

between single factor conditions. 

 

66



Figure 4: Factor collision reveals antagonistic effects of a deterministic system 
A. Fibroblast score (see Methods) for cells single and double positive for given transcription factor 

combinations in comparison to fibroblasts. B. PCA scatter plot of first (vertical) and second 

(horizontal) loading showing the different conditions after collapsing them into pseudobulk samples. 

Colored rectangles correspond to clusters defined in Supplementary Figure 5B. EV: Empty vector 

expressing fibroblasts C. Correlation matrix of linear model effects for each condition. Color defines 

direction of correlation (negative = blue, positive = red) and color tone depicts size of correlation. D. 

Stacked violin plots of lineage marker genes for each factor alone and when additional factors are 

expressed. E. Conceptual summary of cell assignment for fate titration analysis (left most panel) as 

well as data derived examples for the indicated combinations of factors (right panels) F. Fate 

titration plots of Ascl1, FoxA2 and Sox2 versus MyoD1. Shown are the decision boundaries for 

indicated intermediate fates according to transcription factor levels. Transcription factor expression 

shown on the x and y axis are log-normalized expression values scaled into the dynamic range of the 

single-positive condition (see Methods). G,H. Predictive performance for a linear model of the 

categorical condition variable, a linear model of the log of the transgene expression, and a non-

linear model of the log of the transgene expression in randomly held-out test cells. For the task of 

Louvain cluster assignment prediction, shown are area under the receiver-operator characteristic 

curve (AUC ROC), top-3 accuracy, accuracy, and class-balanced accuracy (G). For the task of 

prediction of log-normalized expression values of highly variable genes, shown is the cell-wise R2 

(G).  I,J. Predictive performance on held-out reprogramming conditions for models and metric as 

described in (H), with the exception of the base line model, which is a linear model of binary 

transgene presence. The hold-out task in (I) is a particular triple-positive condition as indicated in the 

legend. The hold-out task in (J) is the set of all triple positive conditions and models are either 

trained on single-positive conditions only or on single- and double-positive conditions. 

 

Figure 5: Fate competition between the bHLH factors MyoD1 and Ascl1  

A. Louvain clustering superimposed on Uniform Manifold Approximation and Projection (UMAP) for 

second Collide-seq experiment B. Condition based RNA velocity from designated conditions. Shown 

is a UMAP of all cells in data set (grey). Superimposed are cells from the indicated conditions colored 

in with the terminal fate assigned by CellRank (Lange et al., 2020), see Methods). C. Intersections of 

genes regulated by Ascl1 and/or MyoD1 with ChIP-seq data (Lee et al., 2020), see Methods). Shown 

are gene numbers and percentages grouped by synergistic and antagonistic effects in expression. D.  

Expression Z-score of genes up- and downregulated by Ascl1 (left) and MyoD1 (right) versus 

transcription factor expression levels binned into 10% intervals. E. Fate titration plot of Ascl1 and 
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MyoD1. Shown are decision boundaries for indicated intermediate fates according to transcription 

factor levels. MyoD1 and Ascl1 expression shown on the x and y axis are log-normalized expression 

values scaled into the dynamic range of the single-positive condition (see Methods). F. 

Representative immunofluorescent images of cells 3 days after transgene induction. G.  

Quantification of cells (%) with more than one nuclei among all transfected cells within a given 

condition. Pairwise comparisons performed with Welch’s t-test, correction for multiple testing 

performed with Benjamini-Hochberg correction. *: p < 0.05, ** p < 0.01, *** p < 0.001. H. Log fold 

change of target gene expression as measured by qPCR after 48h of induction with mutAscl1 (blue 

bars) or wild-type Ascl1 (orange bars). Fold change is relative to untransfected dox induced cells. 

Data represents n =1 biological replicate. Error bars reflects standard deviation between technical 

replicates.    

 

Figure 6: Competitive inhibition between Ascl1 and MyoD1 impairs pioneer factor activity 

A. Schematic overview of third Collide-seq experiment. B. Visualization of assignment outcome (see 

Methods) for individual cells superimposed on UMAP of scRNA-seq part of experiment. Depicted are 

cells positive for the indicated conditions using all cells (top panels) as well as the top 500 highest 

transgene expressing cells (bottom panels). Bottom right panel depicts grouped Louvain clustering 

based on the predominant condition present C. Matrixplot showing the relative expression of key 

myogenic genes between different clusters as indicated in panel B. Myo = Myogenic, Col = Collision, 

Con = Control D. Log2 fold change of myogenic gene expression in double positive conditions as 

compared to MyoD1 only expressing cells. E. Fraction of cells of per condition amongst the different 

Louvain clusters F. Visualization of assignment outcome (see Methods) for individual cells 

superimposed on UMAP of scATAC-seq part of experiment. Depicted are cells positive for the 

indicated conditions using all cells (top panels) as well as the top 500 highest transgene expressing 

cells (bottom panels). Bottom right panel depicts grouped Louvain clustering based on the 

predominant condition present G. Confusion matrix of averaged CUT&RUN peaks for individual 

conditions for a total of 2 independent biological replicates. H. CUT&RUN peak classification 

averaged between 2 independent biological replicates depicted as fraction of total peaks. I. 

Representative Integrative Genome Browser (IGV, see Methods) (Robinson et al., 2011) tracks for 

the indicated samples in CUT&RUN sample 1 out of 2. J. Bar plot showing the number of averaged 

CUT&RUN peaks over two independent biological replicates that are covered by scATAC-seq. K. 

CUT&RUN (left panel), scATAC (middle panel) and scRNA-seq (right panel) signal for key myogenic 

marker genes. CUT&RUN signal is averaged for two biological replicates L. Bar plot showing the 

percentage of MyoD1 binding sites that contain the canonical E-box motif (blue) as well as the 
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E2A/Tcf3 motif (orange). For E-box motifs, all variations were grouped and averaged within each 

condition.  

 

Figure 7: Proposed model 

A. Schematic summary of factor hierarchies deducted from our experiments. Strength of interaction 

between factors is reflected by line width. Nature of interaction (occurrence of collision 

state/dominance) is depicted by arrow heads (collision state) or bar ends (dominance).  

B. Schematic overview of the possible mechanisms for Ascl1 and MyoD1 collision. i) collision 

between transcriptional programs, ii) competition between (shared) binding sites, iii) formation of 

an inactive heterodimer and iv) cofactor competition.  

 

Supplementary Figure 1 

A. Quantification of transgene induction using qPCR. Shown is the mean fold change of doxycycline 

induced samples over non-induced samples after 48 hours (n = 2/3). B. Fraction of transgenic UMIs 

successfully mapped to transgenic allele per population of cells expressing a single factor. C. Uniform 

Manifold Approximation and Projection (UMAP) embedding of scRNA-seq data colored by technical 

replicate after ambient RNA correction. D. Cell cycle score superimposed on UMAP for ambient 

corrected data. E. Log-normalized fluorophore expression superimposed on UMAP after ambient 

RNA correction. Shown are total count-normalized fluorophore expression levels on an ln scale. F. 

Log-normalized transgene expression superimposed on UMAP after ambient RNA correction. Shown 

are total count-normalized transgene expression levels on an ln scale.  

 

Supplementary Figure 2 

A. Assigned conditions in first, maximum likelihood, step of algorithm for a gradient-free 

optimization method by sample and by transgene (see Methods). B. Average number of genes (top 

panel) and UMI counts (bottom panel) for selected Louvain clusters. C. Fraction of mitochondrial 

UMIs per condition.  

 

Supplementary Figure 3 

A. Distribution of log-normalized transcription factor expression levels in single positive conditions 

(Ascl1: light blue, MyoD1: orange, FoxA2:pink, Sox2: vermillion and Oct4:blue) as well as empty 

vector controls (yellow). B-E. Top 20 terms related to biological process after gene enrichment (GO) 

analysis using G-profiler (see Methods) for genes upregulated by Ascl1 (B), MyoD1 (C), FoxA2 (D) and 
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Sox2 (E). Gene overlap with each term is depicted as the size of the circles and color reflects the 

adjusted p-value. On the y-axis the gene ratio is shown. 

 

Supplementary Figure 4 

A-D. Top 20 terms related to cellular component after gene enrichment (GO) analysis using G-

profiler (see Methods) for genes downregulated by Ascl1 (A), MyoD1 (B), FoxA2 (C) and Sox2 (D). 

Gene overlap with each term is depicted as the size of the circles (bigger is more) and color reflects 

the adjusted p-value. On the y-axis the gene ratio is shown.  

 

Supplementary Figure 5 

A. Fibroblast score (see Methods) for indicated conditions. B. Similarity of pseudobulk principal 

components per condition clustered with hierarchical clustering. Colors correspond to those used in 

Figure 4B. C. Correlation matrix of linear model effects showing for correlation between individual 

factors and collision state. Color defines direction of correlation (negative = blue, positive = red) and 

color tone depicts size of correlation D. Correlation of predictive accuracy, measured as explained 

variance, on held-out test data with the predicted uncertainty of the model, measured as the mean 

of the predicted standard deviation by gene. E. Explained variance of model prediction by condition 

and replicate. F,G. Explained variance of cells binned by individual transgene expression (F) and 

individually with trend fit (G). In G, the superimposed color is the predicted uncertainty measured as 

the mean standard deviation over output genes.  

 

Supplementary Figure 6 

A. Schematic overview of experimental conditions B. Visualization of assignment outcome (see 

Methods) for individual cells superimposed on Uniform Manifold Approximation and Projection 

(UMAP). Depicted are cells positive for the indicated conditions as well as their total number. C. 

Condition based RNA velocity trajectories. Shown are RNA velocities computed within single positive 

cells, projected on a UMAP and computed on the transcriptomes of all cells (see Methods). 

Superimposed in color is the latent pseudotime (lineage progression coordinate) computed with 

scvelo (Bergen et al., 2020) in the context of the velocity computation. D. Relative abundance of cells 

from each collection time point per cluster for Ascl1 (left) and MyoD1 (right). E. Fraction of cells per 

Louvain cluster colored according to double positive class: in silico simulated or actual double 

positives. F.  Simulated double positives and actual double positives colored and superimposed on 

UMAP.  G. Neuronal and myogenic score for Ascl1 & MyoD1 double positives cells residing in 
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collision states. H. Normalized Desmin fluorescence intensity for indicated conditions (left panel) as 

well as representative examples (right micrographs). Scale bars represents 100 µm.  

  

Supplementary Figure 7 

 A. Log-normalized transgene expression superimposed on Uniform Manifold Approximation and 

Projection (UMAP). Shown are total count-normalized transgene expression levels on ln scale. B. 

Louvain clustering superimposed on UMAP. C. Condition based RNA velocity on a UMAP computed 

on cells from designated conditions. Shown is a UMAP of all cells in data set (grey). Superimposed 

are cells from the indicated condition colored in with the terminal fate assigned by CellRank (Lange 

et al., 2020), see Methods).  

 

Supplementary Figure 8 

A. Schematic overview of experimental conditions. B. Log-normalized transgene expression 

superimposed on UMAP. Shown are total count-normalized transgene expression levels on an ln 

scale. C. Visualization of assignment outcome (see Methods) for individual cells superimposed on 

scRNA-seq Uniform Manifold Approximation and Projection (UMAP, top panels) and scATAC-seq 

UMAP (bottom panel). Depicted are cells positive for the indicated conditions. D. Confusion matrix 

of CUT&RUN peaks for individual conditions of CUT&RUN experiments 1 and 2 E. Representative 

Integrative Genome Browser (IGV, see Methods) tracks for the indicated samples in CUT&RUN 

sample 2 out of 2 F. Bar plot showing the number of CUT&RUN peaks covered by scATAC-seq for 

CUT&RUN experiments 1 and 2. G. Confusion matrix showing the number of ATAC peaks in the 

different experimental conditions.  
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Tables 

Table 1: Overview of different reprogramming factor and the characteristics of their target cells  

TF Target cell  Germ layer Potency Cell cycle status 

Ascl1 Neuron  Ectoderm Terminally 

differentiated 

Post mitotic  

MyoD1 Skeletal muscle Mesoderm Terminally 

differentiated 

Post mitotic  

FoxA2 Hepatocyte Endoderm Terminally 

differentiated 

Mitotic  

Sox2 Neural stem cells Ectoderm Multipotent Mitotic  

Oct4 Pluripotent stem 

cell 

Pre-germ 

layer 

Pluripotent Highly proliferative  

 

Table 2: Fibroblast score genes 

Thy1 Ccn2 Tex264 Snai1 

Col1a1 Col5a1 Tnc Cav1 

Postn Col1a2 Cnn1 Ecm1 

Vim Glipr2 Fn1 Acta2 

Prrx1 Itgb5 S100a4 Col4a1 

Timp3 Sh3kbp1 Twist2 Col5a2 

Mmp2 Mmp14 Mmp23 Col3a1 

Cav2 Timp1 Timp2 Fgf7 

Vcl Itgb8   

 

Table 3: qPCR primers 

Target Species Forward primer (5’ – 3’) Reverse primer (5’ – 3’) 

Ascl1  Rat TCG GCT ACA GCC TTC CAC CAA AGC CCA GGT TAA CCA AC 

MyoD1 Mouse TGG CAT GAT GGA TTA CAG CGG TCA CTG TAG TAG GCG GTG TC 

Hnf1a Mouse GAG AAA CGC GTG GCT CTG AA GTC CTC CTG AAG AAG TGA CTC CAC 
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Oct4 Mouse AGC ACG AGT GGA AAG CAA CT CTT TCA TGT CCT GGG ACT CCT C 

FoxA2 Mouse CGA GCA CCA TTA CGC C GGG TAG TGC ATG ACC TG 

Sox2 Mouse CGA GCT GGT CAT GGA GTT GTA C AAC GGC AGC TAC AGC ATG ATG C 

Hes6 Mouse ACG GAT CAA CGA GAG TCT TCA  TTC TCT AGC TTG GCC TGC AC 

Dll1 Mouse GGG ACA GAG GGG AGA AGA TG  CAC ACC CTG GCA GAC AGA T 

Pvalb Mouse GGC AAG ATT GGG GTT GAA G  AGC AGT CAG CGC CAC TTA G 

Cbfa2t3 Mouse TGGCTACATGCCTGAAGAGAT  GCGCTTCACCTCATTCACA 

GAPDH  Mouse TTG CAG TGG CAA AGT GGA GA CGT TGA ATT TGC CGT GAG TG 

 

 

Table 4: Antibodies 

Primary Antibody Host species Isotype Dilution Source 

RFP Rabbit -  1:1000 Rockland (600-401-379) 

GFP  Chicken - 1:1000  Aves Labs (GFP-1020) 

Ascl1  Mouse IgG1 1:400 BD Pharmingen (556604) 

MyoD1 Mouse IgG1 1:500 BD Pharmingen (554130) 

Hnf1a Rabbit - 1:400 Cell Signaling Technology (89670S) 

Oct4 Rabbit  - 1:250 Abcam (181557) 

Sox2 Mouse IgG1 1:400 Abcam (79351) 

FoxA2 Rabbit -  1:400 Cell Signaling Technology (8186S) 

FLAG  Mouse IgG1 1:200 Sigma-Aldrich (F1804) 

Secondary antibody  -    

DAPI Goat -  1:1000  

Anti-chicken 488 Goat -  1:1000 ThermoFisher A11039 

Anti-rabbit 546 Goat -  1:1000 ThermoFisher A21207 

Anti-mouse IgG1 594 Goat  -  1:1000 ThermoFisher A21125 

 

 

Table 5: Cloning primers & Oligos 

Primer name Primer sequence (5’ – 3’) 

TetOn Fwd GGC GCA GTA GTC CAA ACA GGG ACA GCA GAG ATC 
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TetOn Rev TAG GCA GCC TGC ACC TGA GGA GCT CGA GAG GTC AGG TCA AAA CAG CGT GGA 

TG 

Colors Fwd ACG CTG TTT TGA CCT CAC TAG TCG TTA CAT AAC TTA CGG TAA 

acGFP Rev CTG CAC CTG AGG AGC TTA CTT GTA CAG CTC ATC C 

EBFP2 Rev CTG CAC CTG AGG AGC TTA CTT GTA CAG CTC GTC C 

CMV Fwd CTG TTT TGA CCT GAC CTC ACT AGT CGT TAC ATA ACT TAC GGT AAA TG 

CMV Rev ATG GTG GCG AGT CCG GTA GCG CTA GC  

DsRed Fwd CCG GAC TCG CCA CCA TGG CCT CCT CC 

DsRed Rev 

 

CTG CAC CTG AGG AGC CTA CAG GAA CAG GTG GTG GCG 

SV40 Fwd (Red) CTG TTT TGA CCT GAC CTC ACT GAA ACA TAA AAT GAA TGC AAT TG 

SV40 (Green & Blue) CGC TGT TTT GAC CTC ACT GAA ACA TAA AAT GAA TGC AAT TG 

SV40 Rev CCG TAA GTT ATG TAA CGA TAA GAT ACA TTG ATG AGT TTG G  

Ascl1 Fwd TGA AAC ATA AAA TGA ATG CCT AAG CCA CCA TGG AGA GCT CTG GCA AGA TG 

Ascl1 Rev 

 

TAA ACA AGT TAA CAA CAA CTC AGA ACC AGT TGG TAA AG 

MyoD1 Fwd TGA AAC ATA AAA TGA ATG CGC CAC CAT GGA GCT TCT ATC GCC G 

MyoD1 Rev TAA ACA AGT TAA CAA CAA CAT CTC TCA AAG CAC CTG ATA AAT C  

Hnf1a Fwd TGA AAC ATA AAA TGA ATG CGC CAC CAT GGT TTC TAA GCT GAG CC 

Hnf1a Rev TAA ACA AGT TAA CAA CAA CGG CAC TTA CTG GGA AGA GGA GGC  

Oct4 Fwd TGA  AAC ATA AAA TGA ATG CGC CAC CAT GGC TGG ACA CCT GGC TTC  

Oct4 Rev TAA ACA AGT TAA CAA CAA CGT GCC TCA GTT TGA ATG CAT GGG 

  

AU Fwd ATG TAA GTC GAG TTG TTG TT 

AU Rev TAA GCT GCA ATA AAC AAG TT 
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MyoD1 FLAG Fwd CGA TGA CAA GAT GGA GCT TCT ATC GCC G 

MyoD1 FLAG Rev CGA TGA CAA GAT GGA GCT TCT ATC GCC G 

FLAG Fwd CTG AAA CAT AAA ATG AAT GCT GCT GGG CCA CCA TGG ACT 

FLAG Rev GAA GCT CCAT CTT GTC ATC GTC ATC CTT GTA ATC G 

 

 

Supplementary Data 

Extended Data 1: Analysis notebooks detailing single-cell RNA-seq analysis. Some analyses 

presented here depend on the newly developed python packages provided in Supp. Data 2. 

Download link: https://hmgubox2.helmholtz-muenchen.de/index.php/s/dnmFRDqz4bsaogq 
Password: P774Qm6wfw 
 
 
Extended Data 2: tftools python package to run custom analysis centered on transcription factors 

used in this code. 

Download link: https://hmgubox2.helmholtz-muenchen.de/index.php/s/dnmFRDqz4bsaogq 
Password: P774Qm6wfw 
 
 
Extended Data 3: Alignment output of single-cell experiments. 

Download link: https://hmgubox2.helmholtz-muenchen.de/index.php/s/dnmFRDqz4bsaogq 
Password: P774Qm6wfw 
 

Extended Data 4: PiggyBac construct sequences 

Download link: https://hmgubox2.helmholtz-muenchen.de/index.php/s/dnmFRDqz4bsaogq 
Password: P774Qm6wfw 
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SUMMARY

Astrocytes are a viable source for generating new neurons via direct conversion. However, little is known
about the neurogenic cascades triggered in astrocytes from different regions of the CNS. Here, we examine
the transcriptome induced by the proneural factors Ascl1 and Neurog2 in spinal cord-derived astrocytes
in vitro. Each factor initially elicits different neurogenic programs that later converge to a V2 interneuron-
like state. Intriguingly, patch sequencing (patch-seq) shows no overall correlation between functional prop-
erties and the transcriptome of the heterogenous induced neurons, except for K-channels. For example,
some neurons with fully mature electrophysiological properties still express astrocyte genes, thus calling
for careful molecular and functional analysis. Comparing the transcriptomes of spinal cord- and cerebral-cor-
tex-derived astrocytes reveals profound differences, including developmental patterning cues maintained
in vitro. These relate to the distinct neuronal identity elicited by Ascl1 and Neurog2 reflecting their develop-
mental functions in subtype specification of the respective CNS region.

INTRODUCTION

Direct reprogramming of local glial cells into neurons in the cen-

tral nervous system (CNS) has become a promising approach for

neuronal replacement in disease (Barker et al., 2018). Pioneered

by in vitro conversion of astrocytes from the cerebral cortex (Ber-

ninger et al., 2007; Heinrich et al., 2010; Heins et al., 2002), this

approach is often based on the expression of proneural factors

(e.g., Ascl1 and Neurog2), master regulators and pioneer factors

in the conversion process both in vitro (Berninger et al., 2007;

Masserdotti et al., 2015; Smith et al., 2016; Vierbuchen et al.,

2010; Wapinski et al., 2013) and in vivo (Guo et al., 2014; Liu

et al., 2015; Mattugini et al., 2019; Rivetti di Val Cervo et al.,

2017; Torper et al., 2013). Cortical astrocyte cultures allowed

identifying major reprogramming hurdles (Gascón et al., 2016;

Russo et al., 2020), whose manipulation in vivo led to improving

the reprogramming efficiency from 10% to over 90% (Gascón

et al., 2016).

However, the use of neuronal reprogramming for therapy re-

quires the generation of adequate neuronal subtypes specific

to different CNS regions. For instance, the induction of most of

the spinal cord (SC) neuronal diversity has not yet been achieved

(Su et al., 2014b), besides motoneuron generation from fibro-

blasts (Abernathy et al., 2017; Church et al., 2021; Meyer et al.,

2014; Son et al., 2011) and neurons with different neurotrans-

mitter identities from NG2 glia in vivo (Tai et al., 2021). Ascl1

and Neurog2 are involved in generating specific interneuron sub-

types in the developing SC (Lu et al., 2015; Misra et al., 2014):

Ascl1 specifies excitatory neurons (Borromeo et al., 2014; Mizu-

guchi et al., 2006), and Neurog2 is a downstream effector of

Ptf1a, instructing GABAergic interneurons (Henke et al., 2009)

or motorneurons (Lee et al., 2020). In the ventral SC, both

Ascl1 and Neurog2 specify a V2 interneuron identity (Parras

et al., 2002), specifically a GABAergic V2b interneuron fate (Misra

et al., 2014). In forebrain development, Ascl1 instructs inhibitory

GABAergic neurons and Neurog1/2 glutamatergic neurons (Ko-

vach et al., 2013; Parras et al., 2002), which is reflected in the

neuronal subtypes generated by these proneural genes from

cortical astrocytes (Berninger et al., 2007; Heinrich et al., 2010;

Masserdotti et al., 2015). Recently, differences in the
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reprogramming efficiency of astrocytes obtained from various

CNS regions have been reported (Chouchane et al., 2017; Hu

et al., 2019; Rao et al., 2021). However, the mechanisms under-

lying direct neuronal reprogramming of region-specific astro-

cytes are largely unknown. Here, we investigated the neurogenic

programs induced by Ascl1 and Neurog2 in SC-derived astro-

cytes, the neuronal identity of reprogrammed neurons, and

how the regional specification of SC astrocytes may influence

the fate of neurons reprogrammed by Ascl1 or Neurog2.

RESULTS

Direct conversion of SC-derived astrocytes into
functional neurons
Protocols used for culturing cortical astrocytes (Heinrich et al.,

2011) (Figure S1A) were not successful to enrich for SC astro-

cytes from postnatal day (P) 2–3 mice, as glial fibrillary acidic

protein (Gfap)-positive astrocytes were below 50% (Figures

S1B and S1C; mean = 41.7%, confidence interval [CI] = 20.6).

To enrich for astrocytes, we isolated ACSA-2+ cells (Kantzer

et al., 2017) via magnetic-activated cell sorting (MACS). Indeed,

the majority of sorted cells were now astrocytes after 8 days in

culture (Gfap+, mean = 79.4%, CI = 9.8; Sox9+: mean =

85.9%, CI = 7.6; Figures S1D and S1E) with a low abundance

of oligodendrocyte progenitors (Olig2+, mean = 6%, CI = 11.6;

expression data in Figure S1H) or microglia (Iba1+, mean =

1%, CI = 1) and no detectable neuroblasts (Dcx+) or neurons

(b3-tubulin+) (Figure S1E). Thus, ACSA2-MACS yielded highly

enriched cultures of astrocytes to explore astrocyte-to-neuron

reprogramming.

SC-derived astrocytes were transduced with retrovirus ex-

pressing either Ascl1 or Neurog2 under the CAG promoter (Hein-

rich et al., 2010, 2011), and, 8 days post-infection (DPI), the pro-

portion of b3-tubulin immunoreactive cells with neuronal

morphology among transduced cells was quantified (Gascón

et al., 2016; Masserdotti et al., 2015) (Figure 1A). A relatively

low proportion of neuronal cells was observed (Neurog2,

mean = 9.21%, CI = 6.23; Ascl1, mean = 18.07%, CI = 21.11; Fig-

ures 1B and 1C; Gfap+/DsRed+ in Figure 1D), in line with previ-

ous reports (Hu et al., 2019) and considerably lower than the ef-

ficiency observed in cerebral cortex gray matter (GM)-derived

astrocytes, using the same factors and culture conditions

(�60% for Neurog2, �40% for Ascl1) (Heinrich et al., 2010; Hu

et al., 2019). Treatment with small molecules (forskolin and dor-

somorphin) (Gascón et al., 2016; Liu et al., 2013; Smith et al.,

2016) remarkably enhanced the conversion efficiency of SC as-

trocytes by about 3 times (Neurog2, mean = 31.20%, CI = 19.30;

Ascl1, mean = 55.15%, CI = 45.11; Figures 1B and 1C), suggest-

ing the presence of similar reprogramming hurdles as observed

in other cells (Gascón et al., 2016; Liu et al., 2013). Notably, few

oligodendrocyte progenitors were also detected in these cul-

tures (Figures S1F and S1G).

Electrophysiology performed at 4–6 weeks after infection

(28–42 DPI) showed that most reprogrammed neuronal cells

generated an action potential (75% and 84.4% of Ascl1- and

Neurog2-iNeurons [iNs], respectively; Figures S1I and S1J) and

exhibited similar passive and active membrane properties (Fig-

ures S1K–S1P); the action potential duration was significantly

higher in Ascl1- than in Neurog2-reprogrammed neurons (Fig-

ure S1M), suggesting a lower density of Na+-channels in Ascl1-

converted neurons. Single evoked action potential (Figures 1E

and 1L) showed an initial spike component (ISC, so-called pre-

potential; Crochet et al., 2004; Golding and Spruston, 1998; Fig-

ures 1F, 1G, 1M, and 1N), while suprathreshold depolarizing cur-

rent pulses induced repetitive spikes in both Ascl1- and

Neurog2-converted neurons (Figures 1H, 1O, S1Q, and S1R).

Importantly, both Ascl1- and Neurog2-reprogrammed neurons

showed post-synaptic currents (PSC; Figures 1I–1K and

1P–1R), with similar amplitude and frequency (Figures 1S and

1T) but different decay times (Figure 1U). Thus, Ascl1 and

Neurog2 reprogrammed SC-derived astrocytes into functional

iNs (Yang et al., 2011).

As the electrophysiological properties suggested some differ-

ences between the Ascl1- and Neurog2-iNs, we explored the re-

programming at early and late time points at the molecular level.

Transcriptional programs inducedbyAscl1 andNeurog2
at early stages in SC astrocytes
To analyze the programs induced at early stages, we timed the

induction of target genes using our previously established

approach with the hydroxytamoxifen (OHT)-inducible forms of

Ascl1 and Neurog2 (Masserdotti et al., 2015). After 24 h of

OHT treatment, Ascl1ERT2 and Neurog2ERT2 localized to the

nucleus (Figures S2A–S2C), and their protein level was similar

Figure 1. Direct conversion of SC-derived astrocytes into functional neurons

(A) Scheme of the experimental design.

(B) Micrographs depicting cells transduced with control (DsRed), Ascl1-, and Neurog2-encoding virus and converted into neuronal cells. Forskolin (FK) and

dorsomorphin (DM) treatment is shown (lower panels). Scale bar: 100 mm.

(C and D) Barplot of %b3-tub+/DsRed+ cells with neuronal morphology (C) and%Gfap+/DsRed+ (D) at 8DPI with mean and CI (95% confidence for n = 6). Linear

regression model performed. n= 6 independent experiments; *p < 0.05; **p < 0.001; ***p < 0.0001.

(E, F, L, and M) Examples of a single action potential (E and L) and corresponding phaseplane plots of the action potential in Ascl1- (F) or Neurog2- (M) iNs. Arrow

(M) indicates the initial spike component (ISC).

(G and N) Pie charts depicting the percent of cells with ISC among iNs (3/24 and 15/32 cells recorded, respectively). n = 3 independent experiments.

(H and O) Example of an evoked train of action potentials (Ascl1-iNs, H; Neurog2-iNs, O). The green line shows a hyperpolarizing voltage response upon injection

of hyperpolarizing current steps (1 s, 150 pA), characterized by a decline of amplitude during ongoing current injection (H) or without such decline (O). Injection of

suprathreshold depolarizing current pulses (1 s, 105 pA, upper traces, black) evoked a continuous pattern train of action potentials (H and O), followed by a

marked depolarization and long-lasting after-hyperpolarization.

(I, J, P, and Q) Examples of spontaneous synaptic activity in cultures transduced with Ascl1 (I, magnification in J) or Neurog2 (P, magnification in Q).

(K and R) Graphs of the averaged PSC from the cells in (J) and (R), respectively.

(S–U) Boxplots showing PSC amplitude (S), frequency (T), and decay time (U) in Ascl1 and Neurog2 iNs. Each dot represents a cell. *p < 0.05.
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(Figure S2D). Following 4 days of OHT treatment, both factors

converted SC astrocytes into neuronal cells with similar effi-

ciency as the constitutively expressed factors at 8 DPI

(Ascl1ERT2, b3-tubulin+/DsRed+ cells, mean = 25.92%, CI =

20.35; Neurog2ERT2, mean = 8.64%, CI = 3.38; no small mole-

cules; Figures 2A–2C). For RNA sequencing (RNA-seq) (Bagnoli

et al., 2018), transduced cells were selected via fluorescence-

activated cell sorting (FACS; Figure S2E) 24 h after OHT treat-

ment. To control for OHT-related gene expression, we compared

proneural-factor-induced programs to DsRed-OHT-treated

samples (Figures 2D–2P and S2F–S2L).

Both factors induced drastic transcriptional changes

compared to control (Figures 2D and 2K; Data S1). Consistent

with previous data (Masserdotti et al., 2015), the programs

differed profoundly, with only 17.6% of the upregulated genes

common between the Ascl1ERT2- and Neurog2ERT2-induced

cascades (log2FC > 1 and padj < 0.01, Figure 2E). This is 5 times

higher than the proportion of genes commonly upregulated by

these factors in GM astrocytes (Masserdotti et al., 2015). Gene

Ontology (GO) analysis of commonly upregulated genes high-

lighted genes involved in nervous system development and

regulation of neurogenesis (e.g., Insm1, Sox11, Sox4, Dll1; Fig-

ure 2F; Data S1) and in transcriptional activity (e.g., Rcor2,

Ncor2, Cbfa2t3, and many transcription factors [TFs]; Figure 2G;

Data S1). When focusing on genes uniquely induced by

Ascl1ERT2 (107) or Neurog2ERT2 (40) (log2FC > 1, padj < 0.01

for 1 TF and log2FC % 0 for the other; Figures 2E, 2J, S2H,

and S2I), we found the former to specifically regulate genes

related to muscle activity (e.g., Tnn1, Tnnt2; Figure 2H; Data

S1), in line with previous observations on Ascl1 regulating alter-

native fates (Lee et al., 2020; Treutlein et al., 2016). Conversely,

Neurog2ERT2 specifically regulated genes related to cytokine

signaling, axon guidance/cell adhesion (e.g., Robo1, Cxcr4; Fig-

ure 2I), and regulation of GTPase activity (e.g., Chn2, Itga6,

Ntrk3; Figure 2I; Data S1).

Both factors triggered the significant downregulation of many

genes (Figure 2K), of which 25.8% were common (log2FC < �1,

padj < 0.01; Figure 2L). These were connected to vasoconstric-

tion (e.g., Avpr1a, Ednra, Edn1; Figure 2M; Data S1), suggesting

the repression of astrocyte-specific functions (Alfaro-Cervello

et al., 2012; Filosa et al., 2016), and involved the re-organization

of the extracellular matrix (Figure 2N; Data S1). Typical genes ex-

pressed in astrocytes were also downregulated (e.g., Aqp4,

Slc1a3, Fgfr3; Figure S2J) (Weng et al., 2019), as well as some

expressed in glial progenitors (e.g., Pax6, Fabp7, Vimentin; Fig-

ure S2K) (Treutlein et al., 2016). Stringent criteria for gene selec-

tion revealed a subset of genes uniquely downregulated by

Ascl1ERT2 (40 genes; Figure 2L), associated to phosphorylation

and actin organization (e.g., Tec, Nrp1, Actr3b, Figure 2O; Data

S1); conversely, Neurog2ERT2 specifically downregulated

genes (43; Figure 2L) were associated with purine metabolism

(e.g., Aldoa, Bcl2l1, Eno1b, Uqcrc1; Figure 2P; Data S1). Taken

together, Ascl1ERT2 and Neurog2ERT2 not only induced

different neurogenic programs at an early stage, but they also

suppressed different aspects of the starter cell identity.

We next explored the expression changes of TFs and chro-

matin remodeling factors because important in fate specification

and being a significant fraction of the regulated genes (13.9% in

Ascl1ERT2 and 12.5% in Neurog2ERT2; log2FC > 1, padj < 0.01;

Figure S2L; Data S1). Among the common upregulated TFs

(log2FC > 1, padj < 0.01; Figure S2L), some have already been

implicated in direct neuronal reprogramming (e.g., Hes6,

Insm1, Sox11, Sox4, Prox1, Trnp1, Zbtb18, and Ezh2; Liu

et al., 2018; Masserdotti et al., 2015; Wapinski et al., 2013). Inter-

estingly, many other TFs were regulated specifically by

Ascl1ERT2 (e.g., Id3, Gata3, Klf10, Lhx3; Figure 2Q) or Neuro-

g2ERT2 (e.g., Zbtb16, Sap18, Nhlh1; Figure 2Q; Data S1),

including Gata3 and Lhx3, associated to V2 interneurons and

motoneurons (Andrzejczuk et al., 2018; Misra et al., 2014). We

also noted that both factors induced the expression of their

respective endogenous genes (Data S1).

To identify important common TF- and chromatin-remodeler-

specific downstream effectors, we constructed a gene expres-

sion regulatory network (Su et al., 2014a) by ranking TFs accord-

ing to their induction, statistical significance and expression level

(Figure 2R; see STAR Methods). The sub-network composed of

shared genes (in yellow; Figure 2R) comprised many factors

already found in cortical astrocyte reprogramming (e.g., Hes6,

Sox11, Sox4, Atoh8, Olig1/2, Ncor2; Masserdotti et al., 2015),

suggesting that this network may be common in different re-

gions. Interestingly, the Ascl1ERT2-specific subnetwork was

mainly composed of TFs (e.g., Sox8, Id1, Id2, Id3, Sox4,

Sox11; Figure 2R, left), while the Neurog2ERT2-specific subnet-

work was associated with many chromatin modifiers (e.g.,

Hmgb2, Smarcc1, Smarce1, Arid1a; Figure 2R, right) with Tcf4,

the heterodimeric partner of Ascl1 and Neurog2 (Wang and

Figure 2. Transcriptional changes upon Ascl1ERT2- and Neurog2ERT2-induced direct reprogramming at early stages
(A) Scheme of the experimental design. Red bars indicate the time of OHT treatment.

(B) Micrographs of cells expressing Neurog2ERT2 and Ascl1ERT2 in the absence (upper panel) or presence (lower panel) of OHT. Scale bar: 100 mm.

(C) Barplot of %b3-tub+/DsRed+ cells with neuronal morphology following Neurog2ERT2 and Ascl1ERT2 activation with OHT at 8DPI. Mean and CI (95%) are

shown (n = 3 for Ascl1ERT2 untreated; n = 4 for Neurog2ERT2 untreated; n = 6 for all the others). Linear regression model applied. ***p < 0.0001.

(D–P) Gene expression analysis showing bar plots (D and K) and Venn diagrams (E and L) of the number of genes differentially up- (D) or downregulated (K) (padj <

0.01 and log2FC > 0.5 or <�0.5) upon Ascl1ERT2 and Neurog2ERT2 induction after 24 h and the associated top GO terms as indicated (F–I for upregulated; M–P

for downregulated) related to biological process (BP; F and M) or molecular function (MF; G and N) from commonly regulated genes (E and L) or specifically by

Ascl1ERT2 (H and O) or Neurog2ERT2 (I and P). In (J), a heatmap is shown of most differentially regulated genes as indicated on the left side (padj < 0.01 and

absolute log2FC > 1).

(Q) Scatterplot comparing Neurog2ERT2- and Ascl1ERT2-regulated genes (padj < 0.01 and log2FC > 2); transcription factors (TFs) in bold (blue, Ascl1 specific;

black, Neurog2 specific).

(R) Network of most relevant TFs and chromatin modifiers induced after 24 h by Neurog2ERT2 (orange), Ascl1ERT2 (blue), and common (yellow). Bigger nodes

correspond to the reprogramming factors; only connected nodes are plotted. Line width corresponds to StringDB scores.

(S) Example pathways identified after GSEA in Neurog2ERT2 and Ascl1ERT2 differentially expressed genes (Data S1).
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Baker, 2015), linking them (Quevedo et al., 2019). Gene set

enrichment analysis (GSEA) (Subramanian et al., 2005) sup-

ported this observation, as genes related to ‘‘chromatin binding’’

and ‘‘chromatin assembly and disassembly’’ were more en-

riched in Neurog2ERT2 than in Ascl1ERT2 differentially ex-

pressed genes (Figure 2S).

Together, these data indicated that Ascl1ERT2 and Neuro-

g2ERT2 activity quickly induced very different neurogenic cas-

cades, characterized by pan-neuronal and TF-specific down-

stream cascades, which contribute to establish the new

neuronal identity.

Molecular characterization of Ascl1- and Neurog2-iNs
To explore the neuronal identity elicited by these factors in SC

astrocytes, we analyzed reprogrammed cells at later stages

(21–30 DPI, Figure 3A): most iNs (b3-tubulin+DsRed+) were

positive for the mature pan-neuronal markers Map2 (Ascl1,

mean = 91.77%, CI = 10.54; Neurog2, mean = 92.93%, CI =

15.74; Figures 3B and 3F), NeuN (Ascl1, mean = 58.43%,

CI = 25.70; Neurog2, mean = 79.03%, CI = 25.63; Figures 3C

and 3G), and synaptophysin (Ascl1, mean = 84.10%, CI =

33.22; Neurog2, mean = 91.99%, CI = 10.2; Figures 3D and

3H). Some iNs were positive for the GABAergic marker

Gad65/67 (Ascl1, mean = 15.93%, CI = 6.12; Neurog2,

mean = 5.218%, CI = 4.60; Figures 3E and 3I, upper micro-

graph), while very few were positive for the glutamatergic pre-

synaptic marker vGlut2, visible as punctate staining along the

processes (Ascl1, mean = 0.65%, CI = 1.96; Neurog2,

mean = 5.83%, CI = 1.9; Figures 3E and 3I, lower micrograph),

similar to previous observations (Hu et al., 2019).

To better investigate iNs’ identity, we collected single cells at

21–28 DPI (Figure S3A) and subjected them to RNA-seq (Picelli

et al., 2014). Morphometric analysis (Figures S3B–S3E) did not

reveal significant differences between Ascl1- and Neurog2-iNs.

Single-cell RNA-seq analysis (scRNA-seq) was performed on

33 iNs (48 collected cells), identified by the expression of DsRed,

small soma and the presence of two or more long and thin pro-

cesses (11 Ascl1-iNs, 22 Neurog2-iNs), and six astrocytes

(Ascl1-transduced with a flat morphology). Principal component

analysis (PCA) clearly separated astrocytes and iNs (Figure 4A),

with Ascl1-iNs clustering farther away from non-reprogrammed

astrocytes than from Neurog2-iNs (Figure 4A). In line with the

criteria for neuronal selection, hundreds of genes were differen-

tially expressed between iNs and non-reprogrammed astrocytes

(padj < 0.01; Figures 4B and 4E; Data S2), withmany upregulated

genes common to Ascl1- and Neurog2-iNs (Figure 4C; GO in

Figure 3. Expression of neuronal markers in Ascl1 and Neurog2 iNs

(A) Scheme of the experimental design. IF, immunofluorescence; SCA, single-cell analysis. Bars indicate the day of treatment with different small molecules.

(B–E) Micrographs depicting pan-neuronal, GABAergic, and glutamatergic markers as indicated in Ascl1- (top) and Neurog2- (bottom) iNs at 21–24 DPI. Scale

bar: 20 mm.

(F–I) Bar charts of percentage of mature neuronal markers (F–H) and GAD65/67 or vGlut2 (I) in Ascl1- and Neurog2-iNs as indicated. n = 3 independent experiments.
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Figure 4D; Data S2). Thus, Ascl1- and Neurog2-iNs become

more similar after the initial induction of very different neurogenic

programs (for specific differences, see Figures S3F and S3G).

GSEA (Figures S3H and S3I; Data S2) confirmed the enrichment

for genes involved in synapse formation and neuronal activity for

both TF-mediated reprogramming cascades. The few genes

commonly downregulated (Figure 4F) were involved in detoxifi-

cation (Figure 4G; Data S2) and b-oxidation (GSEA; Figures

S3J and S3K; Data S2), well-known astrocyte hallmarks (Russo

et al., 2020).

Interestingly, Neurog2-iNs were widely dispersed in the PCA

plot, with some close to non-reprogrammed astrocytes (Fig-

ure 4A). As also the number of significantly downregulated genes

was lower in Neurog2- than in Ascl1-iNs (Figure 4E), we exam-

ined whether this was due to an incomplete conversion. We

generated an ‘‘astrocyte score’’ and a ‘‘neuronal score’’ (Astro-

Score and Neuron-Score, respectively) by summing the normal-

ized expression values of 68 markers for astrocytes (merging

those used in Tripathy et al. [2018] and those identified in

Weng et al. [2019]; averaged expression in Figure S3L) and 21

neuronal markers (including neuronal vesicles coding genes;

averaged expression in Figure S3M). Ascl1-astrocytes (black

dots, Figure 4H) were distinct from Ascl1-iNs; however, some

Neurog2-iNs were close to the Ascl1-astrocytes, thus reflecting

a rather incomplete conversion. Of note, Ascl1-iNs also retained

the expression of some markers for astrocytes (e.g., Fgfr3, Nfia;

Figure S3L), thus indicating the persistence of some aspects of

the starter cell identity.

To determine the potential cause of the unsuccessful conver-

sion, we examined the expression of endogenous Ascl1 and

Neurog2, as they were upregulated at an early stage by the

forced expression of Ascl1 and Neurog2 (Data S1). Endogenous

Neurog2was expressed in all Neurog2-iNs at a similar level (Fig-

ure 4I) and, likewise, Ascl1 in Ascl1-iNs. However, a significant

proportion of Neurog2-iNs also expressed high levels of Ascl1

(Figure 4I), and these cells were closer to non-reprogrammed as-

trocytes (Figure S3N); conversely, Neurog2 was barely detected

in Ascl1-iNs. This correlated with the high expression of the

markers for astrocytes Slc1a3 and Sox9 (Figure 4I) but had no ef-

fect on the neuronal program, as Snap25 and Syp were similarly

expressed. Thus, the induction of endogenous Ascl1 in Neu-

rog2-iNs might perturb the neuronal conversion and maintain

some glial traits, as Ascl1 is also involved in the generation of glial

lineages (Kelenis et al., 2018).

To determine the neuronal subtype identity elicited by these

TFs, we analyzed the expression of genes characteristic for glu-

tamatergic or GABAergic neurons and their respective receptors

(Figures 4L and 4M). This revealed a surprisingly similar trans-

mitter identity between the iNs induced by Ascl1 and Neurog2:

both expressed some glutamatergic (Figure 4J) and

GABAergic markers (Figure 4K) and their receptors (Figures 4L

and 4M) (Häring et al., 2018). However, they differed in the

expression of specific neuropeptides, such as galanin (Gal) in

the Ascl1-iNs (Figure S3O), or in specific receptors (e.g., Cnr1,

Hrh3, Adra2a, and Chrna3 in Neurog2-iNs; Htr5b in Ascl1-iN;

Figures S3P–S3R) (Ren et al., 2019).

Taken together, no clear-cut difference in the neuronal identity

was detectable in Ascl1- versus Neurog2-iNs at later stages.

However, this may be due to the heterogeneity in reprogram-

ming, a surprising finding given the rather homogeneous

maturity observed by electrophysiology (Figure 1). We therefore

combined these modes of analysis using patch sequencing

(patch-seq) to investigate the degree of correlation between

electrophysiological and transcriptional maturity of iNs and their

neuronal subtype identity.

Molecular analysis of electrophysiologically
characterized Ascl1- and Neurog2-iNs using patch-seq
To directly correlate gene expression and electrophysiology,

transduced SC-derived astrocytes were subjected to patch-

seq (Cadwell et al., 2017; Winterer et al., 2019) from 14 DPI on-

ward. First, we confirmed the high similarity of Ascl1- and Neu-

rog2-iNs over DsRed-control (as in Figure 4C)—irrespective of

their electrophysiological properties (Figure S4E; Data S3)—

identifying only 72 genes specific for Ascl1 (Figures S4E and

S4F; GO terms in Figure S4J; Data S3) and 51 upregulated

only in Neurog2-iNs (Figures S4E and S4G; GO terms in Fig-

ure S4K; Data S3). Markers of astrocytes (e.g., Aqp4, Nfia,

Sox9) were still expressed, though at lower levels than in

DsRed-transduced astrocytes (Figure S4H).

Next, we grouped the cells based on their electrophysiological

properties resulting in four groups (Figures S4A–S4D; STAR

Methods): a control group (DsRed-transduced astrocytes; Fig-

ures 5A and 5B) and three classes of iNs. The different classes

of iNs could be characterized by either high resting membrane

potential and no spike or off-spike occurring after the depolariza-

tion (class 1 iNs; Figures 5C and 5D), small overshooting and

immature spike (class 2 iNs; Figures 5E and 5F), or overshooting

and (repetitive) firing (class 3 iNs; Figures 5G and 5H). Control

cells and iNs were separated in the PCA plot (Figure 5I), with no

detectable clustering among the diverse iN subgroups, as even

class 1 and class 3 were intermingled (Figure 5I). This suggests

that the electrophysiological properties of neuronsmay be deter-

mined mostly at the post-transcriptional level and/or by a small

part of the transcriptional program. Differential expression anal-

ysis compared to control (log2FC > 1; padj < 0.01; Data S4) re-

vealed 747 differentially expressed genes in class 1 iNs, 1,351

in class 2 iNs, and 1,384 in class 3 iNs, with 712 regulated in all

and 1,298 co-regulated in the class 2 and class 3 iNs (Figure 5J).

Genes differentially regulated in both class 2 and class 3 iNswere

associated with synaptic activity (Data S4 for GO terms). Noting

the presence of potassium channel (K-channel) subunit coding

genes (e.g., Kcnb1, Kcns2; GO in Figure 5N; Data S4) among

themolecular signature of class 3 iNs (Figure 5K) and the expres-

sion of glutamate receptor subunit coding genes (e.g., Grik3,

Grm2; Figure 5L; GO Figure 5M; Data S4) in class 2 iNs signature

(Figure 5L), we analyzed their expression in more detail (Figures

5O and S4L). Overall, both K-channels and glutamate receptors

were more expressed in class 2 and class 3 iNs than in class 1

iNs and control astrocytes. Likewise, glutamatergic and

GABAergic markers were expressed more in class 2 and class

3 iNs (Figures S4M and S4N). Some K-channels were expressed

in both class 2 and class 3 iNs (e.g.,Kcnc3), while others seemed

specific to one of the proneural factors (e.g., Kcnf1 for Neurog2;

Kcns2 for Ascl1; Figure 5O); glycinergic markers were barely de-

tected (Figure S4O) (Callahan et al., 2019). Taken together,
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electrophysiology clearly identifies functional neuronal proper-

ties but cannot account for the transcriptional fidelity of conver-

sion. Transcriptome analysis reveals the molecular state of the

converted cells but cannot attribute functional features to neu-

rons. Notably, the expression of some K-channels correlates

with some functional properties of iNs.

Next, we compared our dataset with a published dataset of SC

neurons (Delile et al., 2019). Control astrocytes were separated

from neurons (Figure S4P); a closer look revealed that only the

class 3 iNs appeared in the center of the cloud of endogenous

SC neurons, while class 1 and class 2 iNs were at the margins

(Figure 5P). Class 3 iNs were closer to V2b interneurons and

p2, their progenitors (Karunaratne et al., 2002; Li et al., 2005).

Consistent with this, Neurog2- and Ascl1-firing iNs were very

close together, with some Ascl1 class 3 iNs closer to the p2 pro-

genitors and some Neurog2 class 3 iNs closer to the V2b inter-

neurons. Thus, both TFs elicited a rather similar neuronal sub-

type identity in SC-derived astrocytes, in pronounced contrast

to previous observations following the conversion of astrocytes

from other regions (Heinrich et al., 2010; Hu et al., 2019).

Region-specific identity markers are maintained in vitro

The above results clearly showed the generation of different

iNs in the SC compared to cortex andmidbrain astrocyte reprog-

ramming (Heinrich et al., 2010; Liu et al., 2015). One possible

cause for this may be the regionalized gene expression in the

Figure 4. scRNA-seq of Ascl1- and Neurog2-iNs

(A) PCA of the 39 single cells isolated by patching. Neurog2-iNs (red dots) are localized between Ascl1-astrocytes (black dots) and Ascl1-iNs (blue dots).

(B, C, E, and F) Barplots (B and E) and Venn diagrams (C and F) of the number of genes upregulated (B and C) or downregulated (E and F) (padj < 0.01) between

iNs and astrocytes. In (C) and (F), genes were considered if log2FC > |1| and padj < 0.01. Unique genes (darker circles) were considered if, for example,

log2(FC-Ascl1) > 1, padj < 0.01, and log2(FC-Neurog2) % 0, or, for example, log2(FC-Neurog2) > = 1, padj < 0.01, and log2(FC-Ascl1) % 0.

(D and G) Top 5 GO terms (BP) from commonly upregulated (D) or downregulated (G) genes. Colors depict the enrichment over expected genes.

(H) Scatterplot depicting each cell based on log2(Astrocyte score) and log2(Neuronal score).

(I–M) Bubble plots showing the log2(expression) of selected genes (I), glutamatergic (J), GABAergic (K), and the respective receptors (L andM) in single cells. Size

of the circles reflects the proportion of cells expressing the marker in each category (in J–M); color depicts the log2(average of normalized expression) (in J–M).
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starter cells. To determine this, we analyzed the transcriptome of

MACS astrocytes from the cortical GM and the SC, immediately

after MACS (acute) or cultured for 7 days under identical condi-

tions (culture; Figure 6A). PCA separated the samples according

to the region (PC1) and acute isolation versus culture (PC2; Fig-

ure S5A). Comparison between SC and GM astrocytes revealed

similar differences in gene expression for both acutely isolated

and cultured astrocytes (Figures 6B and 6C; Data S5). Known

patterning genes from development were among themost differ-

entially expressed genes in each condition analyzed (e.g., Otx1,

Emx2, Foxg1 in GM astrocytes; Hox genes in SC astrocytes; Fig-

ure S5B) (Hébert and Fishell, 2008; Philippidou and Dasen, 2013;

Sagner and Briscoe, 2019). Indeed, GO term analysis supported

the forebreain origin of GM astrocytes (Figures 6D and 6F; Data

S5) and the SC signature for SC astrocytes (e.g., Hox genes; Fig-

ures 6E, 6F, 6H, and 6I; Data S5) from both acutely isolated and

in vitro cells.

Interestingly, the transcriptional profile of cultured GM astro-

cytes was enriched for vasculature-related genes (Figures 6G

and 6I; Data S5), supporting the notion of astrocytes as impor-

tant players for blood-brain barrier formation (Langen et al.,

2019). Of note, primary cultures of astrocytes from both regions

showed high similarity with their acutely isolated counterparts

(Figures S5C and S5F), with differences related to angiogenesis

(in vivo for both GM and SC; Figures S5D and S5G; Data S6)

and wound healing (Figures S5E and S5H; Data S6). Further-

more, acutely isolated cells, either from cortical GM or SC, ex-

pressed higher levels of astrocyte markers than did their

cultured counterparts (Figures S5I and S5J). Importantly, the

expression of region-specific patterning genes was maintained

in iNs (Hox genes; Figure 6J), thus supporting the concept that

neuronal identity is influenced by the regionalization of the

starter astrocyte population.

To investigate the programs in astrocytes cultured from GM

and the SC, we identified differentially expressed TFs, chro-

matin modifiers, and RNA-binding proteins and constructed a

gene expression regulatory network (Su et al., 2014a). Three

distinct branches emerged in SC astrocytes (Figure 6K): one

related to RNA-binding proteins (red circles) (Matera and

Wang, 2014), another comprising genes for neural tube devel-

opment (e.g., Pax6, FoxP1, green circles), and the third

including chromatin-related factors (e.g., Ssrp1, Hmgb2,

Dnmt1, blue circles). Conversely, network analysis on genes

from GM astrocytes revealed one ramified network (Figure 6L),

in which FoxG1, Mef2c, and Cebpb seemed to be main hubs.

GSEA highlighted that SC astrocytes express ‘‘dorso-ventral

neural tube patterning’’ genes (Figures 6M and 6N; Data S5),

and GM astrocytes express a higher number of ‘‘forebrain

regionalization’’ genes (Figures 6O and 6P). In summary, both

acutely isolated and in vitro cultured GM and SC astrocytes

exhibited transcriptome differences and retained specific

developmental and patterning hallmarks and gene networks

(Figures 6 and S5), with high relevance for specifying neuronal

subtypes.

Common and region-specific cascades induced by
Ascl1 and Neurog2
As patterning genes are retained in iNs (Figure 6J), possibly

influencing the reprograming, we compared Ascl1ERT2- and

Neurog2ERT2-induced neurogenic cascades in SC- (Figure 2)

and GM-derived astrocytes, obtained from published microar-

ray data (Masserdotti et al., 2015) and induced for the same

time (24 h) without any small-molecule treatment. This revealed

a profound influence of the starter cells on the induced pro-

grams: most regulated genes were specific for a specific com-

bination of starter cell and TF (Figure 6Q), with only 27.3% of

Ascl1ERT2- and 12% of Neurog2ERT2-upregulated genes

common between the astrocytes isolated from different regions

(Figure 6Q). Irrespective of the starter cell, a large fraction of

genes upregulated by Ascl1ERT2 (176 genes; Figures 6Q, yel-

low background, and S5K) were associated with neuronal func-

tions (Figure 6R); among them, genes such as Calm1, Pvalb;

the transcription factors Lhx3, Lmo1, and Sox8; and the

signaling molecules Bmp2, Bmp7, Sema6b, and Wnt9a (Fig-

ure S5K). Neurog2ERT2 regulated 22 genes common to both

regions (Figure 6Q, green background), among which were

several synapse-associated protein coding genes, such as

Cnr1, Cplx2, Lrrtm1, and Cadm3 (Figure S5L). Overall, 20

genes (Figures 6Q and 6S, blue background) were commonly

induced by both proneural factors from the different types of

astrocytes, including many transcription factors (Hes6, Insm1,

Neurod4, Prox1, Sox11, and Trnp1) (Masserdotti et al., 2015).

Thus, the starter astrocyte regional identity profoundly influ-

ences the reprogramming process for each proneural factor

with few pan-neuronal core regulators.

DISCUSSION

Direct conversion of SC-derived astrocytes showed that Ascl1

and Neurog2 elicit functionally mature neurons, with a signature

Figure 5. Patch-seq analysis of Ascl1- and Neurog2-iNs

(A, C, E, and G) Epifluorescent and brightfield pictures of cells selected for electrophysiological and transcriptome analysis. Shown are a control astrocyte (A; n =

4), class 1 non-firing reprogrammed cells (C; Ascl1 n = 2, Neurog2 n = 1), class 2 immature firing iNs (E, Ascl1, n = 5; Neurog2, n = 3), and class 3 firing iNs (G; Ascl1,

n = 4; Neurog2, n = 7).

(B, D, F, and H) Examples of current steps (upper plots) and the correspondingmembrane voltage responses (lower plots) for the cell types indicated in (A), (C), (E),

and (G). For the astrocytes (B), long current step pulses are shown with hyperpolarizing and depolarizing steps. For the reprogrammed cells, short current ramp

steps are shown with either all traces (class 1, D) or single traces (class 2, F; class 3, H).

(I) PCA plot of 26 cells analyzed by patch-seq. Control cells (black triangles) are separated from iNs.

(J) Venn diagram of the genes shared among different classes of iNs.

(K, L, and O) Bubble plots showing the expression of genes highly expressed in class 3 (K) or class 2 (L) iNeurons and K-channels (O) in the different subgroups.

(M and N) Top 10 GO terms (MF) from highly expressed genes in class 2 (M) or class 3 iNs (N). Colors depict the enrichment over expected genes.

(P) PCA of iNs (clustered according to classes in C, E, and G) compared to SC progenitors and neurons from Delile et al. (2019). Each black dot represents an iN.

A-n, Ascl1-Class n; N-n, Neurog2-Class n.
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reminiscent of ventral SC interneuron identity, despite initially

inducing very different transcriptional cascades. The distinct

neuronal fate instructed from SC versus cortex astrocytes unrav-

eled the potent influence of the regional identity of astrocytes,

shown here to be maintained in vitro. These data further support

the concept that astrocytes are well suited as starter cells for

neuronal reprogramming: their regional specification and the pro-

grams elicited by the proneural factors may allow achieving the

correct regional neuronal identity. Finally, our patch-seq data

demonstrate the need for both electrophysiology and transcrip-

tomics to ensure adequate conversion and fate acquisition.

Distinct molecular programs elicited by Ascl1 and
Neurog2 in SC astrocytes
Using the inducible forms of Ascl1 and Neurog2, we identified

the early induction of two largely distinct molecular programs

(Figure 2), possibly also influenced by differences in the timing

of the reprogramming or in the reprogramming efficiency. These

programs comprise many TFs (Figure 2Q): of note, Neuro-

g2ERT2 induced more chromatin remodeling factors than

Ascl1ERT2 (Figure 2R), suggesting that Neurog2 may require

specific co-factors and complexes to promote and stabilize

the neuronal cascade (Figures 2R and 2S). Conversely, Ascl1

can apparently act as on-target pioneer factor (Wapinski et al.,

2013) either alone or by recruiting endogenously expressed

co-factors. Both TFs repressed astrocyte-specific genes (Fig-

ure S2I), while no neural stem cell marker was induced (Fig-

ure S2J), supporting the direct conversion of astrocytes without

passing through a more stem-cell-like state, as is the case in

fibroblast-to-neuron direct conversion (Treutlein et al., 2016),

or upon the forced expression of Sox2 in pericytes (Karow

et al., 2018).

It was surprising to see no clear specification toward a

GABAergic or glutamatergic identity (Figure 3) of iNs, contrary to

recent reports (Hu et al., 2019) and different from cortical GM as-

trocytes reprogramming (Heinrich et al., 2010). Both Ascl1 and

Neurog2 iNs from SC astrocytes were close to a ventral SC

GABAergic V2b interneuron type (Figure 5P), consistent with the

expression of Gad1 and Gad2 in some firing Ascl1 or Neurog2

iNs (Figure S4N). While most iNs did not fully complete the

GABAergic neurotransmitter identity (Figure 3I), our results reveal

that Ascl1 and Neurog2 do not instruct GABAergic versus gluta-

matergic neurons, as in the cortex astrocytes (Heinrich et al.,

2010) and, to some extent, the midbrain astrocytes (Liu et al.,

2015). Rather, the crosstalk between the reprogramming factors

and the cellular context shapes the neuronal outcome: the persis-

tence of patterning TFs in astrocytes of the respective regions

may influence the developmental role of the proneural factors.

During SC development, V2a and V2b interneurons derive from

p2 progenitors, which express Ascl1, Neurog1, and Neurog2 in

a mosaic pattern. Ascl1 promotes a V2a progenitor fate and Neu-

rog2 inhibits a V2a progenitor fate, thereby promoting V2b

neuronal identity (Misra et al., 2014). The acquired fate elicited

by reprogramming closely reflects the role of these factors in SC

development and may explain why some Neurog2-iNs can prog-

ress a bit further toward the V2b neuronal identity. Thus, Neurog2

can also induce GABAergic neuronal subtypes depending on its

developmental role and the regional identity of the starter cells.

Our analysis further showed that Ascl1 and Neurog2 can inter-

fere with each other, as shown for V2b interneuron fate acquisi-

tion (Misra et al., 2014) and in the telencephalon (Fode et al.,

2000; Kovach et al., 2013; Schuurmans et al., 2004). Further-

more, Ascl1 is also involved in gliogenesis throughout the

CNS, including the SC (Kelenis et al., 2018; Vue et al., 2014).

As such, the co-expression of endogenous Ascl1 and Neurog2

in some Neurog2 iNs correlated with an incomplete repression

of the astrocytic signature (Figures 4I, S3L, and S4H). However,

Ascl1 and Neurog2 are co-expressed at E12.5 in the dorsal

telencephalic ventricular zone (Britz et al., 2006), and double-

knockout (KO) embryos showed specific defects in neurogene-

sis (Dennis et al., 2017; Nieto et al., 2001), further supporting their

context-dependent activity; as such, in fibroblasts their co-

expression rather improves reprogramming into neurons (Herdy

et al., 2019; Ladewig et al., 2012). Thus, the function of these TFs

is context dependent despite their common neurogenic role: as-

trocytes provide a context that allows predictions of the induced

fate based on CNS development from radial glial cells.

The contribution of regionalization to the
reprogramming process
Developmentally instructed patterning information was present in

acutely isolated astrocytes and maintained in vitro, with GM-

derived astrocytes expressing TFs characteristic of the dorsal

telencephalon (e.g., Emx1, Otx1) and SC-derived astrocytes ex-

pressingHoxgenes (FigureS5B). Thus, themaintenanceof region-

alization contributes to the induction of different neurogenic

Figure 6. Transcriptional differences between astrocytes from SC and cerebral cortex GM
(A) Scheme of sample collection for RNA-seq.

(B and C) Venn diagram of the transcriptome of GM and SC astrocytes acutely isolated (B) or following 7 days in culture (C).

(D–H) Top 5 GO terms (BP) associated with genes differentially expressed in acutely isolated GM (D) and SC (E) and cultured GM (G) and SC (H) astrocytes.

(F and I) Heatmaps of the relative expression of genes comprised in the top GO for each region in acute (F) and cultured condition (I).

(J) Bubble plot depicting the percentage of cells and log2(averaged normalized expression) of patterning genes in different classes of iNs (dataset from Figure 5).

(K and L) Network analysis of TFs, enriched chromatin modifiers, and RNA-binding protein in cultured SC astrocytes (K) or cultured GM astrocytes (L) with main

hubs in blue.

(M and O) Examples of pathways identified by GSEA after comparing cultured GM and SC astrocytes transcriptome. SC neural tube patterning genes (M); GM-

related forebrain regionalization genes (O).

(N and P) Barplots depicting the log2FC of genes associated with (M) (shown in N) or with (O) (shown in P).

(Q) Overlap between the genes induced by Ascl1ERT2 and Neurog2ERT2 in GM (log2FC > 1.3 and p < 0.05) and SC (log2FC > 2 and padj < 0.01) astrocytes at 24

h.

(R and S) Top 5GO terms (R; cellular compartment, CC) and sketch of the cellular localization (S) of 20 commonly upregulated genes.Neurod4 is regulated in SC-

derived astrocytes by Ascl1ERT2 only with padj = 0.06.
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cascades by the same TFs in astrocytes from different regions

(Figure 6Q), resulting in the generation of different neurons, as re-

ported for different brain regions including distinct thalamic nuclei

in vitro and in vivo (Herrero-Navarro et al., 2021; Mattugini et al.,

2019; Qian et al., 2020; Zhou et al., 2020). Of note, GM astrocytes

could bemore efficiently reprogrammed than SC astrocytes, sug-

gestingabroadereffectof regionalizationondirectconversion.For

example, the transcriptional and proteomic context in different as-

trocytes could regulate proneural gene activity (e.g., via the

expression of specific cofactors or via their phosphorylation; Ali

et al., 2014; Hindley et al., 2012), a very relevant aspect for in vivo

repair. Only few genes were induced by both TFs in both regions

(e.g., NeuroD4, Hes6, Insm1, Prox1, and Sox11; Figures 6Q and

6R) (Masserdotti et al., 2015), thus possibly representing the

‘‘pan-neurogenic’’ core network sufficient to instruct a neuronal

fate in different cell types, including astrocytes from other CNS

regions.

In summary, these data provide compelling evidence for ama-

jor contribution of the starter cell in shaping the ability of Ascl1

and Neurog2 to exploit their reprogramming potential, which

calls for the identification of starter-cell-specific cocktails of re-

programming factors. Furthermore, it suggests that many re-

programmed cells retain features of their original identity,

prompting the need for molecular characterization of the final

neuronal outcome.

Patch-seq reveals low correlation between
electrophysiology and transcriptome of single iNs
The gold standard of iNs is electrophysiology, and rightly so, as

firing and synaptic connectivity are central to their functional roles.

However, thus far, the electrophysiological and transcriptional

state of single iNs using patch-seq was not assessed. Here, we

show that there is nocorrelation in the overall clusteringofdifferent

electrophysiological classes of iNs according to their transcrip-

tome, suggesting that these major functional differences might

depend on only few genes (which, hence, would not influence

the clustering) or on other aspects (e.g., post-translational modifi-

cations). Indeed, channels and receptors have a long half-life as

proteins and often do not appear as distinguishing features in

scRNA-seq data. Therefore, the transcriptome cannot predict

the electrophysiological state of iNs, even though we unraveled

the higher expression of some K-channels in the most mature

iNs (Figures 5N and 5O). These contribute to maintain the resting

membrane potential and repolarize neurons, a distinctive feature

of firing iNs. Importantly, electrophysiology cannot be used as a

predictor of the overall fate conversion at the transcriptional level.

Hence, it is essential to complement electrophysiology with tran-

scriptional analysis as quality control for the identity of iNs, to

avoid incomplete phenotypes especially for in vivo neuronal

replacement.
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STAR+METHODS

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Mouse anti-b-III-Tubulin Sigma-Aldrich Cat# T8660; RRID: AB_477590

Mouse anti-GFAP Dako Cat# Z0334; RRID: AB_100013482

Rabbit anti-GFAP Sigma-Aldrich Cat# G3893; RRID: AB_477010

Rat anti-RFP Chromotek Cat# 5F8; RRID: AB_2336064

Rat anti-RFP Rockland Cat# 600-401-379; RRID:AB_2209751

Anti-MAP2 Millipore Cat# MAB378, RRID:AB_94967

Anti-MAP Millipore Cat# AB5622, RRID:AB_91939

Anti-vGlut2 Synaptic Systems Cat# 135402; RRID:AB_2187539

Anti-Gad65/67 Sigma-Aldrich Cat# G5163; RRID:AB_477019

Anti-synaptophysin Synaptic Systems Cat# 101 011 RRID:AB_887824)

Anti-NeuN Merck/Millipore MAB377; RRID:AB_2298772

Anti-Ascl1 BD PharMingen RRID:AB_396479

Anti-Neurog2 Gift from DJ Anderson, Caltech, California N/A

Anti-Sox9 Sigma-Aldrich Cat# AB5535; RRID:AB_2239761

Anti-Olig2 Millipore Cat# MABN50; RRID:AB_10807410

Anti-Iba1 Synaptic System Cat# 234013; RRID:AB_2661873

Anti-Dcx Millipore Cat# ab2253; RRID:AB_1586992

Anti-Mouse Alexa Fluor 488 Molecular Probes Cat# A-21202; RRID: AB_141607

Anti-Mouse IgG2b 633 Innovative Research Cat# A21146; RRID: AB_1500899

Anti-Mouse IgG1 647 Molecular Probes Cat# A21240; RRID: AB_141658

Anti-Mouse IgG1 Biotin Southernbiotech Cat# 1070-08; RRID: AB_2794413

Anti-Rabbit Alexa Fluor 488 Molecular Probes Cat# A21206; RRID: AB_141708

Anti-rabbit-Cy5 ImmunoResearch Cat # 111-175-144 RRID: AB_2338013

Anti-rabbit Cy3 ImmunoResearch Cat# 711-165-152 RRID: AB_2307443

Anti-Rat Cy3 ImmunoResearch Cat# 112-165-167 RRID: AB_2338251

Streptavidin Alex Fluor 405 Thermo Fisher Cat# S32351

Chemicals, peptides, and recombinant proteins

EGF GIBCO Cat# PHG0311

bFGF GIBCO Cat# 13256029

Poly-D-Lysine Sigma-Aldrich Cat# P0899

B27 GIBCO Cat# 17504044

HBSS medium Thermo Fisher Cat# 24020117

HEPES Thermo Fisher Cat# 15630080

DMEM/F12 Thermo Fisher Cat# 10565018

trypsin/EDTA 0,25% Thermo Fisher Cat# 25200056

Neurobasal Medium GIBCO Cat# 21103149

Glucose GIBCO Cat# A2494001

GluataMAX GIBCO Cat# 35050061

OptiMEM – GlutaMAX Thermo Fisher Cat# 51985-026

EGTA Sigma-Aldrich Cat# E3889

Lipofectamine 2000 Thermo Fisher Cat# 11668019

Triton X-100 Sigma-Aldrich Cat# T9284

BDNF Peprotech Cat# 450-02

GDNF Peprotech Cat# 450-10

(Continued on next page)
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

cAMP Sigma-Aldrich Cat# D0260

NT3 Peprotech Cat# 450-03

N2 Invitrogen Cat# 17502048

Forskolin Sigma-Aldrich Cat# F-6886

Dorsomorphin Sigma-Aldrich Cat# P-5499

Hydroxyl-Tamoxifen Sigma-Aldrich Cat# H-7904

Bovine Serum Albumine (BSA) Sigma-Aldrich Cat# A9418

Critical commercial assays

Arcturus PicoPure RNA Isolation Kit Thermo Fisher Cat# 12204-01

Agencourt AMPure XP Beckman Coulter Cat# 10136224

Deposited data

Bulk RNA-seq This study GEO: GSE174238

Patch-Seq – Figure 4 This study GEO: GSE173977

Patch-Seq – Figure 5 This study GEO: GSE173978

SC_vs_GM Astrocytes This study GEO: GSE173979

Experimental models: Organisms/strains

C57BL/6 LMU animal Facility N/A

Recombinant DNA

RV CAG-Neurog2-IRES-DsRedExpress2 Gascón et al., 2016 N/A

RV CAG-Ascl1-IRES-DsRed Heinrich et al., 2010 N/A

RV CAG-DsRedExpress2 Heinrich et al., 2010 N/A

RV CAG-Ascl1ERT2-IRES-DsRed Masserdotti et al., 2015 N/A

RV CAG-ERT2-Neurog2-IRES-DsRed This study N/A

Software and algorithms

ZEN software Zeiss https://www.zeiss.com/microscopy/en_us/

products/microscope-software

RRID:SCR_013672

ImageJ ImageJ https://imagej.net RRID: SCR_003070

GraphPad Prism 5.0 GraphPad Software http://www.graphpad.com:443/

RRID:SCR_002798

Adobe Photoshop Adobe Photoshop https://www.adobe.com RRID:

SCR_014199

Adobe Illustrator Adobe Illustrator https://www.adobe.com

RRID:SCR_010279

Microsoft Excel Microsoft Excel https://www.microsoft.com/en-gb/

RRID:SCR_016137

RStudio RStudio https://www.rstudio.com/ RRID:

SCR_000432

TopGO v.2.34.0 Alexa and Rahnenfuhrer, 2018 https://bioconductor.org/packages/

release/bioc/html/topGO.html

DESeq2 v. 1.22.2 Love et al., 2014 https://bioconductor.org/packages/

release/bioc/html/DESeq2.html

Ggplot2 v.3.2.0 Wickham, 2016 https://cran.r-project.org/web/packages/

ggplot2/index.html

fgsea Sergushichev, 2016 https://bioconductor.org/packages/

release/bioc/html/fgsea.html

Other

Aqua Poly/Mount Polysciences Cat# 18606-20

pluriStrainer Mini pluriselect Cat# 43-10040-40

NucBlue ThermoFisher Cat# R37605
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Dr. Gia-

como Masserdotti (giacomo.masserdotti@helmholtz-muenchen.de).

Materials availability
Plasmids generated in this study are available upon request.

Data and code availability

d RNASeq data have been deposited to GEO (GSE174238; GSE173977; GSE173978; GSE173979) and publicly available.

Accession numbers are listed in the key resources table.

d This paper does not report original code.

d Any additional information required to re-analyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Wild-type mice (primary cell culture, IHC, RNA-sequencing)
All experimental procedures in this study, done at the LMUMunich, were performed in accordance with German and European Union

guidelines and were approved by the government of Upper Bavaria. Primary cultures of astrocytes from spinal cords were obtained

from brains of C57BL/6J mice of P2-3 days of age; primary cultures of gray matter cortex were obtained from brains of C57BL/6J

mice of P6-7 days of age; no specific gender was considered. Mice were fed ad libitum and housed with 12/12 h light and dark cycle

and kept under specific-pathogen-free (SPF) conditions.

Primary cultures of astrocytes
Three to six postnatal (P2-P3) mice were sacrificed and their entire spinal cord isolated from the vertebrae, after carefully ablating the

dorsal root ganglia. For cortical gray matter astrocytes, 2 postnatal (P6-P7) mice were sacrificed, brain extracted and only the gray

matter of the cerebral cortex was isolated, after paying attention to remove the sub-ventricular zone and the hippocampus. Both spi-

nal cords and gray matter tissue was dissociated to obtain a single cell suspension using the OctoMACs protocol (Miltenyi Biotec),

according to manufacturer’s instruction. Astrocytes were subsequently isolated using anti- ACSA-2 MACS-microBead Technology

(Miltenyi Biotec) according to manual’s instruction (Kantzer et al., 2017). Primary cultures of gray matter-derived astrocytes were

expanded in uncoated plastic flasks, while spinal cord-astrocytes plated on poly-D-lysine (PDL, Sigma-Aldrich)-coated flasks. Cells

were grown in T12 (spinal cord) or T25 (gray matter) flasks in medium consisting of DMEM/F12 (1:1) with GlutaMax, 10% fetal bovine

serum (FBS), glucose, penicillin /streptomycin, and 1x B27 serum-free-supplement, 10 ng/ml epidermal growth factor (EGF), and

10 ng/ml basic fibroblast growth factor (bFGF) (astro-medium). Primary cultures of astrocytes were maintained in an incubator for

6-8 days at 37�C and 5%CO2. Cells were passaged at 80%–90% confluency using 0.05% trypsin/EDTA and plated on poly-D-lysine

coated glass coverslips at a density of 50,000-60,000 cells per coverslip (in 24-well plates) or in PDL-coated 6-well plates (Nunc) at a

density of 300,000 cells per dish in fresh and complete astro-medium, supplemented with EGF and bFgf. Cells were either fixed at the

time of infection, to evaluate the purity of the cultures, or infectedwith retroviral particles 12-16 hours after plating. For the experiment

in Figure 6, cells were collected 1 day after re-plating.

METHODS DETAILS

Plasmids and viral production
The plasmid containing Ascl1ERT2 has been previously described (Masserdotti et al., 2015). Neurog2ERT2was generated by cloning

ERT2 at the 50- of Neurog2 cDNA. The cDNA was cloned downstream of the CAG promoter and followed by an Intra-Ribosome-En-

try-Site (IRES) and DsRedExpress2; similarly, Ascl1 and Neurog2 have been cloned in the same retroviral backbone, characterized

by the CAG promoter (CMV enhancer, chicken beta-actin promoter and a large sysnthetic intron), and the IRES-DsRedExpress2

sequence; control virus was generated by cloning DsRedExpress2 downstream of the CAG promoter (Gascón et al., 2016; Heinrich

et al., 2010, 2011). This allows to identify transduced cells and quantify the reprogramming efficiency over the transduced cells. To

produce viral particles, retrovirus-encoding plasmids were transfected in 293GPG (Ory et al., 1996) and collected via ultracentrifu-

gation at 27.000 rpm for 2 hours after 3, 5 and 7 days, as previously described (Heinrich et al., 2011). Pellet was resuspended in 100ml

of PBS 1X (added with 5mM MgCl2) and aliquots stored at �80�C until use.

Transduction
Primary cultures of astrocytes were plated in 24-well plates at a density of 50,000-60,000 cells per well; the next day, cells were in-

fectedwith viral particles, according to the experimental design. Twenty-four to 36 hours later, astro-mediumwas replacedwith fresh
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medium consisting of DMEM/F12 (1:1), penicillin/streptomycin, supplemented with 1x B27 and GlutaMax, glucose but not FBS, EGF

and FGF (differentiation medium) and the cells maintained in culture until 6-7 days post-transfection in 9% CO2 incubator. For

FACSorting, astrocytes were plated in 6-well plates pre-coated with PDL at a concentration of 300,000-350,000 cells per well.

The following day, cells were transduced with the retroviral particles. One day later, medium was replaced with differentiation me-

dium and cells were harvested 24 hours later (see scheme in Figure 2A). The viruses used are listed in the key resource table and

were produced as previously described (Heinrich et al., 2011; Masserdotti et al., 2015).

Long term culture of reprogrammed astrocytes
To improve the survival of the iNeurons for the characterization of the neuronal subtypes, electrophysiology, single-cell experiments

(patch-seq), cultures were treated with maturation medium (BDNF 20ng/ml, GDNF 20ng/ml, N2, NT3 20ng/ml, cAMP 100mM) every

fourth day, starting from day 8DPI. Catalog numbers are indicated in Key resource table.

Fluorescence-activated cell sorting
Astrocytes were washed twice with 1x PBS, treated with trypsin (0,05% in EDTA) for 5 minutes, before resuspending in pre-warmed

DMEM/F12 phenol-red freemediumwas added. Cells were harvested by centrifugation (1,000 rpm, 5min, 4�C), washed twice with 1x

PBS and resuspended in 300ml of DMEM/F12 (1:1), phenol-red-free. Single cell suspension was filtrated using a 40-mm cell strainer

and a drop of NucBlue was added to label living cells. Gates were defined using negative control (un-transduced cultures of astro-

cytes) and positive (cultures of astrocytes transduced with DsRed-encoding virus). The following lasers were used: x axis: 582/15

(DsRed); y axis 530/30 (FITC) (no signal in the channel; detecting autofluoresence). 20000-to-30000 events were collected per sam-

ple in a 1.5 mL tube containing 300ml of 0.05% BSA in PBS1X. Samples were kept in ice until the end of sorting, then harvested by

centrifugation (1,000 rpm, 5min, 4�C). RNA was extracted with Arcturus PicoPure RNA isolation kit, according to manufacturer’s

instruction.

Immunocytochemistry
Cells were fixed in 4%paraformaldehyde (PFA) in 1X PBS for 10min. at room temperature, washed in 1XPBS twice for 5minutes, and

stored up to amonth at 4�C before staining. Specimen were incubated in primary antibodies (see Key Resource table) in PBS1X con-

taining 4% Bovine Serum Albumin (BSA) and 0.5% Triton X-100 for 2 hours at room temperature or overnight at 4�C. After washing

three times for 5 minutes with PBS, cells were incubated with the appropriate species- or subclass-specific secondary antibodies,

with or without DAPI to label nuclei (blue), diluted 1:10000, for 1 hour in the dark at room temperature. Optionally, after incubating with

primary antibodies andwashingwith PBS, biotin-labeled secondary antibodies were used at a dilution of 1:200 for 1 hour, followed by

streptavidin-coupled fluorophores (1:500) for another hour. Coverslips were thenmounted with Aqua Poly/Mount. List of primary and

secondary antibodies can be found in the Key Resource table.

Bulk RNA sequencing
Transcriptional changes upon Ascl1ERT2 or Neurog2ERT2 activation

Cells from five biological replicates per condition (DsRed+OHT, Ascl1ERT2+OHT, NeurogERT2+OHT) and 2 replicates for DsRed-

OHT-untreated condition were sorted and their RNA extracted with PicoPure Kit (Arcturus, Kit0204). One entire biological replicate

(DsRed+OHT, Ascl1ERT2+OHT, NeurogERT2+OHT) was removed from the analysis because of the low reads in one of the samples

(DsRed+OHT). GEO number GSE174238.

Transcriptome of acutely isolated astrocytes cultured astrocytes

Following MACS procedure, cells were collected for RNA extraction (‘‘acute samples’’). Alternatively, MACS-sorted astrocytes were

grown in flasks as described. Upon 80% confluency, cells were re-seeded in 6-well plates with fresh astrocyte-medium, as for being

transduced. One day later, cells were collected and processed for RNA extraction. Five to six independent biological samples were

collected per condition (GM n = 5 both acute and culture; SC, n = 6 both acute and culture). GEO number: GSE173979.

RNAwas isolated on column using the PicPureTM RNAextraction kit (Applied Biosystems) and RNA quality and concentration were

evaluated with an Agilent BioAnalyzer 2100 (Agilent). All included samples had a RIN > 9. 3mg of RNA from each sample was used to

generate the RNA-seq libraries using bulk-adapted mcSCRB-seq protocol (Bagnoli et al., 2018): cDNA was generated by oligo-dT

primers containing well-specific (e.g., sample specific) barcodes and unique molecular identifiers (UMIs). Unincorporated barcode

primers were digested using Exonuclease I (Thermo Fisher). cDNA was pre-amplified using KAPA HiFi HotStart polymerase (Roche)

and pooled before Nextera libraries were constructed from 0.8 ng of pre-amplified cleaned up cDNA using Nextera XT Kit (Illumina). 30

ends were enriched with a custom P5 primer (P5NEXTPT5, IDT) and libraries were size selected using 2% E6 Gel Agarose EX Gels

(Life Technologies), cut out in the range of 300–800 bp, and extracted using the Monarch DNA Gel Extraction Kit (New England Bio-

labs) according to manufacturer’s recommendations. Libraries were paired end sequenced on an Illumina HiSeq 1500 instrument.

Sixteen bases were sequenced within the first read to obtain cellular and molecular barcodes, and 50 bases were sequenced in

the second read into the cDNA fragment. An additional eight bases were sequenced to obtain the i7 barcode. On average, we

sequence around 20 million read/sample. Gene-based transcripts counts were obtained by running the zUMI pipeline (Parekh

et al., 2018) (version 0.0.2) using Ensembl annotation release 81.
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RNA-seq analysis
The analysis was performed using R (3.5.3) and RStudio (version 1.2.1335). See Key Resources Table for packages used. As no sig-

nificant difference was found between OHT-treated and OHT-untreated Ds-Red-transduced cells (unsupervised clustering, Fig-

ure S2F, Principal Component analysis, Figure S2G, no genes differentially expressed with padj < 0.01, Data S1), we compared pro-

neural factor induced programs to DsRed-OHT treated samples. Gene Ontology enrichment analysis was performed using the

package ‘‘TopGO’’ in RStudio: differentially expressed genes (Log2FC > 1, padj < 0.01 or Log2FC < �1, padj < 0.01) were provided

as input, while the list of the genes with a pvalue were used as background. Top 20 GO, ranked on the basis of Exact Fisher score (<

0.01), were selected (see Tables S2–S9; S11; S14; S16–S19; S21–S23; S25–S32 in Data S1,S2, S3, S4, S5, and S6). GO terms were

then ranked for the enrichment, obtained by diving the number of detected genes versus the number of expected genes, and top 5

were plotted. Gene Set Enrichment Analysis (Subramanian et al., 2005) was performed using the package ‘‘fgsea’’ in Rstudio (Ser-

gushichev, 2016). ‘‘An algorithm for fast pre-ranked gene set enrichment analysis using cumulative statistic calculation’’).

To define the Astrocyte- and Neuron-Score, normalized counts per each gene were obtained from the package DSEq2 (Love et al.,

2014). Genes associated with astrocytes were obtained from Tripathy et al. (2018) and Weng et al. (2019), summed and used as co-

ordinate to plot in ggplot2. To define the TFs in Figures 6K and 6L, TFs were filtered from all differentially expressed genes SC-Astro

versus GM-Astro (padj < 0.01).

Single cell RNA-sequencing patch-seq related to Figures 4 and S3
Three- to four-week-old single cells were collected using an electrophysiology setup following a modified protocol (Cadwell et al.,

2017). The coverslips were kept for 1-1.5 hours in the chamber for cell picking with a single cell collected every 5-6 minutes. Cells

to be aspirated were selected by random screening of the coverslip. Brightfield and fluorescence pictures were taken before and

after aspiration to catalog each cell for morphometric analysis and to confirm the successful aspiration of the soma into the electrode.

We used borosilicate glass Warner Capillary Glass Tubing with polished ends and the inside filament (Model No. G150F-4) to make

the aspiration electrodes with the input resistance between 2-3 MU (tested with the Axon Instruments Axopatch 200B amplifier). The

intracellular solution contained (in mM): 4 KCl, 2 NaCl, 0.2 EGTA, 135 K-Gluconate, 10 HEPES (K-salt), 4 ATP (Mg-salt), 0.5 GTP (Na-

salt), 10 Phospho-creatin, pH = 7.3, 290 mOsm. This intracellular solution was supplemented with RNase Out (1:40, 40 U/ ml, Invi-

trogen) and glycogen (1:1000 from 20 mg/ml stock, Roche). Each electrode was backfilled with 1.3 mL of this supplemented intra-

cellular solution just before aspiration. To collect the individual aspirated iNeurons, PCR tubes were filled with the following solution

as described for the SmartSeq2 method by Picelli et al. (2014). We modified some volumes and concentrations as suggested in the

patch-seq method by Cadwell et al. (2017), because it worked better for our experimental setting. Each PCR tube contained 1 mL of

0.6% Triton X-100 (vol/vol) in RNase-free water (sterile, disk filter, stored at 4�C) with 1:40 of RNase Out (Invitrogen), 1 mL of oligo-

dT30VN primers (10 mM stock, stored at �80�C), and 1 mL of dNTP (10 mM stock, stored at �20�C). The PCR tubes were kept on ice

until the cell was ready to be collected. The PCR tubes were kept at �80�C until ready for the SmartSeq2 reverse transcription and

cDNA amplification. Libraries were prepared withMicroPlex Library Preparation Kit v2 (Diagenode, C05010014). Cells were collected

from 2 biologically independent reprogramming experiments. Sequencing reads were mapped to the GRCm38 reference genome

using STAR software version 2.6.0a. TPM expression values based on ENSEMBL annotation version GRCm38.92 were calculated

with RSEM (1.3.0). Data are deposited with the number GSE173977 in GEO.

Single cell-RNA-seq Patch-seq related to Figures 5 and S4
The culture coverslips were transferred to the recording chamber andwere constantly perfusedwith fresh aCSF heated to 28�Cusing

an in-line temperature controller (SH-27B combined with TC-324C, Warner Instruments Corp., Connecticut, USA). The aCSF con-

sisted of (in mM) 125 NaCl, 2.5 KCl, 26 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 2 MgCl2, 11 D-glucose (pH at 28�C = 7.4, osmolarity =

305–315 mOsm, perfused with a mixture of 95% O2 and 5% CO2). The coverslips were visualized under an upright microscope (Ax-

ioskop FS, Zeiss, Oberkochen, Germany) equipped with differential interference contrast (DIC)-infrared optics and epifluorescence

(filter set: Zeiss BP450-490, LP520). The fluorescence and infrared images were acquiredwith aCCD camera (Orca-ER, Hamamatsu,

Shizouka, Japan). Single cells were visualized using a 40 3 /0.74 N.A. water immersion objective (Olympus). The electrodes for

whole-cell patch-clamp recordings were pulled from borosilicate glass capillaries (OD = 1.5 mm, ID = 0.86 mm, Warner Instruments

Corp., Connecticut, USA) using a puller (Zeitz-Instruments, Martinsried, Germany). The intracellular solution consisted of (in mM) 126

K-gluconate, 4 KCl, 10 HEPES [4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid], 10 Na2-phosphocreatine, 4 Mg-ATP, 0.3 Na2-

GTP, 0.05 Alexa Fluor 488 (Life Technologies), adjusted to pH 7.4 at 28�C and 295–300 mOsm. The electrodes (resistance �4 MU)

were connected to the amplifier’s headstage via a chlorided silver wire. A silver / silver chloride-pellet immersed into the aCSF so-

lution in the chamber served as reference electrode. Somatic whole-cell recordings were made in the current clamp mode using an

ELC 03 XS amplifier (npi electronics, Tamm, Germany). Bias and offset current were zeroed before giga seal formation.

Electrophysiological recordings were performed as described in the section Electrophysiology with the few differences: following

membrane rupture, the cells were not clamped to�60mV and restingmembrane potentials higher than�50mVwere taken as one of

the parameters showing immature reprogrammed cells. Determination of themembrane resistance was only performed bymeasure-

ment of the amplitude of a voltage deviation induced by a small hyperpolarizing current pulse (1 s, 5 – 10 pA). The cells’ ability to

generate action potentials was tested by depolarizing current ramps (50 ms) from 0 – 100 pA. The AP amplitude was measured
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as the difference between the spike threshold and the spikemaximum, the AP half-width was determined as width inms at spike half-

height. Electrophysiological data analysis was performed using MATLAB 2020a (Mathworks, Massachusetts, USA).

Based on the electrophysiological data, recorded cells were divided into 4 categories: Ds-Red transduced astrocytes (control as-

trocytes); not firing, immature and firing iNeurons. Reprogrammed cells were considered not firing if the resting membrane potential

was higher than�40 mV and/or the action potential not present; immature neurons were designated if the resting membrane poten-

tial was between �40 mV and �50 mV and the action potential amplitude lower than 40 mV; firing neurons were defined as having a

resting membrane potential lower than �50 mV, a train of action potential, whose amplitude was higher than 40mV.

After the recording, the cell was aspirated using previously published protocols (Földy et al., 2016; Winterer et al., 2019). The con-

tent of the cell was aspirated by applying negative pressure to the capillary. The intracellular solution did not contain any ribonuclease

inhibitors and very small amount of intracellular solution (> 2 ml) was used in the glass capillary to perform the electrophysiological

recordings. After the extraction of the cell, the content of the capillary was expulsed into a single 0.2mLPCR tube by applying positive

pressure and breaking off the capillary tip. The PCR tube contained 3 ml of lysis buffer solution which consisted of 0.1% Triton X-100,

5 mM dNTP Mix, 2.5 mM oligo-dT30VN primers, and 1 U/ml RNase OUT. The sample was briefly spun down using a centrifuge and

flash-frozen on dry ice. The subsequent reverse transcription (RT) and cDNA amplification was done according to the SmartSeq2

protocol (Picelli et al., 2014). The resulting cDNA fragments were analyzed using High Sensitivity DNA Kit (Agilent Bioanalyzer, Santa

Clara, USA). After sequencing, raw reads were de-multiplexed on in-house high-performance-cluster (HPC) using Je (version 2.0.2).

The raw sequencing reads were aligned to Ensembl GRCm38 mouse reference genome using STAR aligner (version 2.7.1) with the

GeneCounts parameter on. Further processing of the data was performed in RStudio using the Bioconductor package DESeq2 (Love

et al., 2014). Bubble plots showing the expression of the genes in different conditions were generated as follows: normalized gene

counts per each gene were divided by the gene length (in Kb, obtained from Ensembl); then, such expression values were averaged

within each subgroup, and then log2 transformed. Data are deposited with the number GSE173978 in GEO.

Single-cell morphometry
Pictures of individual single cells were subjected to amorphometric analysis. Using ImageJ software, several parameters weremanu-

ally analyzed: number of primary processes, angles between the processes, the longitudinal axis of the cell soma, and the cross-sec-

tion area of the cell soma. As n = 2 independent samples, we used nonparametric test for the statistical analysis. For the distribution of

the angles between processes, we separated themeasured angles into bins separated by 20 degrees and used non-linear regression

of the fourth-order polynomial function to curve fit the frequency distribution. All the collected cells were analyzed, with the exception

of 1 cell from Neurog2 (Ascl1 n = 20; Neurog2 = 21).

Ranking of transcription factors
Putative lead F (transcription or chromatinmodification factor) (Zhang et al., 2015) was assessed by an approach adopted fromRack-

ham et al. (2016). For each factor we established a sphere of influence of up to three level depth using gene-gene relations based on

STRING database version 10.5 (Szklarczyk et al., 2017). We considered only relations with total scores > 300, where less than half of

the value was attributed to text mining. Usingmeasured difference in RNA-seq expression (data processed with DESeq2; Love et al.,

2014) we calculated scores one for F and one for its underling network using following equations:

ScoreF = jlogðFCFÞjð � logðAdjPvalFÞ

ScoreNetwork =
Xn

g= 1

��log
�
FCg

����� log
�
AdjPvalg

��

Distg Pndg

where: F – factor, FC – fold change, AdjPval – adjusted p value (both from DSeq2), g – gene, Dist – number of steps between g and F,

Pnd – parent node degree, n - length of list of genes associated with F.

Subsequently all factors were ranked based on combined ranking of both scores and filtered for the normalized expression (TFs

with norm. expression < 200 after induction were excluded for Figure 2, while for Figure 3 genes with norm. exp < 20 were excluded).

To provide context to factors driving cell identity, we plotted a network using Cytoscape 3.6 (Su et al., 2014a) with edges width corre-

lating to STRING interaction score. Only factors connected to other TFs were plotted.

Comparison of scRNA-seq with publicly available data
To find if our dataset holds some resemblance to any cell type, we used available data (Delile et al., 2019). We combined iNeuron

single cell RNA-seq and public data to calculate average gene expression values for each cell type and PCs (Principal Component)

of resulting dataset. To compare cell type similarity, we plotted 3rd and 4th component.

Electrophysiology
For electrophysiological recordings, coverslips were transferred to an organ bath mounted on the stage of an upright microscope

(Axioscope FS, Zeiss, Göttingen, Germany). The cell cultures were perfused with a bathing solution consisting of (in mM): NaCl
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150, KCl 3, CaCl2 3, MgCl2 2, 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) 10, and D-glucose 10. The pH of the so-

lution was adjusted to 7.4 (NaOH) and its osmolarity ranged between 309 to 313 mOsmol. The perfusion rate was set to 1.4 mL / min

and recordings were performed at room temperature (23 – 24�C). The microscope was equipped with differential interference

contrast (DIC) optics and with epifluorescence optics for green and red fluorescence (filter sets: Zeiss BP450-490, LP520, Zeiss

BP546/12, lP590). Images were taken and displayed using a software-operated CCD microscope camera (ORCA R, Hamamatsu,

Herrsching, Germany).The electrodes for whole cell patch-clamp recordings were fabricated from borosilicate glass capillaries

(OD: 1.5 mm, ID: 0.86 mm, Hugo Sachs Elektronik-Harvard Apparatus, March-Hugstetten, Germany) and filled with a solution

composed of (in mM): potassium gluconate 135, KCl 4, NaCl 2, ethylene glycol-bis(2-aminoethylether)-N,N,N0,N0-tetraacetic acid

(EGTA) 0.2, HEPES (potassium salt) 10, adenosine-triphosphate (magnesium salt, ATP[Mg]) 4, sodium guanosine-triphosphate

(NaGTP) 0.5, and phosphocreatine 10 (pH: 7.25 – 7.30, osmolarity: 288 – 291mOsmol). The series resistance determined after estab-

lishment of the whole cell recording mode (9 – 17 MU) was compensated by 70 – 85%. The recorded signals were amplified (x10 or

x20), filtered at 10 or 20 kHz (current clamp) and 3 kHz (voltage clamp), digitized at a sampling rate of 10 or 20 kHz and stored on a

computer for offline analysis. Data acquisition and generation of command pulses was done by means of a CED 1401 Power 3 sys-

tem in conjunction with Signal6 data acquisition software (Cambridge electronic design, Cambridge, England). Data analysis was

performed using IGOR Pro 6 (WaveMetrics, Lake Oswego, USA) together with the NeuroMatic IGOR plugin (Version 2) (www.

neuromatic.thinkrandom.com). Microscope images were corrected for contrast and brightness by using Photoshop CS3 (Adobe

Software Systems, Ireland). By means of the motorized microscope stage, each coverslip was scanned systematically and iNeurons

were identified by red fluorescence. Following membrane rupture, the cells were voltage-clamped to a holding potential of �60 mV

and kept under this condition until stabilization of the holding current (3 – 5 min). Determination of the input resistance RN was per-

formed either bymeasurement of the amplitude of a voltage deviation induced by a small hyperpolarizing current pulse (1 s, 5 – 10 pA)

or by determining the slope of the current-voltage-curve (IV-curve) at its origin. The somatic membrane time constant Uwas derived

by fitting a dual exponential function to the voltage relaxation following cessation of a small hyperpolarizing current pulse and the total

membrane capacity CN was estimated using a method (Zemankovics et al., 2010). The cells’ ability to generate action potentials was

tested by injecting depolarizing current pulses (50 ms) with increasing current strengths (UI: 5 or 10 pA) or by depolarizing current

ramps (50 ms) from 0 – 100 pA. The amplitudes of the action potentials (spikes) were measured as the difference between the resting

membrane potential and the spike maximum, the spike duration was determined at half-maximum amplitude and the spike threshold

was derived from a phase-plane plot (Bean, 2007). The action potential discharge pattern of the cells was investigated by injections of

depolarizing current pulses (1 – 2 s), the amplitudes of which were raised in steps (5 or 10 pA) from 0 – 200 pA at a frequency of 0.1 Hz.

All chemicals and drugs were obtained from Sigma-Aldrich (Munich, Germany) and Biotrend (Cologne, Germany), respectively.

Data are given as median ± IQR. Statistical comparison of two samples was performed by using Mann-Whitney unpaired two-tailed

t test.

QUANTIFICATION AND STATISTICAL ANALYSIS

Immunostainings were analyzedwith an AxioM2 epifluorescencemicroscope or LSM710 laser-scanning confocal (Carl Zeiss). Digital

images were captured using the ZEN2 software (Carl Zeiss). Retroviral vector-transduced cells were quantified from more than 25

randomly chosen 20x fields in at least 3 independent experiments. Quantification for neuronal cells was based on b-III-tubulin immu-

noreactivity and morphological parameters, e.g., presence of 2 or more processes longer than 3x the cell soma as in Gascón et al.

(2016). Astrocytes were quantified based on morphological features and expression of known astrocytic markers (Gfap or Sox9).

Analysis of the culture composition (Figure S1) was performed by quantifying 2 tile images, each composed of 25 images (acquired

at 20X) in 3 independent biological experiment. To quantify the intensity of Asc12ERT2 and Neurog2ERT2 (Figure S2B), 1 tile image

(25 images at 20X) was imported in Fiji: nuclei were identified via DAPI and used to create amask (define threshold; SetMeasurement;

Analyze particles (60 < particles < 250). Then, the mask was applied to the tile image to obtain the average intensity per each channel

per each particle (that is, each nucleus present in the tile image). We selected the cells whose intensity value of green channel (cor-

responding to the transcription factor) was clearly above green-negative nuclei. Each tile image provided at the intensity of at least

170 cells. Data were collected for 3 independent cultures and analyzed in RStudio. Average intensity was calculated per each inde-

pendent experiment. Boxplots show the median and the interquantile range (IQR) Whiskers are calculated as 1.58*IQR (Figures 1S–

1U, S1H, S1K–S1P, S2D, and S4A–S4D). Data presented as bar plots show mean and confidence interval (CI) (Figures 1C, 1D, 2C,

3F–3I, and S3B–S3D).

Data were analyzed with Microsoft Excel, GraphPad Prism 7.0 software RStudio (version 1.2.1335); statistics was performed with

linear regression using ‘‘lm’’ function (R Stats package) in RStudio on log2 transformed reprogramming efficiency. Evaluation of the

residuals for fitted linear models was performed with the package ‘‘DHARMa’’ (Hartig, 2021). DHARMa: Residual Diagnostics for Hi-

erarchical (Multi-Level / Mixed) Regression Models. R package version 0.3.2.0. https://cran.r-project.org/web/packages/DHARMa/

index) in RStudio. Statistical details of the experiments can be found in the figure legends. Significance is based on the p value indi-

cated on the graphs as * p % 0.05, ** p % 0.01, ***p % 0.001.
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Figure S1 – Enrichment of astrocytes by ACSA2-based MACS-sorting, related to 
Figure 1  

A) Schematic representation of the experimental design. 

B, D) Micrographs of cultures after 7 days in vitro obtained from unsorted (B) or 

ACSA2-MACS-sorted (D) cells from P2 spinal cord. Scalebar = 100µm. 

C, E) Bar plots showing the percentage of cells immune-positive for the indicated 

markers in the respective cultures (from unsorted, C, or sorted, E, cells). n=3 (C), 

n=3-6 (E) per each marker. 

F, G) Micrograph (F) and bar plot (G) showing oligodendrocyte progenitor cells 

(OPCs) labeled by immunostaining for Olig2+ or NG2+ at the end of the 

reprogramming protocol (day 15). 

H) Bar plot showing the normalized expression of astrocyte (red) and OPCs genes 

(green) following 7 days in culture (see Figure S6 for full transcriptome analysis). 

I, J) Pie charts depicting the proportion of Ascl1-iNs (I) or Neurog2-iNs (J) showing 

an action potential. 

K-P) Graphs showing the resistance of Ascl1- (n=15 cells) and Neurog2- (n=21 cells) 

iNs (K), the amplitude (L, Ascl1 = 25 cells; Neurog2 n=34 cells), the duration (M) 

(Ascl1 = 25 cells; Neurog2 n=34 cells), the threshold (N, Ascl1 = 23 cells; Neurog2 

n=32 cells) of action potentials,  the spike velocity (O, Ascl1 = 24 cells; Neurog2 n=32 

cells) and the rise-to-fall ratio (P, Ascl1 = 23 cells; Neurog2 n=32 cells) at 28-42 DPI. 

Each dot represents a cell; n=5 independent experiments. *p < 0.05 

Q, R) Pie chart depicting the different types of spike discharge patterns evoked in 

Ascl1-iNs (Q) or Neurog2-iNs (R). 
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Figure S2 – Molecular analysis of early (24 hours) transcriptome changes in 
SC-derived astrocyte direct neuronal reprogramming, related to Figure 2 
A) Scheme of the experimental design for cell transduction, sorting and analysis. 

B, C) Micrographs depicting the immunostaining for Ascl1 (B) and Neurog2 (C) 

showing the nuclear localization of Ascl1ERT2 and Neurog2ERT2 following 24 hours 

of treatment with OHT as quantified in (D). Scalebar = 50µm. 

D) Boxplot showing the pixel intensity (log2(average intensity of FITC channel)) of 

nuclear Ascl1ERT2 and Neurog2ERT2 signal as shown in B and C following 24 hours 

of OHT treatment. 

E) Examples of FACS gates used to sort DsRed positive cells. Control cells (un-

transduced astrocytes from the same batch) were used to set the background auto-

fluorescent gate.  

F) Unsupervised clustering of sequenced samples. 

G) Principal Component Analysis of the biological replicates. Note that DsRed-sorted 

un-treated (blue triangle) and OHT-treated DsRed control samples (red triangle) 

cluster together; conversely, Ascl1ERT2-OHT-treated samples (red squares) and 

Neurog2ERT2-OHT-treated samples (red circles) cluster apart from each other. 

H, I) Volcano plots depicting the log2FC of genes upregulated by Ascl1ERT2 (Figure 

2E) following Neurog2ERT2 activation (H) or log2FC of genes upregulated by 

Neurog2ERT2 following Ascl1ERT2 activation (I). Genes specifically upregulated by 

a given TF are those downregulated or unchanged by the TF (identified by blue dots 

in both graphs). 

J) Heatmap of the expression of astrocytic markers (Weng et al., 2019) at 24 hours 

after OHT. Asterisk (*) indicates genes statistically significant (padj<0.01 with a 

normalized expression higher than 100). 

K) Heatmap of the expression of stem cell-related genes (Treutlein et al., 2016) at 

24 hours after OHT. Asterisk (*) indicates genes statistically significant (pAdj<0.01 

with a normalized expression higher than 100). 

L) Volcano plot showing the genes differentially expressed between Neurgo2ERT2 

and Ascl1ERT2 at 24 hours after OHT. Transcription factors up-regulated by both 

factors are indicated in black; downregulated by both in blue. 
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Figure S3 – Molecular analysis of Ascl1- and Neurog2-iNs at 3-4 weeks of 
reprogramming, related to Figure 4 
A) Micrographs illustrating the collection of single cells for sequencing: a transduced 

(DsRed+) cell with neuronal morphology (upper panels) is approached with a 

capillary to establish a GigaOhm seal (low left panel); after aspirating the cell content, 

the cell is no longer visible (low right panel). Scalebar = 20µm. 

B-E) Barplots (B-D) and pie diagrams (E) of the number of processes (B), the 

diameter (C), the area (D) and the shapes (E) of the somata of Ascl1- (n=20) and 

Neurog2- (n=21) iNs from 2 independent experiments on 21-28 DPI. 

F, G) Genes specifically expressed by Ascl1-iNs (F) and Neurog2-iNs (G). 

H) Example of terms from GSEA enriched in both Ascl1- and Neurog2-iNs. 

I) Barplot depicting log2FC of the genes associated with the term “Node of Ranvier” 

in either Ascl1- (blue bars) or Neurog2-iNs (red bars). 

J) Example of terms from GSEA enriched in control versus both Ascl1- and Neurog2-

iNs. 

K) Barplot depicting log2FC of the genes associated with the term “β-oxidation” in 

either Ascl1- (blue bars) or Neurog2-iNs (red bars). 

L, M) Bubble plot showing the percentage of cells and log2(average expression) 

astrocyte (L) and neuronal markers (M) in not reprogrammed Ascl1-transduced cells 

(Ascl1-Astro), Ascl1-iNs and Neurog2-iNs. The expression of these genes was used 

to generate the astrocyte-score and neuronal-score (Figure 4H). 

N) PCA showing the position of Neurog2-iNs with high expression level of 

endogenous Ascl1 (in yellow) relative to other iNs. 

O-R) Bubble plots showing the percentage of cells and log2(average expression) of 

neuropeptides (O), neuropeptide receptors (P), serotonin receptors (Q) and 

Achetylcholine and monoamine receptors (R) in not reprogrammed Ascl1-

transduced cells (Ascl1-Astro), Ascl1-iNs and Neurog2-iNs collected at 21-28 DPI. 
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Figure S4 – Patch-seq analysis of Ascl1- and Neurog2-iNs from day 14 onwards 
of reprogramming, related to Figure 5 
A-D) Box plots showing the (A) resting membrane potential, (B) action potential 

amplitude, (C) rise-to-fall ratio and action potential half-width (D) of cells transduced 

by control virus or the factors indicated at 14-43 DPI. Each dot represents a cell; 

DsRed-Control, n=4; Ascl1 n=11 (Cl. 1 = 2; Cl. 2 = 5; Cl. 3 = 4); Neurog2, n= 11 (Cl. 

1 = 1; Cl. 2 = 3; Cl. 3 = 7). N=3 independent experiments. *p<0.05 

E) Venn diagram showing the number of genes upregulated (Log2FC>1, padj<0.01) 

in both Ascl1- and Neurog2-reprogrammed cells. In darker small circles, genes 

unique to a specific TF are highlighted. 

F) Bubble plot depicting the average expression of 72 genes specific to Ascl1-iNs. 

G) Bubble plot depicting the average expression of 51 genes specific to Neurog2-

iNs. 

H) Bubble plot showing the percentage of cells and log2(average expression) of 

astrocyte markers (from Weng et al., 2019 and Trypathy et al., 2018) in different 

subgroups. 

I) Bubble plot showing the expression of selected genes (proneural factors Ascl1 and 

Neurog2, the astrocyte markers Aqp4 and Sox9, and the synaptic markers Snap25 

and Synaptophysin) in each cell analyzed. 

J, K) Top 5 GO terms (BP, left; Cellular Compartment (CC), right) on 72 genes 

specifically expressed in Ascl1 reprogrammed cells (J, from Figure S4F) or in 

Neurog2 reprogrammed cells (K, from Figure S4G) 

L-O) Bubble plots showing the percentage of cells and log2(average expression) of 

glutamate receptor subunits (L), Glutamatergic markers (M) and GABAergic markers 

(N) and glycinergic makers (O) in different subgroups of collected cells. 

P) PC analysis of patch-seq cells (clustered as control, not firing, immature and firing) 

compared to SC progenitors and neurons from Delile et al. 2019.Note that DsRed-

control cells are far apart from the endogenous neurons and reprogrammed cells. 
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Figure S5
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Figure S5 – Molecular analysis spinal cord (SC)- and cerebral cortex Grey 
Matter (GM)-derived astrocytes, related to Figure 6 
A) PC analysis on the GM-astrocytes (green dots) and SC-astrocytes (dark green) 

either acutely isolated (dots) or following 8 days in culture (triangle). n=5 GM-

astrocytes, n=6 SC-astrocytes. 

B) Heatmap showing the relative expression of the top 50 most variable genes across 

all the samples (acute GM-astrocytes, cultured GM-astrocytes, acute SC-astrocytes, 

cultured SC-astrocytes). 

C, F) Venn diagram depicting the genes differentially expressed between acutely 

isolated and cultured astrocytes from the SC (C) or from GM (F). 

D, E) Top 5 GO terms related to biological process from genes highly expressed in 

acutely isolated (D) or cultured (F) astrocytes from spinal cord. 

G, H) Top 5 GO terms related to biological process from genes highly expressed in 

acutely isolated (G) or cultured (H) astrocytes from cortical GM. 

I) Heatmap of astrocyte genes expressed in the 4 groups analyzed: note that the 

pan-astrocyte markers are expressed at different levels depending on the time of 

isolation (acute or after culturing for 7 days). n=5 GM-astrocytes, n=6 SC-astrocytes.  

J) Dot plots showing the normalized expression of a subset of astrocytic markers in 

different conditions. Each dot represents an independent experiment. Note that 

cultured astrocytes have a lower expression of many astrocyte marker genes. 

K) List of genes commonly upregulated upon Ascl1ERT2 activation for 24 hours in 

GM- and SC-derived astrocytes (log2FC>2, padj<0.01 for SC; log2FC>1 and 

pval<0.05 for GM). 

L) List of genes commonly upregulated upon Neurog2ERT2 activation for 24 hours 

in GM- and SC-derived astrocytes (log2FC>2, padj<0.01 for SC; log2FC>1 and 

pval<0.05 for GM). 
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Correction

Heterogeneity of neurons reprogrammed
from spinal cord astrocytes
by the proneural factors Ascl1 and Neurogenin2
J. Kempf, K. Knelles, B.A. Hersbach, D. Petrik, T. Riedemann, V. Bednarova, A. Janjic, T. Simon-Ebert, W. Enard,
P. Smialowski, M. Götz,* and G. Masserdotti*
*Correspondence: magdalena.goetz@helmholtz-muenchen.de (M.G.), giacomo.masserdotti@helmholtz-muenchen.de (G.M.)

https://doi.org/10.1016/j.celrep.2021.109571

(Cell Reports 36, 109409-1–109409-16.e1–e7; July 20, 2021)

In the originally published version of this article, Figure 3G contained an incorrect number of biological replicates. The original and

corrected figure appear here, and the corrected figure now appears with the paper online. This correction does not change the per-

centages reported in the text.

The authors regret these errors.

Figure 3. Expression of neuronal markers in Ascl1 and Neurog2 iNs (corrected)

Cell Reports 36, 109571, August 17, 2021 ª 2021 The Author(s). 1
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 3. Expression of neuronal markers in Ascl1 and Neurog2 iNs (original)
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DISCUSSION 

In the present work, we aimed to shed light on several fundamental concepts that underlie the 

process of cell fate transition. In the first part, we uncovered how cell fate is erased by different 

reprogramming factors and what role reprogramming factor expression levels play in this. 

Furthermore, we leveraged the power of machine learning to establish whether conversion is a 

deterministic process directly linked to reprogramming factor expression levels. Finally, we also 

revealed a possible mechanism via which different reprogramming factors functionally interact 

with one another to resolve cell identity conflicts. In the second part, we expanded on this work 

by extending our scope to a different starter cell.  In doing so, we were able to determine to 

what extent the cellular environment shapes the initial actions of reprogramming factors. 

Furthermore, we demonstrated that the final reprogrammed cellular identity is also heavily 

influenced by the developmental origin of the starter cell and the function of the 

reprogramming factor in this context. We believe that his knowledge will be useful to aid future 

endeavors aimed at improving current reprogramming strategies and facilitate its transition 

into the field of regenerative medicine.  

General principles of fate conversion 

To identify some of the general principles of reprogramming, we aimed to compare the actions 

of different reprogramming factors as well as analyze the result of their collision. To this end, 

we first developed a novel scRNA‐seq paradigm, which we named Collide‐seq. In contrast to 

most viral based strategies, Collide‐seq offers detectable and quantifiable transgene expression 

due to the use of PiggyBacs (Mortazavi et al., 2008). In addition, another considerable advantage 

of Collide‐seq is that the use of inducible transgene expression and distinct fluorescent 

reporters allows the pooling of different conditions and the simultaneous initiation of fate 

conversion under identical conditions. As a result, we were able to systematically compare the 

actions of different reprogramming factors, something that to date has only been done to 

optimize the reprogramming into a defined target cell (Protze et al., 2012; Yang et al., 2019). 

This revealed that the induction of reprogramming factor expression rapidly resulted in 

switching off the original fibroblast identity for of all the factors we tested (Ascl1, MyoD1, 

FoxA2, Sox2), except Oct4.  Interestingly, even though all factors downregulated genes related 

to fibroblast function, we found very little overlap between all four factors. In support of this, 

we found a similar result in our astrocyte experiments, where both of the factors we tested 

(Ascl1 & Neurog2) also shut down the original astrocyte identity via mostly different pathways. 

This seems to suggest that, although the removal of starter cell identity is a common feature 
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amongst all reprogramming factors, the mechanisms and dynamics are specific to a given 

reprogramming factor. However, from our first Collide‐seq experiment, performed at 72h after 

transgene induction, we could not fully exclude the possibility that these factors may still use 

similar mechanisms and only differ in the temporal pattern they utilize these. This hypothesis is 

supported by the fact that we found substantial pairwise overlap between downregulated genes 

in this Collide‐seq experiment. Data from our second Collide‐seq experiment argues against this, 

however, as the inclusion of 24 and 48h time points did not substantially increase the amount of 

overlap. Thus, even with increased temporal resolution, we found a substantial fraction of 

downregulated genes that were unique to the factors tested, strongly arguing against the 

possibility that factors use similar mechanisms at different time points. This strongly suggests 

that downregulation of starter cell identity is a common characteristic of different 

reprogramming factors, though not achieved through a common mechanism.  

Despite the shared capacity to downregulate starter cell identity between factors, we did find 

strong differences in potency between the different factors. While most factors showed a similar 

capacity to remove the existing identity and impose their own, the mesodermal factor MyoD1 

displayed an exceptional potency in both aspects. We deemed this particularly interesting as the 

starting populations of MEFs was also of a mesodermal origin. Hence, the exceptional potency in 

this starter cell might be related to the developmental kinship between the two entities. This 

would be in line with previous data, showing that MyoD1 is inefficient in inducing the myogenic 

identity upon cells of a non‐mesodermal origin (Davis, Weintraub and Lassar, 1987; Weintraub 

et al., 1989). Along the same lines, the neurogenic reprogramming factor Neurog2 can also only 

efficiently convert ectoderm derived cortical astrocytes into neurons while it needs additional 

factors or small molecules to achieve neuronal conversion in mesoderm derived fibroblast 

(Berninger et al., 2007; Heinrich et al., 2010; Smith et al., 2016). Taken together, these results 

support the hypothesis that direct conversion within a single germ layer would be more 

efficient and thorough than reprogramming between germ layers (Hochedlinger and Plath, 

2009; Morris and Daley, 2013). This is surprising, as all factors tested here have been described 

as pioneer transcription factors. As such, differences in the epigenomic landscape, i.e., the 

accessibility of target sites, should be of little impact due to the ability of these factors to 

interact with closed chromatin. A possible explanation for these results, therefore, is that 

additional lineage conversion factors needed to drive conversion through cooperative 

chromatin binding (Figure 7C) are less abundant in distantly related cell types. This would 

make sense from a biological perspective, as factors driving alternative lineage gene expression 

are likely silenced in distantly related cell types due to their possibly detrimental effects on the 

maintenance of identity. The opposite might be the case in more closely related cell types, such 
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as astrocytes and neurons, where gene expression patterns have been shown to not be fully 

mutually exclusive and possibly facilitate conversion (Cahoy et al., 2008; Zhang et al., 2014; 

Herrero‐Navarro et al., 2021). Overall, the evidence presented here suggests that restricting 

direct conversion to cell types of the same germ layer might be preferable if remnants of the 

original identity are undesired, such as in clinical settings.  

Finally, due to the use of PiggyBac constructs that could be detected with scRNA‐seq, we were 

able to add another level of complexity to our dataset by determining the influence of 

expression levels on fate changes. This demonstrated that the expression and repression of 

target genes depends on a critical level of reprogramming factor expression. That is, target 

genes show a binary expression pattern in relation to reprogramming factor levels. Below the 

threshold, genes of the new fate are not induced and starter cell genes remain expressed. Above 

the threshold, the genes corresponding to the new program are induced while starter cell genes 

get switched off. Hence, expression levels either below or above the threshold are of little 

relevance as they do not substantially influence gene expression changes. This also suggested 

that there may be determinism of cellular states driven by gene expression levels. In other 

words, the expression levels of reprogramming factors might predict the array of different cell 

states as well as their stability. Indeed, we found there is global determinism in Collide‐seq as 

the gene regulatory networks causal to cell fate could be learned with supervised machine 

learning models. Hence, this provides a proof of principle for the use of model‐aided 

experimental design to achieve a desired outcome in reprogramming, provided that enough 

data is available on the actions of individual reprogramming factors.  

Resolving cell identity conflicts 

From the above, one might expect dominance of programs that are developmentally most close 

to the starter cell over more distantly related programs when instructed upon a cell 

simultaneously. This is, however, not what we observed. Instead, we found that the pairwise 

collision of reprogramming factors mostly results in the emergence of novel transcriptomic 

states that are not just the sum of both programs and which we refer to as collision states. Thus, 

although the instruction of a single fate seems to be most efficient when reprogramming into a 

developmentally related cell type, collision rather seems to be played out on the factor level. 

This is the first time that this question has been addressed in such a systematic matter. 

Conceptually, cell fusion experiments are perhaps the nearest equivalent (Cowan et al., 2005; 

Brown and Fisher, 2021). As described above, cell fusion entails the fusion of a pluripotent cell 

to a differentiated somatic cell leading to the establishment of heterokaryons, a cell containing 

two distinct nuclei. As these experiments often induced hallmarks of pluripotency in the 
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resulting cells (Pralong, Trounson and Verma, 2006; Malinowski and Fisher, 2016; Imai et al., 

2020), one could imagine pluripotency to be dominant over terminally differentiated cell states. 

However, we did not find such dominance in our data, although the pluripotency factors (Oct4 

and Sox2) in our panel have been reported to be sufficient to instruct this program when 

expressed together (Huangfu et al., 2008; Kim et al., 2008; Nemajerova et al., 2012). 

Alternatively, it has been suggested that the brief induction of pluripotency is beneficial to the 

efficiency of direct reprogramming (Deleidi et al., 2011; Kim et al., 2011; Peskova et al., 2019; 

Sharma et al., 2019). Again, however, our data showed no indications that pluripotency factors 

act as general enablers of cell identity changes. The explanation for our inability to replicate 

these findings is most likely twofold. Under conventional culture conditions, when 

reprogramming with all four pluripotency factors, a fully stable pluripotent state is expected 

after 8 to 10 days (Stadtfeld et al., 2008). Furthermore, most studies utilizing a transient 

pluripotency approach first observe a partially reprogrammed state after 4 days when using all 

factors (Margariti et al., 2012; Karamariti et al., 2013) and after 6 days when using only Oct4 

(Peskova et al., 2019). Our latest time point of 72h is therefore presumably too early to induce a 

pluripotent state, particularly with only one or two of the original four pluripotency factors. 

Additionally, our current culture conditions are likely unfavorable to the induction of 

pluripotency, as many studies use defined culture conditions containing several cytokines and 

small molecules to promote reprogramming (Efe et al., 2011; Kim et al., 2011; Mitchell et al., 

2014; Maza et al., 2015). Taken together, a later time point of analysis or adaptation of culture 

conditions to facilitate the pluripotency factors might be necessary to fully address this matter. 

The former option, however, would be impractical in our setting as the reprogramming of MEFs 

to, for example, myoblasts, is rapid and shows drastic morphological and gene expression 

changes already after 3 days. Hence, a repetition of the current experiment under different 

culture conditions might be more feasible to fully address whether pluripotency factors can act 

as general enablers of cell fate.  

To relate the outcome of factor competition to the relative reprogramming factor expression 

levels, we devised a novel analysis tool that we referred to as fate titration analysis (FTA). 

Briefly, FTA considered every cell as its own experiment and related the relative expression 

level of the two competing factors to a cell state outcome on the cluster level. This analysis 

showed that, when two factors collide and form a collision state (see above), competition is 

relatively independent of expression levels. That is, higher expression levels of one factor do not 

necessarily lead to the cell adopting that particular fate during competition. Instead, we found 

that the collision state is formed over virtually the entire spectrum of expression. This fitted 

well to critical threshold we determined for the expression and repression of target genes: 
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When reprogramming factors are expressed, they seem to only need to attain a certain 

threshold of expression to induce their program with little additive effect of exceeding this 

threshold. When they are competing, this results in the formation of a collision state that is 

insensitive to relative expression levels for the aforementioned reason. Instead, other 

mechanisms are likely at play that influence the outcome of this fate collision, which we aimed 

to unravel for one our collision pairs (see below). However, it has to be noted that regardless of 

the mechanism that gives rise to collision states, which may very well be different for different 

factor combinations, we generally found these states to be viable. That is, we found no 

indication that any of the multi‐factor combinations suffered from increased cellular stress, as 

measured by the fraction of mitochondrial reads per condition in our single cell data. 

Furthermore, we find all multi‐factor combinations to be present in our different Collide‐seq 

experiments and found no clear loss of multi‐factor conditions over time. More importantly, we 

found that at both 3‐ and 7‐days post induction (See manuscript for day 3 data and Figure 9 for 

day 7 data), cells double positive for the neurogenic factor Ascl1 and the myogenic factor 

MyoD1 can be found to survive in vitro. This strongly indicates that reprogramming factor 

collision results in semi‐stable collision states that are viable at least one week after the 

induction of colliding programs.  

 

Figure 9: Stability of collision states. Shown are representative micrographs of collision between Ascl1 (GFP) and 

MyoD1 (DsRed) 7 days after induction of transgene expression. Scale bar represents 200 µm.  

Mechanisms of fate collision  

As a final part of our Collide‐seq experiments, we aimed to shed light on the mechanisms behind 

fate collision. Although we deemed all factor collisions potentially interesting and worth 

investigating, we here decided to specifically follow up on the collision between the myogenic 

and neurogenic programs, i.e., Ascl1 and MyoD1. Mainly, this was due to the remarkable 

potency that Ascl1 displayed in perturbing MyoD1, the most potent individual transcription 

factor in our tested panel. In short, we found that Ascl1 is transcriptomically dominant over 

MyoD1, which was also reflected in vitro by the decreased formation of multinucleated 
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myoblasts upon collision. Employing a DNA binding mutant of Ascl1 led to a similar phenotype, 

suggesting that DNA binding and the subsequent collision of transcriptomic programs was 

unlikely to be the underlying mechanism of this competition (Figure 10). Instead, we found that 

both forms of Ascl1 reduced MyoD1 pioneer activity by preventing DNA binding and subsequent 

chromatin opening as well as gene expression. Overall, this deemed a more direct competition 

between both factors on the protein level to be the most likely cause of the observed effects 

(Figure 10). In this regard, it is important to consider that both factors belong to the family of 

bHLH transcription factors. bHLH factors generally function as either homo‐ or heterodimers 

(Massari and Murre, 2000; Murre, 2019), dimerizing either with E‐proteins, Id proteins or other 

bHLH factors to bind to canonical E‐box motifs and drive transcription (Massari and Murre, 

2000; Henke et al., 2009; Murre, 2019). Given that the use of mutAscl1 made transcriptional and 

DNA binding site competition unlikely, we hypothesized that both factors might either form 

non‐functional heterodimers that bind to the DNA but do not activate transcription or one factor 

would sequester E‐proteins from the other (Figure 10). However, as mentioned above, we 

observed a clear loss of MyoD1 DNA binding upon competition, making the formation of non‐

functional DNA binding heterodimers unlikely. Therefore, the competition for cofactors seemed 

to be the most plausible explanation. Evidence to support this notion came from known motif 

analysis on MyoD1 binding sites. This revealed that, upon competition, there is a substantial 

reduction of the fraction of binding sites that have an E47/Tcf3 motif. This suggests that the 

unavailability of the E‐protein Tcf3 to MyoD1 might impair its DNA binding and thereby cause 

the loss of pioneer factor activity. As such, this provides a tentative mechanism for the 

competition between Ascl1 and MyoD1, similar to what has been reported before for MyoD1 

and Twist (Spicer et al., 1996). In the end, however, it is important to consider that the above‐

described mechanisms might only apply to these two factors, while additional mechanisms 

might exist for other factors. Indeed, this seems likely as we found collision states emerging for 

many of our factor pairs though they belonged to different families of transcription factors. As 

such, the results described here should be considered as a first indication of how cells resolve 

cell identity conflicts and cofactor competition is most likely only one of those ways. 
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Figure 10: Possible Ascl1-MyoD1 collision mechanisms. i) Collision of transcriptional programs, ii) DNA binding 

site competition, iii) Formation of non‐functional heterodimers and iv) competition for E‐proteins.  

Influence of starter cell on reprogramming 

In addition to comparing different factors within the same cellular environment, we also aimed 

to determine how the identity of the starter cell influences the early stages of reprogramming as 

well as its outcome. To this end, we first optimized the isolation of astrocytes, as we required a 

highly pure population to address this question. We purified cells based on the expression off 

known astrocyte markers. Although it would have been possible to use fluorescent reporter 

mice and fluorescence‐activated cell sorting to achieve this, this method has been known to 

produce large amounts of sheer stress that might impede further culture (Guttenplan and 

Liddelow, 2019). Hence, we employed a magnetic‐activated cell sorting strategy based on the 

expression of anti‐astrocyte cell surface antigen‐2 (Acsa‐2) that involved a milder dissociation 

and sorting procedure (G. Kantzer et al., 2017). As a proof of principle, we also confirmed that 

the cells obtained with this procedure where predominantly astrocytes (Figure 11).  

Figure 11: Verification of astrocyte purity after magnetic-activated cell sorting. Shown are 2D embeddings 

using Uniform Manifold Approximation and Projection (UMAP) of single cell RNA sequencing data of sorted cortical 

(A) and midbrain (B) astrocytes using anti‐astrocyte cell surface antigen‐2. VECs: Vascular endothelial cells, OPCs: 

Oligodendrocyte progenitor cells.  
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The next step was to reprogram these regional astrocytes into neurons with Ascl1 and Neurog2. 

In doing so, we noted that both factors instruct very different programs in a starting population 

of spinal cord astrocytes. Furthermore, both factors also instructed very different programs as 

compared to the ones they instruct in cortical astrocytes (Masserdotti et al., 2015). In cortical 

astrocytes, Ascl1 instructs a GABAergic program while Neurog2 yields neurons of a 

glutamatergic subtype (Heinrich et al., 2010). In spinal cord astrocytes, however, we did not 

find signs of a specification towards these subtypes, in contrast to recent reports (Hu et al., 

2019). Instead, their neurogenic cascades converged on the generation of GABAergic ventral 

spinal cord V2b interneurons and their p2 progenitors. Remarkably, this finding fits well to the 

role these factors play during neural tube development, as both factors are expressed in p2 

progenitors in a salt and pepper like manner (Misra et al., 2014). Therefore, these results 

provided a clear indication that the starter cell heavily influences the behavior of potent 

neurogenic reprogramming factors and is in line with the current literature (Chouchane et al., 

2017; Herrero‐Navarro et al., 2021; Rao et al., 2021). In support of this notion, we also found 

that key patterning genes from the Hox family of transcription factors, which specify spinal cord 

domains during development, were expressed in both acutely isolated and cultured astrocytes 

(Carpenter, 2002; Philippidou and Dasen, 2013). More importantly, they continued to be 

expressed in induced neurons obtained from spinal cord astrocytes, supporting their role in 

defining cellular identity and fitting to the observation that patterning factor Gbx2 was 

sufficient to redirect reprogramming to a different regional neuron identity (Herrero‐Navarro et 

al., 2021). Taken together, we have provided strong evidence that the (regional) identity of the 

starter cell shapes the actions of (neuronal) reprogramming factors, in line with the correct 

layer specificity of in vivo reprogrammed astrocytes (Mattugini et al., 2019). 
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CONCLUDING REMARKS 

One of the major open questions in cell biology is what defines a cellular identity. As described 

above, although the advent of techniques to profile the transcriptome at the single cell level has 

helped cataloguing diversity, how identity is regulated remains relatively unknown. This is 

particularly important in the context of reprogramming, as the final aim is to generate fully 

functional cell types that closely resemble their endogenous counterparts. That is, cells that do 

not fulfill one specific function, but instead reproduce the entire cellular phenotype and show 

the capacity to respond and adapt to changes in their environment. Only when this is achieved 

can we think about achieving functional recovery of damaged tissues through the replacement 

of lost cells with reprogramming strategies. Towards achieving this goal, the current work 

provided several key findings to facilitate this process.  

For example, it is of crucial importance for reprogramming to understand how the original 

starter cell identity is downregulated, as remnants of starter cell identity may have detrimental 

effects on cell function. In the present work we demonstrate that, although the loss of starter 

cell identity is commonly achieved by different reprogramming factors, it most efficiently occurs 

when the conversion occurs between cell types that belong to the same germ layer. Hence, to 

avoid the maintenance of starting cell identity, developmentally closer related conversions are 

preferable. In addition, specific factors that aid the downregulation of starter cell identity may 

also be discovered in future studies. Although we looked for such factors in our current dataset, 

in particular within our most potent factor condition, we were unable to identify these. As the 

current single cell methods still capture only a fraction of the entire transcriptome (Haque et al., 

2017), further technological improvements are likely required to identify such key players.  

Another important step is to continue to optimize current reprogramming protocols as to 

maximize their efficiency and reduce any negative side effects such as cell stress or even cell 

death. To this end, optimizing reprogramming factor levels upon ectopic expression may prove 

fruitful, in addition to the already demonstrated benefits of reducing metabolic stress (Russo et 

al., 2021). With regard to this, our work revealed that a reprogramming factor needs to reach a 

certain expression level threshold to initiate fate conversion. It is likely that most currently 

available reprogramming paradigms, including Collide‐seq, exceed this threshold due to the use 

of strong viral promoters that drive gene expression. Hence, titrating the reprogramming factor 

levels so that they only just satisfy the threshold might improve reprogramming efficiency and 

the general condition of reprogrammed cells due to reduced stress on the transcriptional 

machinery and the cell in general.  
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The application of artificial intelligence, and in particular machine‐learning, on the ever‐

growing amount of (single cell) datasets provides an alternative way through which 

reprogramming paradigms can be designed and optimized. Indeed, reports of the application of 

such techniques have recently started to be published (Kamimoto, Hoffmann and Morris, 2020). 

Here, we describe determinism of cell states with regard to reprogramming factor expression 

levels to provide a further proof of principle that these rules can be abstracted and learned with 

machine learning. In turn, this may aid the development of model‐based experimental design 

strategies aimed at the better‐informed selection of factors necessary to attain a certain cell 

state. This might not only improve efficiency, but also the overall fidelity of the generated cell 

types, thereby providing a novel way of optimizing current reprogramming paradigms.  

A final consideration we would like to stress with regard to achieving optimal reprogramming 

outcomes is that of starter cell selection. In particular, this poses an important consideration for 

the reprogramming of cells within the CNS, as it shows a higher degree of regionalization than 

other organs (Lake et al., 2016; Saunders et al., 2018; Herrero‐Navarro et al., 2021). 

Furthermore, there is a tremendous degree of neuronal diversity within the mammalian brain 

that is often intricately related to this regionalization (Zeisel et al., 2015, 2018; Mancinelli and 

Lodato, 2018; Saunders et al., 2018; Özel et al., 2020). In this regard, astrocytes represent an 

ideal in loco population of cells to replace lost neurons. Furthermore, several lines of evidence 

have demonstrated that a regional identity is also conferred upon astrocytes and this 

regionalization facilitates the reprogramming into appropriate neuronal subtypes (Tsai et al., 

2012; Chai et al., 2017; Chouchane et al., 2017; John Lin et al., 2017; Boisvert et al., 2018; 

Lanjakornsiripan et al., 2018; Hu et al., 2019; Mattugini et al., 2019; Herrero‐Navarro et al., 

2021; Rao et al., 2021). Our work confirmed these findings and demonstrated that the same 

factors initiate very different programs depending on the regional origin of the starter cell. 

Furthermore, they can lead to the generation of a regionally specified neuronal subtype. 

Although this is encouraging when aiming to replace lost cells, it might pose a problem for 

strategies aimed at generating specific subtypes of neurons in abnormal locations. For example, 

generating dopaminergic neurons in the striatum to counteract the loss of dopamine afferents 

in this region after Parkinson’s disease.  

In summary, by investigating the mechanisms of direct conversion, the results of my Ph.D. thesis 

warrant a more holistic view on the reprogramming process, which is not merely the induction 

of new genes but requires crosstalk between starter cell identity and the reprogramming factor 

to dramatically modify the intracellular properties and morphology of the newly established 

identity.  
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