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ABSTRACT

Abstract

Psychiatric disorders are the rising medical challenge of the 21st century due to their recent rise
in prevalence, world-spread incidence, and burden on patients’ life. Among all psychiatric
disorders, stress-related psychiatric disorders rank the highest for societal burden. This category
includes disorders characterized by a strong influence of stress exposure onto their onset and
progression, such as depression and anxiety disorders.

Stress-related psychiatric disorders clinically manifest in women and men with different incidence,
symptoms, comorbidities, impact on quality of life, and treatment efficacy and compliance. While
these aspects have been thoroughly characterised in the recent years from a clinical point of view,
we still lack a lot of information on how sex is able to shapes so many aspects of these disorders
and how it interacts with main environmental factors that influences them: stress.

Molecularly speaking, sex has been shown to impact on the stress response of several brain
regions. Good evidence suggests that some of these sex differences might stem by sex-specific
response at a cell type level. This thesis aims to verify this hypothesis in the adult mouse
paraventricular nucleus of the hypothalamus using single-cell RNA-sequencing. As such, we
generated a large single-cell RNA-sequencing dataset using the latest technology from male and
female mice that either did not experience any stress (controls) or experienced acute restraint
stress with or without a previous experience of chronic mild stress. We combined bioinformatic
and molecular approaches to characterise the transcriptional response to acute stress, and
describe how it differs between cell types, how it is shaped by sex, and how it is impacted by
previous chronic stress exposure.

We showed that the transcriptional response to acute stress is strongly cell-type- and sex-specific
with limited overlap between different cells and different sexes. We identified circulating hormones
as a source for some of these sex-difference, especially for the GABAergic neurons. We further
characterized the impact of chronic stress exposure in changing these transcriptional signatures,
identifying a different degree of change based on the cell type and the sex. We also identified the
oligodendrocytes as the cell type whose response to acute stress is the most affected by a
previous exposure to chronic stress. Ultimately, we further characterized the basal transcriptional
and morphological sex differences of oligodendrocytes that likely resulted in different responses
and different developmental states after stress.

Altogether, this thesis describes a new rich dataset and provides evidence for cell-type-specific
contributions to the sex dimorphisms in stress. It also identifies several cell types of interest —
such as AVP neurons, tanycytes, GABAergic neurons, and oligodendrocytes — worth of further
investigation to better understand sex differences in the stress response. Finally, we also provide
an interactive and easily accessible platform for anyone to explore the dataset and ask their own
set of research questions. This work contributes to the general understanding of sex differences
at a molecular level, providing new target cell types and genes of interest for future translational
studies with the ultimate goal of enabling personalized medicine in stress-related disorders in the
near future.
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INTRODUCTION Psychiatric Disorders and Sex Dimorphism

1 | Introduction

For many years women have fought for being recognized equals to men and equally worth of
medical care, while being underdiagnosed or experiencing unexpected side effects from drugs
[1], [2]. Until the year 1990s not much was known about the female biology outside the
reproductive system, and women often were excluded from medical studies preventing the
acquisition of precious information about sex differences. Just a little more than a couple of
decades ago, a slow revolution to improve the situation came into place and thanks to the NIH
inclusion policy, women were introduced into medical trials leading to a considerable
improvement in their medical care [3]. This new regulation opened up a vibrant field of research
supported by new international policies all around the world, such as the NIH policy for
considering sex as biological variable (SABV) in preclinical research [4]-[6]. This field is falsifying
the long-thought myths that females just a mirror image of males. It is now clear that several
organs, including the brain, differ between the sexes. These differences can either be persistent
or stimulus-dependent and manifest as dimorphism, difference, convergence, or divergence
(Figure 1.1, page 7).

B C

Sexual Dimorphism Sex Differences
oft
£
Wl
2 N =
& O £
N &20 3
g 2
aJ Iy
£
: A
%(\\\I\ULUS
Female Male
PERSISTENT
(40} .
D Sex Convergence E Sex Divergence E
2
2
A
m‘ﬂus mﬂu'us
IS 5
] 3
-
s g 5 3
N4 5 3@
é@’ C
\\l\'b\e @%/77
Endpoint

Figure 1.1: Sex Differences. (A) Sex differences can be either persistent or manifest in response to a
stimulus. Male and female can be presented with (B) two manifestations of the same endpoint (sexual
dimorphism), (C) same endpoints but shifted along the same dimension (sex difference), (D) different
mechanisms converging on the same manifestation (sex divergence) or (E) similar baseline condition
diverging on different endpoints (sex convergence). Figures inspired by [7], [8].



INTRODUCTION Psychiatric Disorders and Sex Dimorphism

For example, female mice have been thought for long to be more variable due to their hormonal
cycling. Recent studies, however, showed that housing conditions (group vs single housing)
causes much more variability than sex in several physical parameters [9]-[11]. In addition, in
equal conditions, males are much more variable than females on several of these parameters.
Our unpublished data indicate that this true also for broad behavioural features (unpublished data,
Supplementary Figure 1, page 129).The discovery that females do not increase variability, that
their inclusion in in experimental designs does not require increased resources [12] or that cycling
hormones are not necessarily an experimental issue as previously thought [13] actively supports
the broad use of SABV. Treating sex as a biological variable is proving to be a new source of
knowledge about unknown pathological processes, especially for those disorders with limited
efficacy for treatments and low available understanding of the pathophysiology such as the focus
of this thesis: psychiatric disorders and stress.
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1.1 Psychiatric Disorders and Sex Dimorphism

1.1.1 The Rising Burden of Psychiatric Disorders

Psychiatric disorders — defined as illnesses that affect the mental, behavioural, or emotional state
of patients — include several diseases spanning a broad range of symptomatology and aetiology
that often overlap. Among the most relevant, they should be mentioned eating disorders, drug
and alcohol use, intellectual disabilities, and anxiety, depressive and schizophrenic disorders.

Psychiatric disorders severely impact the quality of life of almost one in ten people worldwide [14].
Prevalence in several western countries reaches even higher numbers; for example in 2017
patients affected by a mental disorder in Germany and most other European countries constituted
almost one third of the whole population [15], [16]. Partially because of their high prevalence and
partially because of their average severity, they also severely impact on the quality of life of these
people. The impact of a disorder on the quality of life of a patient is conventionally measured
worldwide by the disability-adjusted life-years (DALYs), a measure of years of full health lost —
either for premature mortality or years lived with disabilities. All psychiatric disorders combined
account for 4.9% worldwide DALYs and rank in the top ten leading causes of burden (7th place)
[17]. Poor awareness at the population and government levels, poor efforts to curb them, and still
poor understanding of etiopathologies behind these disorders are worsening this situation at a
worrisome pace (DALYs of psychiatric disorders in 1990 accounted for the 3.1% worldwide, 13th
place) [17], [18].

Individual disorders contribute to different
extents to both global prevalence and DALYSs.
Depressive disorders,
schizophrenia, alcohol and drug use, and self-
harm, are for instance the biggest contributors
and rank in the top 25 leading causes for
DALYs in adults (25-49 years old) and
adolescents (10-24 years old) [18]. They also
share the global trend for gaining ranking
positions (Table 1.1, page 3). In particular,
depressive disorders affect at least 30 million
people each year in Europe and are the single
largest contributor to non-fatal health loss
(7.5% of all years lost to disability), as well as
contribute to the burden of self-harm and
suicide [18]-[21].

anxiety disorders,

Table 1.1: Ranking of Psychiatric Disorders
by DALYs change (1990-2019). Data from [31].

Ranking Change

Disorder
(1990 — 2019)
Age: 10-24
Self-harm v -1(2-3)
Depressive disorders A +4 (8 —4)
Anxiety disorders A +6 (12 —6)
Drug use disorders A +4 (22 -18)
Age: 25-49
Self-harm V¥ -6 (5-11)
Depressive disorders A +2 (8 —6)
Anxiety disorders A +2 (17 — 15)
Alcohol use disorders V¥ -2 (18 —20)
Drug use disorders A +6 (22 —16)
Schizophrenia A +1 (23 —22)

Altogether, mental disorders, especially major depressive disorder (MDD) and anxiety disorders,
affects a big portion of the population worldwide, hindering their normal lifestyle. The poor
understanding of their aetiology and pathophysiological mechanisms is still holding back on our
ability to contain this phenomenon, making these disorders a new urgent and societal-relevant
unmet medical need. As a results, they are considered the new 21st century medical challenge
and a priority for scientific research to improve upon their diagnosis and treatments [16], [22].
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1.1.2 The Role of Sex in Psychiatric Disorders

While several aspects of psychiatric disorders are still unclear, it is well know that their
manifestation is the result of a combination of several factors, including genetics, environmental
influences, and biological factors [23], [24]. Which factors and their interplay are so far only
partially clear and mostly only superficially. However, extensive clinical research highlights sex
as one of these important biological factor, especially for the top burden contributors mentioned
above: depression and anxiety disorders [25].

When stratifying patients by sex, mood and anxiety disorders jump from being in the top ten to
the top three causes of DALYs among females. This striking sex difference suggest that not only
depression and anxiety disorders are major world-wide burden, but also that their negative impact
is even higher on women and girls [16], [17], [22]. One of the reasons why disease burden differ
between the sexes is because these diseases manifest sex dimorphism in several aspects. Many
psychiatric disorders in fact affect disproportionally one sex over the other: almost two out of three
patients suffering from MDD or anxiety is a woman [26] (Figure 1.2, page 4). Besides uneven
prevalence, patients also display major differences in symptoms, comorbidities, disease
progression, and treatment response, which also contribute to unequal burdens [26]—[30].
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Figure 1.2: Sex Differences in Psychiatric Disorders. Disorders prevalence of psychiatric disorders
if often unequal between women and men. Eating disorders and mood/anxiety disorders are female biased,
with a much higher incidence in women than men. ASD and drug/substance use disorders are, on the other
hand, male dominated. Most imbalances in prevalence (x-axis) are also paired with an unequal burden (y-
axis) on the two sexes. MDD, major depressive disorder; ADHD, attention-deficit/hyperactivity disorder;
ASD, autism spectrum disorder; DUD, drug use disorder; UD, use disorder; ID, intellectual disability. Data
obtained from “https://vizhub.healthdata.org/gbd-compare/”, [31].

For example, MDD not only affects almost twice more European women than men [16], but the
subset of symptoms and treatment efficacy are strongly moulded by the sex of the patient. Female
patients manifest more withdrawal, mood, and sleep symptoms and are better responders to
tricyclic antidepressants. In contrast, male patients are more prone to develop anger and
substance abuse, and are more successfully treated with selective serotonin reuptake and
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noradrenaline reuptake inhibitors [27], [28], [32]-[36]. Patients also benefit differently from new
generation fast antidepressants such as ketamine. Ketamine acts faster in females but for longer
in males, and elicits different side effects which result in a sex-specific compliance level [33], [37].

So far, no clear evidence of sex differences in genetic predisposition to depression or other stress-
related disorders has been identified [38]-[41]. If this lack of results is due to the tendency of
treating sex as a confounding variable rather than investigating its effect or a real absence is
unfortunately still unclear. Nevertheless, current research is looking into which other factors could
confer resilience or susceptibility differentially in one sex versus the other. In addition to genetics,
environment is a key player in the manifestation of psychiatric disorders [24]. Investigating the
role of sex in shaping the biological systems that process these experiences is beneficially
contributing toward a better understanding of the sex dimorphism of these complex disorders [23].

1.2 The Stress System and the Stress Response

Years of research in clinical and preclinical settings have shown that one major environmental
factor tight to the neurobiology of mood disorders such as depression and anxiety is stress
exposure. This connection has been established for so long with such certainty that these
disorders are often referred to as stress-related psychiatric disorders. As a consequence, basic
stress neurobiology research stemmed within the field of psychiatry to investigate the stress
processes and their effect on neurobiology and gain new valuable mechanistic insights on these
complex diseases [23].

1.2.1 The Stress System

A real or perceived threat to our wellbeing is not an uncommon encounter in everyday life. The
ability to engage metabolic resources, adapt a behaviour response, and maintain homeostasis in
response to such stressor is therefore fundamental to the survival of the individual. This ability is
ensured through a complex system of communicating brain regions and organ referred as stress
system. The backbone of this response is the hypothalamic-pituitary-adrenal (HPA) axis, a neuro-
endocrine axis with three main components: the hypothalamus, the pituitary gland, and the
adrenal glands [42]-[44] (Figure 1.3, page 6). The paraventricular nucleus of the hypothalamus
(PVN) receives and integrates inputs from different afferent regions to coordinate the activation
of the axis. Several neuronal population here residing, including the serotonin, GABAergic,
glutamatergic and norepinephrine neurons, in coordination with vasopressin (AVP) neurons
regulate the overall activity of the corticotropin-releasing factor (CRF) neurons [45]-[47]. These
hormone-secreting neurons project to the anterior lobe of the pituitary gland and in response to a
stressor, release CRF into the hypophyseal portal vasculature. CRF, in turn, stimulates the
anterior lobe of the pituitary gland to release the adrenocorticotropic hormone (ACTH) into the
blood stream [46]. Through the blood stream, ACTH reaches its target organ: the adrenal glands.
In the outer most part of the adrenal glands, the adrenal cortex, secretory cells are stimulated to
produce and release the final product of this cascade: glucocorticoids (GC) [45]. GC, which
consist mostly of cortisol in humans and corticosterone in rodents, are potent steroid able to
regulate several processes including metabolic (increase in glucose metabolism, lipolysis, and
proteolysis), cardiovascular (sympathetic vasoconstriction), immune (suppression of the innate
immunity), and behavioural (activation of fight or flight response) through binding and activation
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of two transcription factors (TFs): the mineralocorticoid (MR), and glucocorticoid (GR) receptors
[48]-[50]. Due to their potency and broad effect, it is important that their activity is limited to the
stress instance and rapidly shut down. The restoration of homeostasis as soon as the challenge
has passed is fundamental to avoid detrimental effects on the health of the individual [49], [51].
For this reason, glucocorticoids’ levels are tightly regulated through negative feedback loops
activated by GRs located in the PVN and other brain regions [48], [49]. The activation of GRs in
these regions in response to high levels of glucocorticoids vehicles first the reduction in GC
production and eventually the shutdown of the stress response (Figure 1.3, page 6). The efficacy
of this adaptive response is influenced by the amount and times of its activation and in turn
influences the responses of the HPA axis to future stress [49].
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Figure 1.3: The HPA axis. The paraventricular nucleus of the hypothalamus is the initiator of the HPA
axis. lIts release of CRF stimulates the pituitary gland to release ACTH in the blood stream. ACTH, in turn,
stimulates the cortical cells of the adrenal glands to produce glucocorticoids (GC). Glucocorticoids regulates
its own levels inhibiting the release of CRF and ACTH through a negative feedback loop, eventually shutting
down the stress response once the threat has passed.

In addition to the three components of the HPA axis, several other brain regions contribute to the
maintenance of a correct adaptive response to stress, including the brain stem and the limbic
system [52], [53]. The latter, which includes the hippocampus, the prefrontal cortex, and the
amygdala, is especially important in the collection of external and internal inputs and the activation
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of the negative feedback [54], [55]. For example, GRs in the hippocampus directly influence the
activation levels of the PVN, inhibiting the downstream activation of the HPA axis [49].

Several types of environmental adversities can challenge the body homeostasis and hence be
classified as stressors [53]. These include physical stressors, the ones that directly impact on the
body homeostasis such as changes in the cardiovascular or respiratory state, pain, infections of
inflammations, and psychological stressors, commonly anticipatory mental states of unpleasant
experiences. These psychological stressors anticipate a real homeostatic disruption thanks to
memory or intrinsic predispositions (such as recognition of dangers) generating mental states
such as anxiety and fear [56]. Given their complex nature, stressors can arise from different types
of experiences with different duration, intensities, and types. Short or one-timer experiences, such
as a fearful encounter, a single instance of conflict, a natural disaster, and an anxiety surge for a
test are referred as acute stressors. On the other hand, repeated acute stressors, that happens
on a day-to-day basis, such as a war state, abuse or neglect, and repeated unpleasant situations,
build up in cumulated load called chronic stress. The exposure to acute or chronic stress and the
activation of the HPA axis can take a toll on the health of an individual and contribute to the
development of several stress-related disorders, as explained in the next chapter.

1.2.2 Stress as a Trigger for Psychiatric Diseases

The activation of the HPA axis in response to a stressor is a well-controlled event needed to
repristinate the correct homeostasis of the body. This process, called allostatic process, is
beneficial in sparse activation, since it promotes healthy adaptation including learning and
memory strengthening [49]. However, exposure to a particularly severe acute stressor or
prolonged exposure to a stress state — either for a continuous exposure, a lack of habituation, a
persistence of stress hormones or an insufficient shutdown response — leads to allostatic load, a
maladaptive state which triggers detrimental effects on several organs and systems, such as the
cardiovascular system, the bones, the immune system, and importantly brain plasticity and
functionality [49], [51], [57]. The inability to maintain a normal response to stress is a major risk
factor for disease development as much as the ability to maintain a healthy response to stress is
a protective factor for diseases [51], [58], [59] (Figure 1.4, page 7).

Figure 1.4: Allostatic Process. Several types of
stressors are normally coped by allostatic processes which
leads to neuroendocrine and behavioural responses.
However, in case of particularly severe acute stressor or
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No life stages are safe from these processes, and from conception to old age, allostatic load
becomes a relevant risk factor for stress-related disorders. For example, early life stress,
exposure to prolonged and often severe stress in the first years of life, increases the chances to
develop several psychiatric conditions including among others mood and anxiety disorders [55],
[60]-[66]. Similarly, elevated levels of glucocorticoids, a secondary effect of stress exposure, even
during prenatal stages can increase the chances of psychopathologies late in life [67]-[69]. While
it is intuitive that maladaptive processes that influence brain plasticity impacts on the wellbeing of
a developing individual, the same processes are similarly impactful on non-developing adult
brains and bodies as well. Exposure to abusive environment and social isolation show a strong
association with development of depression both in adolescence adulthood and elder [70]-[72].
A U.S.-based study, for example, found that elder individual have five times higher prevalence of
depression when experiencing neglect or abuse [73]. Social status and social hierarchy, which
are known also to associate with a specific allostatic load, also significantly increase the chance
of developing depression and anxiety [74]-[79]. More generally, chronic stress and traumas,
including prolonged anxiety traits, lead to detrimental effects on the brain and many other organs,
increasing the risks of many mental disorders, especially depression and anxiety disorders [43],
[44], [85], [50], [51], [66], [80]-[84], and other disorders associated to stress like cardiometabolic
diseases [43], [86], [87].

In addition to being often triggered by stress exposure, stress-related psychiatric disorders are
also characterised by a dysregulated stress response to novel challenges. The stress system,
and the stress hormones levels are often dysregulated in patients. Both hypo- and hyper-reactivity
of the HPA axis, for example, have been found in association with respectively PTSD [88], [89]
and depression [67], [90], [91]. CRF levels have been found elevated in the post-mortem brains
of depressed patients, as well as alterations in the levels of the CRF receptor [55], [92].
Glucocorticoids in patients, both in their basal levels or in response level after a challenge, were
also found to be altered [55].

Given the tight connection between stress exposure, stress system functioning, and development
of psychiatric disorders, a deep understanding of the mechanisms that regulated the stress
system and susceptibility to negative experiences, including show sex and other factors contribute
to it, can provide valuable information on disease vulnerability and mechanisms [89], [91], [93],
[94].

1.3 Sex Dimorphism in the Stress System

The stress system and stress-related psychiatric disorders share a solid connection. Exposure to
stress in maladaptive contexts indeed cause several structural and molecular differences in the
brain [95]. Therefore, dissecting the sex dimorphism in the stress system help gain insights on
the dimorphisms of the stress-related disorders.

Rodent models that closely resemble human stress response have been fundamental in
dissecting these interactions and their connection with stress-related disorders [96]-[98]. They
contributed to a big portion of basic research and in combination with human research they
identified several instances that modulates the effect of sex on the stress response [44], [99].
Stress modalities, i.e. type, timing, and duration [100] and the combination of biological factors
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such as developmental differences in the brain (often the result of the organization effect of
gonadal hormones and sex chromosomes), and activational effects of circulating gonadal
hormones drive this complex sex dimorphism [55]. Overall, these factors result in sex differences
in the stress system at several levels: in its reactivity, in the behavioural output, in the cellular and
molecular changes.

1.3.1 Reactivity and Behavioural Level

Activation of the stress response is secondary to recognition of the presence of a stressor and
eventually leads to an adaptive behavioural response. Sex dimorphism can be described in both
these manifestations. In human subjects, stress perception and perception of stressful emotions
is strongly influence by sex [55], [101], [102]. Magnetic resonance imaging (MRI) studies have
indeed shown that women have a stronger brain activation in response to stimuli with a negative
valence. Among these regions, authors identified the ones responsible for emotional processing
and filtering (amygdala, hippocampus, medial prefrontal cortex and cingulate cortex), and the
hypothalamus itself, suggesting that female might have an intrinsic higher sensitivity to negative
experiences and hence stress [103].

Interestingly a recent work from Rao and Androulakis used a semi-mechanistic mathematical
model to simulate the differences between a male and a female HPA axis and its senstivity to
chronic stress, using experimental data from rodents on CORT circadian rhyim,
pharmacodynamic models for GR dynamics, CRF, ACTH and CORT release. In silico females
had on average greater sensitivity and CORT response with a lower negative feedback, which
ultimately made them more susceptible to chronic stress [104]. Experimental data on the other
hand depict a more complex picture. Many suggest that women tend to have higher basal and
stress-secreted levels of CORT [55], but several discordant results can be found in literature [105].
For example, Uhart et al. [106] showed that healthy young men and women have the same basal
CORT levels. Men had a bigger increase in CORT levels after the Trier social stress test — a
classic stress test in humans —, but the same women had a higher response after a
pharmacological stress challenge. While conflicting results regarding CORT levels are very
common in healthy individuals, studies in depressed patients consistently show increased basal
and responsive CORT levels for women compared to men [107]-[109]. Other hormones along
the HPA axis also show differences. ACTH levels are higher in women [106], [110]. Human
studies, clearly highlight the existence of sex differences in stress response, and their discordance
likely suggests that these differences are context specific. However, it is often difficult to directly
compare clinical results due to the impossibility to control for all variables such as age, treatment
status and the type of stress used.

Studies in rodents, on the other hand, can control more variables and consistently show that
female mice and rats to have a higher basal circulating CORT levels and stronger response to
acute stressor when measured in term of CORT levels [55], [111]. A weaker negative feedback
in the female HPA axis, heavily regulated by circulating gonadal hormones such as estrogens, is
a determining factor for these differences (Figure 1.5, page 10) [55], [111]. In support to the role
of estrogens, the activation of the HPA axis in the females vary along the estrus cycle. Females
in the phase of low estradiol (diestrus) appear more similar to males in their CORT and negative
feedback profiles. On the contrary the differences are maximum in proestrus, when the estrogens
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peak [112]. Female hormones are not the only one with potent effects on the HPA axis regulation,
but also testosterone are powerful inhibitors of the HPA axis [113].
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Figure 1.5: Comparison of HPA Axis Functioning in Males and Females. Males and females
show overall differences in the response elicited by the HPA axis and the negative feedback that controls
this process. Estrogen is a big contributor to reduced negative feedback and increased response observed

Ovaries

in females thanks to the presence of estrogen receptors in the PVN and other upstream regions. PVN,
paraventricular nucleus of the hypothalamus; CRF, corticotrophin-release factor; ACTH, adrenocorticotropic
hormone; GC, glucocorticoids.

The ultimate output from the stress response is a behavioural adaptation. Differences in the
activation of the stress response are accompanied by sex-specific behavioural responses.
Chronic or prolonged stress, such as chronic mild stress, chronic variable stress, or social
isolation, generate small but consistent sex differences [114]. For instance, females in tail
suspension and forced swim tests are more prone to activate passive response, such as
immobility, when compared to males [91], [93]. Part of these differences in behaviour are thought
to be regulated by sexual hormones; administration of testosterone in juvenile females
masculinize their behaviour in the FST and TST [115]. Other stress types also showed similar
results. In response to chronic social defeat, male California mice react with more proactive
strategies and females tend to have more passive strategies [99]. Importantly, clinical studies
showed that that these rodent results quite match the uneven distribution of symptoms in
depressed patients. Male depressed patients often develop active symptoms such as anger, while
passive reactions and withdrawal are more typic of women [27], [28].

Behavioural differences can be observed in response to also different types of environmental
stressors, such as social stressors. For instance, females are more affected by the isolation and
males more affected by social crowding, leading to raised levels of CORT [87]. Social structure
provides a stress load impacting on the wellbeing of individuals in a sex-specific way. In humans,
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social structure is often measure by the combination of objective and perceived socioeconomic
status (SES). This is an important social/environmental factor that determines an intrinsic stress
load and ,similarly to other types of stress, impacts on susceptibility of psychiatric disorders such
as depression and anxiety [74]-{79]. Human and rodent studies showed that sex modulates the
influence of SES on health and its connection to psychopathologies [116]-[119]. We also
contributed first-hand to the field, showing that sex interacts with social structure to shape the
behavioural adaptation of male and female mice to chronic stress. Using high-throughput
automated behavioural tracking [120], [121], we used social hierarchy as a proxy of social status,
showing is a stable and reliable measure for both sexes, differently from what thought before. We
then measure the behavioural adaptation to chronic stress and showed that sex and social
hierarchy interact creating a different behavioural response in male and female mice. Overall, our
results suggest that an individual’s position within a social structure can influence their
behavioural response to chronic stress in a sex-specific fashion. More broadly, social structure
seems to have a different emotional and stress toll on the health of the individual based on their
sex and therefore influence the ability of subsequent responses to stress challenges [119].

Altogether, the evidence presented here suggests that sex changes the receptivity to stress and
the behavioural response, importantly interacting with other variables, such as pre-existing social
structure or other stressors.

1.3.2 Cellular and Molecular Level

Behavioural differences in response to stress and different sensitivity of the stress response
between the sexes is thought to be the macroscopic manifestation of several microscopic
differences, divergences or convergences in mechanisms at the cellular and molecular levels, as
it is true for several other brain disorders [122].

For instance, exposure to acute or chronic stress has been shown to change the number of
spines, their morphology and the branching complexity in the prefrontal cortex of male rats,
causing reduced complexity and arborization [57], [96], [123]-[126] These changes in response
to chronic restraint have been shown to be male-specific. Female rats not only did not show a
simplified phenotype, but showed even the opposite: hypertrophy, longer and more dendrites and
more spines. This dimorphism depends on circulating estrogen [123], [126]-[128]. Similar
changes to chronic stress in males have also been observed in the hippocampus. Chronic stress
reduction in apical dendrites of CA3 pyramidal neurons in male rats in this case has been
associated to impairments in learning, typical phenotype of stress and stress-related
psychopathologies. In females no dendritic remodelling after chronic stress was observed [129]—
[131]. While morphological changes after chronic stress are widely studied, less attention has
been given to the same alterations after acute stress. The few published studies, however,
suggest that even after a short, contained stressors cellular changes take place in a sex-specific
fashion.

After an acute stress such as tail shock, the density of spines of hippocampal CA1 in male mice
increases. Females in low estrogen phase mirror the male results, even if to a lesser extent, while
females in high estrogen had an opposite effect. All in all, morphological changes in neurons
might be a direct stress effect both with acute and chronic modalities [132]. The literature does
not point at either sex as the most susceptible, but rather describes a wide range of sex
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differences in cellular susceptibility in relation to gonadal hormones, stress type and timing.
Because spines represent the actual neuronal connections, changes in the number of spine or
the neuronal arborization in regions important for HPA axis regulation (such as hippocampus and
prefrontal cortex) is likely participating in the macroscopic sex differences mentioned in the
previous chapter. In addition, aside from these regulatory regions, exposure to stress has been
shown to cause synaptic changes also in the hypothalamus, involving most of the subtype of
neuropeptide-producing neurons of this region [133], [134]. However, these studies have been
conducted in males only and studies systematically comparing the two sexes are still lacking.

A consistent body of research is also dissecting the intracellular molecular processes regulated
by stress that could be causing these sex differences. GR and MR receptors have been among
the first genes and proteins investigated, given their direct involvement in the stress system and
their ability to regulate many transcriptional processes. Indeed sex interacts with the type of
stressor to dynamically regulate GR and MR ratio after exposure to acute stressor [55], [112],
[135]. The hypothalamic mRNA levels of Nr3c1, the gene that codifies for GR, or Nr3c2, which
codifies for MR, are upregulated in males after different types of acute stressors such as forced
swim test. On the other hand, females either do not show any regulation or downregulate these
genes in response to the same stressors [136], [137]. The lack of molecular regulation of these
important receptors in females could be contributing to the lower negative feedback detected in
females and the increased sensitivity [55]. Aside from the genes Nr3c1 and Nr3c2, other
transcriptional differences have been widely observed in the hypothalamus and other sex-related
brain regions.

Several key regulatory neuropeptides such as Avp, Crf, Oxt and neurotransmitters such as
monoamines, glutamatergic and GABA, and epigenetic processes have been selectively
investigated in relation to stress exposure and sex with both candidate gene and genome wide
approaches [96], [138]-[143]. Several reviews have been published recently that summarise all
these changes in detail, including ours [138]. Of particular interest, Borrow et al. found that the
two key hypothalamic neuropeptides, Oxt and Avp have a strong sex-specific regulation after
chronic variable stress (CVS) [144]. Females upregulate Oxt and downregulate Avp, while males
downregulate Oxt. These genes contribute to the regulation of the specific stress neurocircuitry,
thus a sex-specific change in their levels might be an upstream regulatory process that contribute
to the final activational sex dimorphism. Indeed, evaluating the activation levels of such region
using cFos levels as a proxy, identifies sex-specific changes. For instance, the elevated platform
stress elicits a strong upregulation of cFos in the rat PVN, representative of a strong activation,
quite similarly between male and female. Nonetheless, this activation is reduced for males if the
animals experience chronic restraint before, but increased for females [145]. This work from
Moench et al. shows once again that HPA sensitivity is strongly sex-specific and influenced by
past stressors in a sex-specific way as well. In addition, this activation is clearly detectable at the
molecular level. Several other transcriptional sex differences have been found by studying
individual candidate genes can be observed (Figure 1.6, page 13).
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Figure 1.6: Sex-Specific Deregulated Genes after Stress. Schematic representation of sex-specific
changes in gene expression by either acute (left panel) or chronic (right panel) stress in the rodent. Acute
stress affects several stress-related genes (Nr3c1, Crf, Avp), and activity-dependent genes (Bdnf and cFos)
in opposite directions in several brain regions of male and female rodents. After chronic stress, on the other
hand, the GABAergic system (Pv, Gad65, Gad67, and Gabrr2), the dopaminergic system (Drd1, Nr2b, and
Maob) and stress-related genes (Nr3c1, Nr3c2, Crf, and Avp) are often found deregulated in opposite
directions in the two sexes. Figure adapted from [138].

Despite being informative and giving precious insights, the gene targeted studies are strongly
limited by their low power and low throughput and their inability to paint a complete representation
of the molecular mechanisms happening simultaneously. High-throughput sequencing, on the
other hand, allows to explore the sex-dependent differences in an unbiased and comprehensive
manner, enabling to implicate new pathways and genes in the stress response and identify new
sex-dependent molecular mechanisms and new possible therapeutic targets. High-throughput
studies are unfortunately still the minority of the published work about sex differences in stress
and stress-related psychiatric disorders, but they are slowly emerging and adding a lot to our
understanding of sex differences. As expected, they show that sexual dimorphism in stress takes
place at the transcriptional level on a big scale. Male and female brains (human and mouse) show
just a small overlap in the deregulated genes by stress exposure or psychiatric disorder,
approximately 30% of all differentially expressed genes (DEGs). In addition, often these DEGs
are regulated in opposite directions [140], [146]-[151] These studies are also showing that
different pathways and neuronal functions are likely to be deregulated in the two sexes [146],
[152], because pathways are often either deregulate in only one sex or found changed in opposite
directions. Labonté et al. with their seminal work showed that studying male and female post-
mortem human samples and stressed rodent brains is a promising approach to better understand
how and where sex differences arise in the brain and lead to pathology [146]. Authors combined
human and rodent data with advanced network and pathway analyses and identified sex-specific
pathways altered by depression and chronic stress exposure. Authors also showed that these
changes were selectively impacting on neuronal functioning in one or the other sex. They also
identified two hub genes, Dusp6 and Emx1, not previously implicated in stress and depression
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could and successfully attenuated the stress phenotype in mice by manipulating them in a sex-
specific fashion. Importantly, this work found different pathways, regulated by different genes in
males and females, which however led to similar phenotypes on neuronal functioning, confirming
the existence of convergent mechanisms in males and females.

Overall, these studies highlight important facts regarding studying the molecular pathways
underlying psychiatric disorder. First they enforce the idea that rodent stress models are
informative for stress-related psychiatric disorders, since they share many deregulated pathways
and have less limitation associated to confounding variables such as low quality tissue,
treatments, and type of experiences [98]. Secondly, they confirm the need of designing studies
with a direct comparison of independent male and female samples, since using mixed sex
samples would hide important information. Finally, they confirm that several divergent and
convergent mechanisms between males and females take place in the brain which involve
complex circuitry and gene networks.

This thesis just barely started to scratch the surface of all molecular differences between male
and female response to stress. Despite the growing body of literature that supports the idea that
differences at a smaller resolution exists, we still lack knowledge of how these small differences
add up to complex behavioural and susceptibility differences. New high-throughput resolution
technologies and advanced techniques that are not limited to few genes or hypothesis at a time,
are a promising new reservoir for new discoveries and could lead us one step closer to understand
the mechanisms behind these processes.

1.4 Single Cell Transcriptomics for the Investigation of the
Brain

1.4.1 A New Direction for Studying Sex Differences

Next generation transcriptomic studies have been very successful in identifying a big range of sex
differences in response to stress and stress-related psychopathologies and laying the grounds
for dissecting the origin of sex differences in stress. Within novel sex-specific gene players and
pathways, these studies have also hinted at the possibility of cellular mechanisms contributing to
the sex dimorphism. For instance cell-type-specific pathways analyses of deregulated genes after
chronic stress exposure or in depressed patients found several glial and neuronal pathways that
were uniquely regulated in males or females [146]-[148]. Female MDD patients showed
downregulation of microglia-associated genes, whereas male showed upregulation of microglia-
associated genes paired with reduced markers of synaptic function and neuronal genes [147].
Endothelial pathways also seemed to be exclusively affected in male samples. Further
suggestions that stress could be processed in different cell types according to the sex come from
other studies about cell-specific proliferation. Hippocampus proliferative abilities are selectively
affected in male rats after stress, suggesting proliferative cells, such as glia or neuronal
progenitors, are differentially affected in the two sexes [153]. These studies suggests that stress
response differences in the two sexes start already at the cell level. However, these studies are
performed on brain regions as homogenate — referred as bulk transcriptomics — combining RNA
from a diverse population of cells and. As such, the technique is unable to really differentiate what



INTRODUCTION Single Cell Transcriptomics for the Investigation of the Brain

changes are happening in which kind of cells but have to rely on enrichment analysis and several
statistical assumptions for inferring contributions of individual cell types. Since the brain is a highly
heterogenic tissue composed of many different cell types and subtypes, cell-specific alterations
and their contribution to the total changes observed are diluted and mostly lost (Figure 1.7, page
15). Bulk transcriptomics cannot differentiate if a lowly expressed gene is widely expressed at low
levels (Figure 1.7, gene A, page 15) or just highly selective for a rare cell type (Figure 1.7, gene
B, page 15). In the same way, for genes widely expressed, transcriptional changes selectively in
a population can be underestimated or lost completely due to dilution effect (Figure 1.7, gene C,

page 15) [154], [155].
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Figure 1.7: Bulk vs Single cell Transcriptomics. Bulk and single cell transcriptomics approaches
use next-generation sequencing to obtain information about the whole transcriptome. In bulk transcriptomics,
the whole tissue is sequenced as homogenate, obtaining gene expression values across all cell types in the
tissue and losing information about cellular heterogeneity. Single cell transcriptomics, on the contrary,
maintains single cell information, obtaining individual gene expression values for each cell. Single cell
transcriptomics allows to differentiate gene changes that are widespread and similar among all cell types
(gene A), from changes highly selective that would be diluted or lost in bulk resolution (genes B, C).

New technologies on the rise can now however overcome these issues allowing to study the cell
specificity of transcriptional changes. The newly developed technique called single cell RNA-
sequencing (scBRNA-seq) combines sequencing and advanced bioinformatic analysis and allows
to explore the transcriptome of individual cells [156]. This approach allows to decline an unbiased
design both in gene expression and cell types. The high-throughput sequencing makes possible
to study the whole transcriptome at once, while the single cell design allows to study each
individual cell, without the need to choose in advance a cell type. In the scRNA-seq protocol, the
transcriptome of each cell is tagged with unique barcodes before being amplified and process
into a mRNA library. After sequencing, each RNA molecule can be assigned back to their original
cell source thanks to their unique barcode. For each cell, the individual transcriptomes is
recomposed and then used to determine its identity, population, and state. Different types of
scRNA-seq technologies have been developed based on their methods of targeting, sorting, and
tagging single cells before library preparation [154], [156], [157]. Among them, the droplet-based
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system (such as the one provided by the platform 10x Genomics) have become particularly
renowned thanks to the wide range of cell size they can accommodate, the simplicity of their
platforms, and the high number of cells obtained per run [153], [158]. ScCRNA-seq technology has
been applied in several fields, such as immunology, oncology, development, and neurobiology to
characterize organ or tissue populations, cell trajectory and development, cell cycling, cell
interactions and specific stimulus-response [158]-[162]. In all these fields, scRNA-seq technology
has been a source of new data previously difficult to collect, especially relevant in the context of
complex organs such as the brain, as the next chapters will discuss.

1.4.2 Single Cell Transcriptomics Applied to the Brain

Several fields have benefitted from single cell transcriptomics, including neuroscience and
neurobiology [163]. The first papers published approximately five years ago revolutionized how
the field categorizes brain (neuronal and non-neuronal) cells, opening the doors for new advanced
research. ScCRNA-seq studies discovered that the brain is more homogenous than previously
thought when observed under the mRNA lens, suggesting that characterization based on
morphology or electrophysiological proprieties alone might be too simplistic. These initial works
catalogued in detail the murine visual cortex, somatosensory cortex, hippocampus, and
hypothalamic regions, and in addition to confirming the existence of known major neuronal types,
they identified new types of neurons and several new subtypes within the major types [164]-[167].
This information broadens our understand of the molecular organization and network structure of
the brain. For example, classification of neuronal subtypes based on their transcriptome can help
identifying how inputs are received and processed in similar neuronal types and how this
information is integrated and communicated, thanks to the detailed information encoded in the
transcriptome about receptors and neurotransmitter produced by each cell.

Analogously, the technology has also been extremely useful to better characterise non neuronal
populations for long overlooked in the brain [164], [167], [168]. Several works have identified new
subtypes of tanycytes [169], [170], characterised the different states of inflammation for astrocytes
[171], mapped the region-specific localization of subtypes of oligodendrocytes [170], [172], and
defined cellular characteristics of macrophages residing at brain’s border region [173].

Thanks to the growing interest of the community and the building of new bioinformatic tools, the
scRNA-seq can now also be applied to study the dynamism and change in transcriptome of
individual cell population in response to stimuli, as it has been done for so long with bulk
transcriptomics. Few successful examples of how the technology can bring advancement in the
field of neurobiology are presented in the next chapter.

1.4.2.1 Novel Applications of scRNA-seq in the Field of Neurobiology and
Stress
After using scRNA-seq technology to better characterise and define brain cell identities,

researchers have started to push the boundaries of what the technique can achieve, exploiting
the richness of their dataset and the new refined bioinformatic techniques.

For example, scBRNA-seq dataset can be used to identify new molecular regulators of a biological
process and the birth of new subpopulations, as our lab did. In Lopez et al., scRNA-seq was used
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to characterise the three main components of the HPA axis (PVN, pituitary gland, and adrenal
glands) before and after exposure to chronic defeat stress in male mice. The use of the single
cell resolution allowed to identify that chronic stress elicits the growth of a specific subtype of
cortical adrenal cells that are mainly characterized by the expression of a transporter, Abcb1b.
Complementing the scRNA-seq with classic molecular (such as gPCR) and cellular (in vitro cell
lines), we showed that this cell population is key for the release of CORT in the blood torrent,
thanks to the activity of this transporter. Without the use of single cell resolution, would have not
been possible to understand that upregulation of Abcb1 was actually associated to the generation
and expansion of a specific subpopulation.

Targeting individual cells, scRNA-seq can also be paired with other RNA-based tagging
approaching, to define and characterise more complex cellular processes, such as connectomes
and development. Klinger and authors tagged cells based on their connectome in the developing
cortex with short RNA sequences and used scRNA-seq to identify the identity of the tagged cells
and their relationship with the developmental age and the surrounding cells [174]. Using
pseudotime analysis, a bioinformatic tool that allows to order single cells based on their
transcriptome along a pseudotime dimension, allowed them to dissect the gene programming
behind maturation of each subtype of cells based on their connectome. The overall study led to
the identification of new molecular players that regulate sensorimotor connectivity which would
have been hardly possible to dissect without single cell technologies.

Finally, aside from identifying new cellular markers and understanding neurodevelopmental
processes, sScCRNA-seq also hold promises to improve characterization of neurological disorders
and psychiatric disorders through identification of new molecular markers and targets [175], [176].
Mathys and colleagues used prefrontal cortex post-mortem samples from patients suffering from
Alzheimer’s disease (AD) with varying degree of severity and both sexes [175]. Since human
tissue cannot be processed fresh, authors relied on single nuclei RNA sequencing that allows to
perform scRNA-seq using only nuclear mRBNA that can be obtained from frozen tissue and
therefore is the primary choice for human samples. Authors showed that all major cell types
showed strongly specific DEGs and most of them would be normally masked in bulk sequencing.
Bulk transcriptomics would in fact be normally dominated by genes from neurons and
oligodendrocytes. The dissection of cell-specific gene changes would therefore been otherwise
impossible without single cell/nuclei RNA-seq. Secondly, authors also showed that early-
pathology samples, with little-to-no symptoms, exhibited already a molecular phenotype, showing
the power of molecular markers to understand pathology progression. Finally, authors also used
their dataset to identify cells-specific changes between the sexes, showing how scRNA-seq
applied to studying sex differences can generate new valuable information. As such, they
discovered that oligodendrocytes response correlates with AD severity in men but not in females,
while neurons correlates in females but not males. This study demonstrates that each cell types
can have different key roles in the pathology progressions, and importantly that they could do so
in a sex-specific way.

What | have presented here are just examples of the creative way researchers are declining
scRNA-seq technology. Overall scRNA-seq can help building a detailed connectome of the brain,
by increasing the resolution of neuronal categorization and revolutionize on how we define cell
types. The identification of cell-specific molecular targets for genetic targeting and manipulation
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will also ultimately fill the gap with behavioural outputs. The field of stress and sex is in need of
new resources and broad point of view for improve upon the understating of the molecular
mechanisms behind stress and stress-related psychiatric disorders. Single cell transcriptomics
has the potentiality to contribute substantially to the study of sex differences by characterizing
what differentiates the stress response in male and female cell populations.
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2 | Rationale and Objectives

Women and men differ in the pathological manifestations of several stress-related disorders, e.g.,
depression. These disorders are triggered from exposure to stressful experiences [177] and
characterized by dysregulation of the stress neurocircuitry [91]. The PVN — the coordinator of the
HPA axis — and the corticolimbic structures feeding into the PVN show sexual dimorphism in
terms of activation, stress processing, and molecular mechanisms. Transcriptional results, so far,
have suggested divergent molecular mechanisms behind the sex differences in stress
processing, but a characterisation of the cellular source of these changes is lacking.

This PhD thesis aims to characterise the individual contribution of cell types to the transcriptional
stress response of the paraventricular nucleus of the hypothalamus (PVN) with a particular
emphasis on the role of sex in modulating this response. Since stress exposure modulates stress
reactivity and shapes the risk of developing stress-related disorders, it further aims to explore the
susceptibility of the different cell populations to a history of pre-existing stress.

To achieve these goals, we used well-validated mouse models and top of the field scRNA-seq
technology to characterize the transcriptional stress response to acute restraint stress (ARS) of
the PVN in male and female adult mice under Baseline (naive mice) and chronic stress (mice
under chronic mild stress (CMS)) backgrounds and assess robustness of their stress response.

Finally, in the spirit of open science and to enable big dataset to substantially contribute to the
current and future growth of the field of sex differences in psychiatry, knowing that such a rich
dataset can hold much more information that one can possibly process and exploit in a single
PhD thesis experience, we provide an accessible web interface for researchers to openly access
and ask their questions of choice using our data.
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3 | Material and Methods
3.1 Mice Husbandry

For all experiments, we used wild-type sexually-mature (7-10 weeks old) C57BL6/N mice, which
were housed in same-sex pairs in individually ventilated cages (ICV) provided with bedding and
nesting material, a wood tunnel and with water and food ad libitum on a 12:12h dark:light schedule
at the animal facilities of the Max Planck Institute of Psychiatry in Munich, Germany. Before the
start of the experiment, mice were given a minimum of five days to habituate to the experimental
rooms to reduce confounding stress elements. Importantly, for all procedures, both animals in
one cage were always treated simultaneously, to exclude second-hand effects. All experiments
were approved by and conducted in accordance with the regulations of the local Animal Care and
Use Committee (Government of Upper Bavaria, Munich, Germany).

3.1.1 Estrus Cycle Monitoring

Female mice were monitored daily (minimum 10 days) around 7:00-8:00 a.m. to determine their
estrus cycle stage through dry vaginal smears (Figure 3.1A-D, page 22). Vaginal opening was
flushed with 30ul of 1x PBS with a filter pipette tip (Figure 3.1A, page 22). The samples retrieved
were smeared on a glass coverslip, dried at 37°C for 10-15min and subsequently stained for a
cytology evaluation with “modified Wright-Giemsa stain” (Sigma Aldrich, WG16-500ML). Glass
coverslips were dipped in the dye solution for 30s, washed in water for 3min, rinsed one final time
in water and carefully dried (Figure 3.1B-C, page 22). The amount of the three populations of
exfoliated vaginal cells (nucleated epithelial cells, cornified epithelial cells and leukocytes) and
their relative ratio was evaluated and the cycle stage assigned [178]. The criteria for assignment
are depicted in Figure 3.1D-E, page 22

e Proestrus: majority or near majority of nucleated epithelial cells;

e Estrus: majority of cornified epithelial cells;

e Metestrus: equal representation of nucleated, cornified epithelial cells and leukocytes;

o Diestrus: majority of leukocytes and equal amounts of nucleated and cornified epithelial
cells.

For each slide, one representative picture was acquired at a Zeiss Axioplan 2 Imaging
Fluorescence Microscope (1388x1040 resolution, 20x objective, Figure 3.1F-l, page 22).
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Figure 3.1: Estrus cycle determination. (A — D) Process for the assessment of estrus stage. A sample
of exfoliated vaginal cells is obtained flashing the vaginal opening with PBS 1x (A), then later smeared on a
glass coverslip, and dried at 37°C (B). The dried sample is first dyed with the modified Wright-Giemsa stain
(C) and observed under the microscope to identify the ratio between the exfoliated vaginal cells (D). (E)
Distribution (in %) of the three main types of vaginal exfoliated cells: cornified epithelial cells, nucleated
epithelial cells and leukocytes, in dried vaginal samples in the four main stages of the estrus cycle. (F = 1)
Example of images of exfoliated cells stained with modified Wright-GIEMSA in dried vaginal samples of
animals in (F) proestrus, (G) estrus, (H) metestrus, (I) diestrus.

The majority of the animals (105 out of 116, 90.5%) showed a progression through estrus stages
similar to what described in literature [142](Figure 3.2A, page 23); the ones with irregular cycles
(either prolonged estrus or absent estrus) were excluded from the experiment (Figure 3.2B-C,
page 23). Male mice were handled at the same time to minimize confounding effects.
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Figure 3.2: Estrus cycle of ¢c57BL6/N mice. (A) Average composition in time of the estrus cycle by
the four estrus phases in all cohorts combined: diestrus (D), proestrus (P), estrus (E), metestrus (M). (B —
C) Examples of (B) two regularly cycling and (C) two irregularly cycling females.

3.1.2 Ovariectomy

To evaluate the role of estrogen in the transcriptional acute response, we performed ovariectomy
in sexually-mature female mice to remove the source of circulating estrogens. Seven weeks old
c57BL6/N female mice were first deeply anesthetized (intraperitoneal injection: 0.1ml/kg of 1ml
10% Ketamine, 0.25ml 2% Xylazine, 6ml 0.9% NaCl. Subcutaneous injection: 0.5 mg/kg
Metacam) and ovaries were accessed through a 2cm bilateral skin incision of approximately 5mm
lateral to the spine, at the anterior-posterior position corresponding to the kidneys (Figure 3.3A-
B, page 23). Ovaries and oviducts were excised with sterile small scissors. Muscle incision was
sutured, and the skin closed with metal clips. Ten days after surgery, we evaluated if the surgery
was successful confirming that animals stopped cycling. Animals’ cycle was tested with dry
vaginal smear as explained above with the expectation of no exfoliated vaginal cells (Figure 3.3C,
page 23). All animals in which ovariectomy was confirmed were given five extra days of rest
before exposing them to the stress paradigm (total of two weeks of post-operatory rest).
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Figure 3.3: Ovariectomy. (A) Anesthetized mice were incised bilaterally, 5mm lateral to the spine, to
access and remove ovaries as source of circulating estrogens. (B) Examples of an intact and ovariectomized
(OVX) uteri. The latter lacks ovaries. (C) Representative dry vaginal smear of an ovariectomized female. No
cells are present.
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3.2 Stress Paradigms

For each experimental cohort, half of the mice were assigned a stress condition of either acute
stress (Baseline background) or a combination of chronic and acute stress (CMS background).
Schematic representation of temporal design of the different cohorts can be found in the Chapter
“4 | Results”, page 37.

3.2.1 Acute restraint stress (ARS)

As an acute stress, we selected the acute restraint stress (ARS) paradigm. Mice were restraint
for 15min in a ventilated tube (created drilling holes into a 50ml falcon tube, length: 11.5cm,
diameter: 3cm) in the dark at ~8:00 a.m. The ARS was given to half of the cages in the Baseline
group while all stress cages in the CMS background received it on Day 22.

3.2.2 Unpredictable chronic mild stress (CMS)

For the study of the impact of background stress on the acute stress response, separate cohorts
of female and male mice were exposed to the unpredictable chronic mild stress before either
received a behavioural assessment or receiving ARS. Cages were randomly assigned either the
control or stress condition. Each stress cage received a random combination of two stressors per
day (one in the a.m. and one in the p.m. hours) for a total of 21 days.

For the first behavioural evaluation of CMS, Table 3.1: Stressors of the Chronic Mild Stress
Paradigm - Initial Design.

Stressor Length Description

the stressors were chosen from an original
pool of 11 psychological and physical

Removal of all nesting material and wood

No nesting 24h
stressors (Table 3.1, page 24). We later tunnel
. Removal of all bedding and nesting
substitute the stressors which included "N Peddng 8" material and wood tunnel
. . . . Cage tilt 6h Cage tilt of 30°C along the vertical axis
restraint stress (restraint in the dark, in Wet becding o 200mI of 23°C water mixed in the normal

bright light and witnessing) to be able to bedding ,
Cage change 4h Fresh cage every 30 min for a total of 4 h
isolate the ARS response after CMS (see

- Assignment to the cage of another group of
Cage switching
Table 3.2, page 25). In both experimental

the same sex

Overcrowding 1h Mice were placed with 8-10 same-sex

conditions, stressors were randomly stranger mice in a fresh cage*
. . An empty rat cage (395x346cm) was filled
combined to cover both day and nlght Water 15mi with room temperature water; mice were
i avoidance min placed on a platform (10x12 cm), 2 cm
hours. However, to better isolate the above the water level
signature from the acute restraint test, on o5 45min  Mice were restraint in the dark
Day 21, animals received the mildest bﬂﬁgs;ﬁ:gthltn 15min  Mice were restraint in bright light (~ 200lux)
stressor, the removal of nesting material for Restraint 15min  Mice were placed in a fresh cage with their
witnessing cagemate being restraint

24 hours.

*The rare mild episodes of aggressions witnessed in male groups were promptly
interrupted to avoid injuries.

We monitored the efficacy of the CMS
paradigm on days 1, 3, 7, 10, 14, 17 and 21. During the monitoring, mice were weighed, and their
coat state was scored on a scale 0 to 3 according to the following criteria:

0) Shiny/well-groomed/healthy coat (no injuries or alopecia patches),

) Less shiny/less groomed coat or small alopecia patches, but healthy (no wounds),
2) Dull coat and/or small wounds or alopecia patches,
3) Extensive piloerection or alopecia with crusted eyes or extensive wounds.

-
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Table 3.2: Stressors of the Chronic Mild Stress A cumulative coat state per animal was

Paradigm — scRNA-Seq Design. calculated as the sum of the seven daily
Stressor  Length Description scores. Bodyweight gain was calculated as
) Removal of all nesting material and wood ; H _
No nesting 24n oM the difference of bodyweight at Day 21
No beddin 8h Removal of all bedding and nesting Day 1.
9 material and wood tunnel
Cage tilt 6h Cage tilt of 30°C along the vertical axis In addition, at sacrifice, adrenal glands
Wetbedding  6h iZSE’.L;” 28°C water mixed in the normal - were  also  collected, isolated from
Cage change 4h Fresh cage every 30 min for a total of 4 h connective and SUFI’OUﬂding fat tiSSUG, and
Cage switching g\fstsr:gnsrgfnr: ;c; Xthe cage of another group weighed. A mean adrenal size per animal
Vi _ was calculated over the two adrenal
Overcrowding 1h ice were plgced with 8-1*0 same-sex ] )
stranger mice in a fresh cage glands. Adrenal size was normalized on
An empty rat cage (395x346cm) was filled bodyweight at sacrifice
Water 15min with room temperature water; mice were :
avoidance placed on a platform (10x12cm), 2 cm . .
above the water level For each animal, bodyweight change,
Space reduction  6h Reduction of cage space to % cumulative coat state and mean
Tail suspension  15min  Mic€ were hung by their tail 50 cm above normalized adrenal size were calculated

the surface
*The rare mild episodes of aggressions witnessed in male groups were promptly and Z'Scored (for eaCh experimenL the

intermupted to avoid injuree. population of reference used was all sexes
and conditions combined). Parameters were then directionally-normalized — so that positive
values represented a stress state and negative values represented a non-stress state — and
summed to obtain the stress score (as explained in “3.4.6 Stress Score”, page 27).

3.3 Corticosterone assessment

To assess the corticosterone (CORT) levels in response to ARS, few pl of blood were collected
in EDTA-coated tubes from the tail right before the ARS and at the end of the 15 minutes of
restraint. Blood was centrifuged at 1,000g for 15 min at 4°C. Plasma was retrieved and
corticosterone levels were measured using ['25]] radioimmunoassay kit (MP Biomedicals),
according to the manufacturer’s instructions.

3.4 Behavioural tests

To evaluate the impact of CMS on mice behaviour, we used a battery of tests for anxiety-related,
anhedonia, depressive-like, and locomotion phenotypes (Figure 4.2, page 39). At the end of the
CMS paradigm, mice were single-housed and kept that way for all behavioural tests. All tests
were conducted during the dark phase of the light cycle as depicted in Figure 4.2, page 39. All
analyses have been done blind to the sex and genotype of the mice.

3.4.1 Splash Test (ST)

On Day 21, approximately 10 hours after the last stressor, mice were tested in the splash test,
under dim illumination (~10-15lux) looking for anhedonia and depression-like phenotypes ([179]).
Each animal was sprayed twice on the back (~500ul per spray) with a solution 10% sucrose and
then placed in their original cage. Mice behaviour was recorder for 5min and the latency to groom,
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and the total amount of time spent grooming were manually scored using Solomon Coder
17.03.32 [180].

3.4.2 Open Field Test (OFT)

Twenty-four hours after the splash test, we tested locomotion and exploratory behaviours within
an open field test for 15 minutes. Mice were placed inside a 50x50x40cm arena made of grey
polyvinylchloride under dim illumination (15lux). Mice location was automatically tracked with
ANYmaze Video Tracking System v. 6.13 (Stoelting, IL, USA). Because different regions of the
arena have intrinsic different levels of anxiety, we virtually divided the space in four distinct areas.
Inner, intermediate, outer, and corner zones which respectively are highly anxiogenic,
intermediate, lowly anxiogenic, and not anxiogenic (Figure 3.4, page 26). We then calculated a
total of 22 parameters for either the whole arena or each of the subdivisions (Table 3.3, page 26)
across the full 15 min.

Table 3.3: OFT Parameters.

N. Arena zone Parameter
1 Whole Distance
2 Time immobile
3 Immobile episodes
4 Inner Entries
5 Time
6 Latency to first entry
7 Mean duration visit
8 Intermediate Entries
9 Time
10 Distance
11 Latency to first entry
12 Average speed
13 Mean duration visit
p— 14 Outer Exits
. . 10chn 15 Time
Figure 3.4: Open Field Test 16 Distance
. 17 Latency to first exit
Arena. The OFT arena was divided 18 Average speed
in outer, intermediate, inner, and 19 Maan duration visit
20 Mean distance from
corner zones. 21 Corners Entries
22 Time

3.4.3 Tail Suspension Test (TST)

Forty-eight hours after the OFT, mice were tested in the tail suspension test to assess their coping
behaviour. Mice were hung by their tail approximately 50cm above the surface for 6min. Since
c57BL6 mice are expert climbers and are able to turn on themselves and climb along their own
tail, a small cylinder of plastic (15mm diameter, 2.5cm length) was placed at the base of their tail
to avoid climbing (Figure 3.5, page 27). Immobility was automatically recorded using ANYMaze
Video Tracking System v. 6.13 (Stoelting, IL, USA) with the following parameters for immobility
detection: immobility sensitivity 75%; minimum immobility period 1000ms. Three parameters were
evaluated: time immobile, immobile episodes, and immobility latency.
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—— Figure 3.5: Tail Suspension

ST Test Apparatus. To avoid
/apparatus
climbing, a plastic cylinder was

A

placed around the mice tail during
the TST. (A) Photo of plastic
plastic  cylinder used. (B) Example of a
cylinder mouse during a TST wearing the

plastic cylinder.

3.4.4 Sucrose Preference Test (SPT)

The sucrose preference test was used to assess anhedonia in mice after CMS. The test
comprised of three parts, which were run in parallel with the other tests. At the end of ST, each
home cage was provided two bottles of water for 24h as habituation. The following day, the water
of one of the two bottles was substituted with a 2% sucrose solution. After 24h we inverted the
position of the two bottles to exclude position-effects. The sucrose and water consumption were
evaluated at the end of each day and summed across the two test days. The percentage of
sucrose preference was calculated over the total intake of liquid for each mouse as follows:
100.

sucrose
water+sucrose

3.4.5 Emotionality Score

At the end of the behavioural testing, mice were sacrificed and harvested for organs known to be
responsive to stress exposure: the adrenal glands and the thymus. Organs were collected,
cleaned from the connective tissue and surrounding fat, and their weight was normalized over
bodyweight at sacrifice. In addition, bodyweight change (Day 21 — Day 1 of CMS) and cumulative
coat state were also calculated. Finally, for each behavioural tests, all individual parameters
specified above were calculated. All parameters were first Z-scored and directionally-adjusted as
specified in “3.2.2 Unpredictable chronic mild stress (CMS)”, page 24, and averaged to obtain
one value per animal per test. This allowed to have a weighed final score per test and allowed for
each test to have the same weigh in the final emotionality score. For each animal, an average
score across all tests was then calculated to obtain an emotionality score which increased with
higher susceptibility to stress. Splash test videos of two mice was lost due to technical issues, as
a result these animals were removed from the emotionality score calculation.

3.4.6 Stress Score

For each mouse, the stress score was also calculated in a similar manner to the emotionality
score. For the stress score, only the Z-scored values of bodyweight gain, the cumulated coat state
(and the adrenal size when indicated) at sacrifice were averaged.
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3.5 Single cell RNA-sequencing

3.5.1 Single cell suspension preparation

To maximize the collection of the second wave of transcription [181], animals were sacrificed 5
hours after receiving the acute restraint stress. Mice were sacrificed with a lethal dose of
isoflurane and transcardially perfused in cold 1x PBS to remove circulating blood from the central
nervous system. Control and stressed animals were sacrificed alternated, to reduce time biases.
Brains were extracted and kept in cold carbonated (95% O, 5% CO,) artificial cerebrospinal fluid
(aCSF: 87mM NaCl, 2.5mM KCI, 1.25mM NaHzPQO4, 26mM NaHCOs, 10mM glucose, 75mM
sucrose, 2mM Mg2+, 1mM Caz2+) before dissection with a 0.5mm brain matrix. One slice of 1.5mm,
from approximately -0.58mm Bregma to -1.22mm Bregma, containing the PVN was obtained from
each brain and the PVN was manually dissected under the microscope (Figure 3.6A-B, page
28).

B A —
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Figure 3.6: 10x Genomics protocol. (A) Workflow for the preparation of a scRNA-seq dataset with the
10x Genomics technology which includes the dissociation of single cells from the region of interest, the PVN;
the use of the microfluidic system 10x Genomics Chromium controller to capture single cells together with a
barcoded beads and generation of single cell gel beads in emulsion (GEMs); the generation of barcoded
cDNA and a 3’ RNA library; the high throughput sequencing and downstream data analysis. Representative
pictures of: (B) the manually-dissected PVN from a 1.5mm-thick brain section; (C) the single cell suspension;
(D) bioanalyzer traces for a representative barcoded cDNA, and (E) a representative library.
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Due to the small size of the region, PVNs from five animals were pooled together into a single
preparation per condition and sex. Pooled tissue was digested in papain supplemented with
DNase | (Papain Dissociation System, Worthington BC — LK003163) for 50min at 37°C and
triturated with a fire-polished glass pipette. The cell suspension was then filtered over a 30ym
mesh (CellTrics 30um, sterile, Sysmex — 04-004-2326), pelleted at 300g for 5min at 4°C, and
resuspended in aCSF supplemented with more DNase |. Samples were then layered over a
discontinuous density gradient of ovomucoid protease inhibitor with bovine serum albumin
(Papain Dissociation System, Worthington BC — LK003163) and spun at 70g with slow
acceleration and deceleration at 4°C. Cells were washed two more times in aCSF without Ca2+
and Mg2+ and finally resuspended to a final concentration of ~700.000-900.000 cells/ml (Figure
3.6, page 28). Cells were loaded on the 10x Genomics Chromium Controller, v2 chips, aiming at
10.000 cells. One chip per sex was run containing both stress and control samples to avoid batch
effects.

3.5.2 Library preparation and sequencing

Library was prepared using the 10x Genomics Single Cell 3’ Reagent Kits v2 (10x Genomics —
PN-120237) according to the manufacturer’s protocol. Molar concentration and fragment length
of libraries were quantified using Bioanalyzer (Agilent High Sensitivity DNA kit — 5067-4626) and
samples within each background were pooled in equal molarity for sequencing. The pooled
libraries were sequenced on a NovaSeq 6000 sequencer with paired-end asynchronous
sequencing, 100 cycles, 28bp/8bp/91bp on part of a lane of S2 NovaSeq with a depth of ~150
million reads per sample (Figure 3.6, page 28).

3.6 ScRNA-seq Analysis of Males and Females Samples

3.6.1 Pre-processing and Quality Control (QC)

Data was pre-processed with the 10x
Genomics Cell Ranger software (v.
3.0.2 for the Baseline background

Table 3.4: Pre-Processing Output from 10x Cell Ranger for
Male and Female Samples.

Mean i Estimated
and V. 3.1.0 for the CMS Sample Reads/Cell Saturation n. Cells Reads total
background) and further annotated Female Baseline
Control 25,581 60.30% 7,384 188,897,134
on the mm10 reference set at the
o _ _ ARS 21,100 59.30% 7,270 158,370,920
Bioinformatic Core Unit of the i
Male Baseline
Weizmann Institute of Science Control 27,291 66.00% 5,225 142,599,605
ARS 341 70.70% 224 178,607,251
(Rehovot, Israel). On average S 84189 0.70% > 8,607,25
. Female CMS
27,302 (min 21,100, max 34,189) Control 21,803 65.10% 6,021 158,653,571
reads per cell were obtained across ARS 24,680 74.20% 6,457 142,993,897
samples with an average saturation Male CMS
. Control 29,800 69.80% 5,324 131,275,854
value of 67.12% (Table 3.4, page ARS 30,136 7110% 4,745 159,358,682

29). Quality control (QC), clustering
and rest of the analysis was performed within R v. 3.6.2 [182] using the package Seurat v. 3.1.3
[183], following the guidelines provided by the developers and best practice workflow in single
cell data analysis [184]. Filtered count matrices were used to create one single Seurat object
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containing all eight samples (namely Male Baseline Control/ARS, Female Baseline Control/ARS,
Male CMS Control/ARS, Female CMS Control/ARS). As first quality control, putative empty
droplets, dead cells and multiplets were removed from the dataset. To remove suspect dead cells,
cells with a mitochondrial gene content higher than 30% and less than 350 genes were removed.
To remove suspect multiplets (doublets, triplets, or quadruplets), cells with a gene count higher
than 3,500 or a UMI count higher than 15,000 were firstly removed. Subsequently, the functions
doubletCluster and doubletCells from the package scran v. 1.14.6 [185] were used to estimate
the probability of being a multiplet for each cell. Clusters which resulted outliers and cells with a
DoubletScore > 4 were excluded. Finally, cells expressing all four blood genes Hba-a2, Hbb-bs,
Hbb-bt and Hba-a1 higher than 1 were considered blood cells and removed as contaminants too.
This resulted in a final dataset of 35,672 single cell (Table 3.5, page 30).

Table 3.5: QC of Male and Female Samples.

Pre-QC Post-QC % Cells Retained

Sample
P Cell Count Cell Count (n. cell lost)

Female Baseline

Control 6,973 5,559 80% (1,414)
ARS 7,020 5,777 82% (1,243)
Male Baseline
Control 4,974 3,692 74% (1,282)
ARS 5,059 3,831 76% (1,228)
Female CMS
Control 5,759 4,528 79% (1,231)
ARS 6,184 4,981 81% (1,203)
Male CMS
Control 4,973 3,781 76% (1,192)
ARS 4,462 3,523 79% (939)
Total 45,404 35,672 79% (9,732)

3.6.2 Cell Clustering

For clustering, data was lognormalize and scaled (factor 10,000) with the function NormalizeData
in Seurat. The top 4,000 variable genes were selected using the function FindVariableFeatures
in Seurat and used to scale the data with the function ScaleData. Twenty-two principal
components and a resolution of 1.2 were used to cluster cells with the function FindClusters. Cells
were than plotted in the “Uniform Manifold Approximation and Projection” (UMAP) bidimensional
space and the identity of the cell clusters was identified overlapping over our clusters marker
genes obtained from past experiences of the laboratory (Supplementary Figure 8, page 134)
[186]. This allowed us to identify 33 clusters belonging to 17 main cell types: neurons (GABAergic
(2), glutamatergic (3), vasopressin (2), and mixed (2)), astrocytes (4), microglia (3), macrophages
(1), oligodendrocytes (3), committed oligodendrocytes progenitors (COPs, 1), oligodendrocytes
progenitor cells (OPCs, 1), ependymal cells (2), tanycytes (1), endothelial cells (3), mixed
endothelial cells (1), pericytes (2), vascular cells (1), and meningeal cells (1). The identity of the
clusters was further validated exploring the representative gene for each cluster, calculated with
the function FindAllMarkers with default settings using the Wilcoxon Rank Sum test on log-
normalized scaled data.
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3.6.2.1 Tanycytes Re-Clustering

For in-depth analyses of the tanycytes subpopulations, all cells belonging to the tanycytes clusters
were split from the original Seurat object and re-clustered independently. These new objects
contained 649 cells from all eight conditions. Clustering was executed as previously explained
using the top 2000 variable genes with the following parameters: 12 PCs, 0.6 resolution. The
identity of the tanycytes subtypes were assigned according to their top markers calculated by
FindAllMarkers with default settings using the Wilcoxon Rank Sum test on log-normalized scaled
data.

3.6.3 Cell Balance Analysis

To check if male and female cells equally distributed in the clusters, for each cluster and sample
male and female cell counts were normalized over the size of the sample and the average sample

cluster size

size (equal to 4459) across the dataset as follows: - 4459. For each cluster, distribution

sample size
between female and male cells was calculated, expecting a 50-50 distribution. For controls
conditions, in which a duplicate was available, each individual samples were normalized
independently and in addition the average over the two replicates was calculated. Statistical
significance of the imbalance was assessed with two-way ANOVA with Tukey’s post-hoc p-value
correction for controls and Fisher’s exact test and Benjamini-Hochberg (BH) post-hoc corrected
p-values for stress conditions. Adjusted p-values < 0.05 were considered significant.

3.6.4 Differential Gene Expression Analysis

Differential gene expression analysis was performed using Model-based Analysis of Single-cell
Transcriptomics (MAST, [187], [188]) integrated in the function FindMarkers of Seurat to identify
genes that were different between control male and female cells (combining Baseline and CMS
control cells) or between stress (either Baseline ARS or CMS ARS) and control within the same
sex for each of the main 17 cell types. To avoid ambient RNA noise, we tested only genes
expressed in at least 50% of cells in the tested cluster in either condition. Benjamini-Hochberg
(BH)-adjusted p-values less than 0.05 were used to determine significantly deregulated genes.
Furthermore, average gene expression per cluster was calculated using AverageExpression
function on log-normalized scaled data. DEGs were represented either with Upset plots (R
package ComplexUpset v.1.2.1 [189], [190]) or Venn Diagrams (R package eulerr v.6.1.0 [191],
[192]). All log fold changes (logFC) represent the natural logarithm of the fold change, as
computed by Seurat.

To assess the similarity of the ARS response between male and female, the Szymkiewicz—
Simpson coefficient was calculated according to its formula, for each cluster (C):

_ |Cmale n Cfemale|
S

B min(lcmale|r|cfemale|)

To identify the enriched transcription factors interacting with the common DEGs from ARS under
Baseline, the 137 genes differentially expressed in both males and females were inputted in the
online platform Enrichr.com [193] and analysed in the Transcription Factor Protein-protein
interaction (PPI) module. This module uses a literature-based approach to identify transcription
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factors-protein interaction networks calculating enrichment for transcription factors in a list of
protein. Results are reported in term of p-value, network, and clustergram.

3.6.5 Stress Background Susceptibility Analysis

Background influence on acute stress response was assess placing each cell type in a
bidimensional space constituted of the number of DEGs and the median absolute log fold change.
Distance between ARS under CMS and Baseline was calculated as Euclidean distance between
the two datapoints for each sex. To have a better visualization and comparison between the
sexes, distances have been Z-scored within each sex. To evaluate which cell type is the most
affected across sexes, the sum of Z-scored Euclidean distance between male and female was
calculated. In addition, for each cell type, we also calculated the Szymkiewicz—Simpson
coefficient, as reported above (“3.6.4 Differential Gene Expression Analysis”, page 31).

3.6.6 Rank-Rank Hypergeometric Overlap Analysis

To explore further how similar the ARS response is between males and females, we performed a
rank-rank hypergeometric overlap (RRHO) analysis on the differentially expressed transcriptome
of either males and females with the R package RRHO2 v.1.0 [194], [195]. Each gene was listed
as the gene name and the cell type in which was identified. All genes were inputted as the product
between its p-value + the sign of the fold change.

To explore how much the oligodendrocytes transcriptional stress response was affected by the
background, we run a similar RRHO analysis on the differentially expressed transcriptome of
either male or female oligodendrocytes. We used the R package RRHO2 v.1.0 [194], [195] for
each sex on all genes present in both conditions (female = 634, male = 807). Each gene was
inputted as the product between its p-value « the sign of the fold change.

3.6.7 Cell-Cell Interaction Analysis

To evaluate predicted cell—cell interaction networks, we used predicted ligand—receptor
interactions from between oligodendrocytes and neuronal subclusters using the package CCinx
v. 0.5.1 [196]. The package uses the Cell-Cell interaction database
(http://baderlab.org/CellCellinteractions) [197] to quantify ligand-receptor interactions as edge
weights. We calculated the networks within each of our eight samples (namely Control and ARS
for each condition: Baseline Female, Baseline Male, CMS Female, CMS Male) for all genes with
expression value higher than 1.5. To evaluate how much stress exposure perturbates interaction
networks, a delta edge weight was calculated within each condition as (edge weight ARS) — (edge
weight control). Delta edge weights <0.01 were removed to minimize noise and we performed a
permutation analysis based on Nagy et al. [198] to test which changes in edge weight were
significantly different. Specifically, we randomly permuted all control and ARS cells into two
groups for 100 times and we calculated the distribution of edge weight differences between the
two groups for each ligand-receptor pair in each permutation. Eleven pairs of genes were not
present in the permutation results and therefore were dropped from the analysis. We then
calculated a p-value for each of the stress-control edge weight differences and applied the BH
post hoc p-value correction across all tests run. Edge weights with g-value<0.05 were considered
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significant. Importantly two type of gene pairs could be identified. Receptor-ligands pairs whose
strength was influence by the presence or absence of stress and receptor-ligand pairs present
exclusively in one or the other condition (Figure 4.45, page 72). To evaluate if stress impacted in
a directionality-specific way the ligand-receptor networks, the distribution of edge weights of
deregulates receptor-ligand pairs for either direction (oligodendrocytes to neuron, and neuron to
oligodendrocyte) were explored. Circle plots were realized using the package circlize v 0.4.10
[199].

3.6.8 Pseudotime Analysis

To study the developmental trajectory of the oligodendrocytes, we isolated the clusters belonging
to the oligodendrocyte lineage (COP, OPC and Oligodendrocytes) and re-clustered them within
Seurat v. 3.1.3 with the same procedure explained above, 15 PCs and a resolution of 0.6. The
Seurat object was then transformed into a Monocle3's object for constructing single-cell
pseudotime trajectories [200]-[202]. Trajectory analysis was performed according to authors’
recommendations. Root was assigned in the far-left node in the OPC cluster (Figure 4.49, page
74). Cells projection over pseudotime was presented using ggplot density plot and cumulative
plots. Statistical analysis was run on the cumulative curves for each control-stress pair using a
two-sample, two-sided Kolmogorov-Smirnov test with BH p-value adjustments.

3.7 ScRNA-seq Analysis of OVX Samples

3.7.1 Pre-Processing, Quality Control and Cell Clustering

Samples from OVX control and Table 3.6: Pre-Processing Output from 10x Cell Ranger of
stressed females were pre- OVXSamples.

i i M Estimat
processed with the 10x Genomics Sample R:::S/ce" Saturation nSé::TSed Reads total
Cell Ranger software v. 3.0.2 and -
OVX Baseline
further annotated on the mm10 Control 26,970 66.80% 6,042 162,955,152
reference set at the Bioinformatic ARS 31,469 67.90% 5411 170,281,816

Core Unit of the Weizmann Institute of Science (Rehovot, Israel) together with the Baseline
background samples. On average 29,219.5 reads per cell were obtained across the two samples
with an average saturation value of 67.35% (Table 3.6, page 33). Processing of the dataset was
done with Seurat as explained before (see Chapters “3.6.1 Pre-processing and Quality Control”,
and “3.6.2 Cell Clustering”). We obtained a final dataset of 7,693 cells that passed quality control
(Table 3.7, page 33), clustered in 22 clusters.

Table 3.7: QC of OVX Samples.

Pre-QC Post-QC % Cells Retained
Sample
Cell Count Cell Count (n. cell lost)
Female OVX
Control 5,644 4,118 73% (1,526)
ARS 4,989 3,575 72% (1,414)
Total 10,633 7,693 72% (2,940)
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3.7.2 Integration - Label Transfer

To allow the comparison of gene expression between correspondent cell types, the identity of
OVX clusters were assigned through the label transfer procedure in Seurat. Label transfer is a
form of integration that allows to overlay cell identities from one single cell dataset to a second
one based on gene expression of anchor genes. Labels were transferred from the subset dataset
containing only Baseline Male and Female samples to the OVX sample over 30 anchor points —
calculated with the function FindTransferAnchors — using the function TransferData. The original
33 single clusters labels were transferred onto the OVX dataset. To assign the lower
dimensionality labels (such as cell types and cell categories) the same relationship between
original clusters and lower dimensionality clusters were maintained (e.g., Cluster O corresponded
to Astrocytes_1 and belonged to Astrocytes in the male-female dataset. OVX cells placed in
cluster 0 received these same labelled).

3.7.3 Differential Gene Expression Analysis

Differential gene expression analysis between OVX ARS and OVX Control was run within each
cell type according to the same parameters as the Baseline background (see Chapter “3.6.4
Differential Gene Expression Analysis”).

3.8 Pathway Analyses

3.8.1 Gene Set Enrichment Analysis (GSEA)

Gene set enrichment analyses were used to evaluate pathway enrichment for tanycytes markers,
regardless of a significance threshold. The analysis was performed in R v. 3.6.3 (2020-02-29)
[203] with the package fgsea v. 1.12.0 [204]. Gene sets were retrieved from the online database
Molecular Signatures Database (MSigDB) v7.4 through the R package msigdbr v. 7.0.1 [205]. For
each analysis, the background was manually calculated as all genes expressed by the cells
analysed and subtracted.

3.8.2 Pathway Analysis for DEGs in Oligodendrocytes and Female
GABAergic Neurons

To explore which processes were mostly affected by sex in control oligodendrocytes and by ARS
in GABAergic neurons in females, we looked for enriched pathways. The DEGs (250 female-
upregulated DEGs; 568 male-upregulated DEGs; 329 DEGs GABAergic neurons) from each
independent analysis were inputted in the online platform Metascape.org [206] and tested against
the background of all tested genes. Analysis was conducted using default parameters on gene
ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways.

3.9 Morphology Analysis of Oligodendrocytes

For oligodendrocytes morphology analysis, a new cohort of male and female mice received ARS
after CMS or under Baseline, as previously described. Five hours after the end of stressor, mice
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were lethally anesthetized in isoflurane and transcardially perfused in 4% PFA. Brains were
collected, post-fixated in 4% PFA for 24h at 4°C, and then moved to sucrose 30% until sinkage.
Brains were dissected in five series of forty-um sections (for a total distance between section of
200pum) and sections containing the PVN area (-0.58mm Bregma to -1.22mm Bregma) were
processed for immunofluorescence. Briefly, tissue was blocked in blocking solution (5% normal
goat serum, 0.5% Triton X-100 in 1x PBS) for 1h at room temperature. Incubation with the primary
antibodies (a-Tmem10, Rabbit (Rb) 1:500 (courtesy of Peles lab, Weizmann Institute of Science,
Israel), a-olig2, Mouse (M) 1:250 (Millipore MABN50)) were incubated at 4°C for 20h in blocking
solution. Secondary antibodies (a-Rb-Alexa Fluor 488, goat 1:500 (Invitrogen, N. A32723) and a-
M-Alexa Fluor 594, goat 1:500 (Invitrogen, N. A32740)) were further incubated at room
temperature for 1h. Slides were mounted with DAPI Fluoromount-G (SouthernBiotech, N. 0100-
20).

Sections were first explored to identify the PVN region based on DAPI density. Two sections
containing the region of interest (one frontal and one caudal, 200um apart) were selected per
animal (Figure 4.40A, page 68). Overviews of DAPI staining were acquired at a VS120 Olympus
Automated Slide Scanner (15,221x7,542 resolution, 2x objective). In each selected slide, left and
right PVNs were acquired as a tiled 4-field picture (1,024x1,024 resolution, 40x objective, 0.5x
magnification, 2um z-stack) at a LSM800 Zeiss confocal microscope (Figure 4.40B, page 68).

Apryg

200um

Figure 3.7: Imaging of the PVN. Several sections around the PVN per animals were imaged. (A) DAPI
signal was used to identify the two sections containing the PVN, 200um apart. White arrows indicate the
nuclei-dense region of the PVN. (B) Zoom of the left and right PVNs highlighted in A. Each side was then
imaged as 4-field picture (yellow squares) at a confocal microscope.

For tracing, the PVN region was first defined based on DAPI density. All visible Tmem10+ ,0lig2+
cells within the defined PVN were labelled and the Tmem10 signal was traced using the Fiji plugin
Simple Neurite Tracing v. 3.1.7 [207], [208]. Number, total length, and average length of total and
primary processes were computed. Sholl analysis was performed on the traces obtained using
the plug-in Sholl analysis v. 4.0.1 available in Fiji [209] with default parameters and continuous
sampling from the centre of soma. Concentric intersections were binned to intervals of 5 yum. To
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remove intersections due to soma crossing, soma radius was calculated from circumference and
intersections with radius < radius soma were removed. In addition to the intersection distribution,
for each cell we also calculated the maximal distance from soma and the area under the curve.
Statistical analysis was performed applying a nested design within a mixed-effects models with
the R package Ime4 v. 1.1-26 [210], nime v. 3.1-144 [211], and ImerTest v.3.1-3 [212] based on
the implementation in R of the Sholl analysis [213], [214]. For each condition, 6 animals were
used with an average of 14.29 cells per animal (N: F CMS = 97, F ctrl = 82, M CMS = 81, M ctrl
= 64). Representative cells in Figure 4.55, page 79, were generated using the skeletonize
function within Simple Neurite Tracer.

3.10 Web Interactive App

To make the dataset available in a ready-to-explore manner, we created a web interactive app
containing the processed and clustered dataset. For this purpose, we loaded the male and female
dataset (without OVX samples) as a Seurat objected in the R package ShinyCell v. 2.1.0 [215], a
package that allows to create interactive Shiny-based web applications to visualise single-cell
data and directly interact with them. ShinyCell is an open-source-code based on the packages
shiny[216] and shinyhelper [217]. We modified the code of the app to introduce a new homepage
tab containing the description of the dataset and the references to the lab website. In addition, we
matched the colour scheme to the lab website. Online deployment was done with the platform
https://www.shinyapps.io/ . To allow easier exploration of the data, the online dataset was created
including all detected genes, all metadata (sample, cohort, condition, n. UMlIs, n. detected genes,
% mitochondrial genes, clusters, cell types).

3.11 Data Analysis and Data Handling

Data manipulation and statistical analysis have been performed within R studio v. 1.2.5033 [218]
with R v. 3.6.3 (2020-02-29) [203] and the support of the package tidyverse v. 1.3.0 [219]. Plots
have been generated using the R packages ggplot2 v. 3.3.0 [220] and viridis v. 0.5.1 [221] if not
differently specified above. ANOVA, linear models and post-hoc p-value corrections have been
computed using the packages Ime4 v. 1.1-26 [210], nime v. 3.1-144 [211] ImerTest v. 3.1-3 [212],
and emmeans v. 1.5.4 [222], as stated for each result. When ANOVA was used, Shapiro-Wilk
normality test was used to verify normality in data distribution. In case normality was violated (as
in coat state data distribution) non-parametric test such as Kruskal-Wallis rank sum test were
used as indicated in each figure legend. A comprehensive list of all packages can also be found
in Supplementary Table 4, page 146. Statistical models and details on the statistical tests run
can be found in the section “7.2 Supplementary Tables”, page 144.
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4 | Results
4.1 Experimental Design

To study the acute stress response in the PVN and the effect of previous stress exposure, we
used sexually mature C57BL/6N male and female mice which allowed us to explore sex difference
in adulthood independently form developmental sex differences. Importantly, since our goal was
to dissect differences between male and females, we also chose an experimental set-up that
would minimize noise in our measurements. As such, we decide to minimize social stress that
has a sex-specific impact by housing the animals in same-sex pairs. Social stress can arise both
by isolation and overcrowding. Isolation stress impacts on the wellbeing of single-housed animals
and it does so differently on males and females [87], [223]-[225]. On the other hand, when housed
in groups of three or more, complex social dynamics such as social hierarchies get established
between members of the groups [226]-[229]. This social structures not only increase variability
between individuals [11], but we and others also showed that it generates a stress-specific stress
load [119], [228], [230]-[233]. As a result of these considerations, we housed our mice in groups
of two, to minimize these confounding elements.

In addition, since gonadal adult circulating hormones (i.e., estrogen, progesterone, testosterone)
strongly vary across the estrus cycle of female mice and they interact with the stress system [112],
we excluded from our pools of animals all females that did not display a regular cycling (see
section “3.1.1 Estrus Cycle Monitoring”, page 21 for details); anyway a rare occurrence in our
adult pool (9.5% of all mice used). We exclude mice based on estrus stage for 10 consecutive
days before the start of experimental procedures. Overall, the majority (105 out of 116, 90.5%) of
our females cycled normally across the four stages of the estrus cycle, with cycle phase lengths
similar to those observed by others [142] (Figure 3.2A, page 23).

Finally, following the same criteria, we selected acute and chronic stressors with robustness
across the sexes based on literature data. We selected as acute stressor the acute restraint stress
(ARS), a robust physical and psychological stress paradigm that can be effectively applied to both
sexes [234]. In order to evaluate how the transcriptional stress response changes after exposure
to a chronic stress paradigm, we also looked for a translatable stress paradigm with face and
construct validity that would resemble human conditions and that would not be negatively
impacted from the presence of both sexes. Based on a thorough literature review, we selected
the unpredictable chronic mild stress (CMS, known also as just chronic mild or variable stress).
While the ARS protocol was heavily standardized in the lab, the same was not true for CMS,
which required further validation and design adjustments described in the next chapters (“4.2
Establishment of Stress Paradigms”, page 37).

4.2 Establishment of Stress Paradigms

4.2.1 CMS Design and Establishment

The CMS model was developed by Willner 30 years ago and was optimized through the years to
obtain a model with construct, face and predictive validity for developing depression-like
symptoms in both sexes [235]-[238]. In this paradigm, mice are exposed to a series of mild
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stressors over a course of several weeks (3 to 4 weeks) in a continuous and unpredictable fashion
to avoid habituation. This kind of stress leads to the development of anhedonia, decrease self-
care and grooming, and behavioural alterations such as helplessness and behavioural despair
which makes it a robust model for depression in rodents [239]. We first selected a list of stressors
that would be easily applied to both sexes and would not involve systems physiologically different
aside from the stress ones (e.g., stressors that might involve changes in body temperature,
circadian rhythm, and other metabolic processes).

We therefore designed an unpredictable chronic mild stress which included psycho-physical
stressors impacting on homecage environment, social structure, and mobility (Figure 4.1, page
38, the detailed description of all stressor and their execution can found in the method section
“3.2.2 Unpredictable chronic mild stress (CMS)”, and Table 3.1, page 24) and applied the protocol
for 21 days with an initial dataset of 12 males and 12 females.
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To validate effectiveness of our newly designed protocol, we monitored physiological and physical
parameters as well as behaviours of the mice. All mice, including the control groups, were
monitored twice a week for their bodyweight, coat state and their behaviour was assessed with a
battery of anxiety-, anhedonia-, locomotion, and depression-related tests (“3.4 Behavioural tests”,
page 25). Finally at sacrifice, we also collected adrenal glands, thymus, and trunk blood CORT
levels, all parameters known to be altered by stress states [42], [240], [241].
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Figure 4.2: Timeline Behavioural Testing. During the 21 days of CMS, male and female mice were
monitored twice per day assessing their coat state and bodyweight. Behavioural changes were assessed at
the end of the stress paradigm in the open field test (OFT), the sucrose preference test (SPT), the splash
test (ST), and the tail suspension test (TST). Forty-eight hours after the tests, mice were sacrificed to collect
blood, thymus, and adrenal glands.

The monitoring during the CMS protocol already showed that our design was indeed impactful on
the wellbeing of the mice, causing a delayed bodyweight gain so that at end of CMS mice were
on average 6.20% lighter (4.88% males and 7.52% for females, Figure 4.3A-B, page 39). The
coat state of these mice also clearly deteriorated during the three weeks of protocol (Figure 4.3C-
D, page 39). In addition, we also found a small but significant increase in adrenal size of
approximately 15% of their normalized weight (Figure 4.4B-B’, page 40). We did not see any
differences in thymus size or CORT levels (Figure 4.4A, C, page 40).
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Figure 4.3: Body Weight and Coat State during CMS Monitoring. (A-B) Bodyweight and (C-D)
coat state were regularly monitored during the CMS protocol. (A) Control male and female mice gained
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considerable weight during the three weeks of protocol, while CMS mice lagged behind (RM two-way
ANOVA, Tukey’s post-hoc correction). (B) As a result, on Day 21 CMS mice were considerable lighter than
controls (two-way ANOVA, Tukey’s post-hoc correction). (C) The coat of CMS mice deteriorated across the
three weeks of stress paradigm, (D) so that on day 21 they showed a statistically worse coat state (Kruskal-
Wallis rank sum test, Dunn’s post-hoc test). Boxplots represent the interquartile range (IQR) and median,
whiskers are minimum and maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-
values.
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Figure 4.4: Physical Parameters at Sacrifice. CMS and control mice were sacrificed at the end the
behavioural test battery. (A) Circulating CORT was not different between CMS and control animals (Kruskal-
Wallis rank sum test, Dunn’s post-hoc correction). (B-B’) Adrenals were significantly enlarged in CMS mice.
(C-C’) Thymus size was not different between conditions. Boxplots represent the interquartile range (IQR)
and median, whiskers are minimum and maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc
corrected p-values.

Finally, we looked for behavioural alterations of the CMS mice compared to controls. Mice did not
show any differences in general locomotion and mobility (Figure 4.5A-C, F, page 41) in the open
field test. But we did see that females moved in general more than males: a phenotype that has
been extensively observed in literature [242]. Differences between males and females were also
visible in the number of time mice entered the corner zones (Figure 4.5D-E, page 41). This effect
was however probably due to the higher locomotion activity of the female mice, since both male
and female explored the whole arena (Figure 4.5F, page 41). We did notice, however, that CMS
mice possibly changed their corner zone exploration pattern, an indication of a change in anxiety
levels (Figure 4.5D-E, page 41), since corners are a special part of the arena considered the
least anxiogenic due to the presence of two walls. To further dissect anxiety-related behaviours,
we also explored the behaviours associated more to anxiety dividing the arena in three zones
based on distance from the outer walls of the arena (see Figure 4.2, page 39 and section “3.4.2
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Open Field Test (OFT)” of methods, page 26), and calculating time, latency to enter or exist such
zones and number of entries. We did not find any differences in behaviours in the less anxiety
zones, the outer zone (OZ) (Figure 4.6, page 42), aside from sex-specific differences with
females having higher speed and travelling more, in accordance to the measures done at the
level of the whole arena (Figure 4.6D, F, page 42).
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Figure 4.5: Overview Parameters from the Open Field Test. Open field test measures across 15
min. (A) Female mice covered on average more distance than male, but no differences between conditions
were observed. (B-C) No statistically significant difference was observed in the immobility of mice across
the whole arena. (D) Female mice entered the corner zones more times than males, probably as a result of
their hyperactivity. However, no condition effect in the number of entries or (E) time spent in the corner zones
was observed. (F) Representative tracks of animals across the 15min of OFT, showing higher activity in
females. Boxplots represent the interquartile range (IQR) and median, whiskers are minimum and maximum
value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-values.
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Figure 4.6: Outer Zone Measures of the Open Field Test. (A-G) Several behavioural parameters
were measured within the outer zone of the OFT apparatus, the least anxiogenic zone. (H) Representative
heatmap of mice movement within the OFT arena across the 15min showing no major differences between
conditions. Boxplots represent the interquartile range (IQR) and median, whiskers are minimum and
maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-values. OZ: outer zone.

The intermediate zone (IMZ), the transitioning area between the outer walls and the centre of the
area showed a similar trend (Figure 4.7, page 43). Females tended to travel more than males
and visit the zone more at a higher speed (Figure 4.7C, E, F, page 43). Interestingly we found a
tendency for CMS mice to run faster in this area, an indication of anxiety (Figure 4.7E, page 43).
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Figure 4.7: Intermediate Zone Measures of the Open Field Test. (A-F) Several behavioural parameters
were measured within the intermediate zone of the OFT apparatus, the transitioning zone. Boxplots
represent the interquartile range (IQR) and median, whiskers are minimum and maximum value + 1.5 IQR.
Two-way ANOVA, Tukey’s post-hoc corrected p-values. IMZ: intermediate zone.

Finally, we looked at the most anxiogenic area of the OFT, the inner zone (1Z), but we did not find
any statistical difference between conditions (Figure 4.8, page 44) and only that male took more
time than females to enter the zone for the first time (Figure 4.8C, page 44).
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Figure 4.8: Inner Zone Measures of the Open Field Test. (A-D) Several behavioural parameters
were measured within the inner zone of the OFT apparatus, the most anxiogenic zone. Boxplots represent
the interquartile range (IQR) and median, whiskers are minimum and maximum value + 1.5 IQR. Two-way
ANOVA, Tukey’s post-hoc corrected p-values. I1Z: inner zone.

Overall, the OFT did not show any major behavioural deficits due to exposure to CMS, even if we
observed some small trends. However, when we combined all measures in one single OFT score
(Figure 4.9, page 44), no statistically significant difference was observed.
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Figure 4.9: Combined OFT Phenotype.
Cumulated OFT phenotype composed of all
parameters measured in the 15min of OFT. No
differences were observed. Boxplots represent the
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On the other hand, we did see a clear effect of CMS on grooming behaviour in the splash test.
The splash test consistent in spraying the mouse coat with sweet solution and measuring the time
spent grooming and the latency to the first grooming session, evaluates self-care tendency. A
reduction in these behaviours is classically associated to a depressed-like phenotype. Exposure
to CMS indeed significantly increased the latency to the first grooming bout and reduced the
overall time spent grooming (Figure 4.11, page 45). The phenotype was even more clear when
the two measures were combined in a single ST phenotype score (Figure 4.10, page 45).
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Figure 4.11: Splash Test. (A) Latency to the first grooming bout and (B) total time grooming in the splash
test both showed a condition effect. Boxplots represent the interquartile range (IQR) and median, whiskers
are minimum and maximum value £ 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-values.
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We next assessed the anhedonic phenotype of the mice through the sucrose test, a test of choice
that evaluate the preference of a mouse towards a sugar solution versus normal water. Mice were
first habituated to have access to two drinking bottles and tested for the following 48 hours. We
Unexpectedly, we did not find any condition effect or reduction in sucrose preference for the CMS-
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exposed mice (Figure 4.12, page 46).Even if we successfully confirmed that mice did have a
preference for sucrose over water across both days (Supplementary Figure 2, page 130).
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Finally, we explored the helplessness of the mice with the tail suspension test. Analogous to the
forced swim test, in the tail suspension test the mouse is placed in an escapable situation, namely
hang by its tail and the amount of time spent struggling and trying to escape from this situation is
recorded. Similarly to before we did not detect any difference between conditions nor in the total
time spent immobile nor in the number of immobile events, even so males showed a small
tendency toward the expected phenotype (Figure 4.13, page 46, and Figure 4.14, page 47).
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Figure 4.13: Tail Suspension Test. No clear differences were observed in any of the measurements
of the TST, which included the (A) latency to immobility, (B) the number of immobility events and (C) the
total time spent immobile. Boxplots represent the interquartile range (IQR) and median, whiskers are
minimum and maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-values.
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Figure 4.14: Cumulated TST Phenotype.
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It is important however to recognize that all these behaviours are not completely independent and
even more importantly, small changes but identifiable in several tests and stress-related realms
are as important than single results. To highlight consistency in our results, we exploited
mathematical tools to calculate a combined score of stress susceptibility, the emotionality score
[243]. To calculate we first z-scored all parameters measured, directionally corrected them in
order to obtain higher values for stress-like phenotypes, and averaged for each individual (details
on the parameters used and the normalization can be found in the Methods section “3.4.5
Emotionality Score”, page 27). The emotionality score showed a clear increase in the CMS
animals, both for males and females, confirming that the CMS protocol we devised was effective
at impacting on the mouse wellbeing (Figure 4.15A, page 48). Importantly, a stress score
composed of only bodyweight gain, coat state is equally powerful to detect a stress phenotype
and does not require sacrifice of the mice or extensive testing (Figure 4.15B, page 48 and Figure
4.16, page 48).
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Figure 4.15: Emotionality Score and Stress Score. (A) Emotionality score composed as the mean
of all Z-scored physical parameters and tests: bodyweight gain, cumulated coat state, normalized adrenal
glands size, normalized thymus size, circulating corticosterone levels, splash test, open field test, sucrose
preference test, and tail suspension test. (B) Stress score composed only of bodyweight gain, and coat state
already detects sex and condition effects. Boxplots represent the interquartile range (IQR) and median,
whiskers are minimum and maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-
values.
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Figure 4.16: Correlation Between Emotionality and Stress Scores. The stress score is a good
predictor of the emotionality score. Spearman’s rank correlation test.

However based on literature knowledge, exposure to the same type of stressor elicits habituation
mechanisms [244]-[246] and since we were interested in isolating and comparing the ARS
response under Baseline and CMS conditions, we decided to adapt the CMS design to remove
stressors related to restraint (restraint in dark/bright light, restraint witnessing), and we substitute
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them with physical stressors that would influence mobility but without restraint (homecage space
reduction, tail suspension, Figure 4.17, page 49, and Table 3.2, page 25).
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Figure 4.17: Adaptation of the CMS paradigm. (A) Original CMS paradigm which included several
stressors that altered the homecage environment (no nesting, no bedding, cage tilt, wet bedding), the social
structure (cage change, cage switching, overcrowding) and mobility or induced fear (water avoidance,
restraint in the dark/bright light, restraint witnessing). (B) Adapted CMS protocol used in the scRNA-seq
experiment. Stressors related to acute restraints were replaced with tail suspension, and homecage space
reduction.

4.2.2 Validation of ARS Efficacy Across Sexes and Conditions

Exposure to an acute stressor activates the HPA axis and ultimately leads to CORT release [42]—
[44]. As such, we validated the effectiveness of the exposure to ARS following the newly design
CMS paradigm measuring circulating CORT levels in males and females before and after ARS
exposure (Figure 4.18, page 50). We therefore exposed a new cohort of male and female mice
to CMS for 21 days and exposed them to ARS alongside mice without previous experience of
chronic stress. We did observe that ARS caused a rapid and steep increase in CORT circulating
levels in both sexes regardless of their history of chronic stress (Figure 4.18B, page 50). As
shown before (“1.3.1 Reactivity and Behavioural Level”, page 9), females showed higher levels
of CORT (Figure 4.18B, page 50) and a bigger CORT response (Figure 4.18C, page 50).
Nonetheless both sexes had a robust CORT response (Female Baseline: 297 + 78.1, Female
CMS: 225 + 113, Male Baseline: 246 + 56.7, Male CMS: 199 + 38.6 ng/ml). However, we did not
observe an increased CORT basal level under CMS (Figure 4.18B, page 50), nor a bigger CORT
response with CMS + ARS (Figure 4.18C, page 50).
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Figure 4.18: Circulating CORT after ARS. (A) Male and female mice were exposed to 15-min ARS
after 21 days of CMS or under baseline conditions. To measure the change in CORT levels due to ARS, a
blood sample was drawn at the beginning of ARS (Basal CORT) and at the end (ARS CORT). (B) CORT
concentrations for each mouse at Basal and ARS timepoints. Exposure to ARS caused an increase in CORT
levels in both sexes regardless of previous chronic stress. RM two-way ANOVA, Tukey’s post-hoc corrected
p-values. (C) CORT response calculated as ARS CORT — Basal CORT. ARS always elicited a clear increase
in CORT which tended to be smaller after CMS. Two-way ANOVA, Tukey’s post-hoc corrected p-values.

Our previous results showed was that the stress score was as potent as the emotionality score
to identify the efficacy of the CMS paradigm (Figure 4.15, page 48 and Figure 4.16, page 48),
we thus validated that the new CMS design was effective in causing a stress state in mice building
just a stress score composed of bodyweight change, and coat state (Figure 4.19, page 51, and
Supplementary Figure 3, page 1317).
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4.3 ScRNA-seq as a Tool for Studying the Stress Response of
the PVN

Since the stress paradigms chosen proved to be robust and effective in both sexes, we designed
the single cell RNA-sequencing experiment using such paradigms and appropriate controls
(Figure 4.20, page 51).
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Figure 4.20: Experimental Design of the scRNA-seq Experiment. (A) Schematic representation
of the scRNA-seq experimental design. Male and female mice received 15-mim ARS with (CMS) or without
(Baseline) a previous history of CMS. Control mice which did not receive any stressors (Baseline/CMS
Control) were sacrificed alongside with stressed mice five hours after ARS. (B) Graphical representation of
the region dissected containing the PVN.

Since our goal was to define the acute stress response under different stress conditions, we used
two cohorts of male and female mice and exposed them to a different combination of stress
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paradigms. In order to define the stress response at Baseline, the first cohort of mice was exposed
to the 15-min ARS without prior chronic stress (Baseline ARS, Figure 4.20A, page 51). A second
cohort of mice, before receiving the ARS, was instead exposed to CMS paradigm (adapted CMS
from Figure 4.17, page 49). As in our previous experiments, also in this cohort of mice the CMS
paradigm successfully elicited a stress phenotype (Figure 4.21, page 52), since CMS mice had
reduced bodyweight gain and deteriorated coat (Supplementary Figure 4, page 132).
Importantly, due to the small size of the PVN (Figure 4.20B, page 571), in order to obtain enough
starting material for a scRNA-seq dataset, we had to resort to animal pooling. Therefore we
selected the five CMS mice and five controls from the cages with a robust response, based on
their stress score (Figure 4.21, page 52 and Supplementary Figure 4, page 132). After sacrifice,
we also collected adrenals and calculated a combined stress score including the normalized
adrenal weight Supplementary Figure 5, page 132).
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The selected mice had a clear stressed phenotype, validating that the CMS exposure did indeed
affect their well-being (Supplementary Figure 6, page 133). Five hours after receiving ARS either
under Baseline or CMS background, the selected mice were sacrificed alongside non-stressed
controls. For each sex and condition, we prepared individual single cell suspensions from the pool
of five manually-dissected PVNs and used the droplet-based system 10x Genomics to generate
scRNA-seq datasets. In order to being able to directly compare cell types and cell transcriptomics
across conditions, the eight individual datasets were firstly pooled in one single dataset and
processed as a whole in the package Seurat (for detailed explanation about pre-processing and
analysis please refer to “3.6 ScCRNA-seq Analysis of Males and Females Samples”, page 29).
The complete dataset consisted of 35,672 cells that passed quality controls, eliminating roughly
30% of the initial cells, a standard percentage for good quality scRNA-seq data [184] (Table 3.5,
page 30). The dataset had a median number of UMIs (unique molecular identifier) of 2118, a
median number of genes of 1149, and median mitochondrial gene content of 0.045 per cell
(Figure 4.22, page 53).
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Figure 4.22: Features of the scRNA-seq Dataset. (A) The joint scRNA-seq was composed of 35,672
cells from eight individual samples, with (B) 1149 median n. of genes, (C) 2118 median UMI, and (D) 0.045
median mitochondrial gene content.

We then used the top 4000 variable genes to perform principal component analysis (PCA) and
used the top 22 PCs to run non-linear dimensionality reduction followed by graph-based
unsupervised clustering using the Uniform Manifold Approximation and Projection (UMAP). Doing
s0, we recognised the three main category of brain cell types in our dataset: neuronal, glial, and
stromal cells. We identified a total of 33 cell clusters, on which we mapped known gene markers
for the PVN [186] (Figure 4.23, page 53 and Supplementary Figure 7, page 134).
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Figure 4.23: Clustered scRNA-seq Dataset. (A) UMAP plot of the clustered scRNA-seq dataset
containing a total of 35,672 single cells. (B) Distribution across the major cell type lineages of the cells:
Neurons (GABAergic, AVP, glutamatergic, mixed), astrocytes, macrophages (microglia, macrophages),
oligodendrocytes (mature, COPs, OPCs), ependyma (ependymal cells, tanycytes), endothelium (endothelial
cells, mixed), perivascular (vascular cells, pericytes), meningeal cells.

Based on their expression pattern, we could divide the clusters in 17 major cell identities: neurons
(GABAergic, glutamatergic, vasopressin, mixed), astrocytes, macrophages (and microglia),
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oligodendrocytes (mature, committed oligodendrocytes precursors (COPs), oligodendrocytes
progenitor cells (OPCs)), ependyma (ependymal cells, tanycytes), endothelium (endothelial cells,
mixed endothelial), perivascular (pericytes, vascular cells) and meningeal cells (Figure 4.23,
page 53, Supplementary Figure 8, page 134, and Table 4.1, page 54). The most abundant cell
population were the astrocytes (33%), followed by neurons (19.8%) and oligodendrocytes
(14.9%), in proportions similar to a recent attempt at counting the absolute number of cells in the
brain [247]. As expected for hypothalamic regions, we also found more GABAergic than
glutamatergic neurons (51% vs 20% of all neurons). In addition, we also identified specialized
subtypes of neurons enriched in the PVN such as the vasopressin-expressing neurons (AVP)
(26% of all GABAergic neurons) [186], [248], [249].

Table 4.1: Cell Types and Markers.

Cell Category Cell Type Markers
Neurons GABAergic Gad1, Gad2, Slc32a1
Glutamatergic Slc17a6

Vasopressin  Avp
Mixed Nrdg4, Stmn2, Syt1, Snap25
Glia Astrocytes Agt, Slc1a3
Macrophages Mrc1, Pf4
Microglia Gpr34, P2ry12
Oligodendrocytes
Mature Mag, Mog, Cldn11
COP Bmp4, Brcal, Pak4
OPC Pdgfra, Vcan
Ependyma
Ependymal cells Ccdc153
Tanycytes Crym
Stroma Endothelium
Endothelial cells Cldn5, Fn1
Mixed endothelial Cldn5, Fn1
Perivascular
Pericytes  Vin, P2ry14
Vascular cells  Acta2, Myh11
Meningeal Cells Nupr1

4.4 Neurons and Glia Show Mild Sex Dimorphism in the PVN

4.4.1 Dimorphisms in Cell Distribution

The brain of male and females is now known to differ at several levels, including structure and
cell composition [138] such as the amygdala and frontal cortex [250]. So, we first used the dataset
to explore the existence of any sex dimorphisms in cell composition in the PVN. For this purposed,
we used the two control groups and looked at the distribution of male and female cells within each
cell type. While no clusters contained only cells from one sex, we did find mild but significant
imbalances in cell distributions in two of them: tanycytes and vasopressin neurons (Figure 4.24,
page 55), a difference that was consistent across the duplicates (Supplementary Figure 9, page

135).
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Figure 4.24: Sex Dimorphism in Cell Distribution. (A) Distribution between control male and female
cells (bar plot) and cluster size as total number of cells per cluster (dot plot). Tanycytes and AVP neurons
are significantly unbalanced (Two-way ANOVA, Sex x Cluster p = 0.036, Tukey’s post-hoc corrected p-
values: pranycytes = 0.0001, pave = 0.0003). (B) Distribution of male and female cells in the three conditions
(Controls, Baseline ARS, CMS ARS) of cell clusters unbalanced in controls: tanycytes and AVP neurons.
Clusters significantly unbalanced (g-values < 0.05) are highlighted with a black border (Fisher’s exact test,
Benjamini-Hochberg post-hoc corrected p-values. (C) UMAP plots of male and female control cells in
tanycytes and AVP neurons.

Of all tanycytes control cells, 66.8% of them were female, an imbalance also present in the
Baseline ARS group (77.6%, g-val = 1.675 x 10-1%), but not in the CMS ARS group (56.8%, g-val
= 0.1687) (Figure 4.24B, page 55, Supplementary Figure 10, page 135). On the other hand,
vasopressin neurons were the second top unbalanced cell cluster with 64.4% of cells being
female. Interestingly, AVP-positive neurons in the Baseline ARS and CMS ARS conditions
inversely were enriched in male cells (Baseline ARS: 58.9%, g-val = 0.0035; CMS ARS: 61.0%,
g-val = 0.0584) (Figure 4.24B, page 55, Supplementary Figure 10, page 135), a potential result
of sex-specific regulation of the vasopressin gene after stress. Overall, our results suggested that
the PVN of males and females is mostly homogeneous in cell composition aside from two
specialized cell types, the tanycytes and the vasopressin neurons. Imbalances in these cells could
be the result of the existence of sex-specific subpopulations of cells or rather just a difference in
absolute numbers. We therefore further explored the tanycytes to verify this hypothesis.

4.4.2 The Case of Tanycytes

Tanycytes are specialized ependymal cells that layer the third ventricle. As a consequence they
are in close contact with the CSF and the hypothalamic nuclei, such as the PVN [251]. Several
subtypes, unique for their location, morphology, and function, including regenerative proprieties
can be identified along the third ventricle. We wondered if the sex difference we observed were
therefore restricted to a specific subtype of tanycytes or not. To do so, we isolated the tanycytes
subclusters and re-clustered them in order to obtain a higher resolution to differentiate them
(Figure 4.25, page 56).
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Figure 4.25: Sub-clustering of Tanycytes. (A) 649 tanycytes cells were extracted from the full dataset
for re-clustering. (B) We identified a total of four subclusters of tanycytes.

We identified a total of four sub-clusters of tanycytes, with a different degree of imbalance
between male and female control cells (Figure 4.26A, page 56). To explore if any of these
clusters had any more relevance over the sex imbalance, we quantified the extent of this
imbalance for each subcluster using only the control cells. Cluster 1 was significantly and strongly
enriched for female cells (Figure 4.26B, page 56). Markers for Cluster 1 were significantly
enriched for genes involved in transcription (positive regulation of gene expression, DNA binding
transcription factor activity, DNA binding transcription activator activity), in developmental
processes (positive regulation of developmental process, blood vessel morphogenesis) and
downstream processes to cell activation (response to peptide, response to hormone) (Figure
4.26C, page 56). Indeed, these cells were characterized by the expression of several transcription
factors known to be involved in regulating development, differentiation, and cell viability such as
the Krippel-like factors (KiIf2, Kif4, KIf6) [252], [253]. Fosb [254], Cyr61 [255], and Big2 [256]
(Supplementary Table 1, page 144).
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Figure 4.26: Contribution of Sub-Cluster 1 to Sex Dimorphism in Tanycytes. Cluster 1 is the
biggest contributor to the imbalance between male and female cells in tanycytes. (A) Distribution of male
and female control cells across the clusters. Black squares show cluster 1. (B) Cluster 1 shows the most
robust enrichment for female cells. Fisher’s exact test, Benjamini-Hochberg post-hoc adjusted p-values. Size
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of the dots represent the extent of imbalance, colour if they are enriched of female (pink) or male (light blue)
cells. (C) Gene markers of cluster 1 are enriched for regulators of gene expression, genes involved in
development and genes involved in response to peptide and hormones. GSEA analysis over GO pathways.

Many of these markers also coincided and showed a similar expression pattern previously
associated to a2 subtypes of tanycytes [257], suggesting that females might be particularly
enriched in tanycytes with proliferative abilities.

4.4.3 Dimorphisms in Transcription

Aside from looking at distribution and clustering of male and female cells, sex dimorphism could
be manifesting also in the basal transcriptional status of cells with otherwise the same identity.
To address this possibility, we run differential gene expression analysis between control male and
female cells with the same cell identity using the Model-based Analysis of Single-cell
Transcriptomics (MAST) algorithm integrated in Seurat. Confirming the quality of the dataset and
our approach, we were able to detect the female-upregulation of Xistin all cell types (Figure 4.27,
page 57). Xist is a X-linked gene involved in the female-specific process of the X inactivation,
therefore it is present only in female cells and results as strongly upregulated [258].
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Figure 4.27: Xist Expression in Male and Female Control Cells. UMAP plots showing the female-
exclusive expression of the X-linked gene Xist.

Aside from genes expressed exclusively in one sex such as Xist, we found that male and female
cells displayed a wide range of number of DEGs, including genes upregulated in female cells and
others upregulated in male cells (Figure 4.28, page 58). Only clusters with small amount of cells
(COP, vascular, macrophages, mixed endothelial, and meningeal) showed a couple or no DEGs
in addition to Xist. Among the other, oligodendrocytes showed the highest difference between
male and female cells (818 DEGs), followed by ependymal and astrocytes (143, 133 respectively,
Figure 4.28A, page 58). For all clusters, female cells expressed more specific genes than males
did, exception made for the GABAergic neurons (Figure 4.28B, page 58).
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Figure 4.28: Overview of DEGs between the Male and Female Control Cells. Male and female
control cells differed for several genes in almost all cell types. (A) Oligodendrocytes displayed the highest
difference between the sexes with 818 DEGs. (B) We identified both female- and male-upregulated genes
in all cell types

Since oligodendrocytes showed the most striking transcriptional difference between male and
female cells, we further explored which types of genes where sex-specific by pathway analysis.
We analysed separately female-upregulated and male-upregulated DEGs with the goal to identify
which pathways where more prominent in females and which in males, respectively (Figure 4.29,
page 59). Both male and female up-regulated genes included pathways involved in development
and myelin (female: myelination, adherens junction assembly, regulation of cell morphogenesis
involved in differentiation, synapse organization, male: ensheathment of neurons), suggesting
that male and female oligodendrocyte might have different morphology and myelin sheaths might
be different. Additionally, male cells were enriched in genes associated to cell responses to stress.
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Figure 4.29: Pathway Analysis on Female- and Male-Upregulated Genes in Control
Oligodendrocytes. Pathway enrichment analysis on the platform Metascape.org for the (A-B) female-
upregulates and (C-D) male-upregulates genes in control oligodendrocytes. (A, C) Clustered network for the
top enriched pathways. (B, D) Ranking of the pathways based on their adjusted p-values (g-value). Colours
match network colouring.
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4.5 The Transcriptional Response to ARS is Sex- and Cell-
Type-Specific

Sex can influence the identity of brain cells, as shown above, but also their activation to stimuli,
such as stressors. We used our clustered dataset to explore this hypothesis in relation to ARS,
defining the baseline acute stress response of the male and female PVN. To do so, we performed
differential gene expression analysis using MAST integrated in Seurat for each cell type on the
samples that received ARS at Baseline and respective controls. The analysis identified several
DEGs in both sexes. Interestingly, the females had 1.3 times more DEGs than males (479 vs 325)
and only a small fraction of them (137 genes) was actually shared between the two (Figure 4.30A,
page 60, and Supplementary Figure 12, page 137).

These overlapping DEGs were interestingly enriched for interactors of transcription factors known
to coordinate stress-responsive molecular pathways such as Esr1, Atf2, lIf3, Hit, Ctnnb1, Nfkb1
and importantly Nr3c1, the gene that encodes for the glucocorticoid receptor — a major player in
the stress response[259] (Figure 4.30B, page 60). The higher number of DEGs in females was
the results of showing more responsive cell types, since overall females did not show consistent
higher number of DEGs across all cell types. Instead, we found that the transcriptional response
to acute stress is encoded in different cell types of the brain with a mix of up- and down-regulated
genes: 15 cell clusters in females and 8 in males had at least one DEG (Figure 4.30C, page 60,
and Supplementary Table 2, page 145).
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Figure 4.30: The Transcriptional Response to ARS of Male and Female Cells. Baseline ARS
and respective controls were used to define the basal transcriptional response to ARS for females and
males. (A) When collapsed across cell types, females have more DEGs than males with limited overlap. (B)
Transcription factor protein-protein interaction analysis on the 137 DEGs shared between males and females
under Baseline background. Top ten transcription factors significantly enriched. Left side shows individual
contribution of DEGs to the enriched transcription factors. Right side ranks transcription factors by
significance. Transcription factors are coloured based on their network of belonging. (C) Distribution and
directionality of the DEGs is specific to the cell type and sex.
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Most of these responses were largely unique to the cell type (Figure 4.31, page 61). Even the
most responsive cell types shared only few DEGs with other cell types. For example, female
GABAergic neurons showed a total of 329 DEGs, of which only 48 were shared with other cell
types, especially astrocytes (15) and oligodendrocytes (7) (Figure 4.31A, page 61). Similarly,
male endothelial cells had a total of 261 DEGs of which only 17 and 5 DEGs were in common
with astrocytes and oligodendrocytes respectively (Figure 4.31B, page 61). Since some cell types
(such as astrocytes, oligodendrocytes, endothelial cells, ependymal cells, vasopressin neurons,
and pericytes) were stress-responsive in both sexes, we also explored how much the response
for each cell type overlapped between sexes. A similarity index based on the DEGs overlap
(Figure 4.32, left panel, page 61) showed that only the top 3 most responsive cell types, namely
astrocytes, oligodendrocytes, and endothelial cells, had any degree of similarity (Figure 4.32,
right panel, page 61). Collectively this demonstrated that exposure to an acute stressor elicits a
transcriptional response in the PVN in several glial and neuronal cell types, which is mostly unique
to the cell type and differs substantially between males and females.
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Figure 4.31: Overlap Pattern of DEGs Between Cell Types. Upset plots for the (A) female ARS
and (B) male ARS response showing small overlap in DEGs between different cell types. Panels on the left
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the number of DEGs shared between the different cell types.
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4.5.1 The Case of the GABAergic Neurons

Among all cell types that showed a transcriptional response to ARS, GABAergic neurons stood
up for their high number of DEGs and their strong selectivity to females. GABAergic neurons are
also the most abundant neuronal population in the PVN and known to regulate the general activity
of the region [249]. A sex-specific reactivity to stress of this neuronal population could therefore
contribute to the different responsivity of the HPA axis of females and males. We thus explored
the DEGs we detected in the GABAergic neurons to see if they could indeed explain a different
basal response to ARS.
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Figure 4.33: Gene Ontology Analysis on ARS-induced DEGs in Female GABAergic
Neurons. Pathway enrichment analysis on the platform Metascape.org for the 329 DEGs from the female
GABAergic neurons identified several pathways. (A) Clustered network for the top enriched pathways. (B)
Ranking of the pathways based on their corrected p-values (g-value). Colours match network colouring.

We performed a pathway analysis with the help of the online platform Metascape.org using the
329 DEGs detected in the female GABAergic neurons. Several pathways were significantly
enriched in our sample (Figure 4.33, page 62, and Supplementary Table 2, page 145), including
cellular stress-related pathways such as cellular responses to stress, and HSP90 chaperon cycle
for steroid hormone receptors. We also identified genes associated to oxidative phosphorylation,
glucagon signalling pathway, and glycolysis and gluconeogenesis that suggested a change in
cellular activity of these neurons. In addition, protein localization and production (positive
regulation of protein depolymerization, regulation of cellular protein localization), and RNA activity
(metabolism of RNA, RNA splicing, metabolism of RNA) were also affected. Finally and
importantly, the gene ontology analysis also suggest that these neurons show a change in their
GABAergic synaptic activity and organization (synapse organization, transmission across
chemical synapses, vesicle-mediated transport in synapse, GABA synthesis, release, reuptake
and degradation). Overall, the pathway analysis suggests that the female GABAergic neurons
are engaging cellular stress systems that lead to a remodelling of their cellular and functional
activity.



RESULTS The Transcriptional Response to ARS is Sex- and Cell-Type-Specific

Given that we found a high number of genes deregulated, we wondered if these genes shared
any common regulatory mechanisms. Thus, we then explored if these genes shared any TF
regulators. We used the platform EnrichR to assess this question. Twenty-two transcription
factors were significantly enriched as interactors of the 329 DEGs found in female GABAergic
neurons (Figure 4.34, page 63 and Supplementary Table 3, page 146). Interestingly, the
estrogen receptor a, ESR1, was the most significant enriched TF, being overrepresented as
interactor among the DEGs. Altogether our results suggest that GABAergic neurons show a
prominent sex difference in their response to ARS and estrogen could be an important player for
this regulation.

Transcription Factor PPIs

0 5 10 15 20
-log10 (adjusted p-value)
Figure 4.34: Estrogen Receptor a is Enriched among the GABA’s DEGs. Transcription factor
protein-protein interaction analysis on the 329 DEGs of female GABAergic neurons after ARS under
Baseline background. Top ten transcription factors significantly enriched. Left side shows individual
contribution of DEGs to the enriched transcription factors. Right side ranks transcription factors by
significance. Transcription factors are coloured based on their network of belonging.

4.5.2 Ovariectomy Eliminates GABAergic Response to ARS

Since GABAergic neurons showed a female-specific response to ARS and that circulating steroid
hormones could be involved this sex-specificity, we further explored the role of estrogens in
influencing GABAergic transcriptional response to ARS. To better isolate the role of estrogens in
determining the strong GABAergic response, we repeated the experiment with females without
circulating estrogens. The ovaries — the source of circulating estrogens — were surgically removed
from sexually mature female mice (OVX Control/ARS) before exposing them to the same stress
protocol and single cell RNA sequencing procedure explained above (Figure 4.35A, page 64).
Effective ovariectomy was validate through vaginal smears (see Material and Methods chapter
“3.1.2 Ovariectomy”, page 23). In addition, female mice that were not used in the single cell RNA
procedure, were sacrificed to inspect their uterus. Uteri of OVX were on average less than a third
in weight of normal uterus, as a result of uterus atrophy subsequent to removal of circulating
estrogens [260].

63



64

RESULTS The Transcriptional Response to ARS is Sex- and Cell-Type-Specific

*
A Acute restraint Single cell B
—k OVX  JH_estrus monitoring }—{ stress |—  sequencing  }>» 90
D11 D32 D33 +15min +5h =80
Go S ———— seseine Conval>
. =
d K — — — @—— Baseline ARS > 5
=50
OVX Control > 840
[9)
5 30
20
10

. —@ — OVXARS >
$
intact ovX

Figure 4.35: Experimental Design of the OVX scRNA-seq. (A) Schematic representation of the
groups and timeline for the OVX scRNA-seq. Timeline was matched to the Baseline dataset already
available. (B) Uterus size of OVX mice not used in the scRNA-seq experiment and female mice as
comparison. OVX mice showed the characteristic uterus atrophy. Unpaired two-tailed t-test. p = 0.0211.

The new dataset obtained from the merged control and ARS cells consisted of 7,693 single cells
that passed quality control (Figure 4.36, page 64). Quality control eliminated roughly 28 % of the
initial identified cells (Table 3.7, page 33), similarly to the first dataset (Table 3.5, page 30).
Overall the dataset had a median number of UMIs of 2364, a median number of genes of 1260,
and median mitochondrial gene content of 0.043 per cell (Figure 4.36, page 64), very similar to
the first dataset (Figure 4.22, page 53).
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Figure 4.36: Features of the OVX scRNA-seq Dataset. (A) The OVX scRNA-seq was composed of
7,693 cells from eight individual samples, with (B) 2364 median n. of genes, (C) 1260 median UMI, and (D)
0.043 median mitochondrial gene content.
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As for the previous dataset, we performed PCA using the top 4000 variable genes and used the top 21 PCs
and a resolution of 1.2 to run non-linear dimensionality reduction followed by graph-based unsupervised
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clustering using UMAP graphing. We identified an initial count of 22 clusters of neurons, glia and stromal
cells (Figure 4.37A, page 65).
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Figure 4.37: Clustering and Label Assignment of OVX scRNA-seq Dataset. (A) UMAP plot of
the clustered OVX dataset with a total of 7,693 single cells. clustered dataset (B) Clustered dataset with the
17 cell identity labels transferred from the male-female dataset (inset).

In order to allow for a direct comparison between previous results and genes deregulated in the
OVX samples, we had to make sure that the same type of cells was assigned the same identity.
To assure this, instead of mapping known markers genes on the identified clusters, we transposed
cell identities from the first dataset to the OVX cells with the label transfer functionality within
Seurat. This procedure allowed us to remap all cells into the original 17 cell identities (Figure
4.37B, page 65, and Supplementary Figure 13, page 138), including the cluster of GABAergic
neurons. Overall, the OVX sample had a distribution among major cell types similar to the
baseline samples (Supplementary Figure 14A, B, page 139). In terms of detailed balance
between individual cell types that showed imbalances between male and female cells, OVX cells
distributed often more similarly to females in neuronal populations (AVP neurons, GABAergic
neurons, mixed neurons) and more similarly to males in glial populations (astrocytes,
oligodendrocytes, macrophages) (Supplementary Figure 14C, D, page 139).

We then performed differential gene expression analysis between controls and ARS OVX
samples with the goal to identify how much of the GABAergic ARS response was changed due
to the removal of circulating estrogens. As in male and female baseline samples, we were able
to detect DEGs in several populations beyond GABAergic neurons, which were mostly unique to
the cell type (supp Supplementary Figure 15, page 140) and had a different degree of similarity
with either male or female response.

In support of the idea that GABAergic response is strongly led by circulating estrogen, OVX
GABAergic neurons showed only 6 DEGs instead of the 329 of females, and only half of them
were in common with females (Figure 4.38A, page 66). To confirm that this lack of overlap was
not due to an artificial lower resolution in the differential gene expression and p-value calculations
and to explore if the surgery had increased the similarity with males, we used a rank-rank
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hypergeometric overlap (RRHO) analysis to explore the whole transcriptome. The RRHO
approach allows to evaluate the correlation between two differentially expressed transcriptomes,
in this case the change between OVX and females and OVX and males. While OVX females lose
all female DEGs, their transcriptome was still quite similar to females and did not increase its
similarity to males (Figure 4.38B, page 66).
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Figure 4.38: Similarity of OVX Differential Expression with Male and Female in GABAergic
Neurons. (A) OVX females had an extremely reduced number of DEGs after ARS when compared to
females and only half of them were in common with non-ovariectomized females. (B) RRHO shows that
despite the small overlap in DEGs, on a macroscopic scale, the OVX transcriptome was still quite more
similar to females than males.

4.6 CMS Modulates Cell-Type-Specific Responses to ARS

Exposure to chronic stress modulates the response to an acute stressor of the individual [49].
Having shown that ARS response is cell-type-specific in the PVN and it is influenced by sex, we,
explored if the modulation from chronic stress can also be detected at the single cell level and if
it sex-specific. So, we explored the impact of CMS onto the previously described ARS
transcriptional responses, running a differential gene expression analysis with the second half of
our dataset (CMS control and CMS ARS cells). To being able to directly compare the results, we
performed the analysis following the same parameters and procedure as before.
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Figure 4.39: Overview of the ARS Response by Sex and Stress Background. Number of DEGs
per cell type in each of the four conditions. GABAergic and glutamatergic neurons, oligodendrocytes and
endothelial are the top responders.

Both sexes showed new stress cell-type-specific signatures which differed from Baseline both by
extent and involvement of cell types (Figure 4.39, page 67). To identify which cell type was
affected the most, we described each of our cell clusters by the extent (as in number of DEGs)
and magnitude (as in the absolute median log fold change) of their stress and calculated the
distance for each cluster between CMS and Baseline response (Figure 4.40, page 68). Doing so
we obtained a susceptibility score for each cell type within each sex (Figure 4.41A, page 68) that
allowed us to identify susceptibility range between cell types. To establish which cell type
displayed the highest susceptibility to stress background across sexes, we then calculated the
sum of distances between males and females (Figure 4.41B, page 68). This approach identified
a range of susceptibility in which astrocytes, ependymal and pericytes ranked the lowest, while
endothelial cells, GABAergic neurons, and oligodendrocytes showed a mild to prominent
susceptibility to the background. Interestingly, glutamatergic neurons also showed a strong
susceptibility, but selectively in females (Supplementary Figure 16, page 7140). In addition,
oligodendrocytes ranked the top cluster with a calculated susceptibility score of 4.92, more than
twice the score of the second ranked (2.40). To support this finding, we also evaluate the
susceptibility to the change in stress background with a second complementary approach. We
explored how similar or different the stress response in terms of DEGs was between conditions
(Supplementary Figure 17A, B, page 141) and measure this similarity by a similarity index (SI)
built in the same as the one used in the previous section (Supplementary Figure 17C, page
141). In addition, to highlight if the response was changing decreasing in size or increasing in size
after CMS, we gave negative Sl values to the former and positive to the latter. This
complementary approach confirmed that CMS effect on ARS response is cell-type- and sex-
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specific and additionally highlighted that the changes we previously identified for the
oligodendrocytes were happening in opposite directions for the two sexes.

Overall, these results suggest that previous exposure to chronic stress influences the ability of a
cell to respond to an acute stressor. This effect is modulated not only by the identity of the cells
but importantly also by sex and is especially pronounced in oligodendrocytes.
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4.7 Sex and Stress Modulate Stress Responsivity in
Oligodendrocytes

Oligodendrocytes are dynamic glial cells that in recent years have been recognized as active
players in stress-related disorders [261], making their sex-specific susceptibility an interesting
finding in the context of psychiatric disorders. In contrast to cell types with low susceptibility (such
as astrocytes, Supplementary Figure 18, page 141), the ARS response of oligodendrocytes
showed limited overlap in DEGs between Baseline and CMS backgrounds for both sexes (Figure
4.42A, page 69 and Supplementary Figure 17A, B, page 141). While their absolute overlap was
limited, their S| were higher than expected due to striking difference in the total number of DEGs
between the two conditions (Supplementary Figure 17C, page 141 and method section “3.6.5
Stress Background Susceptibility Analysis”, page 32). Female smallest response was less than a
third of the other and male smallest response was 14 times smaller (Figure 4.42A, page 69).
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Figure 4.42: ARS Response of Oligodendrocytes. (A) Overlap between baseline and CMS ARS
response for each sex. (B) Shared genes between baseline and CMS ARS responses in females and males
represented by the logFC in each condition. Background colours show density distribution of genes.

Interestingly, as presented in the previous chapter, the Sl already suggested the smallest
response in the two sexes did not coincide with the same condition. In females, the biggest
response to ARS was detected at Baseline (94 DEGs) while the smallest (27 DEGs) was the
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response to ARS under CMS, indicating that CMS largely blunted the ARS response in female
mice. On the other hand, male mice showed the opposite effect: 46 genes responded to ARS at
Baseline, but 625 were identified after ARS under CMS background. While the shared DEGs for
females were proportionally more, many of these genes were regulated in opposite directions;
whereas the shared genes in the male samples were mostly consistent in direction (Figure 4.42B,
page 69). We then checked if this characteristic was true for the whole transcriptomes or only
limited to these shared DEGs with a RRHO analysis. We found a pattern similar to the ones
observed for shared DEGs (Figure 4.43, page 70). Females indeed show two major groups of
genes that were deregulated similarly: one upregulated in both stress backgrounds and one
upregulated in baseline conditions but downregulated in CMS conditions. In males, only
correlations between same-direction changes were identified, even if weaker than females.
Overall oligodendrocytes displayed prominent sex differences in stress responsivity.
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Figure 4.43: RRHO Analysis on the Differential Transcriptomes of Oligodendrocytes. RRHO
analysis showed a different pattern of correlation between baseline ARS and CMS responses for female and
male samples. Each differentially expressed gene is expressed by its p-value ¢ sign of logFC and ranked
along the x and y axis.

4.7.1 Stress Alters the Strength and Balance of Interactions Between
Oligodendrocytes and Neurons

Aside from generating the myelin sheaths wrapped around neurons, oligodendrocytes also
contribute to maintaining regional homeostasis, sensing the change in the environment, and
bidirectionally exchanging information with neurons contributing to axonal maintenance and
synaptic function [262], [263]. Because of their tight interaction with neurons, we investigated if
the high susceptibility to stress background impacted anyhow on the relationship between these
two cell types. To address this question, we built cell-cell interaction networks using the R
package CCInx [196] to quantify ligand-receptor interactions as edge weights between
oligodendrocytes and neurons. CClnx uses transcriptional information for each cell in the
oligodendrocytes or neurons clusters to assess how strongly co-expressed pairs of receptor-
ligands are in terms of edge weights. Because we were interested in assessing the bidirectional
interactions between oligodendrocytes and neurons, we evaluate both possible types of pairs:
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pairs in which oligodendrocytes contributed with a ligand interacting with a receptor in neurons
(Oligo Ligand); pairs in which oligodendrocytes contributed with a receptor engaged by a ligand
in neurons (Oligo Receptor). We calculated the edge weights for receptor-ligand pairs in each of
the eight conditions (Female/Male, Baseline/CMS, Control/ARS) and then compared each pair of
control-ARS samples to evaluate how much each gene pair changed. A permutation analysis was
used to assess which of the receptor-ligands pairs significantly changed strength in response to
ARS. We found that several receptor-ligand pairs were altered by ARS exposure in a way that
seemed unique to sex (Figure 4.44, page 71 and Figure 4.45, page 72). Importantly, we saw that
deregulated pairs could either become weaker, stronger, be lost, or acquired after ARS (Figure
4.45, page 72).
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Since the oligodendrocytes-neurons networks was indeed affected, we then explored if one
direction of communication (OL Ligand or OL Receptor) was preferentially altered. ARS received
under Baseline background caused changes in both directions to a similar extent (Figure 4.46,
page 72). On the other hand, oligodendrocyte-neuron interactions after CMS ARS were affected
unevenly in males, corroborating the idea of a male-specific susceptibility. The biggest
contributors to these differences were the pairs unique to controls (Supplementary Figure 19,
page 142).
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Figure 4.46: Distributions of the Change in Edge Weights for the Significantly Deregulated
Receptor-Ligand Pairs. Distribution of the change in edge weights (ARS - control) for each condition
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To understand if this unevenness impacted on the balance in the directionality of communication,
we looked directly at the distribution of strength of all receptor-ligand pairs in each state (Control,
Baseline ARS, and CMS ARS) and compared the distribution of the two directions (Figure 4.47,
page 73). In control conditions, outputs from oligodendrocytes to neurons (Oligo Ligand) were
stronger than inputs (Oligo Receptor). After ARS, this relationship still existed in Baseline
background, but was lost with the CMS background, due to an overall decrease in ligand strength
of the output direction (Oligo Ligand). This suggests that the exposure to ARS after CMS
preferentially weaken the output direction from oligodendrocytes to neurons, possibly causing an
imbalance in communication with neighbouring neurons.
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Figure 4.47: Distributions of Edge Weight for Significantly Deregulated Receptor-Ligand
Pairs. Distribution of edge weight for each receptor-ligand pair within each condition (Control includes both
backgrounds collapsed). After the combination of chronic and acute stress, Oligo Ligand pairs with high
strength are selectively lost. Three-way ANOVA, pairwise comparisons, Tukey’s post-hoc corrected.

4.7.2 Male Oligodendrocytes After CMS ARS Are Shifted Towards
Immature Stages

Since the interactions between neurons and oligodendrocytes change along their developmental
trajectory [264] and oligodendrocytes actively proliferate and mature throughout the adult life
[265], we hypothesized that stress exposure might affect the developmental state of
oligodendrocytes in a sex-specific way. In an effort to explore this further, we performed a
pseudotime trajectory analysis on all clusters belonging to the oligodendrocyte lineage (OPCs,
COPs, and three mature oligodendrocytes clusters, Figure 4.48A, page 74). The isolated clusters
were first re-clustered (Figure 4.48B, page 74), before importing them in monocle3 for
pseudotime computation [200]-[202]. The re-clustering allowed to obtain a better spatial
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resolution of cell identities and developmental progression, showing a possible continuity between

clusters.
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Figure 4.48: Clustering of Oligodendrocytes for Pseudotime Analysis. Clusters belonging to
the oligodendrocyte’s lineage (Oligodendrocytes, COP, OPC) were re-clustered for pseudotime analysis.
(A) UMAP plot of the original clusters showing three mature, one committed progenitor and one progenitor
clusters. (B) UMAP plot of the isolated oligodendrocytes cells re-clustered before pseudotime analysis.
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For each cell, we then computed a pseudotime value which ranged from 0 (immature) to 30
(mature), which successfully ordered cells from OPCs to COPs and then to mature

oligodendrocytes (Figure 4.49, page 74).
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Figure 4.49: Pseudotime Analysis. Pseudotime analysis assigned pseudotime values to each cell. (A)
UMAP plot of re-clustered oligodendrocytes cells coloured by pseudotime values. Circled 1 indicates the
root for the pseudotime calculation. (B) Pseudotime values for each cluster. Analysis successfully ordered
immature (OPC cluster) to mature cells (Oligodendrocytes clusters).

Comparing the pseudotime distribution of control and CMS ARS cells showed a significant shift
of male cells toward more immature stages: 50% of all male cells were contained in a smaller
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pseudotime interval than the control one (1.6 points less, 90% smaller) (Figure 4.50, page 75).
Females, on the other hand, did not show any significant differences, nor did any sexes after
Baseline ARS (Figure 4.51, page 75). All in all, the pseudotime analysis suggests that exposure
to a combination of chronic and acute stress causes a shift in the maturation state of male
oligodendrocytes in the PVN.
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Figure 4.50: Distribution of Male and Female Oligodendrocytes Cells Along the
Pseudotime for CMS Background. Pseudotime analysis reveals a shift toward more immature stages
in male cells under CMS background. Inset graphs show cumulative curves for cell distributions
(Kolmogorov-Smirnov test).
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Figure 4.51: Distribution of Male and Female Oligodendrocytes Cells Along the
Pseudotime for Baseline Background. Pseudotime analysis did not detect any difference in cell
distribution along the maturation stages. Inset graphs show cumulative curves for cell distributions
(Kolmogorov-Smirnov test).
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4.7.3 Stress Exposure Impacts on the Morphology of Oligodendrocytes in
a Sex-Specific Way

Along their development from progenitor to mature cells, grey matter oligodendrocytes generate
several branches and ramification to make contacts with the surrounding cells [265], [266].
Considering that our bioinformatical approaches suggested that after CMS male oligodendrocytes
showed a more immature profile and a different interaction with neurons, we hypothesised that
these would reflect in possible morphological changes. In order to characterize the morphology
of oligodendrocytes in the PVN, we labelled the cell body and the projections of mature
oligodendrocytes by immunostaining for the protein Tmem10 [267] and confirmed the identity of
these cells with the marker Olig2, a pan-oligodendrocyte marker [268] (Figure 4.52, page 76).
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Figure 4.52: In Vivo Morphology of Oligodendrocytes. Inmunofluorescence was used to observe
the in vivo morphology of oligodendrocytes in the PVN. (A) Schematic representation of experimental design.
Two slices per animal for an average of 14 cells per animal and 6 animal per condition were used. (B)
Representative tiled images of oligodendrocytes traced in the PVN. Cells were stained for Tmem10, Olig2,
and DAPI. (C) Example of Tmem10 signal used for tracing.

We then traced the cell morphology in animals after CMS ARS or controls. We did not observe
any differences in soma size between sexes or condition (Figure 4.53A, page 77), however we
did observe that female cells had higher total length of processes (Figure 4.53B, page 77).
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Figure 4.53: Complexity Analysis on PVN Oligodendrocytes. Complexity analysis on the male
and female traced oligodendrocytes in the PVN revealed no differences in (A) soma size, but a sex-effect
for (B) the total length of processes, since female cells show on average longer processes. (C) Stress
exposure mildly reduced the average length of primary processes. Linear nested mixed-effect models. N
cells: F CMS =97, F ctrl =82, M CMS =81, M ctrl = 64.

We also observed a statistical trend for a condition effect on the average length of primary
processes (Figure 4.53, page 77), since stress cells tended to have shorter primary processes
on average. This suggests that CMS exposure can indeed altered cell morphology. None of the
other parameters measured showed any statistically significant effect of sex or condition (Figure
4.54, page 78).
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Figure 4.54: Complexity Analysis on PVN Oligodendrocytes. Complexity analysis on the male
and female traced oligodendrocytes in the PVN revealed no differences in the: (A) total number of processes,
(B) average length of processes, (C) number of primary processes, and (D) total length of primary processes.
Linear nested mixed-effect models. N cells: F CMS =97, F ctrl =82, M CMS =81, M ctrl = 64.

We further explored the ramification structure of these cells with a Sholl analysis (Figure 4.55A-
B, page 79) and identified a significant interaction between sex and condition. Male
oligodendrocytes after CMS ARS appeared less complex with significant less ramified branches.
The Sholl analysis also confirmed the existence of sex dimorphism in the size of oligodendrocytes,
since female cells had on average approximately 6 ym longer maximal extensions (max radius
for female control 42.11 ym (+ 4.86), CMS ARS 38.20 ym (+ 3.94); male control 35.15 ym (+
5.85), CMS ARS 33.91 ym (+ 5.69)) (Figure 4.55C, page 79). Maximal extension was also mildly
affected by stress exposure (control 38.63 + 6.29 yum, CMS ARS 36.06 + 5.17 um) (Figure 4.55C,
page 79).
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Figure 4.55: Sholl Analysis on PVN Oligodendrocytes. Sholl analysis was performed with a 5um
radius step to characterize the ramification of cells showing sex and sex x condition effects. (A)
Representative skeletons of male and female oligodendrocytes and sholl steps. (B) Sholl analysis on
branching of female (left panel) and male (right panel) oligodendrocytes shows a sex x condition effect on
cell (linear nested mixed-effect model). Inset plots show cumulative distribution of intersections. (C)
Maximum radius in the Sholl analysis. Female oligodendrocytes extended further from the soma, while stress
exposure mildly reduced this parameter. N of traced cells: F CMS = 97, F ctrl = 82, M CMS = 81, M ctrl =
64.

While we saw clear difference in the intersections and the maximal extensions of these cells, the
calculation of the area under the curve (AOC) of the Sholl analysis did not show any significant
difference (Figure 4.56, page 79).
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Altogether our results combined demonstrated evidence of a sex-specific transcriptional response
to stress in the PVN and identified multiple cell types contributing to this dimorphism. In addition,
we showed that these differences can reflect on cell morphology in vivo, providing the valuable
example of oligodendrocytes.

4.8 Data Availability

To ensure that our dataset could contribute to the work of other researchers interested in sex
differences and/or stress, we opted for making our data available online. SCRNA-seq data can be
quite inaccessible, however, to researcher without bioinformatics and coding resources. To allow
therefore for our dataset to be as accessible as possible, we generate an online web interface
that allows to query specific information inside our already processed dataset. To do so, we
created a shiny app with the help of the R package ShinyCell v. 2.1.0 [215]. Shiny apps are R-
based apps that allows to create an interactive interface easy to personalize and upload online.
ShinyCell has been specifically developed for sharing scRNA-seq data, which allowed us to easy
upload our dataset in a robust and well-designed structure without the need of building the whole
app from scratch. SchinyCell relies on the standard R packages shiny, shinyhelper [216], [217]
and is an open-source code which also enabled us to make modifications to the layout and the
interface as we pleased, including adapting the colour scheme to match our lab website
(https://alonchenlab.com/). The app we built contains an initial description of the dataset (Figure
4.57, page 80) and several tabs that allow to query the full clustered dataset described in this
thesis.
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A Single Cell Dataset of Male and Female PVN
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Reference: Brivio E., Kos A., Karamihalev S., Ressle A, Stoffel R., Stelzer G., Schmidt MV., Lopez JP., Chen A. Sex shapes cell-type-specific transcriptional signatures of stress in the mouse hypothalamic paraventricular nucleus , (2022) doi: [Link]

This webpage was modified from ShinyCell

Figure 4.57: Homepage of the Interactive Web Interface. ShinyCell was used to develop a web
interactive app containing the processed and cluster scRNA-seq dataset.

Among the other available functionality, researchers can also explore the clustering and query for
specific genes of interest (Figure 4.58, page 81), and look for gene co-expression patterns
(Figure 4.59, page 87). The app also allows for creating heatmaps, violin plots of the queries of
interest and cell distribution plots.
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Male and Female PVN

Figure 4.58: Example of a Tab within the Interactive Web Interface. The first tab within the
interactive app allows explore the clustering by any variable of interest (left side) and query for any gene of
interest (right side).

Male and Female PVN

Figure 4.59: Example of a Tab within the Interactive Web Interface. The app allows for the
exploration of gene co-expression patterns.

The app containing the male-female dataset will be available online upon publication of the data
in a peer-reviewed journal. We hope that other researcher and their research will benefit from
accessing our dataset.
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5 | Discussion

Sex biases in prevalence, progression, and treatment of psychiatric disorders are commonly
observed in clinical settings (“1.1 Psychiatric Disorders and Sex Dimorphism”, page 3). The
development of several of these disorders is heavily influence by stress exposure, an
environmental factor processed by the stress system which not surprisingly also presents several
sex differences in its activation, and cellular and molecular composition (“1.2 The Stress System
and the Stress Response”, page 5, and “1.3 Sex Dimorphism in the Stress System”, page 8).
Recent studies have suggested that some of the molecular differences observed after stress
could arise by a different cell-type contribution in males and females (“1.4 Single Cell
Transcriptomics for the Investigation of the Brain”, page 14). However, the lack of single-cell
resolution studies delayed the ability directly verify this hypothesis.

In this thesis, we generated the first scRNA-seq dataset to specifically explore adult sex
differences in response to stress in the PVN, the central coordinator of the HPA axis. We showed
that different cell types in the PVN express a different degree of sex differences in their
transcriptome. These cell-type-specific transcriptomes change in response to acute stress in a
substantially different way between sexes. Additionally, previous stress exposure modulates
these responses in a sex- and cell-type-dependent way in both neuronal and non-neuronal cell
types. We used this dataset to identify cell populations worthy of further investigation for exploring
sex differences in stress. Vasopressin and tanycytes showed demarked dimorphisms in cell
distribution; GABAergic neurons were especially strong responders to acute stress, selectively in
females, possibly because of a direct action of circulating estrogen; Oligodendrocytes had the
most abundant transcriptional differences between controls and were the most affected by the
interaction between sex and history of stress. Finally, to demonstrate the possible impact of our
dataset, we provided a deep characterization of the oligodendrocytes. We established that the
transcriptional response after stress can be the reflection of changes in cell development and
interaction with surrounding cell types such as neurons. Our bioinformatic approach further led
us to identify an in vivo morphological defect in these oligodendrocytes. In conclusion, we believe
this dataset is providing several new directions for exploring sex differences in stress. The most
relevant of them are discussed in the next chapters in combination with their limitations.

5.1 Stressed Behavioural Phenotype

The main goal of our project was to obtain a reliable dataset to compare the stress response in
males and females. In order to achieve this, we carefully selected stressors that would be
administered without biases to both sexes. Our choices of acute restraint stress and chronic mild
stress were successful and elicited an acute and a chronic stress state in both sexes. Indeed,
ARS animals showed strong CORT responses and CMS animals showed a classical reduced
bodyweight gain and deteriorated coat state. While these parameters clearly showed us that the
stressors were effective, CMS mice did not show any alteration in thymus size or in basal CORT
levels and only a moderate enlargement (~15%) in adrenal size. We did not observe any
increased basal CORT levels in CMS animals neither when we measured it in the afternoon
(Figure 4.4, page 40), nor in the morning (Basal CORT in Figure 4.18, page 50).
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Strong changes in these physiological parameters are generally expected when using strong
chronic stress paradigms such as CSDS and CVS [186], [269], [270], however CMS is specifically
designed to apply just a mild stress pressure on the individuals, resembling a more naturalistic
set-up [271]. Other studies before us often did no observe any thymus size change and small
adrenal size changes [272], and it is not uncommon for CMS to not show basal changes in CORT
and organ size [235]. We also did not observe sex differences in the susceptibility to these stress
paradigms, while some works before us did [273], [274]. On the other hand, we did saw bigger
organ size and higher basal CORT levels in females, a well-known physiological characteristics
of females in comparison with males [44], [90].

Interestingly, while exposure to CMS did not change basal CORT levels, it seemed to blunt the
CORT response to ARS (Figure 4.18, page 50). While we had no expectations regarding change
in CORT response with or without a history of chronic stress, we are not the first to observe this
effect of CMS over CORT response elicited by acute stress [275]. Differently, Borrow et al.
detected this phenomenon when exposing mice to CMS and ARS but only in the afternoon, and
not in the morning when CORT levels are higher [275]. While we cannot draw a direct relationship
between PVN activation levels and downstream CORT amount produced, it is interesting to note
that similar effects have been observed when evaluating PVN activation through cFOS
measurements [145]. Elevated platform stress for instance, has been shown to increase cFOS
levels in the PVN. When male mice were exposed to chronic restraint stress right before the EPM,
the level of PVN activation was still increased by EPM but to a lesser extent. A resting time
between the two stressors in females, on the other hand, led to a stronger PVN activation [145],
suggesting the existence of complex sex-specific mechanisms we are still far from understand.
More basic research is needed to understand exactly how different stressors can impact on the
HPA activation, which of these processes could be indeed maladaptive and how it relates to the
downstream release of CORT. Nonetheless, the CORT response to negative emotions in
depressed patients is also blunted in a way similar to our stress models [108], [109], suggesting
these could be valuable models for also getting more insight on psychopathologies.

In addition to CORT measurement, the overall behavioural assessment was successful at
confirming the impact of CMS on the mice wellbeing. The use of combined scores allowed us to
describe a complex stress phenotype in both sexes. Nevertheless, often individual tests did not
detect any significant differences, For example, while anhedonia is classically described as one
of the behavioural alterations in response to stress [235], [237], we did not detect any reduction
in sucrose preference in CMS mice. Extensive reports in literature have already highlighted
however the inconsistency of this test supporting the idea it might just be a lack of resolution of
the test itself [276]. In addition, females have been often described as more susceptible to stress
in general, also from a behavioural point of view [277]. Despite this, we did not find any sex
differences in the stress-dependent behavioural changes, while we did observe the expected
basal sex differences such as increased locomotion and exploration in females [235], [242]. It is
important to note that current literature provides many contradicting results regarding sex
differences in the stressed behavioural phenotype [235]. Due to the lack of standardisation in the
development of chronic stress paradigm in both sexes and the fact that many factors can alter
the behavioural outcome, from the strain of the mice [278], to the housing strategy and the testing
strategy [11], [242], it is often difficult to directly compare results across different studies. A better
standardization and the introduction of more robust behavioural assessment is a strong need for
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the field to improve upon understanding different vulnerability to stress between males and
females [279]. Overall, despite we are missing some of the expected stress-related changed (e.g.,
thymus size change, decreased sucrose preference, passive coping in TST), we have clear
evidence that animals exposed to CMS are exposed to a history of chronic stress as much male
and female mice exposed to ARS perceive the stressor in an equally stressful way.

5.2 Basal Sex Dimorphism

Previous work at the single cell resolution have shown that the brain has a certain extent of
persistent sex dimorphism in numerous brain areas, including the one involved in the stress
system such as amygdala and pituitary [44], [138], [250], [280], [281]. Our study also identified
several basal sex differences in cell distribution and gene expression of the PVN. Especially we
found some mild sex dimorphisms in cell distribution in vasopressin neurons and tanycytes and
transcriptional differences in other several cell types, in particular oligodendrocytes.

5.2.1 Vasopressin Neurons

Vasopressin neurons are GABAergic neurons, resident in the PVN and several other brain
regions, which are characterized by the production of the neuropeptide AVP [248], [282]. AVP is
an important contributor to the stress response regulation [283] and it is often regulated after
stress exposure.

The vasopressin system has been shown to be highly dimorphic in other regions such as the bed
nucleus of the stria terminalis or the MeA, in terms of number of cells or basal expression levels
of the peptide [284]-[286]. Information on the PVN, on the other hand, have been less concordant
and uniform. In our data, we found good evidence that also the PVN shows dimorphism in the
AVP system. We in fact detected more female vasopressin neurons than males. Interestingly this
neuronal subtype was inversely enriched in male cells in both stress conditions. Female AVP
neurons in the hypothalamus have been described to be smaller than males [287], thus we could
expect that smaller cells would be compensated by having more of them to fill the same size
region. However, on a previous study with an in situ hybridisation approach, Borrow et al. did not
find any differences in the total number of PVN AVP neurons [144]. Still, authors described a
strong reduction in AVP granules selectively in females after stress exposure (in accordance with
[275], [288]). Importantly, it needs to be noted that all their controls were exposed to a series of
behavioural tests before sacrifice and therefore could have developed a mild stressed phenotype.
If so, a female-specific decrease in AVP due to this mild stressor could have concealed and initial
higher basal levels in females. This effect, however, would not be present in our dataset since
our controls were not exposed to any stressors. In addition, a female-selective reduction in the
AVP gene expression after stress could explain why we observed a “loss” of female AVP-positive
cells after stress. If AVP expression levels were to decrease below detectability of scRNA-seq,
cells would not be categorized as AVP-neurons anymore, hence their reduction in number. Given
the fact that differential gene expression was conducted only between same cell types, this
change in identity would also prevent us from observing any change in Avp expression levels.
Finally, we need to mention that other studies which lack single cell resolution and look at gene
expression changes with bulk qPCR did not detect any changes in Avp after CSV [142],
suggesting that a lack of single cell resolution might make these small changes difficult to detect.
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Overall, our results support the idea that the male and female brains might have small but
significant cellular compositions in vasopressin neurons and that vasopressin expression levels
could be stress-sensitive in a sex-specific way.

5.2.2 Tanycytes

Aside from vasopressin neurons, a second cell type was found mildly unbalanced between male
and female control cells: tanycytes. Tanycytes are the specialized ependymal population that
lines the third ventricle, monitor the CSF and convey information from the neuroendocrine nuclei
to the CSF and the way back [251]. Interestingly, several subtypes of tanycytes different in
morphology, spatial positioning and function have been described and characterized in the latest
years [251]. These in-depth characterization also led to the discovery that tanycytes have more
functions than previously thought, including retaining a degree of staminality that gives them
proliferation and differentiation abilities [289], [290].

Our dataset showed enrichment for female cells in controls, which was not detected after
exposure to CMS and ARS. Before us, some types of stress, such as dietary stress, have been
shown to impact on the stem cell-like abilities of tanycytes in the median eminence of the
hypothalamus in a sex-specific way [291]. Accordingly, the change in female/male cell ratios we
observed across conditions could be the result of the stressors acting on either proliferation or
survival in a similar way to dietary stress. The further analysis on the tanycytes subtypes indeed
pointed at the fact that these unbalanced is mostly contributed by the a subtype characterised by
the expression of several cell cycle TF such as Kriippel-like factors (Kif2, Kif4) [252], [253], which
probably coincide to the proliferative a2 subtype. Our results suggest that the female PVN has a
bigger reservoir of proliferative tanycytes that can get potentially activated in condition of stress.
Unfortunately, the literature available about proliferation in tanycytes in general but especially
about sex differences in tanycytes is still scarce. Further exploration of these factors could enrich
our understanding of stress response and cell regeneration after stress exposure.

5.2.3 Transcription and Oligodendrocytes

In addition to differences in cell distributions, basal differential gene expression between male
and female cells was also present in some populations, in particular oligodendrocytes, astrocytes,
and ependymal cells. While we did not identify any differences in the gene markers used for
assigning cell identities, other genes had stronger or weaker expression when comparing the two
sexes. Importantly, the reliability and effectiveness of our dataset is proved by the identification
of Xist as a DEGs in all cell types; Xist is the gene responsible for the X inactivation process and
therefore uniquely expressed in females [258]. Transcriptional differences between male and
female brains had been already extensively described in several research models, including
humans, mice, rats, macaque, and dogs and several organs including the brains [292]-[295]. Our
study further showed that the extent of these differences in the brain, or at least the PVN, depends
on the cell type investigated: similarly to what has been shown before for the heart, adrenal
glands, and immune cells to cite some [296]-[298]. These different transcriptional landscapes
can confer more or less molecular flexibility of cell types to respond to stimuli such as stressors
on a sex-specific manner. Additionally, it can influence the well-known sex differences in plasticity,
brain connectivity and behavioural response, but more investigation is needed to connect gene
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expression output differences. However, in our dataset oligodendrocytes stood up as the most
sex-different cell types and the cells that were the influenced by chronic stress in a sex-biased
way. In control cells, we identified several genes involved in the metabolic processes, and cell
stress response system to be basally expressed differently in males and females and we
ultimately described a strong difference in stress response as well. It is therefore likely that these
two pieces of evidence are connected. In support of this theory, among the sex-biased genes we
also found enrichment for myelin-related pathways, while showing morphological differences
between male and female mature oligodendrocytes in the PVN. This indeed suggest that the
transcriptional basal differences can have a direct impact on how male and female cells are and
possibly react. The additional findings about oligodendrocytes are further discussed in the next
chapters.

5.3 Transcriptional Response to ARS and Sex

In addition to basal sex differences, we thoroughly characterized the response to ARS under
different stress conditions, identifying extended sex differences in both neuronal and non-
neuronal stress-responsive cells. We first showed that females had an overall more pronounced
transcriptional response to ARS, showing a higher number of total DEGs. This result does not
come as a surprise: several studies using bulk transcriptomics have found females to have higher
number of DEGs in response to different stressors [138], [140], [143], [146], [148], [299], [300]. It
is still not clear what mechanisms are responsible for this bigger response in females and
importantly if this difference is associated to any specific biological meaning. However, we also
found that more cell types showed any DEGs in females than in males, suggesting that the higher
number of DEGs could be, at least partially, the result from a wider involvement of cell types.

About these differences, the biggest contributors in females were the GABAergic neurons, while
in male the endothelial cells. Endothelial cells have been shown to be among the most responsive
cells in males also after chronic social defeat [186] and many pathways found altered in the cortex
of MDD patients can be reconducted to endothelial genes [146]. While we and others did not
identify extensive basal sex differences in endothelial cells [301], the different gene expression
regulation in response to stress could be regulating activity and functionality of the blood brain
barrier (BBB), especially under a stress condition. Endothelial cells are in charge of maintaining
the BBB integrity and regulate the bidirectional exchange of nutrients and transmitters with the
blood [302]. Supporting this hypothesis, we found several transporters among the males DEGs,
such as Sico1c1, Slc50a1, Slc38a5, Slc25a5, and junction components such as Cldn5, Tjp1 and
Pecam1, deregulated by ARS. The lack of these changes in females could signify that a different
regulation of import and export of metabolites (such as sugar, amino acids) and hormones, and
tightness of the barrier could generate two different sex-specific environments for the endothelial
and all brain cells after stress. It has also been previously shown that the cerebral vasculature of
males and females differs in functionality, mostly by sex steroids action [308], but how different
the role of male and female endothelial cells in psychiatric disorders is less characterized. Even
so, BBB integrity and functionality has been shown to be altered in sex-biased psychiatric
disorders such as schizophrenia [303], depression [304]-[306] and ASD [307]. More work is
needed to understand why these mechanisms are restricted to one sex and if they give rise to
sex-specific microenvironmental differences in psychiatric disorders.
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Regarding sex-restricted mechanisms, GABAergic neurons in turn showed a highly female-
specific response to ARS, completely absent in males. This is in contrast with results obtained
with scRNA-seq in the PVN after CSDS from our lab, in which we did detect DEGs in the
GABAergic population [186]. While we cannot exclude that we are just lacking resolution for
detecting a response in males, it is very probable that GABAergic neurons might just be more
responsive in females and show a transcriptional response already after an acute challenge, while
they get activated in males only after a strong chronic stress such as CSDS. We indeed detected
DEGs in GABAergic neurons also in male in the animals precedently primed with CMS.

In addition, we also confirmed that a history of stress (in the form of CMS) has an impact on how
cells will respond to a subsequent novel stressor. This impact is more or less pronounced
depending on the specific cell type and the sex of the individual, and is independent on the cell
being a neuronal, glial, or stromal type. Considerably more cell types in males than females
changed their transcriptome after ARS if previously exposed to CMS. Oppositely, female cells
mostly had reduced number of DEGs and less cell types responding after CMS ARS. This is in
apparent contrast with clinical data that suggests that females have enhanced sensitivity to
chronic stress and are more prone to develop maladaptive stress responses thereafter. However,
preclinical research have clearly shown that female rodents are indeed more susceptible to
chronic paradigms, but they also develop better adaptive responses to acute challenges after
exposure to CMS [274], supporting our results. It is important to note, however, that we cannot
discriminate which of the changes of the ARS response after CMS could be deemed maladaptive
and which could be just a different why of adaptive coping given a different basal state (a CMS or
not CMS state). Deeper analyses on the genes and pathways actively altered by the CMS
exposure could elucidate these factors and possibly help identify which processes could be
advantageous to enhance and which to prevent in each sex.

Moreover, we have to recognize that the use of — as conventional as they are — arbitrary
significance thresholds to determine the presence or absence of a deregulation in gene
expression can sometimes limit direct comparisons between different analysis. DEGs not shared
between ARS and CMS ARS could be easily regulated in a similar manner across conditions, but
fail to meet the significance threshold for a statistical rather than a biological reason. Studying
these regulations with wider approaches that take in consideration the whole transcriptome
regardless of significance thresholds, such as the GSEA and RRHO approaches that we
integrated in our analyses as well, can increase the understanding of the gene expression
regulation at a macroscopical scale. For example, male glutamatergic neurons lack completely
DEGs in males not allowing meaningful sex or condition comparisons. In contrast, the RRHO
approach, which takes the significance in consideration but is not bound by a hard threshold,
allowed us to identify that female and male glutamatergic neurons show profoundly different gene
expression changes in relations to their history of chronic stress. Other approaches that also
analyse the whole transcriptome and detect small changes negligible in individual gene but
noteworthy if shared by several could also overcome these limitations. Especially gene networks
analysis that look at co-expression patterns of networks of genes and their perturbation would
nicely complement our analysis. This bioinformatic approach has been already very successfully
applied to bulk transcriptomic studies to identify complex pattern of gene expression across stress
conditions or between sexes [146], [150]. Transposition of similar networks to scRNA-seq dataset
is a process still in the making that has the potential to dramatically improve the current
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understanding of gene expression regulation across cell types and could be applied in the future
to better characterise the gene expression adaptation in response to the change in stress
background.

Nevertheless, the simpler approach of using DEGs was still successful of identifying important
cell-specific changes in sex-specific manners.

5.4 GABAergic Neurons and Estrogen

We identified several sex differences in the DEGs after ARS for several cell populations. Among
them, the GABAergic neurons had the highest number of deregulated genes fully restricted to
females. The DEGs included steroid hormones chaperons (e.g., Hsp90aa1, Hsp90ab1, Dnajal),
genes associated to synaptic release (e.g., Snap47, Nrnx1, Nrnx3, Rab3a, and Syt1) and GABA
cycle (Sic32a1, Sic6al, Gabrb1, Gabrb2), suggesting that female GABAergic neurons possibly
respond to stress-dependent increased circulating steroid hormones such as CORT and regulate
cell activity in a way males do not. Accordingly, GABAergic neurons have been shown to
transcriptionally respond to stress differently between males and females also in other regions
such as the prefrontal cortex [309]. Knowing that the functionality of GABAergic neurons has also
been long associated with regulation of PVN activity [249], and that the female HPA axis is
hyperresponsive to acute challenges [87], [112], our results provide a possible molecular link
between these two processes. In support of this idea, these DEGs were enriched for genes
interacting with the estrogen receptor a (Esr1). Estrogen receptors (ERs), the nuclear receptor
family activated by estrogens, are known in fact to influence the activity of the HPA axis [112].
Expression levels and activity of ERa has also been connected to resiliency to social defeat stress
[100] and its overexpression can confers resiliency through sex-specific downstream molecular
mechanisms [310]. While we did not find a direct change in Esr1 expression, we did find evidence
for its involvement in the female-specific ARS response. Further studies exploring the activity of
this receptor (either bioinformatically-predicted activity with software like DoRothEA [311]-{313],
or indirect activity with activity-based assays and evaluation of its translocation) will be important
to quantify the extent of its role. Removal of circulating estrogens normally eliminates the
hyperresponsivity of the HPA axis and the high levels of CORT [87]. In our set-up, ovariectomy
also eliminates the GABAergic response, strengthening the possibility of a correlation between
the two processes. Our data suggests that such hormones could also coordinate the activation of
subpopulation of neurons in response to stress and therefore ultimately regulate the differential
activation of HPA axis to stress.

Notably, the combination of CMS and ARS identified an additional interesting pattern of activation
and sensitivity to the stress background within the female GABAergic-glutamatergic circuitry.
GABAergic cells were the strongest responders under baseline conditions in females but lost
most of this response under CMS. In contrast glutamatergic cells had a limited response to ARS
which was increased when combined with CMS. Alterations in balance between glutamate and
GABA are of particular importance due to their association to many psychiatric conditions. Our
results further suggested that sex might enhance or attenuate the system balance in response to
stress, in accordance with results from previous work in the cortex [314]. Importantly, the GABA-
glutamate system is an important target for classic and rapid antidepressants [314] and indeed
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rapid antidepressant such as ketamine have recently been confirmed to act in a sex-specific way
[37]. Our dataset can be used to identify further subtypes of glutamatergic and GABAergic
neurons that are either susceptible or not to stress to identify new targets for translational
research. Future studies could try to dissect the identity of these subgroups, their relative
abundance between the sexes, and any sex-bias in their molecular landscape that could lead to
a different functionality of the circuitry under stress for males and females. Additionally, we would
benefit from more in-depth knowledge about their synaptic organization, activity, and remodelling
after stress in the context of the sex-biased HPA activation. Unfortunately, despite the high
number of cells present in our dataset, we do not have enough resolution to dissect all known
transcriptional subtypes of GABAergic and especially the rarer hypothalamic glutamatergic
neurons. The field would also benefit from additional scRNA-seq datasets of GABAergic and
glutamatergic neurons with male and female samples for a better resolved clustering and
resolution in gene expression. Altogether future studies in these directions could provide new
insights into how sex influences the GABA-glutamate system and lead to new and more effective
drugs designed to target men and women differently.

5.5 Oligodendrocytes in the Grey Matter

The dataset presented in this thesis provides by bioinformatic means many new directions to
explore sex differences in stress. To consolidate the relevance and potential of our dataset, we
further validated and characterized the cell population whose ARS response was the most
affected by a history of chronic stress: the oligodendrocytes.

While recent studies have described how oligodendrocytes are sexually dimorphic cells in terms
of morphology, proliferation, and survival [315]-[318], to the best of our knowledge we are the
first study to identify sex differences in stress reactivity. Our data first support the idea that male
and female oligodendrocytes of the PVN have an intrinsic different molecular basal state in
several relevant pathways of stress coping and cell functionality, already discussed in "5.2.3
Transcription and Oligodendrocytes”, page 86). Secondly, our data also suggest that male but
not female oligodendrocytes are strongly affected by exposure to chronic stress, which modulates
their transcriptomic response to stress, determines a morphological defect, and changes their
interaction with surrounding neurons (Figure 5.1, page 91). Interestingly, our data complements
recent transcriptomic findings suggesting an opposite effect of MDD on men and women
oligodendrocytes [148], as well as single-nuclei RNA-seq findings which identified a change in
interaction between neurons and oligodendrocyte progenitors in post-mortem brains of male
depressed patients [198]. This study did not include female patients, it is therefore unsure if their
results apply to women as well or if they identified another male specific effect.
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Figure 5.1: Summary of the Male Phenotype of Oligodendrocytes. Male oligodendrocytes show
a distinctive sensitivity to stress. In control conditions and after ARS, oligodendrocytes show more output
towards neurons than inputs. If ARS is received after CMS, however, these imbalance in interaction is lost
and oligodendrocytes show a more immature morphology.

We do not fully understand why male and female oligodendrocytes show a different sensitivity to
stress, but basal sex differences in gene expression suggest that these cells might be equipped
with a different machinery to respond to cell stress. Moreover elevated corticosterone levels, a
hallmark of stress exposure, have been shown to modulate proliferation and maturation of
oligodendrocytes [319]. The effect of sex on corticosterone sensitivity and on proliferation or cell
death resilience under stress are therefore important aspects still to be characterised. These
future studies could lead to the identification of new candidate genes that regulate
oligodendrocytes survival in a sex-specific manner. In addition these studies could also identify
valuable new drug targets for not only stress-related psychiatric disorders [261], but also other
disorders in which the involvement of oligodendrocytes has been described with a strong sex bias
such as multiple sclerosis [320].

5.6 Limitations

We already discussed some limitations in relation to the results discussed so far. This chapter
addresses some additional and more aspects worth of be discussed.

The primary goal of the project was to characterise stress changes in both sexes. To achieve this,
we made sure to handle both sexes in the most similar way (e.g., handling males while collecting
vaginal samples of females), maintaining all same experimental timelines, and processing
samples as close in time as possible. Unfortunately, single cell suspension required long
processing time and precisely timed five hours after ARS, making it hardly possible to process all
samples in parallel. We opted for minimizing confounding factors in the stress analysis
maintaining control and stress for each background always on the same day for a robust
differential analysis. As a consequence, male and female samples were loaded on the 10x
Chromium controller on two consecutive days, but not on the same run. Despite not being able
to generate single cell suspensions of male and female samples on the same day, we did process
the samples, generate libraries, and sequence them as single cohorts. Because of these
attentions and having actual biological replicates for the control conditions, we believe that just
minimal bias could be confounding the basal sex differences.

91



92

DISCUSSION Future directions

Secondly, our ambitious goal of characterising a very small and precise regions such as the PVN
came with the caveat of little amount of tissue and ultimately cells for sequencing. For this reason,
we pooled multiple animals in each preparation to obtain enough starting material to meet
technical requirements for scRNA-seq. This ultimately prevented us from collecting biological
replicates for each of our conditions. The presence of multiple individuals in each sample,
however, increased biological variability and reduced dissection and technical variability,
compensating — at least partially — for the lack of replicates. Importantly, because controls in both
cohorts did not experience any stress, we did obtain biological duplicates for the control condition.
While this design strengthens our confidence in the basal stress differences, it also meant not
having controls who experienced CMS without ARS. This prevented us from finely dissect if any
of the ARS signature observed under CMS conditions are a persistent effect of CMS exposure
instead of a direct consequence of ARS.

Thirdly, because of the precise timeline of 21+1 days of CMS ARS, we could not easily select for
a specific estrus cycle for the females at sacrifice. While this could be seen as a disadvantage for
many, pooling five individuals at different phases of their estrus cycle possibly paints a more
representative picture of the whole population of cycling female.

Despite the limitations here discussed, the high number of cells, and the rigorousness in
experimental design make our dataset a valuable new resource for the researchers interested in
approaching sex as a biological variable in stress.

5.7 Future directions

What we are providing within the framework of this thesis is a new rich dataset of thousands of
single cells in which several new research directions emerged.

Follow-up research should be concerned with validating these bioinformatics results, evaluating
how specific they are to the PVN and better dissecting the origin of these sex difference. It is, in
fact, well known that stress type and timing, and the region of interest have a strong influence on
the molecular mechanisms [23].

Basal sex differences between unstressed male and female PVN can be further validated by
evaluating the number of AVP neurons present in the PVN by RNA or protein staining such as in
situ hybridisation (ISH) or immunofluorescence. Alternatively, RNAscope provides a new high-
resolution ISH that significantly improve upon limitations of previous approaches and might help
settle about discrepancies in literature.

Our results also suggest a different potential for proliferation and regeneration of male and female
tanycytes. These characteristics could be further studied by evaluation of proliferative markers.
Equally, approaches such as Bromodeoxyuridine (BrdU) administration, which allow to estimate
the cells cycling in vivo could also foster new interesting line of research about sex differences in
adult neurodevelopment. If these studies confirm a different ability of males and females to
regenerate cells in basal or stress conditions, they could revolutionize our understanding of
resilience and susceptibility in the brain.

OVX animals showed that part of the differences between the sexes in basal brain anatomy and
stress response are dependent on circulating gonadal hormones. Additional mechanistic
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experiments, for example re-supplementing estrogens to OVX animals or directly manipulating
hormonal levels in males through orchidectomy, are needed to consolidate our results.
Additionally, the Four Core Genotypes mouse line in which chromosomal sex and sex hormone
production are genetically independent could help in the characterization of the individual
contributions of sex chromosome, developmental sex hormones, adult sex hormones to the
architectural and activational differences we observed [321].

Finally, our results highlight the oligodendrocytes as a sexually dimorphic cell type with high
susceptibility to stress. In vitro models of oligodendrocytes have been successful in the past in
identifying some sex differences [315]-[318] and could a valuable approach to study the
molecular mechanisms behind sex dimorphisms in stress. For example, it could be used to
evaluate the role of CORT in the stress-related sex differences we described. Additionally, it will
be important to further validate the deregulation of the main DEGs found to be sex-specifically
changed after stress. An overlap analysis between these genes and the pairs of receptor ligands
changed by stress could also help identifying molecular pathways that work differently in male
and female oligodendrocytes. We also suggest that the origin for some of these changes could
be found in a sex-different regulation of the developmental trajectories by stress. Complementary
studies looking into master transcription factors that regulate these processes and manipulation
of such in a sex-specific way could identify new targets for regulating oligodendrocytes
developmental patterns, not only in the context of stress but also in broader contexts such as
myelin disorders.

All'in all, our results provide numerous ideas for investigating the brain of male and female mice,
better understanding the impact of stress, and suggest several new directions for future studies.

5.8 Conclusions

Mental disorders are closely associated to stress exposure and stress adaptation processes;
mechanisms that have been shown to be extensively sexually dimorphic. The PVN is the central
coordinator of the stress response, therefore a pivotal region to characterise to understand sex
differences in stress and stress-related psychiatric disorders. Early work on the hypothalamus
have identified small sex differences in gene expression of key genes, but almost no studies have
tried to understand the cellular contribution to these differences. Previous hypothalamic scRNA-
seq datasets using male and female samples have mostly focused on the anatomical
characterisation of the broad hypothalamic region [166], [322], and often with a selective focus
on neuronal populations [322], [323]. Even fewer single cell transcriptomic studies have studied
the effects of stress in males and females: they used designs restricted to single manipulations,
namely diet stress in the arcuate and median eminence [169] and formalin stress in the whole
hypothalamus [322].

In contrast, our data provides an unbiased dataset that covers neuronal, glial, and stromal cell
types selectively of the PVN, instead of the broad hypothalamic region. As a result, our dataset
allows the exploration of multiple stress combinations in neuronal and non-neuronal populations
of adult male and female mice. When combined with other recent studies [166], [323], our results
provide further molecular and cellular characterization of the hypothalamus and identify several
cell types as priorities to explore sex differences in the context of stress. Further investigation of
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how many of these differences exist also in the human brain could provide new insights in how
we understand the origin of the sex differences in brain structure and function [324].

Our results support the implementation of more single cell resolution studies in females and males
and help in the identification of new directions to dissect the molecular processes driving sex
differences in normal physiology and stress response. We provide new directions to explore how
sex influences cell composition and activation of the PVN and HPA axis for a better understanding
of the mechanisms behind cell-type susceptibility to stress and the identification of cell targets for
sex-personalized medicine in stress-related psychiatric disorders.
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Supplementary Figure 1: Variability in Behaviour in Groups of Male or Female Mice. Groups
of four male or four female CD1 mice was housed in semi-naturalistic environment and tens of behavioural
features for continuously tracked for days with an automatized video tracking (information about the
technology can be found in [119], [121]). Variability (measured as coefficient of variability) is consistently
lower in groups of females and in female individuals.

129



APPENDIX Supplementary Figures

—_
o
Q

I
.
j
.
I
-+

Sucrose Preference
o o
N (@)
a1 o

|
|
I
|
|
I
I
|
I
|
I
|
|
|
|
I
I
|
I
|
|
I
I
|
I
I

0.001
ControlCMS ControlCMS ControlCMS ControlCMS
Female Male Female Male

Day 1 Day 2

Supplementary Figure 2: Sucrose Preference Test. Sucrose preference displayed separately for
the two days of testing.
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Supplementary Figure 3: Bodyweight Change and Coat State during CMS Monitoring -
CORT Experiment. (A-B) Bodyweight and (C-D) coat state were regularly monitored during the CMS
protocol before collecting CORT response to ARS. (A) Control male and female mice gained considerable
weight during the three weeks of protocol, while CMS mice had a considerable smaller growth (RM two-way
ANOVA, Tukey’s post-hoc correction). (B) As a result, on Day 21 CMS mice were considerable lighter than
controls (two-way ANOVA, Tukey’s post-hoc correction). (C) The coat of CMS mice deteriorated across the
three weeks of stress paradigm, (D) so that on day 21 they showed a statistically worse coat state (Kruskal-

Wallis rank sum test, Dunn’s post-hoc test). Boxplots represent the interquartile range (IQR) and median,

whiskers are minimum and maximum value + 1.5 IQR. Two-way ANOVA, Tukey’s post-hoc corrected p-

values.
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Supplementary Figure 4: Bodyweight Gain and Coat State after CMS - scRNA-seq
Experiment. (A) Bodyweight and (B) coat state on Day 21 of CMS in the scRNA-seq experiment, which
were used to compute the stress score. (A) CMS mice were considerable lighter than controls (two-way
ANOVA, Tukey’s post-hoc correction) and (B) their coat showed a statistically worse coat state (Kruskal-
Wallis rank sum test, Dunn’s post-hoc test). Bigger dots show the mice used for the scRNA-seq dataset.
Grey dots represent female mice excluded due to poor cycling. Two-way ANOVA, Tukey’s post-hoc
corrected p-values.
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Supplementary Figure 5: Adrenal Weight and Stress Score after CMS - scRNA-seq
Experiment. (A) Normalized adrenal weight was slightly increased after CMS. (B) Stress score integrating
the adrenal weight showed a clear stress phenotype for mice exposed to CMS. Bigger dots show the mice
used for the scRNA-seq dataset. Grey dots represent female mice excluded due to poor cycling. Two-way
ANOVA, Tukey’s post-hoc corrected p-values.
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Supplementary Figure 6: Bodyweight Change, Coat State, Adrenal Weight and Stress
Score for CMS Mice in the scRNA-seq. Measures from the CMS monitoring for the mice selected for
the scRNA-seq experiment which displayed a significant stress phenotype. This included the (A) bodyweight
gain, and (B) coat state at the end of the 21 days, which were combined in a stress score (C). After sacrifice,
(D) adrenal weight was also collected and used to calculate a new stress score (E). Boxplots represent the
interquartile range (IQR) and median, whiskers are minimum and maximum value + 1.5 IQR. Two-way
ANOVA, Tukey’s post-hoc corrected p-values.
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Supplementary Figure 7: High Resolution Clustering of the scRNA-seq Dataset. UMAP plot
of the scRNA-seq showing the 33 clusters identified.
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Supplementary Figure 8: Clustering Markers for the scRNA-seq Dataset. Markers used to
identify the 17 cell types in the scRNA-seq dataset.
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Supplementary Figure 9: Male and Female Cells Distribution in the Two Control Replicates.

Proportion of male and female cells across the 17 cell types. Two-way ANOVA, Tukey’s post-hoc corrected
p-values.
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Supplementary Figure 10: Male and Female Cells Distribution in Baseline and CMS ARS
Conditions. Distribution of male and female cells (bar plot) in the two stress conditions (Baseline ARS,
and CMS ARS) and cluster size as total number of cells per cluster (dot plot). Cell numbers are represented

as normalized proportions. Clusters significantly unbalanced (g-values < 0.05) are highlighted with a black
border. Fisher’s exact test, Benjamini-Hochberg post-hoc corrected p-values.
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Supplementary Figure 12: Analysis on the Overlap between Male and Female ARS DEGs.
The transcriptional response to ARS showed very limited overlap between males and females. (A-B)
Females showed significantly more DEGs after ARS (Fisher’s exact test). (C) Even increasing the threshold
of significance to g < 0.1 does not increase the proportion of shared DEGs between males and females. (D)
RRHO analysis corroborating the lack of transcriptional correlation between the sexes. (E-F) overlap
between DEGs, non-DEGs and not present genes between males and females. (E) The biggest overlap
between males and females is between non DEGs, followed by genes present in only one of the two sexes,
but not DEGs. (F) Distribution of logFC for all genes present in both sexes divided by the type of overlap.
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Supplementary Figure 13: Clustering Markers for the OVX scRNA-seq Dataset. Expression
of the original markers used in the male-female scRNA-seq dataset for the label-transferred cell types in the

OVX dataset. Expression patterns is very similar to the original dataset (Supplementary Figure 8, page
134).
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Supplementary Figure 14: Cell Distribution of OVX scRNA-seq. (A-B) Distribution of cells among
major cell types of (A) OVX cells resembles the one from (B) male-female Baseline scRNA-seq dataset. (C
— D) Detailed exploration of distribution of cells among cell types shows that OVX has a different degree of
similarity with male and female distribution based on cell types. (C) Distribution of cells of relative contribution
across all cell types. (D) Absolute distance for each cell type with female (IFemale — OVXI) and male (IMale
— OVXI) samples. In controls, few cells show a more female-like phenotype (mixed, AVP, and GABAergic
neurons), while other have a more male-like phenotype (astrocytes, microglia, oligodendrocytes).
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Supplementary Figure 15: Differential Gene Expression of OVX Females. Differential gene
expression analysis between control and ARS OVX females identified several DEGs in many cell types. (B)
Twelve cell types showed at least one DEGs and most of them had a combination of up- and down-regulated
genes. (B) Most of the DEGs are unique to each cell type, similar to male and female samples. (C) The OVX
response lost the female-specific strong response of GABAergic neurons, but also did not display the strong
male response of endothelial cells. (D) Overlap analysis of OVX response to male and female responses
shows similar overlap for cell types with low sex-specific responses such as astrocytes. Cell types with sex-
specific responses such as oligodendrocytes show more similarity with one sex or the other. Central panels
show the similarity index for both comparisons (Szymkiewicz—Simpson coefficient).
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Supplementary Figure 16: ARS Response of Glutamatergic Neurons. Glutamatergic neurons
showed female-specificity in their ARS response. No DEGs were found in males. (A) Overlap between
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baseline and CMS ARS response for females. (B) Shared genes between baseline and CMS ARS
responses in females represented by the logFC in each condition. Only one gene was found. (C) RRHO
analysis showed a different pattern of correlation between baseline ARS and CMS responses for female and
male samples. Each differentially expressed gene is expressed by its p-value * sign of logFC and ranked
along the x and y axis.
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Supplementary Figure 17: Effect of Background Stress on the ARS Response. The change
in background stress causes extensive changes in the DEGs after ARS. (A-B) Number of DEGs after ARS
at Baseline and after CMS and their overlap for (A) females and (B) males. (C) Similarity index
(Szymkiewicz—Simpson coefficient) for each cell types and sexes. The index grows with higher overlaps of
DEGs between stress backgrounds. Positive values show that CMS ARS response bigger than Baseline
ARS and negative values for responses bigger at Baseline than CMS.
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Supplementary Figure 18: ARS Response of Astrocytes. Examples of a low susceptibility score
cell-type. (A) Overlap between baseline and CMS ARS response for females and males showing an
extensive overlap. (B) Shared genes between baseline and CMS ARS responses in females represented
by the logFC in each condition. Background colours show gene density. (C) RRHO analysis showed a similar
pattern of correlation between baseline ARS and CMS responses for female and male samples. Each
differentially expressed gene is expressed by its p-value « sign of logFC and ranked along the x and y axis.
Despite the high overlap in DEGs, a poor overall correlation was found.
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Supplementary Figure 19: Distributions of the Change in Edge Weights for the Significantly
Deregulated Receptor-Ligand Pairs by Type of Change. Distribution of the change in edge weights
(ARS - control) for each condition and sex compared between the Oligo Ligand (blue, left side) and Oligo
Receptor (yellow, right side) directions and divided by the type of change (unique to stress, stronger, weaker,
unique to controls). Kruskal-Wallis with Dunn’s test corrections.
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Supplementary Figure 20: Distributions of Edge Weight for Significantly Deregulated
Receptor-Ligand Pairs for Control Samples. Distribution of edge weight for each receptor-ligand
pair within each Control conditions. For both control samples, Oligo Ligand pairs are stronger than Oligo
Receptor. Three-way ANOVA, pairwise comparisons, Tukey’s post-hoc corrected.
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7.2 Supplementary Tables

Supplementary Table 1: Top 50 Markers of Sub-Cluster 1 of Tanycytes.

Expressing Cells Expressing Cells Adjusted
Gene Marker . . ogFC

in Cluster 1 Outside Cluster 1 p-value
Atf3 0.836 0.121 1.98 1.06E-68
KIf2 0.862 0.156 1.99 2.78E-67
6330403K07Rik 0.995 0.932 1.21 3.47E-62
Fosb 0.918 0.286 1.48 5.61E-61
Meg3 0.979 0.601 1.84 7.26E-54
Nfatc2 0.636 0.059 1.47 2.20E-53
Marcksl1 0.846 0.207 1.14 2.57E-50
Maff 0.544 0.031 1.45 9.35E-49
Btg2 0.964 0.542 1.31 5.53E-47
Jund 0.995 0.896 0.89 2.32E-44
Socs3 0.913 0.333 1.19 4.18E-44
mt-Co1 1 0.991 0.55 2.16E-38
Zfp36 0.826 0.28 1.11 2.47E-38
H3f3b 0.979 0.806 0.93 5.00E-37
Creb5 0.508 0.059 1.07 2.52E-36
Ppp1ri5a 0.708 0.172 1.02 4.88E-36
KIf4 0.749 0.218 1.22 6.01E-36
Egr1 0.944 0.522 1.01 2.58E-35
KIf6 0.846 0.341 1.11 4.00E-35
Nrdai 0.703 0.185 1.05 2.28E-34
Junb 0.964 0.604 1.08 1.31E-31
Frzb 0.79 0.278 0.88 5.12E-31
Cyr61 0.882 0.441 1.32 5.93E-31
Col25a1 0.323 0.004 0.99 8.12E-31
Fos 1 0.756 0.85 2.56E-28
Prdx6 0.995 0.936 0.60 6.37E-28
Csrnp1 0.374 0.029 0.68 1.27E-27
Trib1 0.426 0.055 0.87 4.27E-27
mt-Co3 0.995 0.998 0.40 4.64E-27
Ptn 1 0.872 0.69 2.04E-26
Jun 0.985 0.784 0.80 4.74E-26
mt-Atp6 1 0.993 0.37 5.73E-26
Col23a1 0.938 0.535 0.71 8.56E-26
Tiparp 0.738 0.271 0.76 3.25E-25
Mapib 0.851 0.469 0.87 6.10E-25
Ubb 1 0.976 0.41 1.11E-24
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Rpl221 0.99 0.852 0.53 1.43E-23
mt-Co2 0.995 0.965 0.40 2.17E-23
ler2 0.918 0.487 0.81 2.63E-23
Ftl1 0.995 0.883 0.64 2.95E-23
Irf1 0.374 0.046 0.70 6.09E-23
Rhob 0.851 0.434 0.82 6.35E-23
Rcan1 0.395 0.062 0.81 1.11E-21
Irf2bpl 0.713 0.286 0.80 1.25E-21
Six6 0.308 0.024 0.62 1.27E-21
Cebpd 0.697 0.278 0.91 1.27E-21
Scn9a 0.236 0.002 0.46 1.77E-21
Lmo3 0.328 0.037 0.49 1.26E-19
Psmb8 0.256 0.013 0.50 1.29E-19
Crym 0.846 0.394 0.69 2.50E-19

Supplementary Table 2: Top 20 Enriched Pathway in Metascape Analysis for Female GABAergic
Neurons After ARS.

Path T Cat N. Present log( lue)
athwa erm ategor og(g-value
v gory Genes/Total 9
Oxidative KEGG
xicdaive k000190 29/134 -20.530
phosphorylation Pathway
Cellular responses to Reactome
R-MMU-2262752 38/499 -12.424
stress Gene Sets
. Reactome
Metabolism of RNA R-MMU-8953854 34/546 -8.459
Gene Sets
Transmission across Reactome
. R-MMU-112315 20/188 -8.059
Chemical Synapses Gene Sets
Glycolysis and -
. WP157 WikiPathways 12/51 -8.052
gluconeogenesis
proton transmembrane GO Biological
G0:1902600 15/99 -7.749
transport Processes
R li athway of L1 R-MMU-437239 Reactome 9/35 6.114
ecyclin w - - -6.
L L 4 Gene Sets
Cytoplasmic ribosomal .
. WP163 WikiPathways 13/95 -6.087
proteins
vesicle-mediated GO Biological
_ G0:0099003 I 201256 6.010
transport in synapse Processes
HSP90 chaperone cycle
for steroid hormone Reactome
! : R-MMU-3371497 10/50 5.932
receptors (SHR) in the Gene Sets

presence of ligand
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Signaling by Rho
GTPases

synapse organization

protein folding

Parvulin-associated pre-
rRNP complex

RNA splicing

regulation of cellular
protein localization
Glucagon signaling
pathway

proteolysis involved in
cellular protein catabolic
process

positive regulation of
protein depolymerization
GABA synthesis,
release, reuptake and
degradation

R-MMU-194315

GO:0050808

G0:0006457

CORUM:3047

GO:0008380

G0:1903827

ko04922

GO:0051603

G0:1901881

R-MMU-888590

Reactome
Gene Sets
GO Biological
Processes
GO Biological
Processes

CORUM

GO Biological
Processes
GO Biological
Processes
KEGG
Pathway

GO Biological
Processes

GO Biological
Processes

Reactome
Gene Sets

31/652

26/491

14/161

8/50

21/398

25/563

10/102

29/756

5/18

5/18

-5.224

-5.015

-4.559

-4.025

-3.975

-3.697

-3.493

-3.313

-3.313

-3.313

Supplementary Table 3: Top 20 Enriched Transcription Factors as Interactors of the 329 DEGs Found
in Female GABAergic Neurons.

Transcription HSF1 1.85E-06  4.36E-05
Factor p-value  g-value EED 2.50E-06  5.37E-05
ESR1 388E25 9 15E-23 CTNNB1 1.08E-05  0.0002
HTT 3.82E-21  4.50E-19 ESR2 1.10E-05  0.0002
ATE2 2 06E-14  {.78E-12 NANOG 1.41E-05  0.00024
ILF3 1.60E-10  9.43E-09 JUN 1.65E-05  0.00025
NR3C1 5.01E-10  1.97E-08 ILF2 5.61E-05  0.00078
POUSF1 4.94E-08  1.67E-06 SMC3 9.178-05  0.00120
NFKB1 539E-07  7.06E-06 RAD21 0.000161  0.00197
ERG 5 93E-07  7.69E-06 TP63 0.000167  0.00197
Supplementary Table 4: List of Software and Coding Packages used.
Software/package Version References Application
10x Genomics Cell 3.0.2 scRNA-seq pre-processing
V. o.U.

Ranger software

(Baseline background)
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10x Genomics Cell
Ranger software

R studio
R
tidyverse
ggplot2
viridis

ComplexUpset
eulerr
circlize
Seurat
scran
Ime4
nime
ImerTest
emmeans
RRHO2
monocle3
ShinyCell
shiny
shinyhelper
shinythemes
fgsea
msigdbr
Metascape.org
Enrichr.com
Fiji ImagedJ

Simple Neurite
Tracing

Sholl analysis
Solomon Coder

ANY-maze

<

\

\

\

\

\

V.

V.

\

.3.1.0

.1.2.5033
.3.6.3
.1.3.0
.3.3.0
.0.5.1
1.2.0
.6.1.0
0.4.10
.31.3
1.14.6
1.1-26
.3.1-144
.3.1-3
1.5.4
1.0
.0.2.1
.2.1.0
.1.4.0.2
.0.3.2
1.2.0
.1.12.0

.7.0.1

.1.53c

.3.1.7

.4.0.1
.17.03.22

.6.13

[218]

[203]

[219]

[220]

[221]

[189], [190], [325]
[191], [192]
[199]

[183]

[185]

[210]

[211]

[212]

[222]

[194], [195]
[200]-{202]
[215]

[216]

[217]

[326]

[204]

[205]

[206]

[193]

[208]

[207]

[209]
[180]
[327]

scRNA-seq pre-processing
(CMS background)

Data analysis

Data analysis

Data handling

Data plotting

Data plotting

Data plotting

Data plotting

Data plotting

scRNA-seq data analysis
scRNA-seq data analysis
Statistical analysis
Statistical analysis
Statistical analysis
Statistical analysis
Statistical analysis
scRNA-seq data analysis
Web app

Web app

Web app

Web app

Gene analysis

Gene analysis

gene analysis

gene analysis

Image processing

Image processing

Image processing
Behavioural tracking

Behavioural tracking
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Supplementary Table 5: List of Reagents.

Product Supplier Cat. N. Application
Modified Wright-Giemsa Estrus cycle
_ g Sigma Aldrich WG16 15y
stain monitoring

Ketamine hydrochloride
. I y ! Zoetis Anesthesia
injectable
Xylazine hydrochloride Sigma Aldrich X1251 Anesthesia
NaCl 0.9% Serumwerk 906388 Anesthesia
Metacam injectable 5 Boehringer Ingelheim
J g g Anesthesia
mg/ml Vetmedica
Corticosterone Double CORT
. . MP Biomedicals 0712010-CF
Antibody RIA Kit measurements
NaCl Carl Roth 9265.1 aCSF
KCI Carl Roth 6781.1 aCSF
NaH:PO;, - H20 Carl Roth K300.2 aCSF
NaHCO; Merck Millipore 144-55-8 aCSF
D(+)-Glucose Monohydrate Carl Roth 6887.1 aCSF
D(+)-Saccharose Carl Roth 4621.1 aCSF
MgCl - 6H.0 Merck Millipore 7791-18-6 aCSF
CaCl; - 2H:0 Merck Millipore 10035-04-8 aCSF
Papain Dissociation )
Worthington BC LK003163 scRNA-seq
System
Chromium™ Single Cell 3’ .
. ] 10x Genomics 120234 scRNA-seq
Library Kit v2
Chromium™ Single Cell 3’ .
. 10x Genomics 120235 scRNA-seq
Gel Bead Kit v2
Chromium™ Single Cell A
L. 9 10x Genomics 1000009 scRNA-seq
Chip Kit
Chromium™ {7 Multiplex
Kit P 10x Genomics 120262 scRNA-seq
i
AMPure XP beads Beckman Coulter A63881 scRNA-seq
Qubit® dsDNA HS Assa Thermo Fisher
. y o Q32854 scRNA-seq
Kit Scientific
Bioanalyzer High
yeertig Agilent 5067-4626  scRNA-seq

Sensitivity DNA Kit
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Paraformaldehyde

Triton X-100

a-Tmem10, rabbit

a-olig2, mouse
a-Rb-Alexa Fluor 488, goat
a-M-Alexa Fluor 594, goat
Goat serum

DAPI Fluoromount-G

DreamTaq DNA
Polymerase

Deoxynucleoside
Triphosphate Set

UltraPure Agarose

Ethidium bromide solution
1%

Carl Roth 0335.3
Sigma Aldrich T-8787

Peles lab, Weizmann Institute of
Science, Israel

Millipore MABN50
Invitrogen A32723
Invitrogen A32740
Genetex GTX73206
SouthernBiotech 0100-20
Th Fish

.erm.o. sher EP0703
Scientific
Sigma Aldrich 3622614001
Invitrogen 16500-500
Carl Roth 2218.3

Immunofluorescence

Immunofluorescence

Immunofluorescence

Immunofluorescence
Immunofluorescence
Immunofluorescence
Immunofluorescence

Immunofluorescence

PCR

PCR

PCR

PCR
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1 | INTRODUCTION

Stress-related disorders, such as major depressive disorder (MDD),

post-traumatic stress disorder (PTSD), and anxiety disorders, affect

Juan Pablo Lopez! ® |

Alon Chen?®

Abstract

More than two-thirds of patients suffering from stress-related disorders are women but
over two-thirds of suicide completers are men. These are just some examples of the many
sex differences in the prevalence and manifestations of stress-related disorders, such as
major depressive disorder, post-traumatic stress disorder, and anxiety disorders, which
have been extensively documented in clinical research. Nonetheless, the molecular origins
of this sex dimorphism are still quite obscure. In response to this lack of knowledge, the
NIH recently advocated implementing sex as biological variable in the design of preclinical
studies across disciplines. As a result, a newly emerging field within psychiatry is trying to
elucidate the molecular causes underlying the clinically described sex dimorphism. Several
studies in rodents and humans have already identified many stress-related genes that are
regulated by acute and chronic stress in a sex-specific fashion. Furthermore, current
transcriptomic studies have shown that pathways and networks in male and female indi-
viduals are not equally affected by stress exposure. In this review, we give an overview of
transcriptional studies designed to understand how sex influences stress-specific trans-
criptomic changes in rodent models, as well as human psychiatric patients, highlighting
the use of different methodological techniques. Understanding which mechanisms are
more affected in males, and which in females, may lead to the identification of sex-
specific mechanisms, their selective contribution to stress susceptibility, and their role in

the development of stress-related psychiatric disorders.

KEYWORDS

mood disorders, psychiatry, rodents, sex differences, stress, transcription, transcriptome

more than 500 million people worldwide.> Notably, women are two to
three times more at risk to develop these disorders®2 and furthermore,
the symptomatology, development, and responsiveness to treatment

differ between genders.®>® For instance, women suffering from

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2020 The Authors. Genes, Brain and Behavior published by International Behavioural and Neural Genetics Society and John Wiley & Sons Ltd.
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depression have greater symptom severity and a higher chance of
developing metabolic and sleep disturbances than men. On the other
hand, men more often report symptoms of anger and aggression, and
comorbidity with alcohol and substance abuse.®” Finally, some evi-
dence suggests that antidepressants’ efficacy changes according to the
sex of the patients.®1* Unfortunately, the current biological knowledge
of the mechanisms behind this dimorphism is scarce compared with
the abundant clinical evidence, which remains mostly unexplained.
However, mood disorders, anxiety disorders, and trauma- and stress-
related disorders have in common a strong association to stress expo-
sure as a risk-factor.? Since sex has been shown to modulate the
stress response and processing at multiple levels, studying how the
male and female biological systems process stress might help to under-
stand the origin for sex differences in psychiatric disorders.

The biological systems known to be activated by stressors include
neurobiological systems, such as the hypothalamus-pituitary-adrenal
(HPA) axis, the cortico-limbic, and the sympathetic adrenomedullary
(SAM) systems, which interact with each other to coordinate the
stress response.m’14 Importantly, exposure to stress activates the par-
aventricular nucleus of the hypothalamus (PVN), which leads to a bio-

logical cascade that produces glucocorticoids, predominantly cortisol

Hippocampus

e

Sex dimorphisms

size and volume

connectivity

activity

cell composition

transcriptomic
profile

in humans and corticosterone (CORT), in rodents. These steroid hor-
mones cross the blood-brain barrier thus acting directly on the brain,
modulating its functions mostly through regulation of gene expres-
sion. Both the hypothalamus and the cortico-limbic system which
includes the amygdala, the hippocampus, and the orbital/prefrontal
cortex, have shown sexually dimorphic patterns of activation and mor-
phology (Figure 1). In particular, women and female rodents have
been shown to have higher HPA axis activation in response to stress
and lower negative feedback.*>¢ Similarly, other regions, such as the
hippocampus and the amygdala, have higher activation for women in
response to negative emotions.?”*® Many of these regions also show

19-27 29,30

sex dimorphism in structure, connectivity,?® cell composition,

3136 (Figure 1).

and transcriptional profile

The transcriptional profile or transcriptome of a tissue is the col-
lection of gene transcripts present in its cells. Over the last decade,
we have seen transcriptomic studies rising in popularity in several
fields of biomedical research. This is mostly because different factors
make the transcriptome an interesting and insightful target of
research. First, the transcriptome provides a window on a tissue or
cell phenotype and its molecular dynamics.®” Second, the trans-

criptome is highly dynamic and reflects fast adaptation to the

O @
-

@ Pituitary

)

FIGURE 1 Sexdimorphism in the human brain stress system. Schematic representation of the main brain regions of the stress system that
have been shown to be sexually dimorphic in adulthood. Dimorphism in size or volume has been found in the amygdala, 2324 frontal

cortex*®2326

29,30 29,30

and hypothalamus
31,32

amygdala,

hypothalamus, and amygdala,3® were also found to be sex specific

152

and hypothalamus.2é Connectivity has been shown to be different in the sexes in the frontal cortex,2® whereas neuronal activity
differs in the hippocampus,'” hypothalamus,*® frontal cortex,X” amygdala,” and pituitary gland.*® Cell composition of the frontal cortex,
and the transcriptional profile of the pituitary gland,>3? frontal cortex,>*>33% hippocampus,

29,30
31-33
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environment. For instance, transcriptomic changes on immediate early literature and they point at mitochondrial disfunction®®4? and alter-

genes can be observed in a matter of minutes following a stimulus.®®
Third, a wide range of techniques for interrogating the transcriptomic
state of a tissue or cell have been developed through the years.®?
These methods can be divided into two main categories: low- and
high-throughput. To the first group classically belong techniques such
as northern blot (NB), in situ hybridization (ISH), or quantitative real-
time polymerase chain reaction (gPCR). The second group contains
methods with wider targets such as microarrays and the so-called
next-generation sequencing methods (NGS or RNA-sequencing).
These approaches are characterized by increased sensitivity, higher
throughput, and ability to detected novel transcripts.*® Their differ-
ences in sensitivity are particularly relevant when comparing results
across techniques. Analyzing these limitations in depth is outside the
scope of the current review, but detailed discussions can be found in
the following reviews.***? Thanks to characteristics of the trans-
criptome, its study is particularly suitable to investigate the brain, a
complex and dynamic organ with high sensitivity to the environ-

ment.*3

Transcriptomic studies have indeed already been insightful in
the fields of neurobiology and neuroscience by elucidating molecular
mechanisms behind diseases such as Alzheimer's disease** and alco-
hol addiction,*® and basic molecular processes, such as the develop-
ment of the central nervous system*® and aging.*”*¢ Moreover, some
studies have already shown that the study of sex differences could
benefit from using a transcriptomics approach.*?

Understanding why and which molecular pathways are differen-
tially regulated in response to stress in a sex-specific manner is crucial
to understand the mechanisms involved in the etiology of stress-
related psychiatric disorders. Most importantly, understanding these
differences can lead to the development of sex-oriented approaches,
both in diagnosis and treatment. In this review, we focus on how sex
influences stress-specific transcriptomic changes in rodent models, as
well as in psychiatric patients. We will discuss how different modali-
ties of stress (acute or chronic) affect males and females differently.
Furthermore, we will highlight the use of different methodological
techniques used to address these changes and provide a general over-

view of the field and current status of the research.

2 | HUMANSTUDIES

Over the years, several studies have shown transcriptomic changes in
post-mortem brains from psychiatric patients.’°>” More specifically,
these studies identified gene expression changes affecting different
neurobiological systems in depressed and suicidal patients such as the
GABAergic and glutamatergic systems, the monoaminergic system,
the dopaminergic and reward system,*® the brain-derived neuro-
trophic factor (BDNF) pathway, and the immune system>® (for a com-
prehensive review see®?). Gene expression changes in the
somatostatin and acetylcholine systems, metallothionein proteins,
metal-ion binding proteins, and the MAPK/ERK signaling have been,
on the other hand, described in bipolar patients.’*>>¢° Finally, only

few transcriptomic studies on PTSD patients can be found in

ations in the immune system®® as PTSD transcriptional signatures.
However, most of these studies have been focused solely on male
patients or did not stratify by sex. Thus, very little information is avail-
able on how conserved these changes are in women or how sex mod-
ulates these transcriptional signatures. Surely several factors
contribute to the scarce presence of sex as a biological variable in
transcriptomic studies. We can hypothesize that the reasons contrib-
uting to the bias in preclinical research®* 7 are also, at least partially,
the same for human studies as well. For instance, the misconception

about the increased female®4486?

variability—often argued because
of the fluctuating sex®* hormones—and the misguided assumption
that the biological sex does not influence the function of the central
nervous system are among them, especially in the fields of neurosci-
ence and psychiatry.®® In addition, human brain samples are difficult
samples to collect in big numbers>® especially from psychiatric
patients.”®”72 Many of these samples come from patients who died
from suicide”® and men are twice as likely to be suicide completers.”*
As such, restricted sample availability and the limited statistical power
and possibility of sex stratification that comes with it, together with
the misconceptions might have contributed to the sex bias.

Nevertheless, there is a growing interest in analyzing sex as a bio-
logical variable to study transcriptional changes using both male and
female psychiatric patients. As a result, new and interesting studies
are emerging in literature. To date, however not all stress-related dis-
orders have witnessed the same rate of inclusion of sex as a variable.
For some of them, such as PTSD, no transcriptomic studies looking at
sex differences have been published to the best of our knowledge.
Instead, most of these emerging works have focused on MDD. The
following sections of the review will reflect this trend in the literature,
presenting mostly results from studies on MDD patients. Some of
these studies have chosen a targeted approach focusing on a specific
subset of genes. Others have started to explore the transcriptome at
the genome-wide level, using high-throughput approaches. Both
approaches are discussed below.

2.1 | Targeted studies

To date, only a handful of studies have shown gene expression
changes in psychiatric patients in a sex-specific matter. These studies
include changes in several systems, such as serotoninergic,””
somatostatin,”® and other less explored systems such as the galanin
system.”” Apart from neuropeptide systems, other candidate genes
have been investigated and found to be regulated by stress and sex.
Among them, the CRF system showed selective changes in the amyg-
dala of bipolar male patients at the level of the CRF binding protein
mRNA, but not in females nor MDD patients.”® In addition, genes
from the sex steroid hormone pathways have often been considered
an interesting candidate to study sex differences. In fact, change of
susceptibility to depressed mood, and fluctuation of neuropsychiatric
symptoms across menstrual cycle and menopause have long pointed

at a possible role of estrogens in depression and neuropsychiatric
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disorders. In support of this idea, the levels of the estrogen receptor o
(ERa, ESR1) in the post-mortem dorsolateral prefrontal cortex
(DLPFC) of psychiatric patients were found upregulated in men, but in
contrast downregulated in women, as compared with psychiatrically
healthy controls.”’ The implication of ER« levels in stress susceptibil-
ity has also been suggested by a recent study in mice.®° Finally, sexu-
ally dimorphic transcriptional changes can also be found in other less-
explored regions such as the internal capsule, a bundle of white mat-
ter that participates in the corticostriatum-thalamic circuitry and is
structurally altered in psychiatric patients.2%%2 Interestingly, Barley,
Dracheva, and Byne®® found evidence in this region for a sex-specific
transcriptomic signature of oligodendrocytes in MDD and bipolar dis-
order. Overall, targeted studies have proven useful to explore specific
candidate genes that were suspected to contribute to the sex dimor-
phism in psychiatry. Nevertheless, their low throughput and power is
still a significant limitation for discovering novel genes and pathways

involved in psychiatry.

2.2 | High-throughput studies

Genome-wide transcriptional studies investigating the role of sex in
psychiatric disorders are also starting to emerge. Compared with
targeted studies, high-throughput studies allow for a broader over-
view of the transcriptome landscape and thus the possibility to study
transcriptional signatures in the context of pathways and networks. A
representative example of the potentialities of this strategy is the
work of Labonté et al.®* Labonté et al studied sex-specific transcrip-
tional signatures in the brains of depressed men and women as com-
pared with healthy controls. The power of their study lies in the use
of a large cohort of male and female human post-mortem brain sam-
ples, the inclusion of multiple brain regions, the advanced bioinfor-
matic tools, as well as the comparison between clinical and preclinical
samples. The six different regions analyzed show different degrees of
overlap in gene expression pattermns between patients and controls.
More interestingly, their results show that the amount of MDD-
related transcriptional changes in common between men and women
depends on the region observed but is overall limited. In fact, only as
little as 30% of differentially expressed genes (DEGs) are shared
between men and women. Notably, this number drops further if the
directionality of the change is taken into consideration. Moreover,
gene network and gene ontology analyses showed that only a small
percentage of the expression modules are present in both sexes with
MDD, and they represent different pathways. This approach allowed
the authors to identify new potential sex-specific players in depres-
sion. Similar results were obtained by Seney et al®® with a large-scale
gene expression meta-analysis across three corticolimbic structures of
men and women MDD patients and controls. In accordance with
Labonté et al, a small number of DEGs was shared among the sexes,
but overall gene expression changes converged on similar pathways.
Interestingly, the authors highlighted that these changes in the path-
ways are often in the opposite direction. For example, MDD men

have decreased synapse-related genes, whereas women have an
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increased number. Notably, both studies identified a possible different
involvement cell types in MDD between sexes. In addition to brain
studies, genome-wide transcriptomic studies in peripheral blood sam-
ples of PTSD patients, such as by Breen et al,® have identified an
analogous pattern of opposite gene expression changes between
sexes and a possible involvement of different cell types.®” Taken
together, the high-throughput studies presented so far suggest that
the male and female brains respond to stress in a different and region-
specific way. In particular, pathway analysis indicates that synaptic
function and structure might be differently affected by stress in the
two sexes. Exploration of synaptic density and functionality especially
across the corticolimbic structures would be an interesting and wor-
thy path to analyze. Further studies might identify structural differ-
ences arising from stress exposure specific for one or the other sex
and potentially identify new sex-specific therapeutic targets. In addi-
tion, inflammation seems to be regulated by a stress x sex interaction
and suggests that different cell types might be involved in the stress
response in the two sexes. Lastly, the nucleus accumbens (NAc) is the
only region showing highly similar stress signatures between the
sexes. However, the reward system, to which the NAc belongs, has
been shown in human and animal models®®7° to be affected by stress
exposure in a sex-specific fashion. Investigating how similar gene
expression changes might lead to divergent functional outcome may
be of great interest to the field. Overall, high-throughput studies on
human post-mortem samples indicate that male and female psychiat-
ric patients do not differ only in clinical manifestations but also in their
molecular organization.

Nevertheless, studies on human tissues are unfortunately strongly
affected by unavoidable complications, like intrinsic variability
because of treatment history, age, post-mortem indices, and
processing. These factors are known to confound studies, especially
when looking for transcriptional alterations.”* For these limitations,
preclinical work is a very valuable tool for studying the molecular con-
sequences of stress, providing direct access to the brain and a high

control over temporal resolution.

3 | RODENTSTUDIES

Given the limitations associated with human samples, rodents are a
proven useful tool to study the stress response.”??¢ Preclinical
models of mice and rats have been developed to study both the acute

and chronic stress response.

3.1 | Acute stress

Acute stressors are known to activate a biological response that cul-
minates in the production of glucocorticoids. Prolonged high glucocor-
ticoid levels are known to increase susceptibility to psychiatric
conditions through the sustained activation of glucocorticoid recep-
tors in the stress system.'3777% Sex modulates the extent of this

stress response, both in the corticolimbic structures and in the HPA
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axis, but a thorough characterization of which exact molecular mecha-
nisms are activated in the two sexes is still missing. The molecular
mechanisms activated by acute stress have therefore become the
focus of many researchers’ interest and among them, many have tried
to tackle this issue looking at the mRNA levels of various known medi-

ators of the stress response after exposure to an acute stressor.

3.2 | Targeted studies

So far, rodent studies have employed different types of acute
stressors, which can be divided into two main categories: physical and
psychological stressors. Both types have shown to be informative in
the research of sex differences. Physical stressors such as restraint,
forced swim test or electroshock have been shown to alter gene
expression in a sex-specific way in different brain regions (Tables 1
and 2). For instance, the glucocorticoid (Nr3c1, referred as GR) and
mineralocorticoid (Nr3c2, referred as MR) receptors—the direct
responders to CORT—are affected at the mRNA level by the combina-
tion of acute stress and sex in different brain areas. An overview
of these changes in the hypothalamus, hippocampus, and pituitary of
male and female rats after acute restraint can be found in the work of
Karandrea, Kittas, and Kitraki.?” Their data suggested that MR and GR
plasticity to stress is modulated by sex and that the GR:MR ratio is
adjusted in a sex-specific way in response to stress. Interestingly in a
follow-up study, the same authors showed that the GR:MR ratio is
regulated specifically according to the type of stressor.2 In accor-
dance with this idea, for example, GR levels in the hypothalamus were
reported to be changed in an opposite direction in males and females
after restraint,”® but unchanged in both after footshock exposure.°*
It is interesting to note that GR knock-out animals show an alteration
in the feedback inhibition on ACTH and CORT levels in response to
an acute stressor only in males.’? This reinforces the idea of a sex-
specific mechanism of action for GR or MR regulation. On the other
hand, other stress-associated genes, such as oxytocin (Oxt), arginine
vasopressin (Avp), and corticotropin-releasing factor (Crf) have been
also studied in recent works. Nonetheless, there is still a lack of agree-
ment on how these gene changes are indeed regulated by sex and by

19? reported no sexually

the type of stressor. For instance, Lu et a
dimorphic changes for these genes after acute footshock in the hypo-
thalamus, whereas, Guo et al reported male-specific increased levels
of Avp after an acute footshock, in the same region.*°® Although they
used the same animal model (Sprague Dawley rats), stress paradigm
(footshock) and molecular assay (qPCR), Lu and colleaguest®® col-
lected their samples within a bigger time window after stress com-
pared with Guo et al.’®® Therefore, the timing of tissue collection
might contribute to the observed inconsistency in these works. Other
regions such as the central amygdala (CeA) have shown discrepant

104,105 (see Table 1 for

results in other stress-related genes such as C
more details). Specifically, the work from Sterrenburg et al shows
upregulation in both sexes that is not found from Viau et al. It is
important to notice that despite using the same molecular technique

(ISH), the authors not only collected the samples at a different

and Behavior

timepoint, but also used two different strains of rats (Wistar vs
Sprague Dawley) and different durations for their restraint paradigms.

[*%% used a longer stressor (1 hour instead of

Sterrenburg et a
30 minutes) and collected their results an extra hour after the ending
of the paradigm, whereas Viau et al’®® had a shorter restraint session
(30 minutes) and collected the sample immediately. The shorter
stressor or the time of collection might have compromised the ability
of the authors to induce or observe changes in Crf expression. Impor-
tantly, the two studies still agree on the absence of sex differences.
Discrepancies in transcriptomic studies are likely to arise from differ-
ences in stress paradigms employed, molecular techniques, and time-
point of tissue collection. Further studies exploring these factors and
aiming at replicating the current results are needed to give a clearer
picture of sex differences and their source.

Furthermore, an interesting study by lwasaki-Sekino et alt®®

sug-
gests that timing, at least for some genes and brain regions, might
indeed play a role in finding sex dimorphism at the transcriptomic
level. The authors showed that Crf mRNA levels after footshock
change following different time course in the two sexes. Females had
similar total change to males, but they achieved it an earlier time point
in the PVN and it subsisted for longer both in the PVN and CeA.X%® A
different kinetic in cFos levels upregulation was also found in the pre-
frontal cortex (PFC) of rats after an inescapable stressor.'®” In this
study, however, female upregulation seemed slower and more persis-
tent. These partially discordant results probably suggest that sex-
specific stress responses at the transcriptomic level differ between
regions not only for the genes involved but also for their temporal
regulation. Currently, few other studies support the idea that the tem-
poral dynamics of stress-response might differ between the sexes, in
a region-specific fashion.X%811° Further, it has been recently discov-
ered that acute stress also elicits long-term alterations in neuronal
function in mice,*** which is reasonable to think could be associated
with long-term alterations in the transcriptome. If so, these alterations
might manifest in sex-specific ways too. Accordingly, the mRNA
expression of Avp and Oxt is sexually dimorphic in the PVN and BNST

112114 with Avp being

even weeks after 3 days of defeat in mice
downregulated in the PVN of males only and Oxt upregulated in the
BNST of females only. Apart from the classic stress-related genes
presented so far, other genes have been reported to modulate their
expression in a sex-specific way. For example clock genes,**® genes

101,103

involved in the sex steroid system, and genes encoding for epi-

genetic mediators. 104116117

The gene expression changes described so far have been specifi-
cally observed in the context of physical stressors. In contrast, psy-
chological stressors, such as footshock witnessing, have unfortunately
received less attention. Nonetheless, the work from lwasaki-Sekino
et al'% also suggests that the two types of stressors elicit a different
stress response. This difference might originate from a different per-
ception and process of the types of stress between the two sexes. In
support of this idea, handling alone, which is recognized to be a mild

118119 induced cFos transcription in the male hippocampus,

stressor,
but not in females.'®? Correspondingly, there is evidence that female

and male perception of and susceptibility to psychological stressors
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Region

PIT

HPT

PFC

HPC
HPT

HPC

HPT

PVN

CeA

BNSTov
BNSTfu
MPOA
HPT
HPT
PVN

HPT

PVN

BRIVIO ET AL.
TABLE 1 Stress-related genes regulated by acute and subchronic stress in males and females
M F
Tissue collection stress  stress

Paradigm (time after last stressor) Animal model vsctrl vsctrl Method References
60 minutes restraint / Wistar rats T . NB 99
60 minutes restraint / Wistar rats T l NB 99
Footshock <30 minutes Sprague Dawley rats — — gPCR 101
20 minutes FST 60 minutes Wistar rats 1 — NB 100
Footshock 5 minutes Sprague Dawley rats — — qPCR 103
20 minutes FST 60 minutes Wistar rats T l NB 100
60 minutes restraint / Wistar rats . . NB 99
60 minutes restraint / Wistar rats = ) NB 99
20 minutes FST 60 minutes Wistar rats T - NB 100
Footshock <30 minutes Sprague Dawley rats — l qPCR 101
Footshock 5 minutes Sprague Dawley rats — — qPCR 103
60 minutes restraint / Wistar rats - - NB 99
20 minutes FST 60 minutes Wistar rats | — NB 100
Footshock 30 minutes Sprague Dawley rats — — qPCR 101
Footshock 5 minutes Sprague Dawley rats — — qPCR 103
60 minutes footshock 30 minutes Wistar rats - - ISH 106
60 minutes footshock 60, 120 minutes Wistar rats — 1 ISH 106
60 minutes footshock 90 minutes Wistar rats 1 1 ISH 106
60 minutes witnessing footshock 30, 60, 120 minutes Wistar rats — — ISH 106
60 minutes witnessing footshock 90 minutes Wistar rats - 1 ISH 106
1 hour restraint 1 hour Wistar rats 1 — ISH 104
30 minutes restraint / Sprague Dawley rats | — ISH 105
30 minutes restraint / Sprague Dawley rats F>M? F>M? FISH 157
60 minutes footshock 30, 60 minutes Wistar rats — — ISH 106
60 minutes footshock 90 minutes Wistar rats T 1 ISH 106
60 minutes footshock 120 minutes Wistar rats — T ISH 106
60 minutes witnessing footshock 30, 60, 120 minutes Wistar rats — — ISH 106
60 minutes witnessing footshock 90 minutes Wistar rats T - ISH 106
1 hour restraint 1 hour Wistar rats T 1 ISH 104
30 minutes restraint / Sprague Dawley rats — — ISH 105
1 hour restraint 1 hour Wistar rats ) — ISH 104
1 hour restraint 1 hour Wistar rats le — ISH 104
30 minutes restraint / Sprague Dawley rats F>M? F>M? FISH 157
Footshock <30 minutes Sprague Dawley rats — — qPCR 101
Footshock 5 minutes Sprague Dawley rats 1 — qPCR 103
30 minutes restraint / Sprague Dawley rats 1 T ISH 105
Social defeat 2 weeks California mice | — qPCR 113
Footshock <30 minutes Sprague Dawley rats — — qPCR 101
Footshock 5 minutes Sprague Dawley rats — — qPCR 103
Social defeat 2 weeks California mice — — gPCR 112
Social defeat 2 weeks California mice — 1 qPCR 112

BNST

Notes: Regions: PIT, pituitary gland; HPT, hypothalamus; PVN, paraventricular nucleus of the hypothalamus; PFC, prefrontal cortex; HPC, hippocampus;
CeA, central amygdala; BNST, bed nucleus of the stria terminalis; MPOA, medial preoptic area. Paradigm: FST, forced swim test. Tissue collection: /,

samples collected immediately at the end of the paradigm. Methods: NB, northern blot; ISH, in situ hybridization; FISH, fluorescent in situ hybridization;
gPCR, quantitative PCR. | down regulated; 1 upregulated; t, trend; ?, unclear|discordant results; —, no differential expression.
2No control animals in the experiments.
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TABLE 2 Nonstress-related genes regulated by acute and subchronic stress in males and females
Tissue collection M F
(time after last stress stress
Gene Region Paradigm stressor) Animal model vs ctrl vs ctrl
Ar HPT Footshock <30 minutes Sprague Dawley rats  — l
Footshock 5 minutes Sprague Dawley rats  — l
Aro HPT Footshock 5 minutes Sprague Dawley rats ! 1
Esrl HPT Footshock <30 minutes Sprague Dawley rats — —
Footshock 5 minutes Sprague Dawley rats — —
MeA 3 days social defeat 2 weeks California mice — —
Esr2 HPT Footshock <30 minutes Sprague Dawley rats — —
Footshock 5 minutes Sprague Dawley rats — 1
MeA 3 days social defeat 2 weeks California mice ? ?
cFos PVN 30 minutes restraint / Sprague Dawley rats F>M? F>M?
30 minutes restraint / Sprague Dawley rats | T
30 minutes restraint 30 minutes Sprague Dawley rats F=M F=M
PFC 100 minutes restraint + /, 60 minutes Sprague Dawley rats T T
tailshock
30 minutes restraint / Sprague Dawley rats T T
cortex 30 minutes restraint 30 minutes Sprague Dawley rats F<M F<M
(different
subregions)
AC 30 minutes restraint / Sprague Dawley rats | T
MPOA 30 minutes restraint / Sprague Dawleyrats F>M? F>M?
BNSTav 30 minutes restraint / Sprague Dawley rats F>M? F>M?
HPC 6 minutes cold swim 45 minutes ¢57BL6 mice 1 1
stress
6 minutes restraint 45 minutes ¢57BL6 mice — 1
30 minutes restraint 30 minutes Sprague Dawley rats F<M? F<M?
MeA 30 minutes restraint 30 minutes Sprague Dawley rats F=M? F=M?
VO 30 minutes restraint / Sprague Dawley rats T T
RAI 30 minutes restraint / Sprague Dawley rats — —
SCN 30 minutes restraint / Sprague Dawley rats | -
LS 30 minutes restraint 30 minutes Sprague Dawley rats F=M F=M?
Bdnf PFC 100 minutes restraint + / Sprague Dawley rats T —
tailshock
100 minutes restraint + 60 minutes Sprague Dawley rats — —
tailshock
CeA 3 days social defeat 2 weeks California mice — —
BLA 3 days social defeat 2 weeks California mice — —
BNST 3 days social defeat 2 weeks California mice — —
Perl PVN 30 minutes restraint / Sprague Dawley rats | T
PFC 30 minutes restraint / Sprague Dawley rats T T
AC 30 minutes restraint / Sprague Dawley rats T T
HPC 6 minutes cold swim 45 minutes ¢57BL6 mice T T
stress
6 minutes restraint 45 minutes ¢57BL6 mice T T
SCN 30 minutes restraint / Sprague Dawley rats — —
VO 30 minutes restraint / Sprague Dawley rats T T
RAI 30 minutes restraint / Sprague Dawley rats Te Te

Genes, Brain

and Behavior

Method
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
ISH
ISH
ISH
ISH

ISH
ISH

ISH
ISH
ISH
qPCR

qPCR
ISH
ISH
ISH
ISH
ISH
ISH
ISH

ISH

gPCR
qPCR
qPCR
ISH
ISH
ISH
qPCR

qPCR
ISH
ISH
ISH
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TABLE 2 (Continued)
Tissue collection M F
(time after last stress stress

Gene Region Paradigm stressor) Animal model vs ctrl vs ctrl Method References
Per2 PVN 30 minutes restraint / Sprague Dawley rats  — T ISH 115
VO 30 minutes restraint / Sprague Dawley rats  — T ISH 115
6 minutes restraint 45 minutes c57BL6 mice 1T T qPCR 109
Cbp PVN 1 hour restraint 1 hour Wistar rats 1 — qPCR 104
Dnmt1 CeA 3 days social defeat 2 weeks California mice — l qPCR 116
MeA 3 days social defeat 2 weeks California mice — — qPCR 116
BLA 3 days social defeat 2 weeks California mice — — qPCR 116
Dnmt3a CeA 3 days social defeat 2 weeks California mice ? - gPCR 116
MeA 3 days social defeat 2 weeks California mice — — qPCR 116
BLA 3 days social defeat 2 weeks California mice — — qPCR 116
NAc 6 days sCVS 4 hours, 24 hours  ¢57BL6 mice 1 1 qPCR 148
Cnrl cerebellum 3 days tailshock + ARS / Sprague Dawley rats ) ) qPCR 158
brain stem 3 days tailshock + ARS / Sprague Dawley rats = = gPCR 158
Cnr2 cerebellum 3 days tailshock + ARS / Sprague Dawley rats - - gPCR 158
brain stem 3 days tailshock + ARS / Sprague Dawley rats - - qPCR 158

Notes: Regions: HPT, hypothalamus; PVN, paraventricular nucleus of the hypothalamus; PFC, prefrontal cortex; HPC, hippocampus; CeA, central amygdala;
BLA, basolateral amygdala; MeA, medial amygdala; BNST, bed nucleus of the stria terminalis; LS, lateral septum; SCN, suprachiasmatic nucleus; AC,
anterior cingulate; VO, ventro-orbital cortex; RAI, rostral agranular insula; MPOA, medial preoptic area. Paradigm: sCVS, subchronic variable stress; ARS,
acute restraint stress. Tissue collection: /, collected right at the end of the paradigm. Methods: NB, northern blot; ISH, in situ hybridization; FISH,
fluorescent in situ hybridization; qPCR, quantitative PCR. | downregulated; T upregulated; t, trend; ?, unclear|discordant results; —, no differential

expression.
2No control animals were used in the experiments.

differ at the behavioral level.'®® Further studies are needed to eluci-
date if stress perception differs at the transcriptomic level between
the sexes.

Based on this collection of evidence, we can speculate that many
more regions and genes from the ones highlighted here might show
sex-specific spatial and temporal regulation after stress. Overall, more
comprehensive studies that include multiple regions and rigorous time
points are needed to characterize the effects of sex on the temporal
aspect of stress response. According to the studies reviewed here, the
time point of observation after stress is probably a key factor for iden-
tifying and characterizing sex differences. This temporal factor might

indeed account for the discrepancy found in literature.

3.3 | High-throughput studies

Given the fact that MR and GR are both two important transcrip-
tion factors and that epigenetic players such as DNA met-
hyltransferases seem to be modulated by sex in the context of

116

stress, it would not be surprising to find altered transcription

levels on a more general scale. Unfortunately, large-scale
approaches taking into consideration sex as a variable are still
poorly represented in stress research.’?! Here, we review some
studies that did investigate the transcriptional response to acute
stress using high-throughput approaches and included sex as a bio-

logical variable in their design.
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One of these studies, using RNA-sequencing on translating ribo-
some affinity purified (TRAP) pyramidal neurons of the hippocampus
CAZ3, recently explored the actively translated immediate early genes
in response to an acute forced swim test.*?2 The authors found that
while both males and females showed many DEGs (including the
expected cFos and Arc), female DEGs were found to be almost three
times more in number than the ones found in males. Interestingly,
the number of DEGs with same directionality shared between the
two sexes was found being less than 5%, similar to findings in
humans.848>12% Fyrthermore, the stress-affected pathways cor-
responded poorly between sexes and females had a higher number
of involved pathways. Thus, males and females in response to the
same acute stress showed not only different transcriptional plasticity
but also unique responses. A second research group showed that
altered gene expression after acute restraint stress in the hippocam-
pus is correlated with the epigenetic marker 5hmC.1Y7:12% |nterest-
ingly, 25% of the genomic regions that are regulated by 5hmC after
stress code for sex-specific DEGs. Moreover, the authors showed
that other epigenetic regulators, such as Dnmt3a, Hdac7, and
Hdac10, were altered in a sex-specific way. Overall their data cor-
roborate the idea that epigenetic mechanisms can play a role in the
sex-specific stress-induced transcriptomic alterations presented
so far.

To summarize, the male and female response to acute stress
seems to be processed in the brain differently (Figure 2, left panel).

When looking at transcriptional profiles of stressed and control
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FIGURE 2 Genes differently affected by acute and chronic stress in male and female rodent brain regions. Schematic representation of genes
affected by either acute (left panel) or chronic (right panel) stress in the rodent brain in a sex-specific fashion. Several stress-related genes such as
Nr3c1, Crf, Avp, and activity-dependent genes such as Bdnf and cFos have been found to be regulated by acute stress in opposite directions in
several brain regions of male and female rodents. The GABAergic system (Pv, Gadé5, Gadé7, and Gabrr2), the dopaminergic system (Drd1, Nr2b,
and Maob) and stress-related genes (Nr3c1, Nr3c2, Crf, and Avp) seem to be regulated in opposite directions in the two sexes after chronic stress.
A full list of genes regulated by acute and chronic stress can be found in Tables 1 and 2 and Tables 3 and 4, respectively

rodents, we can identify region-specific differences in stress-related
genes and epigenetic players. Importantly, in the current literature is
not uncommon to find discrepancy among studies. This inconsistency
might arise from different technologies employed which have differ-
ent sensitivity, but most importantly on the specific stress paradigm
chosen and the time point of analysis.

4 | CHRONICSTRESS

Chronic exposure to stressors tunes the stress system and is recog-
nized as a strong risk factor for the development of psychiatric disor-
ders.*? Thus, preclinical models of chronic stress exposure are
currently studied to elucidate the biological processes underlining the
pathogenesis of psychiatric disorders. Several of these models have
also been used to study the role of sex in these processes, either
exposing animals to single repeated stressors, or to more complex
protocols, which include combinations of multiple stressors like the
unpredictable chronic mild stress and its variant, the chronic variable
stress.2512¢ |mportantly, the classic paradigm of chronic social defeat
stress, which has been widely used to study chronic stress exposure
in male rodents, has recently been adapted for use in females of
nonaggressive strains.*?”"22% To the best of our knowledge, however,
molecular studies with this paradigm are still lacking. Overall, these
protocols have very different designs and limitations: an important

factor to consider when trying to compare results from different stud-
ies. For example, exposing animals to the same stress across days may
lead to stress habituation.** Given the fact that males and females
differ in their molecular and behavioral coping strategies to stress
exposure, stress habituation is potentially a sexually dimorphic pro-
cess t00.134132 |ndeed, the HPA axis negative feedback and the pro-
cess of adaptation to repeated homotypic stressors, such as restraint,
have been shown to be influenced by estrogens.****** However,
information on how these differences happen at the level of gene
expression are still lacking. Still, we can hypothesize that stress adap-
tation would show sex dimorphism also at the transcriptomic level. If
this is correct, sex-specific transcriptional signatures observed after
repeated stressors could result from the combination of stress and
habituation responses, which would need to be taken into consider-
ation when interpreting results. On the contrary, other more complex
chronic stress paradigms, such as chronic mild stress, try to avoid the
habituation process exposing the animals to various mild stressors
across many days.'®> Nevertheless, no universal protocol for this par-
adigm exists, so a variety of stressor combinations, degrees of
unpredictability and length can be found in literature. Importantly,
chronic stress exposure is sometimes paired with tests to behav-
iorally assess the stress status of the animals. Exposure to com-
monly used tests such as the forced swim, tail suspension, or
elevated plus maze, when not part of the chronic stress paradigm,
can elicit an acute stress response. As a result, the observed
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transcriptional signatures might combine chronic and acute
responses. All these aspects need to be considered when trying to
critically review the current literature and trying to understand dis-
cordant results. Finally, as with acute stress studies, different tech-
nologies can have a different degree of accuracy in quantifying
gene expression. Here, we present studies that included sex as bio-
logical variable that either used a targeted or a high-throughput

approach.

41 | Targeted studies

Targeted studies with chronic stress paradigms have been especially
useful in elucidating how the interaction of sex and chronic stress
affects the classic stress-related genes. The expression of genes such
as MR and GR are, in fact, affected in a sex- and region-specific fash-
ion not only by acute but also by chronic stress exposure. For
instance, there is evidence in the literature that the response to
chronic stress involves tuning the GR:MR system differently according
to the region and sex.”’ For example, repeated restraint stress
reduced the levels of GR in the hypothalamus in females, but not in
males. In contrast, upon the same repeated restraint stress, MR is
downregulated in the hippocampus of males, but upregulated in
females. Importantly, exposing rats to a new stressor, such as the
forced swim test, leads to different sex- and region-specific expres-

100 (see Tables 3 and 4 for detailed description of the

sion changes
changes). It is therefore important to consider the selection of the
type of stressor and the paradigm design when assessing sex differ-
ences as fundamental.

Exposure to chronic stress also modulates expression levels of
other stress-related genes, such as the Crf system and the oxytocin-
vasopressin pathway. Guo et al*®® showed that the combined expo-
sure to chronic mild stress and an acute forced swim session led to a
wide range of gene expression changes of stress-related genes in the
hypothalamus in a different way between sexes. More specifically, the
authors showed that Crf, Avp, Oxt, and Esrl are all upregulated in
females, but are not changed in males. Crf, Avp, and Oxt were found
increased specifically in females also when the mice were not further
exposed to the forced swim test.’°! However, not surprisingly, not
every work published agrees.t®**%” Other regions involved in the
stress circuitry such as the CeA and basolateral amygdala (BLA), as
well as the bed nucleus of the stria terminalis (BNST) show the differ-
ent extent of sex-specific regulation of such genes and others, includ-
ing the Bdnf cascade®” 14 (Tables 3 and 4).

Apart from the classical stress-related genes presented so far,
psychopathologies are known to be characterized by an imbalance in
several neurotransmitter pathways.’” Some of these imbalances are
reproduced in chronically stressed rodents and show patterns of sex
dimorphism. For instance, the GABAergic pathway in corticolimbic
structures seems to be affected in a sex-specific way in response to
chronic stress. Parvalbumin mRNA levels in the PFC are upregulated
in females, but are unchanged in males.'#%142 Other genes related to
the GABAergic pathway such as Gad67, Gad65, and somatostatin (Sst)
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in the BLA are also strongly influenced by the interaction of stress
exposure and sex.r*?14% For instance, using four core genotypes

1137 were able to dissect the role of chro-

(FCG) mice, Puralewski et al
mosomal sex, gonadal sex, and circulating testosterone in shaping the
stress response at the level of GABAergic circuitry. Despite not being
able to directly compare controls and stressed animals, they identified
some GABA-related genes, such as Sst, that do not show expression
differences between sexes (either gonadal or chromosomal) at base-
line but do after chronic mild stress. This argues for a potential sex x
stress interaction on the GABAergic system, worthy of further studies.
Similarly, stress-specific changes in genes belonging to the glutamate
pathway were found to be sex-specific in different regions such as
the hippocampus and the hypothalamus'** (Table 4). In contrast, the
dopaminergic/noradrenergic system in the locus coeruleus—the main
source of noradrenaline in the brain—and the acetylcholine pathway
are equally affected in both sexes in preclinical studies.*®**> Impor-
tantly, these pathways do not work in isolation, rather they are
strongly integrated among each other and across regions. Thus,
observing more than one pathway at the same time might provide a
more complete overview of the combined effect of stress and sex.
Barko et al**® attempted to tackle this issue by using a subset of
genes of the GABA, glutamate and dopamine pathways in the PFC,
BLA, and NAc. It is interesting to note that the three regions pres-
ented a different extent of overlap in gene expression changes after
unpredictable chronic mild stress, similarly to the changes observed in
MDD patients.®* The authors further explored the sex dimorphism
building a gene network across the three neurotransmitter pathways
in the PFC. Surprisingly, already at baseline, the female network was
more strongly coordinated than the male network and less stable
against chronic stress. These results suggest that females might have
a higher intrinsic transcriptional sensitivity to stress and that these
three systems, the GABAergic, glutamatergic and dopaminergic/
reward systems are potential sources of sex dimorphism in the stress
response. However, it is difficult to conclude if these are overall fea-
tures of the observed regions, in light of the small number of genes
sampled (7-10 per neurotransmitter system). In contrast, high-
throughput technologies such as next-generation RNA sequencing
can test the whole transcriptome at once, allowing indeed to create a

more complete view of stress-specific changes.

4.2 | High-throughput studies

High-throughput studies addressing the interaction between sex and
chronic stress are slowly becoming more popular, even if still under-
represented. Thanks to these studies, an overview of differences in
rodents is slowly building up allowing comparisons with evidence
from psychiatric patients to be made. These high-throughput studies

123,147 and RNA_Sequencing84,85,148—152

include both microarray
approaches. Both types of technologies allow for a genome-wide pro-
filing of stress responses in the two sexes and the study of these
responses in the context of pathways. For example, Karisetty et al**”

used mRNA microarrays to study the transcriptomic signatures of
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TABLE 3 Stress-related genes regulated by chronic stress in males and females

Gene

Nr3c1 (GR)

Nr3c2 (MR)

Crf

Avp

Region

PIT

HPT

HPC

HPT

HPC

HPT

PVN

CeA

BNSTov
BNSTfu
HPT

Paradigm

14 days 60 minutes
restraint

14 days 60 minutes
restraint + ARS

3 weeks CMS + FST
3 weeks CMS

14 days 60 minutes
restraint £ ARS

14 days 20 minutes FST

14 days 60 minutes
restraint + FST

14 days 60 minutes

restraint + 13 days 20

minutes FST

14 days 60 minutes

restraint £ ARS or + FST
14 days 20 minutes FST

3 weeks CMS + FST
3 weeks CMS

14 days 60 minutes
restraint £ ARS

14 days 20 minutes FST

14 days 60 minutes

restraint + 20 minutes

FST
14 days 60 minutes

restraint + 13 days 20

minutes FST

14 days 60 minutes
restraint

14 days 60 minutes

restraint + ARS or + 20

minutes FST

14 days 20 minutes FST

14 days 60 minutes

restraint + 13 days 20

minutes FST
3 weeks CMS + FST
3 weeks CMS
3 weeks CMS
10 days CMS + EPM
2 weeks CMS
2 weeks CMS
10 days CMS + EPM
2 weeks CMS
2 weeks CMS
3 weeks CMS + FST
3 weeks CMS

Tissue collection
(time after last
stressor)

24 hours

5 minutes
24 hours

24 hours, 0
minute

24 hours

60 minutes

24 hours

/, 24 hours

24 hours

5 minutes
24 hours
24 hours, /

24 hours

60 minutes

24 hours

24 hours

/, 60 minutes

24 hours
24 hours

5 minutes
24 hours

3 days

30 minutes
1 hour

1 hour

30 minutes
1 hour

1 hour

5 minutes

24 hours

Animal model

Wistar rats

Wistar rats

Sprague Dawley rats
Sprague Dawley rats

Wistar rats

Wistar rats
Wistar rats

Wistar rats

Wistar rats

Wistar rats
Sprague Dawley rats
Sprague Dawley rats

Wistar rats

Wistar rats
Wistar rats

Wistar rats

Wistar rats

Wistar rats

Wistar rats

Wistar rats

Sprague Dawley rats
Sprague Dawley rats
Sprague Dawley rats
Sprague Dawley rats
Wistar rats
Wistar rats
Sprague Dawley rats
Wistar rats
Wistar rats
Sprague Dawley rats

Sprague Dawley rats

M
stress
vs ctrl

bt

b
bt

F
stress
vs ctrl

Te
i
—({1in

diestrus)

Genes, Brain
and Behavior

11 0f 22

Method References

NB

NB

qPCR
qPCR
NB

NB
NB

NB

NB

NB
qPCR
qPCR
NB

NB
NB

NB

NB

NB

NB
NB

gPCR
gPCR
ISH
ISH
ISH
ISH
ISH
ISH
ISH
qPCR
gPCR

99

99

103
101
99,100

100
100

100

99,100

100
103
101
99, 100

100
100

100

99,100

99,100

100
100

103
101
136
138
137
137
138
137
137
103
101

(Continues)

161



12 of 22 Genes, Brain BRIVIO ET AL.
and Behavior
TABLE 3 (Continued)
Tissue collection M F
(time after last stress stress
Gene Region Paradigm stressor) Animal model vs ctrl vs ctrl Method References
3 weeks CMS + EPM + 16—18 hours ¢57BL6 mice T — gPCR 147
OFT + FST
PVN 10 days CMS + EPM 30 minutes Sprague Dawley rats — — ISH 138
Oxt HPT 3 weeks CMS + FST 5 minutes Sprague Dawley rats — T gPCR 103
3 weeks CMS 24 hours Sprague Dawley rats — - gPCR 101
3 weeks CMS + EPM + 16-18 hours c57BL6 mice - 1 gPCR 147
OFT + FST

Notes: Regions: HPT, hypothalamus; PVN, paraventricular nucleus of the hypothalamus; PFC, prefrontal cortex; HPC, hippocampus; CeA, central amygdala;
BLA, basolateral amygdala; MeA, medial amygdala; BNST, bed nucleus of the stria terminalis; LS, lateral septum; SCN, suprachiasmatic nucleus; AC,
anterior cingulate; VO, ventro-orbital cortex; RAI, rostral agranular insula; MPOA, medial preoptic area. Paradigm: CMS, chronic mild stress; FST, forced
swim test; ARS, acute restraint stress; EPM, elevated plus maze test; OFT, open field test. Tissue collection: /, samples collected right at the end of the
paradigm. Methods: NB, northern blot; ISH, in situ hybridization; FISH, fluorescent in situ hybridization; gPCR, quantitative PCR. | downregulated;

upregulated; t, trend; ?, unclear|discordant results; —, no differential expression.

chronic mild stress in the male and female hypothalamus. Several
genome-wide stress-specific DEGs were identified in the male tissue
and even a higher number in the female. Importantly, using in silico
pathway analysis, the authors found these DEGs were enriched for
“mood disorders” pathways and several other neuronal functions such
as neuroendocrine peptides processing, synaptic transmission and
transduction networks for both sexes. However, these pathways
seemed to be altered at the level of different genes between males
and females. For instance, within the “posttranslational processing of
neuroendocrine peptides” pathway, males showed deregulation of
Avp and cholecystokinin (Cck), whereas females had altered Oxt
levels.**” Studying gene alterations in the context of pathways can,
therefore, help identifying which basic mechanisms are shared
between the sexes and conversely how different gene expression
changes can lead to similar outcomes.

On the other hand, RNA sequencing studies can achieve a fur-
ther level of complexity: the discovery of a novel gene(s) of interest
or the study of gene variants. Genes that have never been impli-
cated in the stress response before, in fact, cannot be identified
with targeted studies and only difficultly with microarrays. It is pos-
sible to find examples of the potentiality of this approach already in
the current literature; for instance, in the work of Labonte et al.8*
Their study on male and female adult mice with chronic variable
stress focused on two regions, the PFC and the NAc. Through a
combination of network and pathway analyses, and the combination
of human and rodent data, the authors were able to identify two
different pathways, one in each sex, that were altered by the expo-
sure to chronic stress. The stress-dependent deregulation of each of
these pathways was shown to impact on neuronal activity selec-
tively in one or the other sex. Importantly, the two hub genes of
these two pathways, Duspé and Emx1, were two genes not previ-
ously implicated in the stress response. This study showed how
RNA-seq approach can help in the identification of novel sex-
specific gene players. These types of studies can bring the field one
toward stress-related

step closer sex-specific treatments for
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disorders. In addition, when analyzing cell-type specific pathways of
DEGs, the authors identified enrichment for different cell types in a
sex-specific fashion. For instance, female PFC seemed to be mostly
affected at the level of neurons, whereas the males were more
affected in the endothelial pathways. Another study suggests that
proliferation in the hippocampus is selectively affected in male rats,
suggesting proliferative cells, such as glia or neuronal progenitors,
are differentially affected in the two sexes.'®® Further studies at the
single-cell level, however, are still necessary to help elucidate the
origin of these differences.

It is also interesting to mention that RNA-sequencing approaches
have been used to study the reported heightened susceptibility to
chronic stress of females.**®#? To study the molecular mechanisms
that regulate the sex-specific susceptibility to stress, some groups
have been using the subchronic variable stress paradigm. After 6 days
of variable stress, in fact, only female mice develop a classic stressed
phenotype of anhedonia and elevated CORT, whereas males cannot
be differentiated from controls. Surprisingly, the authors found that
the number of DEGs in the NAc was disproportionally higher in males
than females. Furthermore, almost none of these genes were shared
between them and the pathways enriched for these DEGs were not in
common between males and females. Hence, in this work, subchronic
stress was able to elicit a strong transcriptional response in males but
failed to do the same in females. Considering that males appeared
asymptomatic at this stage of the chronic paradigm and females did
not, the data suggest the intriguing possibility that male rodents show
an active resilience response that is not elicited in females. In the cur-
rent literature, we can find extensive works about resilience in male
animals, but a comparable line of research in females or comparing the
sexes is still lacking. If replicated in further studies and different brain
regions, these results might represent the first clue to find early-on
differences between the sexes in response to prolonged stress. The
authors might have identified the first manifestation of sex-dependent
differences observed in chronic stress susceptibility and psychiatric

disorders and it is therefore worthy of further investigation.
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TABLE 4 Nonstress-related genes regulated by chronic stress in males and females
Tissue collection M F
(time after stress  stress
Gene Region Paradigm last stressor) Animal model vsctrl  vs ctrl
Ar HPT 3 weeks CMS 24 hours Sprague Dawley rats  — —
Aro HPT 3 weeks CMS + 5 minutes Sprague Dawley rats | —
FST
3 weeks CMS 24 hours Sprague Dawley rats — —
Esrl HPT 3 weeks CMS + 5 minutes Sprague Dawley rats  — 1
FST
3 weeks CMS 24 hours Sprague Dawley rats  — —
Esr2 HPT 3 weeks CMS + 5 minutes Sprague Dawley rats — —
FST
3 weeks CMS 24 hours Sprague Dawley rats — —(1in
diestrus)
Bdnf BLA 8 weeks CMS / FCG mice a a
Trkb BLA 8 weeks CMS / FCG mice @ a
Cbp PVN, CeA 2 weeks CMS 1 hour Wistar rats - —
BNST 2 weeks CMS 1 hour Wistar rats - T
Hdac3 PVN, BNST, CeA 2 weeks CMS 1 hour Wistar rats — —
Hdac4 PVN, BNST, CeA 2 weeks CMS 1 hour Wistar rats — —
Hdac5 PVN, BNST 2 weeks CMS 1 hour Wistar rats = =
CeA 2 weeks CMS 1 hour Wistar rats | —
Pcaf PVN, BNST, CeA 2 weeks CMS 1 hour Wistar rats - —
Cck HPT 3 weeks CMS + 16-18 hours ¢57BL6 mice T —
EPM +
OFT + FST
Duspé PFC CVS na ¢57BL6 mice - 1
Emx1 PFC CVS na c57BL6 mice T —
GABAergic system
Sst BLA 8 weeks CMS / FCG mice 2 @
Gadé5 BLA 8 weeks CMS / FCG mice a a
Gadé7 PFC 2 weeks CMS + 48 hours c57blé Tt —
FST
4 weeks CMS + 48 hours c57blé - —
FST
BLA 8 weeks CMS / FCG mice @ a
Gabra2 PFC 2|4 weeks CMS + 48 hours c57blé — —
FST
8 weeks CMS na FCG mice 1 1
BLA 8 weeks CMS na FCG mice - -
NAc 8 weeks CMS na FCG mice T T
Gabra5 PFC 8 weeks CMS na FCG mice 1 1
BLA 8 weeks CMS na FCG mice = =
NAc 8 weeks CMS na FCG mice 1 1
Gabrr2 PFC 8 weeks CMS na FCG mice XY — XX7
BLA 8 weeks CMS na FCG mice - -
NAc 8 weeks CMS na FCG mice 1 1
Gphn PFC, BLA 8 weeks CMS na FCG mice — —
NAc 8 weeks CMS na FCG mice T 1

Genes, Brain
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Method
qPCR
qPCR

qPCR
qPCR

qPCR
qPCR

qPCR

qPCR
gPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR

RNA-
seq

RNA-
seq

qPCR
qPCR
qPCR

qPCR

qPCR
gPCR

qPCR
qPCR
qPCR
qPCR
gPCR
qPCR
qPCR
qPCR
qPCR
qPCR
qPCR

References
101
103

101
103

101
103

101

139
139
137
137
137
137
137
137
137
147

84

84

139
139
141

141

139
141

146
146
146
146
146
146
146
146
146
146
146
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TABLE 4 (Continued)
Tissue collection M F
(time after stress stress
Gene Region Paradigm last stressor) Animal model vsctrl  vs ctrl Method References
Gat1 PFC, BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T T qPCR 146
Gabarap PFC, NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
BLA 8 weeks CMS na FCG mice — qPCR 146
Gabarapll PFC, NAc 8 weeks CMS na FCG mice T T qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
Grin2b DLPFC 4 weeks CMS + 48 hours Balblc mice — — qPCR 142
FST
Glutamatergic system
Grial PFC, NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
Gria3 PFC 8 weeks CMS na FCG mice XY — XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
Grinl PFC 4 weeks CMS + 48 hours Balblc mice — — qPCR 142
FST
Grin2a PFC 4 weeks CMS + 48 hours Balblc mice — — qPCR 142
FST
Grin2b PFC 4 weeks CMS + 48 hours Balblc mice 1t — qPCR 142
FST
Grm1 PFC, BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T 1 qPCR 146
Grik3 PFC, BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T 1 qPCR 146
Grin3a PFC 8 weeks CMS na FCG mice XY — XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
Slc25a22 PFC 8 weeks CMS na FCG mice | 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T T qPCR 146
Grip1 PFC 8 weeks CMS na FCG mice T 1 qPCR 146
BLA, NAC 8 weeks CMS na FCG mice — gPCR 146
Sic2a1 HPT, PFC, AMY 6 days social 3 days Wistar rats — — qPCR 144
defeat + 6 days
ARS
HPC 6 days social 3 days Wistar rats T — qPCR 144
defeat + 6 days
ARS
Sic2a3 HPT 6 days social 3 days Wistar rats — 1 qPCR 144
defeat + 6 days
ARS
PFC, HPC 6 days social 3 days Wistar rats — — qPCR 144
defeat + 6 days
ARS
AMY 6 days social 3 days Wistar rats T — qPCR 144
defeat + 6 days
ARS
Sic2a4 HPT 6 days social 3 days Wistar rats 1 — qPCR 144
defeat + 6 days
ARS
(Continues)
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TABLE 4 (Continued)
Tissue collection M F
(time after stress stress
Gene Region Paradigm last stressor) Animal model vsctrl  vs ctrl Method References
PFC 6 days social 3 days Wistar rats — — qPCR 144
defeat + 6 days
ARS
Slc2a5 PFC, AMY 6 days social 3 days Wistar rats — — qPCR 144
defeat + 6 days
ARS
HPC 6 days social 3 days Wistar rats — T qPCR 144
defeat + 6 days
ARS
Dopaminergic system
Th LC 3 weeks CMS 3 days Sprague Dawley rats — — ISH 136
Drd1 PFC 8 weeks CMS na FCG mice XY — XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T T qPCR 146
Drd2 PFC, BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
Drd5 PFC 8 weeks CMS na FCG mice T 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T T qPCR 146
Comt PFC, NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
BLA 8 weeks CMS na FCG mice - — gPCR 146
Maoa PFC, NAc 8 weeks CMS na FCG mice T 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
Maob PFC 8 weeks CMS na FCG mice XY| XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — gPCR 146
NAc 8 weeks CMS na FCG mice 1 7 qPCR 146
Creb1 PFC, NAc 8 weeks CMS na FCG mice T 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
Creb3 PFC 8 weeks CMS na FCG mice XY — XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — gPCR 146
NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
Crebbp PFC 8 weeks CMS na FCG mice XY — XX7 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
NAc 8 weeks CMS na FCG mice T 1 qPCR 146
Ddc PFC, NAc 8 weeks CMS na FCG mice 1 1 qPCR 146
BLA 8 weeks CMS na FCG mice — — qPCR 146
HCNP-pp  HPC 4 weeks CMS na C57bl6é mice Tt Tt qPCR 145

Notes: Regions: HPT, hypothalamus; PVN, paraventricular nucleus of the hypothalamus; PFC, prefrontal cortex; HPC, hippocampus; AMY, amygdala; CeA,
central amygdala; BLA, basolateral amygdala; BNST, bed nucleus of the stria terminalis. Paradigm: CMS, chronic mild stress; CVS, chronic variable stress;
FST, forced swim test; ARS, acute restraint stress; EPM, elevated plus maze test; OFT, open field test. For FCG mice, four core genotypes mice, XY or XX
have been specified when gene expression changes were observed for chromosomal sex. Tissue collection: /, samples collected right at the end of the
paradigm; na, information not available. Methods: ISH, in situ hybridization; qPCR, quantitative PCR. | downregulated; T upregulated; t, trend; ?, unclear|
discordant results; —, no differential expression.

®No direct comparison stress vs controls.
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DUSP6
EMX1
ARPP21
P2RY12

MTHFR

SLCO1A2
ARHGEF3
GABRD
CAMK2B
CACNA1I
NOL3
NUB1
PSMA3
GRIA1
GRIA2
GRIA3
GRIA4
GRIN1
GRIN2A
GRIN2B
GRIN2C
GRIN2D
GRIN3A

GRM1
GRM2

GRM3
GRM4
GRM5
GRM7
GRIK1
GRIK2
GRIK3

HCNP-pp
CRF-BP

IL-4
IL-13
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TABLE 5 Nonstress-related genes regulated by psychopathologies in men and women
M F

Region Condition stress vs ctrl stress vs ctrl Method References
PFC MDD - ! RNA-seq 84
PFC MDD T = RNA-seq 84
AMY MDD - 1 gPCR 85
ACC MDD — le Microarray 85
AMY MDD - ! gPCR 85
ACC MDD Le — Microarray 85
AMY MDD - - qPCR 85
ACC MDD — | Microarray 85
ACC MDD - T Microarray 85
ACC MDD Lt — Microarray 85
ACC MDD l — Microarray 85
ACC MDD ! — Microarray 85
ACC MDD ! 1 Microarray 85
ACC MDD 1 T Microarray 85
ACC MDD 1 l Microarray 85
DLPFC MDD = = gPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD — 1 gPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD = 1 gPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - - qPCR 159

Suicide - 1 gPCR 159
DLPFC MDD — 1 gPCR 159
DLPFC MDD - - qPCR 159

Suicide - T qPCR 159
DLPFC MDD = = gPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD l 1 gPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD - 1 qPCR 159
DLPFC MDD = = gPCR 159

Suicide 1 - gPCR 159
AMY MDD - 1 qPCR 145
BLA, lateral AMY MDD - — ISH 78
BLA, lateral AMY BPD ! = ISH 78
OFC Suicide — 1 gPCR 160
OFC Suicide 1 - qPCR 160
OFC Suicide — I qgPCR 160

TNFa

Notes: Regions: PIT, pituitary; HPT, hypothalamus; PVN, paraventricular nucleus of the hypothalamus; PFC, prefrontal cortex; OFC, orbitofrontal cortex;

HPC, hippocampus; CeA, central amygdala; BLA, basolateral amygdala; MeA, medial amygdala; BNST, bed nucleus of the stria terminalis; AMY, amygdala;
NAc, nucleus accumbens; LC, locus ceruleus. Condition: MDD, major depressive disorder; BPD, bipolar disorder. Methods: NB, northern blot; ISH, in situ
hybridization; FISH, fluorescent in situ hybridization; gPCR, quantitative PCR. |, downregulated; T, upregulated; t, trend; —, no differential expression.
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The evidence reviewed here suggests that there are profound
transcriptomic differences in response to chronic stress across males
and females in several brain regions of the rodent brain (Figure 2, right
panel). Females that look behaviorally more susceptible to chronic
stress display a higher number of deregulated genes and often more
deregulated pathways. Furthermore, it is not uncommon to identify
genes and pathways affected by stress uniquely in one sex. These
genes and pathway could be involved in the sex dimorphism of psy-
chiatric disorders or become novel targets for treatment. Finally, a
preliminary study suggests that females and males differ already at
the level of molecular signatures of resilience after subchronic stress.
Further studies are needed to assess if these gene expression changes
are indeed associated to resilience and to potentially develop early-on

treatments.

5 | CONCLUSIONS

Stress is processed in the brain by a network of regions interacting
with each other, including the PVN, hippocampus, amygdala, PFC
and other nuclei. Their response to stress is mediated by a set of
transcriptional adaptations in several gene networks and recent
studies have highlighted sex as a modulator factor in these pro-
cesses. Well-known stress-related genes such as MR, GR, CRF, AVP,
and OXT (Tables 1 and 3) are differentially regulated after acute or
chronic stress in a sex-specific way. However, sex-mediated differ-
ences in transcriptional signatures of stress can be found also in
other genes not classically associated with stress-related pathways
(Figure 2). These include genes involved in neuronal function and
architecture, proliferation and immune system regulation. Some of
these genes and pathways look already like promising candidates to
further explore sex differences, such as the GR, MR or the
GABAergic system (Tables 1-5). Yet, future studies should carefully
select not only the region to analyze but also the stress paradigm
and the time point of observation. As discussed earlier, the current
literature supports the idea that the kinetics of transcriptional signa-
tures in response to stress might be different between the sexes.
On a more global scale, females show an overall higher transcrip-
tional plasticity to stress compared with males. This holds true for
acute and chronic stress, but might not apply to subchronic stress
exposure. For subchronic variable stress, males show an active resil-
ience transcriptional response, which seems to be lacking in females.
Further genome-wide studies would help in elucidating this and if
these features are broadly shared by all brain regions or rather
region-specific. With the development of modified chronic social

127129 it will be interesting

defeat paradigms applicable to females,
to see if behaviorally resilient individuals can be identified among
females and investigate their transcriptional profile as has already
been done for males®%?? Other stress paradigms applied in other
life phases (perinatality, adolescence) that in the past have shown to
generate resilient and susceptible phenotypes such as early life
stress will also be a powerful way to further address the matter of

sex difference in stress resilience.’>>%%5 |dentifying differences in

and Behavior

stress resilience and when they emerge is a key point to dissect the
origin of sex differences in stress response and susceptibility to psy-
chopathologies, since, for many of these disorders, differences start
to emerge after puberty (for a review see'®®). Moreover, future
studies should also try to address how transcriptional changes in
response to acute stress contribute to behavioral susceptibility to
chronic stress. In turn, more studies are needed to understand how
the changes elicited by chronic stress contribute to the develop-
ment of psychopathologies in humans. Finally, there is also some
evidence pointing at the involvement of different cell types on the
pathophysiology of stress response between the sexes. Using
emerging technologies, such as single-cell RNA sequencing, future
studies should be better suited to further understand these differ-
ences at a higher resolution.

Studying these sex-specific differences at the transcriptional level
will enable the identification of the underlying mechanisms engaged
in response to a stressful stimulus. Understanding which mechanisms
are more affected in males, and which in females, may lead to the
identification of sex-specific key players, their selective contribution
to stress susceptibility, and the development of stress-related psychi-
atric disorders. Ultimately, it will help to understand why treatments
have different efficiency between the two sexes and eventually lead

to the development of better treatment options.
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Abstract Sex differences and social context independently contribute to the development of
stress-related disorders. However, less is known about how their interplay might influence behavior
and physiology. Here we focused on social hierarchy status, a major component of the social
environment in mice, and whether it influences behavioral adaptation to chronic stress in a sex-
specific manner. We used a high-throughput automated behavioral monitoring system to assess
social dominance in same-sex, group-living mice. We found that position in the social hierarchy at
baseline was a significant predictor of multiple behavioral outcomes following exposure to chronic
stress. Crucially, this association carried opposite consequences for the two sexes. This work
demonstrates the importance of recognizing the interplay between sex and social factors and
enhances our understating of how individual differences shape the stress response.

Introduction

Stress-related psychopathologies, such as mood and anxiety disorders, show a pronounced gender
bias in their prevalence, severity, age-of-onset, and most common comorbidities (Altemus et al.,
2014; Bangasser and Valentino, 2014; Kessler et al., 2005; Young and Pfaff, 2014). For example,
the latest studies estimate the prevalence of major depressive disorder among women as 1.5 times
higher than in men (World Health Organization, 2017). In addition, in women major depression is
characterized by increased symptom severity (Martin et al., 2013) and is more commonly comorbid
with anxiety disorders, eating disorders, and sleep disturbances, while men with major depression
are more prone to develop aggression, alcohol or substance abuse, and suicidal ideation
(Marcus et al., 2005; Martin et al., 2013).

Despite these observations and the documented examples of sexual dimorphism in human stress
response (Bangasser and Valentino, 2012), the biological mechanisms that give rise to sex differen-
ces in stress response are not well understood (Beery and Zucker, 2011; Joel and McCarthy,
2017). The symptomatology of stress-related pathologies and the biological response to stress span
several domains of functioning including energy metabolism, mood, and sociability. Recent studies
in rodent models of stress-related psychopathologies have already identified several differences
across molecular, behavioral, and metabolic levels (Bangasser and Wicks, 2017, Brivio et al., 2020;
Hodes, 2018; Hodes and Epperson, 2019; Young and Pfaff, 2014). Very few studies, however,
have looked into the interaction between pre-existing differences in social behavior between the
sexes and stress. Considering that abnormalities in social functioning are an essential part of the
symptomatology of stress-related disorders, differences in social behavior and social cognition prior
to disorder onset are likely to contribute to disorder susceptibility. Here, we explored how social
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elife digest Most people experience chronic stress at some point in their life, which may
increase their chances of developing depression or anxiety. There is evidence that chronic stress
may more negatively impact the well-being of women, placing them as higher risk of developing
these mental health conditions. The biological factors that underlie these differences are not well
understood, which leaves clinicians and scientists struggling to develop and provide effective
treatments.

The social environment has a powerful influence on how people experience and cope with stress.
For example, a person’s social and socioeconomic status can change their perception of and
reaction to everyday stress. Researchers have found differences in how men and women relate to
their social standing. One way for scientists to learn more about the biological processes involved is
to study the effect of social standing and chronic stress in male and female mice.

Now, Karamihalev, Brivio et al. show that social status influences the behavior of stressed mice in
a sex-specific way. In the experiments, an automated observation system documented the behavior
of mice living in all female or male groups. Karamihalev, Brivio et al. determined where each animal
fit into the social structure of their group. Then, they exposed some groups of mice to mild chronic
stress and compared their behaviors to groups of mice housed in normal conditions. They found
that both the sex and social status of each played a role in how they responded to stress. For
example, subordinate males displayed more anxious behavior under stressful circumstances, while
dominant females acted bolder and less anxious.

More studies in mice are needed to understand the biological basis of these social- and sex-
based differences in stress response. Learning more may help scientists understand why some
individuals are more susceptible to the effects of stress and lead to the development of
personalized prevention or treatment strategies for anxiety and depression.

context shapes the response to chronic stress. We focused specifically on social dominance, an
essential characteristic of rodent social groups.

Wild and laboratory rodents form complex and dynamic social structures which typically involve
the formation of dominance hierarchies (Kondrakiewicz et al., 2019). These have been observed in
the lab in group sizes ranging from three to over a dozen individuals (Horii et al., 2017,
Varholick et al., 2019; Wang et al., 2014). Hierarchies are thought to improve social stability and
reduce severe conflicts and aggression (Curley, 2016). As a consequence, an individual’s position in
the dominance hierarchy has important consequences, including preferential access to food, shelter,
and mates (Drews, 1993). Social rank within male hierarchies is also known to influence health, hor-
monal profile, brain function, metabolism, and mortality (Pallé et al., 2019; Razzoli et al., 2018).
For instance, subordinate individuals display increased anxiety-like behavior, a suppressed immune
response, higher basal corticosterone levels, and reduced life span (Bartolomucci, 2007). These
types of relationships have classically been studied in male animals, as female mice have usually
appeared more communal and displayed limited aggression (Kénig and Lindholm, 2012). Recent
work, however, has demonstrated that female laboratory mice also form hierarchies that appear
quite similar to those seen in males, accompanied by some of the same dominance-related physio-
logical markers, such as differences in corticosterone levels (Schuhr, 1987; van den Berg et al.,
2015; Varholick et al., 2019; Varholick et al., 2018; Williamson et al., 2019). Thus, we examined
social dominance status as a putative mediator of sex differences in the response to adverse events.

To do so, we took advantage of a high-throughput automated behavioral monitoring system (the
Social Box, SB) to assess and better understand the hierarchies of groups of male or female mice
(Forkosh et al., 2019; Shemesh et al., 2013). We then exposed mice to a well-established chronic
stress procedure, the chronic mild stress (CMS) paradigm, and evaluated its effects using a series of
standard behavioral and physiological readouts. Finally, we used social dominance status at baseline
to predict behavioral outcomes following CMS. We hypothesized that an individual’s standing in the
social hierarchy would be a predictor of behavior upon stress exposure, and that this relationship
would differ between the sexes.
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Results

Male and female dominance hierarchies

We first explored the hierarchical structure of grouped CD-1 mice over four days of baseline moni-
toring as well as the stability of hierarchies following an acute stressor (15 min of restraint stress).
Social dominance was assessed by calculating the David's Score (DS), an established method for
inferring social hierarchies (David, 1987, Gammell et al., 2003). We based the DS on the numbers
and directionality of chases between each pair of individuals in a group. A cumulative DS for the
four baseline days of the SB assessment was used as a final measure of social dominance. In line with
previous studies (Schuhr, 1987, van den Berg et al., 2015; Varholick et al., 2019; Varholick et al.,
2018; Williamson et al., 2019), we were able to detect some stability in the hierarchies of both
sexes (Figure 1a).

We further calculated several properties of male and female hierarchies to explore potential dif-
ferences in their characteristics. Namely, we calculated: (1) steepness — a measure of social distance
between each individual in the hierarchy, (2) despotism — a measure of the extent to which the top-
ranking individuals dominate over the rest of the group, (3) directional consistency — the extent to
which the directionality of the interactions follow the expected direction from higher to lower rank,
and (4) Landau’s modified h' — a measure of hierarchy linearity (de Vries, 1995, Landau, 1951, Fig-
ure T—figure supplement 1). We found that male hierarchies were steeper, more linear, more des-
potic, and had higher directional consistency than those of females. Interestingly, mice housed in
larger groups show analogous relationships between sexes (Williamson et al., 2019).

To investigate if social rank carries any sex-specific implications for overall behavior, we analyzed
the correlation structure between an individual's DS and 59 behavioral readouts recorded post-
habituation (days 2-4) in the SB within each sex (briefly described in Methods. For a detailed list of
behaviors and how they are computed, see Forkosh et al., 2019). Thirty of the fifty-nine behavioral
readouts tested (50.84%) showed significant correlations with cumulative baseline DS in at least one
of the sexes (Figure 1—figure supplement 2, g < 0.05, Spearman’s rank correlation, Benjamini-
Hochberg adjustment within each sex). While the overall association pattern was quite similar
between male and female mice, there were several correlations seen in males that were absent in
females (Figure 1b and Figure 1—figure supplement 2). These included measures of overall loco-
motion, such as Distance Outside (Male r; = 0.478, n = 40 mice, p = 0.00355. Female r, = —0.253,
n = 48 mice, p = 0.137), and Fraction of Time Outside — the mean proportion of time a mouse spent
outside the nest (Male r, = 0.523, n = 40 mice, p = 0.00125. Female r, = —0.144, n = 48 mice,
p = 0.402), as well as two related measures of roaming entropy, which assess the predictability of
how an individual explores their environment — Entropy and Grid Entropy [6 x 6] (for brevity we only
report the latter, Male r, = 0.531, n = 40 mice, p = 0.00123. Female r, = 0.00677, n = 48 mice,
p = 0.694). These correlations indicate that overall locomotion and exploration of the home environ-
ment may be more strongly connected to social rank in male groups, while being seemingly inde-
pendent of social status in females. Interestingly, no correlations were present in females but absent
in males. Altogether these findings suggest that male and female social dominance hierarchies,
despite having a similar structure, have different relationships to overall behavior.

Next, we estimated DS stability over time by examining the frequency of rank change events and
comparing those to the chance-level expectation. Briefly, normalized daily DS values were ranked
for each group to create a four-rank hierarchy: « (most dominant), 8, v, and 8 (most subordinate)
and each mouse was assigned a single rank based on its four-day cumulative DS. For each pair of
consecutive days, we observed how many individuals maintained the same rank they had been
assigned on the previous day. We then calculated the rank maintenance odds for animals in each
final rank category relative to the expected chance-level (Figure 1c). The true probability of rank
maintenance in our data was higher than chance in a-females and in all male ranks (one-tailed bino-
mial tests against the rank maintenance probability of 25%, «-females: 21/36 successes,
p = 2.1%x1075, a-males: 22/30 successes, p = 3.7x1078, B- and y-males: 13/30 successes each,
p = 0.0216, 5-males: 19/30 successes, p = 1.02x107°). These results indicate that the highest rank in
a hierarchy is often occupied by the same individual over time in both sexes, while the lower ranks
appeared to be stable in males only (Figure 1c).

In addition to stability over time during baseline recordings, individual DS also remained stable
following acute restraint stress (Pearson’s correlation between cumulative baseline DS and DS
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Figure 1. Social dominance hierarchies in males and females. (a) David’s Scores (DS) based on chases during the four baseline days of Social Box (SB)
assessment show relatively stable social hierarchies in both male and female groups (each line represents an individual, colors represent the cumulative
social rank on day 4, points are mean values for each rank = standard error of the mean). (b) Male-specific associations between social dominance
scores and behaviors related to locomotion and exploration. Dominant males had increased overall locomotion, spend more time outside the nest, and
moved through the SB environment in a more unpredictable manner. These associations were not found in females. (¢) Rank maintenance odds over
the four-day baseline period. Depicted are odds of maintaining the same rank between consecutive days relative to chance-level (25%). Data is
summarized according to the cumulative social rank on day 4; numbers indicate the number of individuals per rank. (d) Baseline DS predicts DS
following acute restraint stress in both sexes, indicating that social dominance hierarchies may be relatively robust against acute stress. (e) Numbers of
chases in male and female groups at baseline as well as following acute restraint stress. Both sexes display significantly fewer chases following an acute
physiological stressor. The x-axis shows the absolute number of chases between pairs of mice. Dot: median, whisker: 1.5 x IQR.

The online version of this article includes the following figure supplement(s) for figure 1:

Figure 1 continued on next page
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Figure 1 continued

Figure supplement 1. Social hierarchy properties in male and female groups.
Figure supplement 2. Associations between David’s Scores (DS) and other behaviors measured in the Social Box (SB).

following acute restraint on day 5, Figure 1d and Figure 1—figure supplement 1). Both males
(r = 0.6639, n = 40 mice, p = 3x107%) and females (r = 0.446, n = 48 mice, p = 0.000149) showed
significant DS correlations from baseline to acute restraint. Finally, we investigated the possibility of
differential effects of acute restraint on the behavior used to produce the DS — numbers of chase
events (Figure Te). Repeated-measures ANOVA on log-transformed chase numbers showed that the
number of chases decreased significantly following acute restraint stress (F(1, 86) = 29.04, n = 88
mice, p = 6.11x1077), however the extent of this decrease did not differ between the sexes (Sex x
Stage interaction, (1, 86) = 1.053, n = 88 mice, p = 0.301).

The apparent robustness of social hierarchies over time and in response to acute stress suggested
that predictions from the baseline assessment may carry information that would still be relevant to
behavioral outcomes following a long-term intervention. More specifically, we hypothesized that
occupancy of the highest-ranking positions in the social hierarchy in both sexes and additionally the
lowest in males might be sufficiently stable to allow for long-term predictions.

Effects of CMS on behavior and physiology
To investigate the effects of pre-existing social dominance status on the behavioral response to
chronic stress, we employed a CMS protocol adapted for group-housed animals.

In short, groups were exposed to a weekly schedule of two daily randomly combined mild stres-
sors (e.g. wet bedding, tilted cage, overcrowding) for a total of three weeks. Six groups of each sex
(n = 24 per sex) were randomly assigned to receive CMS, while the rest of the groups (six groups of
females and four groups of males) were assigned to the control condition. The 21-day CMS proce-
dure was followed by a behavioral test battery for both control and CMS mice, which included tests
previously shown to capture the effects of chronic stress (Figure 2a). This included, among others,
classical tests of locomotion (open field test, OFT), anhedonia (sucrose preference test, SPT), anxi-
ety-like behavior (elevated plus maze, EPM), and stress coping (tail suspension test, TST). Addition-
ally, we assessed several physiological indicators of stress level (Figure 2b-e). All the physiological
and behavioral outcome variables following CMS were collected into a single dataset. Since the full
experiment was run in two batches, all outcome variables were adjusted for batch effect (see Meth-
ods). To improve readability, we report the batch-adjusted values relative to the mean of female
control mice.

As expected, we found that both bodyweight change and cumulative coat quality were signifi-
cantly reduced following CMS in both males and females (Figure 2b-c, Bodyweight: F(1,
82) = 7.394, p = 0.00798, Coat quality: KW test, 3%(1) = 18.586, p = 1.6x107>), although post-hoc
pairwise comparisons indicated a bodyweight difference in females only (females: t
(43.784) = 3.9447, p = 0.000285, males: #36.937) = 1.1064, p = 0.27). Bodyweight-adjusted adrenal
weights were increased after CMS in males only (Figure 2d and -way ANOVA, sex by condition
interaction, F(1, 80) = 4.42, p = 0.039, followed by pairwise within-sex 2-sided t-tests: males: t
(27.03) = —3.143, p = 0.004; Females: t(41.18) = 0.0726, p = 0.94). For all further analyses, these
physiological outcomes were combined with the behavioral ones in a single dataset.

Sex-specific effects of dominance on CMS outcomes

To explore how exposure to chronic stress shapes behavior in groups of mice, we investigated the
major drivers of variance in the dataset containing all behavioral and physiological readouts follow-
ing CMS using principal components analysis (PCA, Figure 3a-d). The first principal component
(PC1), explained approximately 21.6% of the variance in the outcome data (Figure 3a). To our sur-
prise, neither sex nor condition (CMS vs controls) appeared to capture variance contained in PC1
(Figure 3b, condition effect: F(1, 82) = 0.608, p = 0.44). Instead, sex and condition were associated
with PC2 and PC3 respectively (Figure 3—figure supplement 1). Since none of the expected varia-
bles (sex, condition, or their interaction) contributed to the main source of variance in the dataset,
we investigated whether social dominance was a contributing factor. We tested the association
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Figure 2. Outcomes of chronic mild stress (CMS) in males and females. (a) Experimental timeline. All groups underwent five days of Social Box (SB)
monitoring. This consisted of four days of baseline monitoring followed by a 15-min acute restraint stress for all individuals prior to being re-introduced
into the SB for a final 12-h dark phase monitoring period (day 5). After the SB, groups received three weeks of either control treatment (bodyweight and
fur quality assessments two times a week) or CMS (see Materials and methods for details). The following week, all groups underwent a behavioral test
battery in the order depicted. (b) Batch-adjusted bodyweight change following three weeks of CMS. Both male and female CMS mice showed
significantly reduced weight compared to controls. (¢} Batch-adjusted coat state scores (higher means poorer fur quality) following CMS. Male and
female CMS groups showed significant deterioration of their coat. (d) Batch- and initial bodyweight-adjusted adrenal weights. CMS increased adrenal
size in males, but not in females. Boxplots: line — median, box limits — 1st and 3rd quartile, whiskers — 1.5 x IQR. Data is presented relative to female
controls. Number of mice per condition: Female Control = 23, Female CMS = 24, Male Control = 16, Male CMS = 23. (*p < 0.05, **p < 0.01, ***p <

0.001).

between PC1 scores and DS (Figure 3c). Remarkably, baseline DS significantly predicted scores on
PC1 in CMS individuals only and this association was in opposite directions between the two sexes
(sex by DS interaction: F(1, 43) = 6.016, p = 0.0183). Thus, the principal source of variation in the
outcome dataset contained an interaction between baseline dominance scores and sex in the CMS
mice.

To better assess the set of behaviors responsible for this association, we correlated PC1 scores
with all the input features from the behavioral and physiological readouts (Figure 3d). We found
that seventeen readouts were significantly correlated with PC1 scores in this dataset (Spearman’s
rank correlation, Bonferroni-adjusted p < 0.05). Among the strongest correlates of PC1 were meas-
ures derived from the OFT and EPM, and specifically features related to locomotion and anxiety-like
behavior, such as distance traveled and visits to the anxiogenic regions of test chambers. Interest-
ingly, these behaviors do not typically differentiate CMS and control individuals. Instead, CMS expo-
sure appeared to create relationships between dominance and the outcome variables that were not
present in controls (the top examples from the OFT and EPM are depicted in Figure 3e-f, correla-
tions between individual readouts and DS within each sex and condition are available in Figure 3—
figure supplement 2). To conclude, we were able to narrow down a portion of the variance in a
broad range of behavioral and physiological outcomes following CMS to an interaction between
dominance and sex with more subordinate CMS males showing apparent increases in measures of
overall activity (distance/speed in the OFT and EPM) and more subordinate males and more domi-
nant females showing an apparent reduction in anxiety-like behavior. Thus, we were able to identify
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Figure 3. Opposing effects of baseline social dominance scores on behavioral outcomes following CMS. (a) Percentage of variance explained by the
first five components of a principal components analysis conducted on the batch-adjusted behavioral and physiological outcome data. PC1 explains ca.
21% of the variance in this dataset. (b) PC1 is not significantly different between sexes or conditions, indicating that this component did not capture
variance associated with either variable. (c) Association between baseline David’s Scores and PC1 in control and CMS individuals. Baseline dominance

Figure 3 continued on next page
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predicted scores on PC1, the major source of variance in the outcome data, in a sex-specific manner in the CMS group, but not in the control group. (d)
Spearman'’s rank correlations between PC1 and the physiological and behavioral outcome variables. The strongest associations for PC1 are variables
derived from the open field test (OFT) and elevated plus maze (EPM). Black circles around points identify associations significant at p < 0.05 after

adjustment for multiple testing (Bonferroni correction). (e-f) Examples of interactions between baseline dominance and sex on CMS behavioral

outcomes. Males and females show significant opposite correlations between dominance and example of locomotion and anxiety-like behavior.
(Boxplots: line — median, box limits — 1st and 3rd quartile, whiskers — 1.5 x IQR. Scales for behavioral outcomes are relative to female controls).
The online version of this article includes the following figure supplement(s) for figure 3:

Figure supplement 1. PC2 and PC3 capture variance associated with sex and condition.
Figure supplement 2. Correlations between behaviors and baseline dominance scores.

a novel role for social rank belonging in modulating behavior following chronic stress in a sexually
dimorphic way.

Discussion

Social behavior in general and social dominance in particular are important contributors to individual
differences (Forkosh et al., 2019). As such, they may also shape how individuals respond to environ-
mental challenges. In humans, different types of social hierarchies coexist in complex structures and
they influence an individual’s behavior and health (Sapolsky, 2005). Mouse social dominance hierar-
chies are considerably simpler, however parallels between the two species can be drawn in particular
with regard to human socioeconomic status (SES). Both objective and perceived SES impact human
health, mortality, morbidity, and susceptibility to psychiatric disorders such as depression or anxiety
(Farah, 2017, Freeman et al., 2016, Hoebel et al., 2017, McEwen and Gianaros, 2010;
Shaked et al., 2016, Wetherall et al., 2019). These outcomes resemble findings related to social
dominance in mice (Bartolomucci, 2007; Pallé et al., 2019; Razzoli et al., 2018). Intriguingly, some
human studies have identified sex differences in the relationship between SES and stress-related
psychopathologies (Kosidou et al., 2011; Mwinyi et al., 2017; Peplinski et al., 2018). All this sug-
gests that social status and the stress and health gradient that characterize human social structures
(McEwen and Gianaros, 2010) likely have close analogues in other mammals with well-defined
social structures.

Here, we have demonstrated that both male and female socially housed mice establish social
dominance hierarchies, which are relatively stable over time and resistant to acute perturbations. In
agreement with previous work, female hierarchies were less despotic and had lower directional con-
sistency (Williamson et al., 2019), suggesting that females may be maintaining a less rigid structure
compared to males. This is supported by our finding that only the top rank in females showed signif-
icant stability over time, whereas in males both subordinate and dominant ranks appeared stable.
Further research is needed to ascertain if this observation is limited to our paradigm and specific set
of measurements (same-sex groups of four individuals), or if it represents a true sex difference in
social dominance hierarchies.

Additionally, our data suggest that an individual’s position in the hierarchy carries different impli-
cations for overall behavior in each sex. While we are unable to assess whether social rank belonging
should be considered a cause or consequence of these behavioral differences, we have observed an
interesting sex difference in this relationship. For groups living in the enriched environment of the
SB apparatus, dominance in males but not in females was associated with overall locomotion, pro-
portion of time spent outside the nest, and exploration entropy. These associations likely reflect ter-
ritorial or patrolling behavior in males, which may be less relevant to female social hierarchies.

As hypothesized, occupancy of different positions in the social hierarchy conferred varying levels
of responsiveness to the challenges posed by chronic stress. Previous investigations have rarely
found associations between social dominance and response to chronic stress (Larrieu and Sandi,
2018). An important exception is a recent study by Larrieu et al., 2017 in groups of male mice
exposed to chronic social defeat stress. The authors found increased susceptibility to chronic social
defeat for dominant males, but in contrast to our results, no real behavioral alterations for subordi-
nates. It is important to note, however, that chronic social defeat and CMS are profoundly different
paradigms. Social defeat is strongly tied to social dominance and might be perceived as loss of
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status more than other stressors (Larrieu and Sandi, 2018). Our use of CMS allowed us to investi-
gate both sexes under comparable levels of stress. Nevertheless, both the study from Larrieu and
colleagues, and ours highlight that social status can influence an individual’s response to long-term
adverse life events.

Importantly, we demonstrated that the effects of preexisting dominance on stress outcomes were
sexually divergent, such that the association between dominance and anxiety-like and locomotor
behavior following CMS was in opposite directions between males and females. Specifically, subordi-
nate males appeared to display hyperlocomotion, while dominant females displayed increased bold-
ness (reduced anxiety-like behavior) compared to non-CMS controls. Overall, our data indicate that
an individual's position within a social structure can influence their behavioral response to chronic
stress in a sex-specific fashion.

These findings suggest an intriguing possibility. Given that male social hierarchies are likely antag-
onistic, we speculate that social living carries an especially high cost for subordinate males, who are
the recipients of most antagonistic interactions. Conversely, female hierarchies may contribute to
more affiliative social interactions, and thus social context may carry a net benefit for females, with
the highest benefit gained by the dominant females. We speculate that this positioning as the most
advantaged and disadvantaged individuals may confer higher behavioral flexibility and results in the
strongest behavioral change upon exposure to environmental challenges.

Crucially, since we decided to maintain social context throughout our experimental design, the
current work did not allow for the assessment of the effect of group- versus single-housing on CMS
outcomes. Given this constraint, we were not able to confidently assess the difference in how CMS
was experienced by each sex in groups as opposed to if they had been single-housed. However,
since we were interested in the prediction from baseline dominance, we did not wish to remove the
salience and thereby the effect of social context. Likewise, in naturalistic conditions, mice are found
in mixed-sex groups (Kondrakiewicz et al., 2019). Working with same-sex groups provided us with
a more controlled environment, preventing confounding by mating behavior and pregnancy. How-
ever, this was at the expense of the ethological validity of our findings. Further research is needed
to understand if and how mixed-sex social structures may differ in their impact on stress outcomes.

Moreover, while CMS produced some of the expected physiological changes (i.e., reduction of
bodyweight gain, reduced coat quality, adrenal weight increase), we did not observe several of the
behavioral phenotypes often found using similar protocols (e.g., hyperlocomotion, anhedonia, pas-
sive coping, Franceschelli et al., 2014). While we have sufficient evidence that CMS individuals
experienced significant amounts of stress, we are not able to determine if the absence of some of
these behavioral signatures of CMS is a result of the maintenance of social context throughout the
protocol or if it is due to other unknown factors. We are, however, not the first to observe no change
in adrenal size or sucrose preference in female CD1 mice (Dadomo et al., 2018). Additionally, we
did not observe any changes in basal corticosterone levels. This is probably be due to the fact that
our blood sampling was performed one week after the end of the CMS paradigm, allowing enough
time for corticosterone levels to return to normal.

Finally, we employed the David's Score as a continuous linear indicator of social dominance for
the additional statistical power that this approach provides. Dominance hierarchies, however, are
more commonly thought of as ordinal, and we lacked sufficient sample sizes per rank and condition
to be able to reliably quantify the contribution of each rank to the behavioral outcomes of chronic
stress. Further research is needed to replicate and extend these findings to specific social ranks.

While were not able to directly compare between single- and group-housed animals, our data
suggest that the existence of a social hierarchy in groups of mice might contribute to increased vari-
ability in behavioral outcomes after chronic treatment generating rank-specific responses. Moreover,
this effect could be especially relevant when studying sex differences. Often, housing conditions (sin-
gle vs. group) are not taken into consideration as a variable of interest. Based on the findings
reported here, we speculate that housing conditions might have contributed to discordant behav-
ioral findings in studies of stress and sex (Franceschelli et al., 2014). Our results argue for consider-
ing group-derived individual differences and, in particular, dominance status, in the design of
experiments, especially when investigating the contribution of sex differences to stress response.

Taken together, this work suggests that social dominance might influence the perception of and
reaction to chronic stress differently for male and female mice. While there has been some work
looking into the effects of dominance on stress susceptibility in males (Larrieu et al., 2017), very
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little is known about female social dominance and its contribution to stress coping. Our findings
emphasize the need for exploring the stress response in the presence of conspecifics in a more natu-
ralistic manner and the importance of recognizing that the same social factors may carry divergent
consequences for the behavior of males and females.

Materials and methods

Designation

Source or
reference

Identifiers

Additional
information

Commercial
assay or kit

Corticosterone
Double Antibody
RIA Kit

MP Biomedicals

SKU 0712010-CF

Software,
algorithm

Tidyverse,
ecosystem of
packages

R Core
Development
Team, 2013
doi:10.21105/
joss.01686

R version
402

Software,
algorithm

'RNOmni
R package

McCaw, 2019

v0.7.1

R version 4.0.2

Software,
algorithm

‘cowplot’
R package

Wilke, 2019

v 1.0.0

R version 4.0.2

Software,
algorithm

‘compete’
R package

Curley et al., 2015

v 0.1

R version 4.0.2

Software,
algorithm

‘steepness’
R package

Leiva and
de Vries, 2014

v 0.2-2

R version 4.0.2

Animal housing and care

Male and female ICR CD-1 mice at 7-9 months old were employed for all experiments (Charles
River, Sulzfeld, Germany). Mice were housed in groups of four in the animal facilities of the Max
Planck Institute of Psychiatry in Munich, Germany, from weaning and were maintained under stan-
dard conditions (12L:12D light cycle, lights on at 07:00 AM, temperature 23 + 2°C) with food and
water available ad libitum. All experiments were approved by and conducted in accordance with the
regulations of the local Animal Care and Use Committee (Government of Upper Bavaria, Munich,
Germany), under licenses Az.: 55.2-1-54-2532-148-2012, Az.:55.2-1-54-2532-32-2016 and ROB-55.2—
2532.Vet_02-18-50. The fur of all mice was marked using four different colors under mild isoflurane
anesthesia and mice were left to recover for several days before the start of the experiment. On day
1, animals were transferred to the SB (see ‘The ‘Social Box' paradigm’ section), for a total of 5 days
(five light periods and five dark periods). On day 6, animals were removed from the SB and placed in
their original cage under standard housing conditions for the rest of the experimental procedure
(see ‘Chronic mild stress protocol’ and ‘Behavioral battery’ sections).

Behavior in a semi-naturalistic environment
The ‘Social Box' paradigm

The ‘Social Box' is a behavioral arena wherein groups of mice live under continuous observation over
a period of several days (Forkosh et al., 2019; Shemesh et al., 2013). Mouse identities are main-
tained using fur markings in four different colors (Shemesh et al., 2020; Forkosh et al., 2019). The
entire SB observation period was recorded using cameras mounted above each arena. Videos of the
dark periods of the light cycle (7:00 PM to 7:00 AM) were then compressed and analyzed using a
custom automated tracking system which determines mouse locations over time based on color seg-
mentation (Shemesh et al., 2013, Shemesh et al., 2020). From the location data we inferred agonis-
tic interactions as well a variety of other behavioral readouts as described in Forkosh et al., 2019.
Briefly, we used the absolute locations and smoothed movements of individuals as well as location
and movement with respect to regions of interest in the SB to compute readouts related to overall
locomotion, feeding/drinking, etc. (e.g., distance and speed outside the nest, distance from walls,
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distance from the nest, time spent in the feeders, on ramps, in the S-wall). Exploratory behavior is
assessed by estimating the unpredictability of movement (entropy) outside the nest using spatial
bins of either the regions of interest or a 6 by 6 10 cm grid overlaid on the SB. We model social
interactions using a Hidden Markov Model which takes into consideration the relative trajectories
and distances between pairs of mice and determines who initiates a contact, its progression and its
properties using a simple topology states (idle, approach/avoid, contact, follow/avoid, described in
detail in Forkosh et al., 2019).

Social dominance was assessed using the David’s Score (DS), a measure based on the pairwise
directionalities and numbers of agonistic interactions in a group (David, 1987). Chases during the
four days of the baseline period were used to build the DS, which was then normalized to group
number (n = 4), creating a continuous range between 0 (least dominant) and 3 (most dominant). The
steepness of the social hierarchy was characterized as described in de Vries et al., 2006 by using
the slope of a line fitted to the DS from a ranked DS using Ordinary Least Squares regression. We
used an implementation of this procedure made available in the open-source ‘steepness’ R package
(Leiva and de Vries, 2014), whose output ranges between 0 and 1, with one meaning a very steep
hierarchy in which power is unequally distributed between dominant and subordinate individuals.
Despotism was defined as the fraction of the group’s total number of chases that were initiated by
the highest-ranking individual. Its values range as well between 0 and 1, in which one represents the
presence of a very strong alpha who initiate all chases. Directional consistency was calculated using
the average fraction of pairwise social interactions that occur in the direction from the individual
who displayed more instances of an agonistic behavior to the individual who displayed fewer instan-
ces (van Hooff and Wensing, 1987, Williamson et al., 2016). A directional consistency equal to
one indicates that all agonist interactions are directed from an individual with a higher DS to one
with a lower DS. Finally, we used Landau’s modified h’ to assess the linearity of a social hierarchy, as
described in de Vries, 1995, in which hierarchies which are fully linearly ordered are assigned a value
of 1. We calculated both directional consistency and Landau’s modified h' using functions made
available in the R package ‘compete’ (Curley et al., 2015).

Acute restraint

Before the beginning of the fifth night in the SB, mice were removed from the SB and restrained in a
ventilated tube for 15 min. To account for the smaller size of females, we employed a smaller sized
ventilated tube to ensure the same degree of movement restriction between sexes. At the end of

the acute restraint, groups of mice were put back in their original SB and tracked for additional 12
hr.

CMS protocol

Two separate batches of mice were exposed to three weeks of CMS prior to the behavioral test bat-
tery. A random combination of two stressors per day (one in the a.m. and one in the p.m. hours) was
chosen among the followings: acute restraint in the dark (15 min), acute restraint in bright light (15
min, ~200 lux), acute restraint witnessing (half of the group at a time was restrained and placed
inside the cage, 15 min each), removal of nesting material (24 hr), cage-tilt 30" along the vertical axis
(6 hr), no bedding or nesting material (8 hr), wet bedding (6 hr), water avoidance (15 min), cage
change (fresh cage every 30 min for a total of 4 hr), cage switching (mice are assigned the cage of
another group of the same sex), overcrowding (eight mice per cage, 1 hr). For the water avoidance
stress, an empty rat cage (395 x 346 cm) was filled with room temperature water. Mice were placed
on a platform (10 x 12 cm), 2 cm above the water level, for 15 min.

On days 1, 3,7, 10, 14, 17, and 21 both CMS and control mice were weighed. During the weigh-
ing session, their coat state was scored on a scale 0 to 3 according to the following criteria:

1. Bright and well-groomed coat. Clean eyes. No wounds.

2. Less shiny and less groomed coat OR unclean eyes. No wounds.

3. Dirty and dull coat and/or small wounds and not clear eyes.

4. Extensive piloerection OR alopecia with crusted eyes OR extensive wounds.

Cumulative coat state was calculated as the sum of the seven daily scores.
Control mice were kept in an adjacent room to the stressed mice and handled twice per week to
obtain weight and coat scores.
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Behavioral battery

The day after the last stressor, mice started a behavioral test battery consisting of the OFT, 2-hr
SPT, grouped SPT, the splash test (SPL), the nest building test (NBT), the EPM, a grouped sucrose
preference, and the TST. Throughout the testing period, mice were maintained in their original
groups and habituated to the testing room for at least one hour prior the start of the test. Forty-
eight hours after the last test, mice were terminally anesthetized in isoflurane and sacrificed. Termi-
nal bodyweight, plasma, adrenal glands, and thymus were collected. Adrenal glands and thymus
were cleaned from fat tissue and weighed. Absolute values were adjusted to bodyweight using the
bodyweights collected on day 1. Tissue weighing, corticosterone measurement, and behavioral scor-
ing were performed by an experimenter blind to sex, condition, and social rank.

Open field test

On the day following the last stressors (day 22), mice locomotor activity and exploratory behavior
were assessed in the OFT for 10 min. The apparatus consisted in round arenas (diameter 38 cm)
made of black polyvinylchloride (PVC) under dim illumination (3 lux). Mice were automatically
tracked with ANYmaze Video Tracking System 6.13 (Stoelting, IL, USA). The space was virtually
divided in an inner zone (diameter 16 cm) and an outer zone. Total distance traveled, distance from
the center, speed, and turn angle were calculated across the full 10 min. In addition, distance trav-
eled, speed, visits, and time spent in each of the subdivisions were used as parameters. Preference
was calculated as follows: gaerzone fime,

Two-hour daily sucrose preference test

Twenty-four hours after the OFT, the anhedonia phenotype was tested with a modified version of
the SPT. Each group was assigned a test cage containing one water bottle and one bottle with 2%
sucrose. One mouse per group at a time was placed in the test cage for two hours, across three con-
secutive days during the light phase (days 23, 24, and 25). At the end of each session, the bottles
were weighed. At the end of the test the amounts of water and sucrose consumed were summed
across the three sessions. Sucrose preference was calculated as —frese— ;. 100,

Grouped sucrose preference test

On day 27, sucrose preference was tested at a group level. Each group was given a bottle of water
and a bottle of 2% sucrose within their home-cage. Their sucrose preference was calculated after 24
hr as above. A grouped sucrose preference value was obtained for each group.

Splash test

On day 24, during the dark period, mice were tested in the splash test under dim light (3 lux). Mice
were placed in their test cage for 5 min prior being sprayed on their dorsal coat twice (approxi-
mately 1 ml) with 10% sucrose solution. Mice were recorded for 5 min and total time spent groom-
ing, and latency to the first grooming bout was manually scored using Solomon Coder 17.03.32
(https://solomon.andraspeter.com/).

Nest building test

During the third day of the 2-hr sucrose preference, mice in the test cage were given a small square
cotton pad of approximately 23 g. The cotton pad was weighed at the beginning of the test and at
the end of the two hours and the percentage of intact material was calculated. The built nest was
scored from 0 to 4 according to the following criteria:

1. Material untouched.

2. Material partially torn (50-90% remaining intact).

3. Material mostly shredded but often no identifiable nest site/scattered around.

4. Material accumulated in an identifiable nest site, but the nest is flat.

5. A (near) perfect nest: material fine shredded, doughnut like with walls higher than the mouse.

For nests matching only partially the description (e.g., identifiable flat nest, but less than 50% of
torn material), half points were assigned.
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Elevated plus maze

On day 26, during the light phase, anxiety phenotype was assessed using the EPM test. An appara-
tus composed of four arms made of gray polyvinylchloride (PVC), two open without walls, two
enclosed by 14 cm walls and a central platform (5 x 5 cm) was used. The apparatus was placed 33
cm from the ground under dim illumination (3 lux). Mice were placed on the central platform facing
the open arms and let free to explore the apparatus for 10 min. Mice were automatically tracked
using ANYmaze Video Tracking System 6.13 (Stoelting, IL, USA). Number of entries in each arms,
time, and distance were calculated. In addition, closed arm preference was calculated as

time in closed arms
time in closed + time in open arms’

Tail suspension test

Stress coping behavior was assessed using the TST on day 28. Mice were hung by their tail 50 cm
above the surface and their behavior recorded for 6 min. Immobility was automatically scored using
ANYmaze Video Tracking System 6.13 (Stoelting, IL, USA) and number of immobility episodes and
total time immobile were used as parameters.

Corticosterone assessment

At sacrifice, trunk blood was collected in EDTA-coated tubes. Blood was centrifuged at 1,000 g for
15 min at 4°C. Plasma was retrieved and corticosterone levels were measured using ['?°1] radioimmu-
noassay kit (MP Biomedicals), according to the manufacturer’s instructions.

Data analysis

Quality control and outlier removal

Low-quality tracks from the SBs were labeled by estimating the number of large (>100 pixels) inter-
ruptions in the mouse trajectories as well as the fraction of time mice were spotted outside the nest.
Tracks where a mouse had more than 200 trajectory interruptions or was found outside the nest for
less than 2% of the total monitoring time were excluded from further analyses. Additionally, all the
tracks of an individual were excluded in cases when more than two of the four baseline day record-
ings of a mouse did not pass quality control thresholds. Based on these criteria, the complete SB
data of four mice was excluded. A single value from the corticosterone outcomes was labeled as
outlier and removed (453.4 ng/ml, >3.5 standard deviations away from the mean of the appropriate
sex and condition grouping). The results of the EPM test for one mouse and the ones from the
splash test for two mice were excluded due to a technical recording failure and the nest building
test ‘percent intact’ value for one mouse was lost due to experimental failure.

Statistical testing

All statistical analyses were performed in R version 4.0.2 assisted by the ‘Tidyverse’ ecosystem of
packages (R Core Development Team, 2013, Wickham et al., 2019). The tests employed for each
specific analysis are reported in the Results section. All inverse rank-transformed behavioral out-
comes (Blom transform, RNOmni R package) (McCaw, 2019) were adjusted for batch effects using
the standardized residuals of a linear model with each variable of interest as outcome and batch as a
factorial predictor. Figure panels were assembled with the help of the ‘cowplot” R package
(Wilke, 2019). Outcome data distributions were tested for deviations from normality (Shapiro-Wilk
test) and heteroscedasticity (Levene's test). Whenever normality was violated and the data could not
be transformed to fit a normal distribution, non-parametric tests were employed. Violations of
homogeneity of variances are reported with each test. As this was an exploratory set of experiments
without an a priori hypothesis regarding the association between dominance, stress response, and
sex, no power calculations were performed, and sample sizes were chosen based published work
with CMS interventions.

Principal component analysis

Principal component analysis (PCA) was employed to explore the sources of variance in our multi-
dimensional behavioral dataset. Specifically, we performed PCA using singular value decomposition
on scaled and centered data from the behavioral and physiological outcomes following CMS. Prior
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to decomposition, missing data points (for a maximum of two values per individual) were replaced
with the median of the respective outcome. The principal components (PCs) obtained were ranked
by the total amount of variance explained. The top 3 PCs, namely PC1, PC2, and PC3, contained
most of the variance in our dataset and were thus used to investigate the effects of known variables
(sex, stress condition, social dominance status). To evaluate the influence of social dominance we
assessed the association between PC1 and the David's Score within each experimental group.
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