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Zusammenfassung

Ultrakalte polare Moleküle bieten eine Vielzahl von faszinierenden Möglichkeiten für
physikalische Forschung. Die Vorschläge für ihre Nutzung reichen von Quantenchemie,
wo sie detaillierte Untersuchung von Reaktionsprozessen erlauben, über Präzisionsspek-
troskopie zur Detektion von Supersymmetrie oder Dunkler Materie, bis hin zur Simula-
tion stark wechselwirkender Quantenmaterie. Die hohe Anzahl von internen Freiheits-
graden der Moleküle, die all diese Anwendungen erst ermöglicht, bringt jedoch auch
signifikante Schwierigkeiten mit sich. Entsprechend ist es eine nicht zu unterschätzende
Aufgabe, ultrakalte Moleküle in Experimenten herzustellen und zu kontrollieren. Ob-
wohl während der letzten Jahrzehnte große Anstrengungen unternommen wurden, exper-
imentelle Techniken zu entwickeln und verbessern, ist die Kühlung von Molekülen noch
immer schwierig und die tiefsten erreichten Temperaturen sind weit von dem entfernt, was
mit atomaren Gasen möglich ist. Aus diesem Grund konnte bis heute die überwiegende
Mehrzahl der vorhergesagten neuen Quantenphasen nicht realisiert werden. In den ver-
gangenen zehn Jahren waren unverstandene und verlustbehaftete Stoßprozesse zwischen
Molekülen das größte Hindernis. Sie machten evaporative Kühlung sehr schwierig und
begrenzten die Lebensdauer stark wechselwirkender Gase mit hoher Dichte.

In dieser Dissertation berichte ich über Fortschritte bei der experimentellen Kontrolle
von fermionischen polaren Molekülen der Spezies 23Na40K, die es schließlich erlaubten,
die Stoßprozesse zu regulieren und evaporative Kühlung zu demonstrieren. In Kapi-
tel 1 gebe ich eine Einführung in die Molekülphysik. Ich erkläre dort die grundlegen-
den Eigenschaften zweiatomiger Moleküle und ihrer Quantenzustände sowie deren grup-
pentheoretische Beschreibung. Dies ermöglicht das Verständnis der Herausforderungen
des Forschungsfeldes. Darauf folgt in Kapitel 2 eine chronologische Zusammenfassung
der Entwicklungen dieses Feldes in den letzten Jahrzehnten. Diese soll nicht nur die erfol-
greichen Pfade betrachten, sondern auch die Vielzahl an Sackgassen und Umwegen, ohne
die der Erfolg nicht möglich gewesen wäre. Ab Kapitel 3 beschreibe ich neue Forschung.
Kapitel 3 ist auf eine technische Verbesserung fokussiert: Es beschreibt ein neues Laser-
system für stimulated Raman adiabatic passage (STIRAP), das unser Team gebaut und
getestet hat. Dieses Lasersystem hat die Effizienz der Molekülerzeugung verbessert und
einen großen Beitrag zur Vereinfachung unserer Experimente geleistet. Kapitel 4 ent-
hält eine Untersuchung des X1Σ+↔ b3Π0-Übergangs im 23Na40K-Molekül. Es handelt
sich hierbei um einen nahezu dipolverbotenen Übergang mit entsprechend schmaler Lin-
ienbreite, der außerdem im Spektrum der Übergänge relativ isoliert liegt. Dies erlaubt es,
nahe am Übergang sowohl anziehende als auch abstoßende optische Dipolfallen zu erzeu-
gen, ohne dabei hohe Photonenstreuraten in Kauf nehmen zu müssen. Außerdem kann
durch kleine Änderungen der Wellenlänge die Wirkung der Dipolfalle auf bestimmte Ro-
tationszustände gesteuert werden, was sich für viele Experimente als nützlich erwiesen
hat. Kapitel 5 beinhaltet eine Untersuchung von Stößen zwischen zwei Molekülen im in-
ternen Grundzustand bei extrem geringer Lichtintensität. Mithilfe einer repulsiven, zylin-
derförmigen Dipolfalle konnte unser Team zeigen, dass die Verlustrate bei Zweikörper-
stößen von 23Na40K nicht von der Lichtintensität abhängt. Diese Messung steht im Wider-
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spruch mit theoretischen Vorhersagen sowie Beobachtungen an anderen Molekülspezies,
wurde jedoch von Kollegen aus Hong Kong und Hannover bestätigt. Dieses Rätsel ist ak-
tuell ungelöst. In Kapitel 6 beschreibe ich die erfolgreiche Demonstration einer Methode
zur Unterdrückung der Zweikörperverluste. Mittels starker Mikrowellenfelder werden
dabei Wechselwirkungen erzeugt, die bei ausreichend kurzem Abstand abstoßend wirken
und Moleküle daran hindern, sich zu nahe zu kommen. Mit diesem Mikrowellenschild
konnte unser Team evaporative Kühlung von polaren Molekülen durchführen und das
derzeit kälteste molekulare Quantengas bei einer Temperatur von 21 nK herstellen. Eine
Reihe an Vorhersagen, die bis jetzt nicht experimentell realisiert werden konnten, sind
damit nun erreichbar geworden. Daher gebe ich schließlich in Kapitel 7 einen Überblick
über diese neuen Möglichkeiten. Dieses Kapitel enthält Abschätzungen darüber wie real-
istisch die Umsetzung ausgewählter Vorhersagen ist und welche experimentellen Heraus-
forderungen zu erwarten sind.
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Abstract

Ultracold polar molecules offer a multitude of fascinating possibilities for physical re-
search. Proposals for their use reach from quantum chemistry, where they enable detailed
studies of reaction processes, to precision spectroscopy for detecting supersymmetry or
dark matter, to simulating of strongly interacting quantum matter. However, the large
number of internal degrees of freedom, which enables these applications, also causes
significant difficulties. Consequently, the task of preparing and controlling molecules
in experiments is not to be underestimated. Though large efforts have been undertaken
to develop and improve experimental techniques during recent decades, the cooling of
molecules remains difficult, and the lowest reachable temperatures are still far higher
than with atoms. Therefore, the majority of predicted new quantum phases could not be
realised yet. During the last ten years, the main obstacle were lossy collision processes
between molecules, which are still not understood. They have made evaporative cooling
very difficult and have limited the lifetime of strongly interacting gases at high density.

In this dissertation, I report on progress in the experimental control of fermionic polar
molecules of 23Na40K, which allowed regulating the collisions and demonstrating evap-
orative cooling. In Chapter 1, I give an introduction to molecule physics. I explain
the fundamental properties of diatomic molecules and their quantum states, as well as
their group-theoretical description. This allows understanding of the challenges of the
field. Chapter 2 follows with a chronological summary of the developments in ultracold-
molecule research during recent decades. It focuses not only on the paths which turned
out to be successful, but also sheds light on the many detours and dead ends without which
success could not have been achieved. Beginning from Chapter 3, I describe original re-
search. Chapter 3 is focused on a technical improvement: it describes a new laser system
for stimulated Raman adiabatic passage (STIRAP), which our team built and tested. This
laser system has improved the efficiency of molecule creation and has contributed greatly
to simplifying our experiments. Chapter 4 contains an investigation of the X1Σ+↔ b3Π0
transition in the 23Na40K molecule. This transition is almost dipole-forbidden with a
correspondingly small linewidth. Additionally, its position is relatively isolated in the
transition spectrum. This allows the creation of both attractive and repulsive dipole traps
near the transition. Furthermore, small wavelength changes can influence the effect of
the dipole trap on specific rotational states, which has turned out to be useful for many
experiments. Chapter 5 treats collisions between molecules in their internal ground state
at extremely low light intensity. By using a repulsive, cylinder-shaped dipole trap, our
team was able to show that the loss rate in two-body collisions of 23Na40K is independent
of light intensity. This measurement is in strong contradiction with theoretical predictions
and with observations on other molecule species, but has been confirmed by colleagues
in Hong Kong and Hannover. As of now, this riddle remains unsolved. In Chapter 6, I
describe the successful demonstration of a method for suppressing these two-body losses.
With strong microwave fields, interactions can be induced which become repulsive at suf-
ficiently small distance and thereby prevent colliding molecules from coming too close
to each other. This microwave shielding has enabled our team to demonstrate evaporative
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cooling of polar molecules, and to create the currently coldest molecular quantum gas
at a temperature of 21 nK. With this, a number of predictions, which were previously
out of experimental reach have now become feasible. Therefore, in Chapter 7, I give an
overview of these new possibilities. This chapter contains estimations about how realistic
certain proposals are and which experimental challenges are to be expected.
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The atoms may be compared to the letters of the
alphabet, which can be put together into innumerable
ways to form words. So the atoms are combined in
equal variety to form what are called molecules.

—W. H. Bragg, Concerning the Nature of Things

1. Fundamentals of molecular
physics

1.1. The structure of molecules
A molecule is an electrically neutral state of multiple atoms, which is bound strongly
enough to withstand at least some nudging without dissociating. In more formal terms,
according to the Compendium of Chemical Terminology, a molecule is defined as “an elec-
trically neutral entity consisting of more than one atom (n> 1). Rigorously, a molecule, in
which n > 1 must correspond to a depression on the potential energy surface that is deep
enough to confine at least one vibrational state” [1]. Molecular bonds can arise between
almost any combination of elements. This is because in the vast majority of cases, the
potential of two nuclei in close proximity allows more energetically favourable electron
orbitals than that of one nucleus does.

In the grand scheme of things, only a small fraction of the matter in the universe consists
of molecules, with most baryonic matter being either in the form of plasma or dilute
atomic gases, at temperatures too high for molecules to be stable. However, from a human
perspective, all the most interesting matter, such as life on earth, is made primarily of
molecules. However, here I am interested in molecules for a different reason: diatomic
molecules are the most complicated objects in nature that can be understood in full detail
down to the quantum level at the current state of human knowledge. In this sense, they
are at the frontier of fundamental physics, making them both a fascinating object of study
in their own right, and an extremely versatile tool that opens up new possibilities in other
areas.

A diatomic molecule can be described by the Hamiltonian [2, 3]

H =− h̄2

2me
∑

i
∇

2
i −

h̄2

2ma
∇

2
a−

h̄2

2mb
∇

2
b

−∑
i

Zae2

4πε0ria
−∑

i

Zbe2

4πε0rib
+∑

i> j

e2

4πε0ri j
+

ZaZbe2

4πε0rab

+Hrel +HLamb +HHFS, (1.1)

where the index i runs over all the electrons in the molecule, and the two nuclei are
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labelled a and b with nuclear charge numbers Za and Zb. The symbols me, ma, and
mb denote the electron mass and the masses of the nuclei, respectively, ∇2 are Laplace
operators with respect to the coordinates of an electron or nucleus, and r stands for the
distance between the two objects given by its indices. The first line of this Hamiltonian
describes the kinetic energy of all constituent particles and the second line contains all
of their respective Coulomb interactions. The third line contains approximate correction
terms which account for relativistic effects, including spin-orbit and spin-spin coupling
between electrons, and a hyperfine structure term which describes the interaction between
the nuclear magnetic and electric moments and the electrons.

At first sight, this Hamiltonian looks completely intractable, and to some degree this is
true: although diatomic molecules were some of the first systems that were investigated
after the advent of quantum mechanics a century ago, there is still no end in sight. Even
the most sophisticated numerical calculations available today are not able to predict the
properties of diatomic molecules ab initio with the precision required for many tasks,
making it necessary to develop theory and experiment step by step, using experimental
results to determine theory parameters and vice versa. This process has now led to a
situation where molecular physicists can be confident that any relevant question pertaining
to a diatomic molecule can be answered, even though it might still take months or years
to actually do it, depending on the details. In contrast, for the internal structure of atoms it
is now fairly rare to find a relevant question that has not been answered yet (at least when
limited to Standard Model physics), while for larger molecules, some problems remain
practically impossible.

1.1.1. Some intuition
Luckily, there are approximations which can make the understanding of certain aspects
of molecular structure much simpler and allow us to develop some intuition rather than
having to perform complicated calculations at every turn. The most important one is the
Born–Oppenheimer approximation. It makes use of the fact that the nuclei are much
heavier than the electrons, such that coupling between nuclear and electronic motion can
be ignored. The total wavefunction then neatly separates into a product of its electronic
and nuclear parts. Essentially, the electronic motion is so fast that the nuclei can be
assumed to be static and the electronic motion can be calculated for the Coulomb potential
of two point charges at a fixed distance.

Because the true many-body wavefunction of all electrons in a molecule (or an atom)
is a potentially very complicated object, it is basically impossible to visually imagine.
However, by ignoring the interaction between the electrons, it becomes possible to think
of the electron wavefunctions as being a fixed set of orbitals, which can be populated
by electrons according to the Pauli principle. Hence, while ignoring electron-electron
interactions is typically a very bad approximation in a quantitative sense, it is extremely
helpful for visualisation.

With these two approximations, it becomes possible to calculate molecular orbitals, i.e.,
wavefunctions of electrons in the potential of the nuclei. Still, it is typically not possible to
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find exact solutions to this problem. A conceptually simple way to calculate the orbitals is
to approximate them as linear combinations of atomic orbitals of the constituent atoms.
This is called the LCAO ansatz. With two atoms a and b, and their respective set of
orbitals ψ

a/b
i , the set of molecular orbitals ψmol

j is then written as

ψ
mol
j = ∑

i

(
ca

i jψ
a
i + cb

i jψ
b
i

)
. (1.2)

In this formalism, one can think of the atomic orbitals as a basis for the space of molecular
orbitals. The coefficients ca/b

i j can sometimes be determined analytically using variational
methods, but using numerical quantum-chemistry calculations is now much more com-
mon.

In principle, all atomic orbitals can contribute to a molecular orbital, but in the majority
of cases, all but one or two of the ca/b

i j are very small. If there is a molecular orbital which
contains appreciable contributions from two or more atomic orbitals, it is said that the
contributing atomic orbitals mix. Reasonable guesses about the mixing strength can be
made with the following rules of thumb [4]:

1. Atomic orbitals with a larger overlap mix more strongly.

2. Atomic orbitals with similar energies mix more strongly.

3. Only symmetry-compatible atomic orbitals can mix. (This also follows from rule 1,
as orbitals which are non-compatible are orthogonal and their overlap must vanish.)

As lower-lying atomic orbitals are situated closer to their nucleus and therefore have
smaller overlaps with the orbitals of the other atom, they are influenced less and remain
similar to the single-atom case. In many cases, only the highest populated orbitals have
appreciable mixing, such that a molecule can be visualised as two atoms which share
their valence electrons. Specifically in the case of bialkali molecules, a relatively good
description can be reached by only considering two electrons, while all the others behave
like in a free atom. In the homonuclear case, it is also reasonable to assume that strong
mixing only exists between identical atomic orbitals.

Molecular orbitals are firstly characterised by their angular momentum. The main dif-
ference to the case of an atom is that an atom possesses spherical symmetry, such that
the (orbital) angular momentum of an electron is a conserved quantity (also called a good
quantum number). A diatomic molecule, in contrast, is cylindrically symmetric, which
means that only the projection of angular momentum onto the internuclear axis is con-
served. In analogy to the atomic case, the corresponding quantum number is called λ ,
and its values are labelled σ ,π,δ ,φ , ..., just like atomic s, p,d, f , ... orbitals. A further
important characteristic of a molecular orbital results from the relative phase of the atomic
wavefunctions: if it is such that the atomic orbitals interfere constructively in the area of
their largest overlap, this leads to an energetically more favourable configuration as the
electron density becomes higher in the area where the Coulomb attraction from both nu-
clei is relatively strong. Such states are called bonding. Conversely, if the interference
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is destructive, there is a nodal plane of the wavefunction in this area, which results in an
orbital energy that is typically higher than that of the sum of the unbound atoms. Such
states are called antibonding and are marked σ∗,π∗,δ ∗,φ∗, .... Sometimes a further label
is added to mark which atomic orbitals are involved in the bond, such as σ1s,σ2p,π2p,
etc. Often, the bonding and antibonding orbitals are shown in a molecular orbital diagram
(see Figure 1.1 a), which can be a very useful tool to determine some characteristics like
the spin of the ground state, or make qualitative guesses about binding energies. Since
each electronic state can contain a large number of different vibrational, rotational and
hyperfine states, it is common to not speak of electronic “states”, but rather call them
“manifolds” or “potentials”.

Figures 1.2 to 1.4 show three-dimensional visualisations of certain molecular orbitals
and may help gaining an intuitive understanding of their properties. Though they are not
quantitatively correct, they do convey the essential features of each orbital. As these fig-
ures show, the deformation of atomic orbitals by a molecular bond can be significant, and
it results in correspondingly significant energy shifts on the order of 10000cm−1. (The
inverse centimetre is a convenient unit to express molecular energy scales: 1cm−1 ≈
h×30.0GHz≈ 1.24×10−4 eV≈ kB×1.44K≈ 1.99×10−23 J.) In a nutshell, these en-
ergy differences are the reason why chemistry exists.

Just as it was reasonable to assume the nuclei to be fixed when working out the electron
wavefunction, the fast electron dynamics average out from the perspective of the nuclei
in the Born–Oppenheimer approximation. The interaction between the nuclei can then
again be modelled as a motion in a static potential. This results in molecular potential
curves where the energy of a molecule in a given electronic state is plotted versus the
internuclear distance (see Figure 1.1 b). The resulting nuclear motion can be separated
into vibrational and rotational degrees of freedom. The vibrational motion is similar to a
harmonic oscillator, such that its energy levels are approximately given by

Evib = h̄ω(v+1/2) (1.3)

corresponding to the vibrational quantum number v and the vibrational spacing ω (see
Figure 1.1 c). Due to the strong binding, the level spacing is relatively large, typically
h̄ω ∼ 10cm−1. The harmonic-oscillator approximation is often quite good, especially for
low vibrational levels in deep electronic potentials.

In a similar fashion, the rotational motion of the nuclei can be approximated reasonably
well as a quantum rigid rotor with energy levels

Erot = BrotR(R+1) (1.4)

with the rotational quantum number R and the rotational constant Brot (see Figure 1.1
d). Typically, the rotational spacing is on the order of Brot ∼ 0.1cm−1, becoming larger
with smaller internuclear distance or higher mass of the nuclei. Within the rigid-rotor
approximation

Brot =
h̄2

2µr2
0
, (1.5)
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Figure 1.1.: Simplified model of molecular bonding and the energy scales of electronic
and nuclear motion. (a) Molecular orbital diagram for the ground state of H2. On the left
and right are the 1s orbitals of each hydrogen atom, in the centre are the two molecular or-
bitals formed from their combination. The bonding σ orbital is lowered in energy, while
the antibonding σ∗ is increased. (b) Molecule potentials for a homonuclear molecule
of hydrogen-like atoms. For large internuclear distances, the energy asymptotically ap-
proaches that of two free atoms, while for very small distances, the Pauli repulsion be-
tween the electrons becomes dominating. In the middle, there is a sweet spot where
molecular bonds occur. The electronic ground state with both electrons in the σ state
is called 1Σ+

g . The only other bound state belonging to the same atomic asymptote (i.e.,
constructed from the same atomic orbitals) is the 3Σ+

u , where one electron is in σ∗ and the
electron-spin wavefunction is symmetric. Vibrational levels belonging to both electronic
potentials are shown schematically. (c) Zoom-in into the lower vibrational levels. Close
to the potential minimum, the vibrational wavefunctions resemble those of a harmonic
oscillator. Rotational levels belonging to each vibrational level are shown schematically.
(d) Zoom-in into the rotational levels belonging to a single vibrational state.
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Figure 1.2.: Visualisations of selected molecular orbitals with σ character. The shapes
correspond to isosurfaces of the electron probability distribution. The surface colour
corresponds to the complex phase of the wavefunction at this position. The internuclear
axis is shown as a black line. Note that these images are qualitative sketches, intended to
help with intuitive understanding. The viewing angle, global phase, isosurface value and
internuclear distance are adjusted for optimal visibility and are not necessarily consistent
between different orbitals.
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Figure 1.3.: Visualisations of selected molecular orbitals with σ and π character. The
shapes correspond to isosurfaces of the electron probability distribution. The surface
colour corresponds to the complex phase of the wavefunction at this position. The inter-
nuclear axis is shown as a black line. Note that these images are qualitative sketches, in-
tended to help with intuitive understanding. The viewing angle, global phase, isosurface
value and internuclear distance are adjusted for optimal visibility and are not necessarily
consistent between different orbitals.
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Figure 1.4.: Visualisations of selected molecular orbitals with π and δ character. The
shapes correspond to isosurfaces of the electron probability distribution. The surface
colour corresponds to the complex phase of the wavefunction at this position. The inter-
nuclear axis is shown as a black line. Note that these images are qualitative sketches, in-
tended to help with intuitive understanding. The viewing angle, global phase, isosurface
value and internuclear distance are adjusted for optimal visibility and are not necessarily
consistent between different orbitals.
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where µ is the reduced mass of the nuclei and r0 the internuclear distance. Again,
the rigid-rotor approximation is quite accurate especially for low rotational levels.
Methods to predict rovibrational spectra more precisely as well as quantify the rotation-
vibration interaction can be found, for example, in the textbooks by Herzberg [5] and by
Demtröder [6]. The latter is also an excellent general introduction to molecule physics,
but only available in German. An up-to-date overview of the rotational structure of
molecules and its control in experiments can be found in Reference [7].

1.1.2. The symmetries of molecules
The electron wavefunctions shown in Figures 1.2 to 1.4 are highly symmetric objects.
This is of course not a random occurrence, but a consequence of the underlying symme-
try of the physical system. This symmetry is deeply connected to the physical proper-
ties of molecules and its understanding can form a foundation for the understanding of
molecules. Because symmetry is a fundamental property of a molecule, the discussion in
this section is very general and almost exact. There can be small symmetry-breaking
effects caused by external fields or extremely small effects caused by non-symmetric
terms of the Hamiltonian itself, which will be discussed later. By and large, however,
the electromagnetic interaction within a molecule dominates over all external influences
or other potentially symmetry-breaking forces. This means that the symmetries are al-
most perfectly realised in real molecules. Therefore, symmetries are ideal for obtaining
fundamental understanding and for classifying molecular states.

The formal, group-theoretical1 description of molecular symmetry begins with the fact
that there is a set of symmetry operators S under which the wavefunctions of a molecule
are invariant in some sense [4, 9]. These operators must therefore commute with the
molecular Hamiltonian H, and consequently also its unitary time evolution, e−iHt/h̄. Tech-
nically, the elements of S are operators on an infinite-dimensional Hilbert space, but for
single-electron states, they have a straightforward interpretation as transformations in po-
sition space, i.e., they map from R3 to R3. As is typically the case for symmetry trans-
formations, they fulfil all the properties of a group, which is called the point group of
the molecule. Though this method also works for larger molecules, I will focus on the
diatomic case here. For the case of a homonuclear diatomic molecule, the point group is
called D∞h, and it contains the following symmetry transformations2:

1. The identity transformation E.

2. An infinite number of rotations Cn, which rotate by the angle 2π/n about the inter-
nuclear axis.

3. An infinite number of reflections σv about any plane containing the internuclear
axis.

1An excellent introduction to group theory, though not one specific to molecules, can be found in the
textbook by Byron and Fuller [8].

2The transformations are named according to Schoenflies notation, the most commonly used convention
in molecular physics.
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4. The inversion transformation i with the midpoint of the internuclear axis as its cen-
tre.

5. An infinite number of rotation-reflection transformations Sn. Each of them con-
sists of a rotation about the internuclear axis by the angle 2π/n and a reflection on
the plane orthogonal to this axis and through its midpoint. These are also called
improper rotations.

6. An infinite number of 2-fold rotations C2, about any axis orthogonal to the inter-
nuclear axis and through its midpoint.

To gain some intuition for these transformations, it may be helpful to visualise them
with the states shown in Figures 1.2 - 1.4. In the case of a heteronuclear diatomic
molecule, there is no inversion symmetry and the resulting point group, which is called
C∞v, contains only the transformations (1)–(3) from the list above.

In order to effectively describe a point group, its elements can be categorised into con-
jugacy classes. They are the equivalence classes of the conjugation operation: if there
exists a T in the group such that B = T−1AT , then A and B belong to the same conjugacy
class. This is strongly connected to our physical intuition about the symmetry operations.
For example, reflections on a given plane all belong to the same class. Conversely, rota-
tions and reflections, which we intuitively consider fundamentally different, are never in
the same class. Hence, the conjugacy classes tell us how many fundamentally different
transformations there are in the group.

In our specific case, the group D∞h, the classes are as follows: the identity E and
the inversion i each form their own class with only one member. The Cn rotations are
conjugate only if they rotate by the same angle, but regardless of direction. Hence, there
is a class with two members (clockwise and counter-clockwise rotation) for every value
of n. The same holds analogously for the improper Sn rotations. Finally, the σv-reflections
and the C2-rotations each have one class which contains all of these transformations. Both
of these therefore have infinitely many members. For all the transformations which are
also contained in C∞v, the conjugacy classes are the same.

Next, we need to describe how each class of transformations affects the wavefunction
of a given molecular state. Some of them leave it completely invariant, while others might
change its phase, leaving only the associated probability distribution invariant. As there
are both infinitely many states and infinitely many transformations, one might expect
the job of classifying each combination to be impossible, but in fact it turns out to be
remarkably simple. This is because the states can also be sorted into equivalence classes,
and the effect of each class of transformations on each class of states is the same. Hence,
just the knowledge of a relatively small number of combinations is enough to gain lots
of information about a molecular state. The equivalence classes of states are called the
irreducible representations of the group, though some mental gymnastics is required to
see why this makes sense.

In general, a representation of a group G is a map t : G→ GL which preserves the
group structure, i.e. t(T ◦S) = t(T )◦ t(S) for S,T ∈ G with the group operation ◦. Here,
GL stands for some set of linear transformations of a vector space, i.e., n× n matrices
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in the finite-dimensional case or invertible operators in the infinite-dimensional case. In
informal terminology it is common to refer to not only the map itself but also the set of
matrices or operators it maps to as a representation. The most obvious representation of a
point group is the one which maps to S, the set of symmetry operators, but there are also
infinitely many others. Importantly, for a map to be a representation, it is not required to
carry over the entire complexity of the group: for example, for any group there is a trivial
representation which maps every element to a unit matrix. A representation is called
irreducible if it does not permit any nontrivial invariant subspaces of its underlying vector
space. A nontrivial invariant subspace in this sense is a subspace of the vector space
with dimension higher than one, which every vector remains inside under the action of
any transformation. In matrix language, this corresponds to the statement that there is no
basis in which every matrix in the representation has block-diagonal form.

From the group-theoretical point of view, the significance of irreducible representations
comes from the fact that any possible representation can be uniquely decomposed into
a direct sum of irreducible representations [9]. In other words, for any representation
there is a basis in which it has block-diagonal form, and all the non-zero blocks in this
matrix are irreducible representations. Hence, the vector space the representation acts
upon is divided into invariant subspaces, each of which corresponds to one irreducible
representation.

Now some magic happens: each irreducible representation can be identified with the
vectors in its invariant subspace. As all the symmetry operators commute with the molec-
ular Hamiltonian, there is a simultaneous eigenbasis of both, and the invariant subspaces
correspond to degenerate eigenspaces of the Hamiltonian. Though the Hilbert space of all
possible wavefunctions of a molecule is an astoundingly complicated thing, this method
remarkably makes it possible to sort all the elements of this space into just a few intu-
itively understandable types. The correspondence between states and representations is
not one-to-one; there can be many degenerate eigenspaces which correspond to the same
irreducible representation, but every degenerate eigenspace belongs to exactly one irre-
ducible representation of the point group. In other words, states of different energy can
have the same symmetry properties, but states of the same energy must have the same
symmetry properties. An important exception here is accidental degeneracy, where states
from two uncoupled subspaces of the Hamiltonian happen to have the same energy but
different symmetry properties.

This is where the physical significance of irreducible representations comes from: they
give us an equivalence relation on the Hilbert space of molecular wavefunctions, which
categorises them into subspaces according to their symmetry. This also shows a con-
nection between degeneracy and symmetry: a symmetry operator can never change the
energy of a state, therefore every state must belong to an irreducible representation with
dimension equal to its degeneracy. The irreducible representations are named according
to the following scheme:

1. By symmetry under rotation around the principal axis: Σ for representations which
are invariant under any rotation, then capital Greek letters Π,∆, . . . for ones which
are invariant under rotations by integer multiples of 2π/n. A Π representation is
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invariant only under rotations by 2π , a ∆ also under rotations by π , and so on.

2. By symmetry under inversion i: An index g denotes symmetric representations
under i, an index u antisymmetric ones. The letters g and u stand for the German
words gerade and ungerade, meaning even and odd.

3. By symmetry under σv-reflections: symmetric representations get an index +, an-
tisymmetric ones a −. Note that only Σ representations are purely symmetric or
antisymmetric, all other ones receive complex phase shifts.

To understand the action of a symmetry operator on a given state, it is not necessary to
know the explicit form of the operator. Instead, everything of importance can be encoded
in a single number, the character of the representation. It is defined as the trace of the
representation, i.e., the sum of the diagonal elements of the corresponding matrix. As the
trace is invariant under conjugation, the character is the same for all transformations in
a conjugacy class. The physical meaning of the character becomes clear when looking
at the effect of operators in S on eigenstates of the Hamiltonian: In the case of a one-
dimensional representation, the character is equal to its expectation value with respect
to the corresponding state. In the higher-dimensional case, the expectation values with
respect to all basis states are added up. Visually, one can imagine the one-dimensional
case as follows: if a state is transformed by a certain symmetry operator, then how much
overlap does it have with the original version of itself? For states that remain completely
invariant, this is 1, for antisymmetric states, it is −1, and for rotations, the overlap will
depend on the angle. In the higher-dimensional cases, it is instead the sum of overlaps
with all the transformed versions of the state.

All this information can be compiled into character tables for each symmetry group,
which are an essential tool of molecule physics. The character tables for D∞h and C∞v are
given in Tables 1.1 and 1.2. In these tables, the Cn and Sn rotations are only represented
by a single column, which is the general case of a rotation by the angle φ . Is it denoted
2Cφ

∞ or 2Sφ
∞. The numbers in front of the conjugacy class names are a reminder of the

number of elements in this class.
Now it should become clear what this digression into mathematics was good for: we

now have a powerful tool which allows us to capture a large amount of information about
a molecular state by just stating which irreducible representation it belongs to. The be-
haviour of the state under any symmetry transformation can then be read off from the
corresponding character table.

Here are some examples for what can be learned from Table 1.1. The behaviour under
the identity transformation in the first column tells us the degeneracy of a state: all Σ

states are nondegenerate, whereas all other states are two-fold degenerate. This comes
about because the direction of phase-rotation (i.e., the angular momentum) can be either
parallel or antiparallel with the internuclear axis. Next, the Cφ

∞ rotations by an angle φ

around the internuclear axis lead to an overlap proportional to cosnφ . Hence, Σ states are
invariant under all rotations, since their phase does not depend on rotations. Note that the
imaginary part of the overlap is cancelled out because the expectation values for clockwise
and counter-clockwise rotations are added up. Applying σv-reflections to a Σ state can
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Table 1.1.: Character table of the point group D∞h, the symmetry group of a homonuclear
diatomic molecule. Each column stands for a conjugacy class, each row for an irreducible
representation.

E 2Cφ
∞ . . . ∞σv i 2Sφ

∞ . . . ∞C2

Σ+
g 1 1 . . . 1 1 1 . . . 1

Σ−g 1 1 . . . −1 1 1 . . . −1
Πg 2 2cosφ . . . 0 2 −2cosφ . . . 0
∆g 2 2cos2φ . . . 0 2 2cos2φ . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Σ+
u 1 1 . . . 1 −1 −1 . . . −1

Σ−u 1 1 . . . −1 −1 −1 . . . 1
Πu 2 2cosφ . . . 0 −2 2cosφ . . . 0
∆u 2 2cos2φ . . . 0 −2 −2cos2φ . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1.2.: Character table of the point group C∞v the group of symmetry operations of
a heteronuclear diatomic molecule. Each column stands for a conjugacy class, each row
for an irreducible representation.

E 2Cφ
∞ . . . ∞σv

Σ+ 1 1 . . . 1
Σ− 1 1 . . . −1
Π 2 2cosφ . . . 0
∆ 2 2cos2φ . . . 0
. . . . . . . . . . . . . . .
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Table 1.3.: Direct products of the irreducible representations of the point groups D∞h and
C∞v. The inversion symmetry obeys the rules g×g = u×u = g,g×u = u×g = u. Table
adapted from [4].

Σ+ Σ− Π ∆ . . .

Σ+ Σ+ Σ− Π ∆ . . .

Σ− Σ+ Π ∆ . . .

Π Σ+,Σ−,∆ Π,Φ . . .

∆ Σ+,Σ−,Γ . . .

. . . . . . . . . . . . . . . . . .

either lead to an unchanged state or flip the sign, which is indicated by an upper index ±.
This may at first seem puzzling, because looking at the wavefunctions in Figures 1.2 to
1.4, it is clear that no single-electron wavefunction can actually be antisymmetric under
this operation. However it is possible with two electrons in π or higher states, where their
orbital angular momenta can cancel out, to form an antisymmetric Σ− state. On the other
hand, all non-Σ states are orthogonal to their σv-reflected versions, and they consequently
do not receive the ± index. The i-reflections leave g states completely invariant but cause
a sign change for u states. The improper Sφ

∞-rotations are quite similar to rotations, but
in some cases receive an additional sign flip from the reflection. Finally, the C2 rotations
lead to no change for Σ+

g and Σ−u states, a sign flip for Σ−g and Σ+
u states, and orthogonal

states for everything else.
The group-theoretical description is valid for states with any number of electrons, but

it is often not obvious how the one-electron orbitals shown above combine into states.
This can be read off the direct product table, see Table 1.3. As one might expect, a σ

state has Σ symmetry, a π state has Π symmetry, and so on. In the homonuclear case, the
antibonding orbitals have u-symmetry, while the bonding ones have g-symmetry. Then,
the symmetry of the combination of two one-electron states can simply be read off the
table. For example, two σ orbitals can only combine into a Σ+ state. When combining
states of higher angular momenta, multiple combinations are sometimes allowed. For
example, in a combination of two π states, the angular momenta can either cancel out to
Σ or add up to ∆. This scheme works not only for combining single-electron states, but
any states whatsoever can be built up step by step.

1.1.3. Nomenclature and angular momentum
In principle, the full quantum state of a molecule could be described by listing the oc-
cupation of each molecular orbital and the nuclear quantum numbers. However, even
for simple molecules, this description contains a lot of redundant information, such as
angular momenta which cancel out. Conversely, relevant characteristics such as the total
electronic angular momentum can not be seen directly. Therefore, molecular states are in-
stead characterised by a system that is based on the group-theoretical description of their
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Table 1.4.: Nomenclature of molecular quantum numbers according to [3, 4, 11]. Here,
“projection” always means the projection of the corresponding angular momentum vector
onto the quantisation axis.

Total electronic spin S

Total electronic orbital angular momentum L

Total electronic angular momentum Ja =L+S

Total nuclear spin I

Total nuclear orbital angular momentum R

Total angular momentum F =R+L+S+I

Total angular momentum exclusive of nuclear spin J =R+L+S

Total orbital angular momentum N =R+L=J−S
Total angular momentum exclusive of nuclear spin
and electronic angular momentum

O= J−L=R+S

Magnitude of the projection of total electronic orbital
angular momentum L

Λ ∈ {Σ,Π,∆, . . .}

Projection of total electronic spin S Σ

Magnitude of the projection of total electronic angular
momentum Ja

Ω = |Σ+Λ|

symmetry. This system was originally proposed by Mulliken in 1930 [10] and has found
widespread use since, with only minor modifications. There are excellent overviews of
this topic by Herzberg [5] and by Lefebvre-Brion and Fields [3]. The nomenclature used
here (see Table 1.4) is identical to the one in References [3, 4, 11], but differs in a few
minor points from the original one by Mulliken. The operators are always labelled in
boldface, and their eigenvalues are written in roman letters, for example J |ψ〉= h̄J|ψ〉.

When giving the quantum numbers in a transition, primes are used to distinguish the
states. By convention, the initial state is not primed, the second state gets one prime, and
so on. For example, a transition could go J = 0→ J′ = 1→ J′′ = 0. (There is also a
conflicting convention where electronically excited states get a single prime, and all other
states get double primes.) It is important to remember that certain quantum numbers are
named differently by different authors, as this can easily cause confusion. This is most
notoriously the case for the operators called R, N , and O in the nomenclature used here.
It has also been noted that one symbol can sometimes have different meanings depending
on context, for example Σ stands for states with electronic angular momentum Λ = 0, but
also for the projection of electronic angular momentum onto the quantisation axis. On the
other hand, the advantage of this system is that it is a close analogy to the atomic case,
where for example S is double-used in exactly the same way.

Though the nomenclature is comprehensive, it is important to keep in mind that it is
based on approximations: molecules are still complicated many-body systems and do
not fit into our categories as neatly as we might perhaps like. For example, for any two
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non-zero angular momenta in a molecule, there is always some coupling between them,
which means that the two corresponding quantum numbers are not strictly conserved.
In some cases where the coupling is sufficiently weak, the uncoupled quantum numbers
are still useful, but for stronger coupling, it may be necessary to use only their sum.
Hence, which quantum numbers are a good basis to use depends strongly on the properties
of the molecule under consideration. That being said, there are two commonly used
methods to label the electronic states of diatomic molecules. Both of them are somewhat
idiosyncratic, but given the equally idiosyncratic nature of molecules themselves, maybe
this is just appropriate. The most common nomenclature is this:

2S+1
Λ
±
Ω,g/u. (1.6)

It is typically used in all those cases where Λ is a good quantum number. The labels g/u
and± stand for the symmetries under inversion and reflection as described in the previous
section. The quantum number Ω is often omitted in spin-singlet states, where it is trivially
equal to Λ.

Of course, this nomenclature does not uniquely identify states, as one molecule can, for
example, have many different 1Σ+ states. To avoid ambiguity, the states are additionally
enumerated according to the energy of their lowest rovibrational levels (i.e., the mini-
mum of the electronic potential). For historical reasons, the enumeration uses latin let-
ters, beginning with X for the ground state, then continuing in parallel with A,B,C, . . . and
a,b,c, . . .. The upper-case letters are used for states with the same spin multiplicity as the
ground state, and the lower case letters for those with different spin multiplicity. Some-
times this approach is abandoned and the states are instead just enumerated 1,2,3, . . ..
Importantly, in this case, the enumeration proceeds separately both for states with dif-
ferent spin multiplicity and with different Λ. For example, 21Π is the second-lowest 1Π

state, not the second-lowest singlet. The nomenclature with numbers is commonly used
in molecules where many electronic potentials overlap, such that it becomes difficult to
decide their order. Occasionally, letters are used initially, and then numbers for the higher-
lying excited states once they become too dense. In some cases, the conventions used for
the nomenclature of a certain molecule seem to make very little sense, which is often a
relic from times in which the electronic structure was not yet completely understood.

In the naming of states according to Λ, we see a connection to the irreducible represen-
tations discussed in the previous section. Indeed, it is precisely the Σ states which belong
to those irreducible representations that are completely invariant under rotations, as their
phase does not depend on the angle. Similarly, the higher-angular-momentum states cor-
respond to those irreducible representations which behave accordingly under rotations: a
phase rotation of 2π per full rotation for Π states, 4π for ∆ states, and so on. The same
analogy also holds for the g/u labels.

For those cases where Λ is not a good quantum number, there is an alternative labelling
system:

Ω
±
g/u. (1.7)

The g/u and ± labels are used just as described above. With this nomenclature, latin
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Table 1.5.: Relative strength of interactions in the different Hund’s cases. In the list
of good quantum numbers, n always stands for other state labels, such as vibration and
electronic configuration. Table adapted from [12].

case
interaction strength

good quantum numbers
electron-axis spin-orbit rotational

(a) strong intermediate weak n,J,S,Ω,Λ,Σ

(b) strong weak intermediate n,J,S,N,Λ

(c) intermediate strong weak n,J,Ω
(d) intermediate weak strong n,J,L,S,N,R
(e) weak intermediate strong n,J,R
(e’) weak strong intermediate n,J,R

letters are still sometimes added to uniquely identify states, but most commonly this is
omitted.

The next question is, how do we know what the good quantum numbers are? Already
in the 1920’s, it was recognised that there are some classes of diatomic molecules with
similar couplings, which can be grouped together to understand them more easily. These
classes are called Hund’s coupling cases, after Friedrich Hund who first described them.
In-depth treatments of Hund’s cases and the underlying physics can be found, for example,
in the publications by Nikitin and Zare [12], Bransden and Joachain [13], Lefevbre-Brion
and Fields [3], and Wörner and Merkt [4]. Of course, Hund’s cases are merely limiting
cases to the real behaviour, and every real molecule falls somewhere between them, but
they are often useful to facilitate conceptual thinking about molecular states.

Excluding the hyperfine interactions, whose energy scales are much smaller than those
of the electronic and nuclear motion, there are three relevant couplings in a diatomic
molecule: first, the electrostatic coupling between the nonspherical component of the
electric field of the nuclei and the electron motion. This is the interaction that breaks
spherical symmetry and destroys the conservation of L. It is strongest in molecules with
very different nuclei, and much weaker in homonuclear molecules, where the axial com-
ponent of the electric field of the nuclei vanishes. This is called electron-axis-coupling,
because it describes how strong the influence of the direction of the internuclear axis is on
the electrons. Second, spin-orbit coupling of the electrons. This can be thought of as an
interaction between the magnetic fields associated with the electron’s spin and its circular
motion, which causes L and S to precess about J . When it is strong enough, spin-orbit
coupling breaks the conservation of Λ and S. Third, coupling between nuclear rotation
and electron motion. The relative importance of these three interactions determines the
appropriate Hund’s case as shown in Table 1.5. Figure 1.5 shows how one can imagine
the different angular momenta precessing either about the internuclear axis or about each
other, in each coupling case.

In Hund’s case (a), the electrostatic coupling of the electronic motion to the internuclear
axis dominates. Therefore, L precesses around the internuclear axis, such that Λ = |mL|,
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Figure 1.5.: Vector precession models of Hund’s cases (a) to (d). Figure adapted
from [4].

the magnitude of the projection of L onto the axis, remains a good quantum number.
The spin-orbit interaction is caused by the magnetic field of the rotating electrons, which
points along the internuclear axis. Hence, this is also the quantisation axis for the pre-
cession of S, resulting in the good quantum number Σ, the projection of S onto the axis.
Obviously, also Ω = |Λ+Σ| is a good quantum number. However, the spin-orbit inter-
action is not strong enough to destroy the conservation of S. Just as for all other Hund’s
cases, the influence of the nuclear spin is weak, such that the total angular momentum
exclusive of nuclear spin J, is also a good quantum number. In Hund’s case (a), the
2S+1Λ

±
Ω,g/u convention is typically used.

Hund’s case (b) describes molecules where the spin-orbit interaction is much weaker
than the electron-axis coupling, which is typically the case for Σ states. The electronic
spin S then does not precess about the internuclear axis, such that Σ, and consequently
also Ω, are not well-defined. On the other hand, the rotational coupling is strong enough
to couple the nuclear rotation and electron rotation, giving N as a good quantum number.
States are labelled in the 2S+1Λ

±
g/u convention, identical to the notation in Hund’s case (a),

but with Ω omitted.
In Hund’s case (c), the spin-orbit interaction is the dominant one. Here, the coupling

between S and L is so strong that S and L separately are no longer good quantum num-
bers, but Ω remains conserved. States corresponding to Hund’s case (c) are typically
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labelled in the Ω
±
g/u convention.

Hund’s cases (d), (e), and (e’) are much less common than the previous ones. They
describe molecules where the electron-axis coupling is relatively weak, which can be
the case for Rydberg molecules with very weakly bound valence electrons. In case (d),
the spin-orbit interaction is also weak, such that the rotational interaction becomes the
dominant term. In this case, L couples directly with R to form N , but L and S remain
good quantum numbers due to the weak spin-orbit coupling. In cases (e) and (e’), even
this is no longer the case and only R and J remain good quantum numbers. There is no
generally accepted nomenclature for these cases [12].

1.1.4. Molecular transitions
Having discussed the multitude of different quantum numbers and states that exist in
molecules, the next question is how to experimentally interact with them. Since molecules
are fundamentally governed by electromagnetic interactions, the answer is simple: with
electromagnetic fields, which can induce transitions between states. Because of this, tran-
sitions are arguably more relevant than states to an experimentalist. In most transitions,
a molecule absorbs or emits a single photon. Such one-photon transitions are also called
dipole transitions, since the field of a single photon contains only dipole contributions.
Not all transitions are equal: some states are coupled very strongly, while others are not
connected at all via dipole transitions. This can be seen from the dipole operator, which
is given by [14]

d= ∑
i

qixi, (1.8)

where the summation is over all the constituent particles of the system in question, qi are
their charges, and xi are their position operators. By sandwiching the dipole operator
between the initial and final states of the transition, we find the transition dipole moment

Mi f = 〈ψi|d|ψ f 〉, (1.9)

which is a measure of the transition strength, i.e. the number of photons that are absorbed
and re-emitted in a given light field per unit of time is proportional to |Mi f |2. Quantita-
tively determining a transition dipole moment requires precise knowledge of the initial
and final states and can therefore usually only be done numerically, using known spectro-
scopic data about the molecule in question.

However, there are ways to gain qualitative understanding via selection rules, which
can give a good intuitive idea of transition strengths. As dipole transitions always involve
the exchange of a photon (with spin 1), angular-momentum conservation leads to some
selection rules, most importantly

∆J = 0,±1, (1.10)
J = 0 9 J′ = 0. (1.11)

This selection rule holds quite generally; the only case in which it can be violated occurs

19



when a unit of angular momentum is transferred to a nuclear spin degree of freedom via
rotational-hyperfine coupling. However, this coupling is typically very weak, such that
nuclear spins are almost always conserved. There are a number of corollaries to this
selection rule, which follow from the relative coupling strengths in the molecule. For
example, for vanishing spin-orbit coupling, S becomes conserved as well, such that the
selection rules become

∆Λ = 0,±1, (1.12)
∆S = 0. (1.13)

For light molecules (where spin-orbit coupling is weak), this leads to the emergence of
distinct spin-multiplet substructures. For example, in the bialkali case, there are singlets
(S = 0) and triplets (S = 1), and transitions between them are strongly suppressed. With
increasing spin-orbit coupling, the strength of transitions which violate this selection rule
grows. There are many other, similar selection rules which are valid only in certain Hund’s
cases, see for example Chapter 5 of Herzberg’s textbook [5].

There is also a number of other selection rules which are only indirectly related to an-
gular momentum. The most important one of these is the parity rule. Note that the term
“parity” is used to mean multiple different things in the literature, which can often lead
to confusion.3 Here, parity (P) means the operation that flips the sign of all spatial co-
ordinates, i.e. Pψ(x) = ψ(−x). In contrast to the molecular inversion i, which flips the
coordinate signs in the molecule-fixed frame, the operation P does this in the laboratory
frame. This leads to different effects of the two transformations, depending on the rota-
tional state of the molecule. The parity operation P is the same that is also discussed in
the context of P- or CP-violation on a fundamental-physics level.

States which remain unchanged under P are said to have positive (+) parity, while
states which obtain a sign flip are said to have negative (−) parity. This is similar to the
notation of symmetry for Σ± states for a good reason: it turns out that the previously dis-
cussed ± symmetry of Σ states under σv-reflections is closely related to parity symmetry.
They can both be considered equivalent to a σv-reflection, however the parity operation
changes all signs in the rotational, vibrational, and electronic parts of the wavefunction,
while only the electronic part is relevant for the labels Σ±. Explicitly working out the
parity of a given state is somewhat complicated; the details can be found in Reference [3].
Suffice it to say that the parity rule is always obeyed, and is often relevant for direct optical
cooling schemes, where it can be used to avoid transitions to unwanted states.

One of the fundamental properties of the dipole operator is that it flips the parity of any
eigenstate of P that it acts upon. In addition, P commutes with any molecular Hamiltonian
H as long as there are no external fields, such that any eigenstate of H is also an eigenstate
of P. This is because there is no P-violation in the electromagnetic interaction. Hence,
according to Equation (1.9), dipole transitions can only occur between states with differ-
ent parity. For a similar reason, dipole transitions must also change the g/u symmetry in
the homonuclear case.

3For a detailed discussion, see Reference [3], Chapter 3.2.2, and Reference [11], Chapter 2.
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1.1.5. A note on dipole moments

The reason why heteronuclear diatomic molecules are considered interesting is simple:
homonuclear diatomic molecules have a mirror-symmetry plane orthogonal to the in-
ternuclear axis, but heteronuclear molecules do not. The distribution of electrons is
then skewed towards one side, making the heteronuclear diatomic the simplest molecule
with a body-fixed electric dipole moment. This constitutes the main reason that ultra-
cold molecules are studied today, as they are an ideal basic building block for dipolar
quantum matter. Dipolar interactions are fundamentally different from the usual van-der-
Waals interactions found in ultracold atoms, because they exhibit much longer range and
are spatially anisotropic, i.e., the strength and the sign of the interaction depends on the
relative orientation of the dipoles. Specifically, the van-der-Waals potential is given by

VvdW =
C6

r6 , (1.14)

with the interaction coefficient C6 and the distance r. Due to its fast decay with distance,
the low-energy dynamics caused by this interaction can be fully described by a single
parameter, the s-wave scattering length. In contrast, the interaction between two particles
with dipole moment d when the dipole moments are oriented in parallel and the interpar-
ticle axis is at an angle θ relative to the dipole moment is

Vdd =
d2(1−3cos2 θ)

4πε0r3 . (1.15)

This interaction has a much longer range, which means that higher partial waves con-
tribute significantly to the scattering dynamics even at low energies. More details about
this can be found, for example, in Baranov et al.’s review paper [15] and further references
therein. Hence, the behaviour of ultracold dipolar gases is qualitatively different from the
case with only short-range interactions, making a large dipole moment very interesting
and desirable for experiments. However, the origin of the dipole moment is not trivial,
and there are some common difficulties and misunderstandings associated with it. This
makes it worth looking at the fundamental physics of dipolar particles in some detail.

First, a word about terminology: Especially in chemistry, it is common to say that het-
eronuclear molecules exhibit a “permanent electric dipole moment”. This name might
suggest that a molecule always behaves as an electric dipole, but this is not actually the
case. Viewed from the lab frame, a heteronuclear diatomic molecule in the ground state
(or any other eigenstate) is a perfectly spherically symmetric object as long as there is no
external electromagnetic field. This can be visualised as the molecule being in a superpo-
sition state of all spatial orientations. This is analogous to a hydrogen atom, which would
be strongly dipolar in a coordinate frame where the proton and the electron lie on a line,
but in the lab frame, the wavefunction is spherically symmetric and there is no dipole mo-
ment. The situation changes only once the symmetry is broken, typically by an external
dc electric field. Though each of the eigenstates of the molecule in the field-free case is
rotationally symmetric, an external field mixes them in such a way that a dipole moment
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emerges in the lab frame. This is called the lab-frame or effective dipole moment. This
also means that the orientation of molecules in a dipolar system is not a dynamic quantity
like a spin in a magnetic field. It only exists by virtue of symmetry breaking caused by the
external field and is therefore static. Hence, what is typically called the “permanent” elec-
tric dipole moment of a molecule is permanent only in the body-fixed reference frame of
the molecule. In the following, I will therefore use the word “body-fixed dipole moment”
to distinguish this quantity from, for example, the hypothesised electric dipole moments
of certain atoms and elementary particles, which are also called “permanent”, but with a
different meaning.

Another misunderstanding may result from the fact that whether a particle features a
dipole moment is not directly related to the type of Stark effect4 it experiences in an
external electric field. One might think that a linear Stark effect always corresponds to
a permanent dipole moment, whereas a quadratic Stark effect always corresponds to an
induced dipole moment. However, the truth is more subtle: the energy shift depends
on the details of the internal structure of the particle as well as on the magnitude of the
external field.

Importantly, no eigenstate of any isolated atom or molecule possesses a nonzero dipole
moment. By “isolated”, I mean here that there are no external fields or close-by objects
which could break the isotropy of space. This is because the Hamiltonian of any such
system obeys P-symmetry up to very small deviations (originating from the weak interac-
tion, or from hypothetical beyond–Standard Model physics), and any eigenstate of such a
Hamiltonian is also an eigenstate of the parity operator. Since the dipole operator reverses
the parity of any state it acts on, its expectation value for any parity eigenstate must van-
ish. Therefore, strictly speaking, a molecule can not possess a permanent electric dipole
moment [18].

However, there are three ways in which the requirements for this statement to be true,
can be circumvented, such that a particle can indeed obtain a dipole moment:

1. By breaking the isotropy of space with an external electric field as described above.
For systems where no eigenstates of opposite parity are degenerate, perturbation
theory shows that there is a quadratic Stark shift. If there are degenerate eigenstates
of opposite parity, this will lead to a linear Stark shift as can be seen by applying
degenerate perturbation theory. This is, for example, the case for the 2s hydrogen
atom, which is, up to relativistic corrections, degenerate with a 2p state of opposite
parity. The fact that the states are not precisely degenerate leads to a quadratic Stark
shift for weak fields, which only becomes linear once the field is strong enough
to overwhelm the splitting between the unperturbed states. The same is true for
molecules, where there is a quadratic Stark shift for weak external fields, which
becomes linear at stronger fields.

4I would like to point out here that the Stark effect is named after Johannes Stark, who discovered it and
was awarded the 1919 Nobel prize partially for this discovery. Stark was an early supporter of Hitler and
the national socialist movement. He devoted a considerable part of his life to the cleansing of “German
physics” from supposed “Jewish influences” such as the works of Einstein [16]. His thoughts, laid out
for example in a 1938 article in Nature [17], make for quite appalling reading.
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2. By exciting the particle into a superposition of two states of opposite parity. Since
this is not an eigenstate of the Hamiltonian, the argument above does not hold. In
this case, the breaking of P-symmetry is induced by a small background bias field,
which is necessary to create a well-defined quantisation axis, and by the polarisa-
tion of the field which creates the superposition. Such a superposition state always
experiences a linear Stark shift.

3. By a breaking of P-symmetry on the level of fundamental physics. Such a P-
violation is known to exist for the weak interaction, but is extremely small com-
pared to the energy scales relevant for atoms and molecules. On the other hand, it
is indeed highly relevant for the search of beyond–Standard Model physics, where
some models predict P-violations which are still very weak, but much stronger than
in the Standard Model, and possibly strong enough to be measured with the most
precise methods available today.

1.2. Fundamental problems of molecule
cooling

I hope that it has become clear that molecules are rich and fascinating objects, which offer
an enormous variety of interesting physics to study. However, this complexity is of course
not only an advantage. It also makes the task of controlling molecules in experiments a
difficult one. For many applications, experiments must be performed at extremely low
temperature, where quantum effects start to dominate over thermal fluctuations and new
phases of matter like Bose–Einstein condensates and degenerate Fermi gases emerge.
Today, this can be done easily enough with atoms, and the wealth of knowledge that
ultracold atoms have brought is impressive. Unfortunately, molecules have not yet come
this far. This is for the following two reasons.

1.2.1. The laser-cooling conundrum
The most important technology in the preparation of ultracold atoms is laser cooling.
There are a variety of different laser-cooling methods, but they are all based on the prin-
ciple that a sample of atoms is illuminated with laser light in such a way that atoms with
higher velocity are more likely to absorb photons coming towards them. If the atom un-
dergoes spontaneous emission afterwards, the photon can be re-emitted into any direction,
thus slowing the atom down on average. This can also be thought of as a transfer of en-
tropy from the atoms into the laser field, whose photons are initially coherent, but are then
randomly scattered around while the atoms are cooled down.

Alkali atoms are ideally suited to this method because they are close to being ideal
two-level systems. Hence, the majority of spontaneous emission events will bring the
atom back to its initial state, where it can then scatter further photons. This is referred
to as a closed transition. There typically are a few other weak decay channels available
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too, but with the use of a single “repumper” laser, the vast majority of atoms falling into
these channels can be brought back into circulation. In this way, an atom that is being
laser-cooled can scatter on the order of 106 photons before being lost.

On the other hand, molecules may have dozens or hundreds of decay channels due
to their vibrational structure. The branching ratio, i.e. the probability of a molecule to
spontaneously decay back into the state addressed by the cooling laser, is therefore very
low. For most molecules, the laser system required to repump all the relevant decay
channels would be prohibitively complicated. As I will show in the next chapter, the laser-
cooling conundrum has shaped the last two decades of research on ultracold molecules.
Especially since 2008, enormous progress has been made, and many ways have been
found to either circumvent it or push through it. However, this effort is not yet complete,
and laser cooling of molecules is still one of the most significant challenges we face today.

1.2.2. The collision conundrum
The natural limitation of laser cooling is the recoil energy: a particle can not become
colder than the temperature corresponding to the momentum that a scattered photon im-
parts on it. As this is still much hotter then the required temperatures in most cases, atoms
are typically cooled down further by evaporative cooling. The idea here is to weaken the
trap that contains the atoms until those at the high end of the thermal distribution have
enough energy to escape. The remaining atoms then thermalise by elastically colliding
with each other, refilling the tail of the distribution. This process can be extremely ef-
ficient, because every lost atom removes a lot more than the average entropy from the
sample. It is typically limited by density: at low densities, most collisions involve only
two atoms. If both atoms are in their internal ground states, two-body collisions must
necessarily be elastic, since there is no other way to satisfy energy and momentum conser-
vation. Three-body collisions, however, can lead to the formation of a diatomic molecule,
while the third atom carries excess energy and momentum away. Such an event causes
the loss of all three atoms from the trap, and three-body collisions become more and more
likely with higher density, until their detrimental effect outweighs the gains from evapora-
tion. Still, the densities where this happens are quite high for some atoms, and evaporative
cooling of atoms is generally a robust and effective method.

For a long time, it was expected that evaporation would also work with molecular gases.
Considerable effort was therefore invested into finding molecules which can collide with-
out undergoing chemical reactions or change their internal states. However, every time a
molecular species reached the point where evaporative cooling could have become viable,
it was found that no elastic collisions occurred. Instead, all the colliding molecules were
lost, even in two-body collisions. Serious efforts are still ongoing to achieve evaporative
cooling of molecular samples. While they have had some success, the efficiency is still
nowhere near as good as with atoms, despite many sophisticated methods being used to
improve it. The reasons for the lack of elastic collisions have baffled researchers for years,
and still remain partially unclear. Some possible explanations are discussed later in this
thesis.
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1.3. The NaK molecule

The most important molecule in the context of this thesis is of course 23Na40K. Though it
contains a total of 30 electrons, most of these are in strongly bound atomic orbitals, which
are only weakly influenced by the molecule bond. Only the 3s and 4s valence electrons of
Na and K, respectively, play an important role for the molecule’s properties. This makes
its electronic structure relatively simple, as can be seen in the potential curves shown in
Figure 1.6. More detailed spectroscopic data can be found in [20–24]. The two-electron
structure makes this molecule similar to alkaline-earth atoms such as strontium in that it
features distinct spin-singlet and triplet states, with transitions that change the multiplicity
being strongly suppressed. This leads to a quite interesting electronic structure with both
very strong and very weak transitions. The most important state for our work and the
starting point of all our experiments with polar molecules is the absolute ground state in
the X1Σ+ manifold. This means that for example b3Π0 states can only be reached via very
weak and narrow transitions, a fact that has turned out to be extremely useful for much of
the work described later.

NaK is an ideal candidate to be associated from atoms for multiple reasons: first, it
is made up of two alkali species, which can be laser-cooled with relatively little effort.
Sodium and potassium specifically are well-suited for this task because their interactions,
both intra- and interspecies, make it possible to mix and associate them easily. Sodium
is also a particularly good choice as a sympathetic coolant for potassium, because large
samples of it can be created easily [25, 26], and because it is trapped less strongly than
potassium in dipole traps, making it evaporate earlier. This is especially important when
working with the fermionic isotope 40K, which is hard to obtain in large numbers due to
its small natural abundance of 10−4. The NaK molecule is also chemically stable in the
ultracold regime, which means that there are no possible exothermic reactions between
two NaK molecules. This property was expected to be very important for a long time,
because it was thought it would help avoid the collision conundrum. It has later turned
out to be somewhat irrelevant, because even chemically stable molecules are still lost in
collisions with almost 100% probability.

Once molecules can be prepared with high efficiency and at low temperature, the most
important performance indicator is their lab-frame dipole moment. This quantity deter-
mines the strength of dipolar interactions, and it depends both on the body-fixed dipole
moment and the rotational constant. The body-fixed dipole moment determines the ab-
solute maximum lab-frame dipole moment that can be reached, however whether this is
practically possible depends on the required strength of the electric field. This scales with
the rotational constant Brot, since the mixing of rotational states is easier if they are en-
ergetically closer to each other. For molecules with very high rotational constants, the
necessary field can be on the order of 100 kV/cm, which is very challenging to realise
experimentally. Favourably low rotational constants are found in molecules with large
internuclear distances (i.e., weak bonds) and high mass. Of course, large internuclear dis-
tances also lead to weaker body-fixed dipole moments, so some tradeoff has to be made.
Among bialkali molecules, NaK offers a reasonable compromise with a body-fixed dipole
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Figure 1.6.: Molecular potential curves for NaK, according to calculations from Refer-
ence [19]. Internuclear distances are given in units of the Bohr radius a0. Solid lines
correspond to singlet states, dashed lines to triplets. Σ states are shown in black, Π states
in blue. For the work shown here, the most relevant curves are X1Σ+ (the ground state),
a3Σ+ (the Feshbach state), b3Π (to create near-resonant dipole traps), B1Π ∼ c3Σ+ (the
STIRAP intermediate state), and d3Π∼ D1Π (the former STIRAP intermediate state).
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Figure 1.7.: Lab-frame dipole moment of NaK depending on the magnitude of the exter-
nal electric field. The Stark shift is quadratic at low fields, then becomes linear at high
fields when the dipole moment reaches saturation. For intermediate fields, which are the
most important case in experiments, the behaviour is between these limiting cases.
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moment of 2.7 D and a rotational constant of about h×5.6 GHz. (The Debye is the cgs
unit of electric dipole moment. 1D = 3.34×10−30 Cm.) This means that at a realistically
reachable field of 10 kV/cm, a strong dipole moment of 1.85 D can be realised (see Figure
1.7). Finally, potassium has long-lived bosonic and fermionic isotopes, so that NaK can
be made in a bosonic and a fermionic variant. As I will discuss later, each of these bring
their own distinct challenges and possibilities.
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It is probably unfortunate that physics and chemistry
ever were separated.

—J. C. Slater [28]

2. Ultracold molecules: A historical
overview

Reading through the introductory paragraphs of ultracold-molecule papers from the last
decade, one could come to the conclusion that the field began in 2008 with the seminal
experiment of Ni et al. [27], which for the first time brought ground-state molecules within
reach of quantum degeneracy. The rapid growth we are seeing today makes it seem natural
to view our field as beginning a few years ago at a singularity, followed by a period of
accelerated expansion. Even though we of course know that this is not strictly true, it is,
for the most part, a useful approximation. However, it also means that the important and
fascinating developments that led to the breakthrough of 2008 sometimes do not get the
attention that they deserve. Here, I hope to follow the development of the field beginning
at an earlier point, attempting to shed some light on the steps that led to the creation of
the first ultracold molecular quantum gases, and how the field has evolved since then.
Even in a relatively small field like this, I can of course not hope to give a complete and
comprehensive overview. I merely attempt to cover the most important developments to
the best of my knowledge.

The story I will tell is one of the connection of two previously quite different parts
of physics, namely chemical physics and ultracold-atom physics. In chemical physics,
the interaction between atoms and the properties of molecules have been investigated
for almost a century. The defining characteristic of this field is that its objects of study
are the molecules themselves and their reactions. Highly sophisticated methods have
been developed to this end, including Raman spectroscopy, X-ray diffraction imaging,
nuclear magnetic resonance spectroscopy, and many more. In order to obtain more precise
results, it has often been necessary to use molecule samples at low temperatures to avoid
confounding effects, prompting the development of a variety of cooling techniques.

The second direction is that of quantum many-body systems with ultracold atoms,
born from the successful creation of Bose–Einstein condensates and quantum-degenerate
Fermi gases in the mid to late 1990s. Due to the unprecedented low temperatures which
can be reached in such systems, they allow studying quantum effects which would other-
wise be hidden under thermal fluctuations. Researchers in this field aspire to understand
the collective behaviour of large quantum systems, their quantum phase transitions and
their microscopic evolution.

One might think of the distinction of the two fields as one of energy scales: in chemical

29



physics, one usually thinks on the order of binding energies or transitions between molec-
ular states, i.e. 0.1 to 10000cm−1. These correspond to temperatures of 0.1 to 10 000 K.
In contrast, ultracold atom samples are typically confined in traps of a depth equivalent to
a few µK, and reaching even significantly lower temperatures is often necessary in order
to see quantum behaviour.

These two fields came in contact when the cooling of atoms had been understood to a
degree where it became reasonable to consider associating them into molecules. Simulta-
neously, the techniques used to cool down molecules directly were also beginning to push
into temperature ranges close to those of ultracold atoms. These two approaches were still
different in terms of methods, but they had a common goal: to make the coldest possible
molecules. It has now become clear that reaching this goal requires an unprecedented
level of understanding of the details of molecular structure and collisions. Many times,
physicists have found their ultracold molecules behaving in complicated and unexpected
ways. In some cases, these observations have led to a better understanding of molecular
physics. In other cases, we are still working on solutions to the puzzles found there.

2.1. Before the 1990s: Moving towards the
ultracold

Before the days of laser cooling, the best way of studying molecules under well-controlled
conditions was by using a molecular beam. Such beams can be created in a strikingly sim-
ple way: a gas of molecules at high pressure expands through a small hole in its container
into a vacuum, where the molecules are then velocity-selected and subsequently used for
experiments. This method has been in use since the 1920s and still remains useful due to
its simplicity and applicability to a wide range of different molecules. Over the decades,
molecular beams have helped physicists understand many aspects of molecular structure
and the response of molecules to electromagnetic fields. Perhaps the most well-known
among the many groundbreaking discoveries that made use of molecular beams was that
of the maser, which worked by shooting a focused beam of ammonia molecules into a mi-
crowave cavity, where they became a gain medium [29, 30]. These discoveries are highly
interesting in their own right and are treated in an excellent open-access book edited by
Friedrich and Schmidt-Böcking [31]. The review articles [32–34] are also highly recom-
mended.

While molecular beams allowed probing the properties of molecules far more precisely
than would be possible in liquids or gas clouds, in the 1980s they were still quite far away
from being the temperature regimes we today call “ultracold”. Molecule beams could be
focused, but slowing them down was much more difficult, and trapping molecules in a
three-dimensional potential minimum was not yet possible. This meant that, for example,
spectroscopy was still limited by Doppler broadening caused by the broad velocity dis-
tribution of molecules. Ideas like producing pure samples of many molecules in a single
quantum state or controlling quantum many-body systems of molecules were no more
than a dream at this point.
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The journey of molecules into the ultracold regime began only when laser cooling and
trapping of atoms became possible in the 1980s. Over just a few years between 1980
and 1987, laser cooling of atoms was developed and grew from its infancy to an enor-
mously influential technique. The demonstration of optical molasses [35], the Zeeman
slower [36] and the magneto-optical trap (MOT) [37] brought atoms down to microkelvin
temperatures and enabled a level of control previously unheard of. These fascinating
developments are described for example in the Nobel lectures of Chu, Phillips, and Ket-
terle [38–40], which are not only insightful but also make for very enjoyable reading.
More detailed and complete discussions can be found in References [41–44].

In the late 1980s, the continuing success of atom cooling and trapping provoked some
cautious curiosity about whether molecule research might profit from this progress, too.
The first concrete idea in this direction was published by Thorsheim et al. [45] in 1987:
they proposed that a laser beam resonant with a transition from an unbound state of two
atoms to a molecular state could be used to associate 23Na2 molecules in a cloud of 23Na
atoms in a MOT. During a collision, a photon could be absorbed by the colliding atoms,
turning them into an excited molecule in a process called photoassociation. The interest
in this direction came mostly from a quantum-chemistry perspective, where it had been a
long-standing research goal to more deeply understand the reaction processes that occur
when two atoms meet down to the quantum level.

This experiment would open up a completely new regime: up to this point, the de-
Broglie wavelengths of colliding particles had been much smaller than the range of the in-
teraction potential, such that the dominating reactions could be described semi-classically
by reaction rates which scale exponentially with temperature. Thorsheim et al. suggested
that with ultracold atoms, it would be possible to enter a regime where the de-Broglie
wavelength was actually larger than the interaction range. At such low energies, reactions
could only happen through tunnelling, making chemistry at these temperature scales a
completely quantum phenomenon. It was expected that the efficiency of the photoassoci-
ation process would depend strongly on the photon energy, allowing it only on resonance
with a molecular transition. With sufficiently cold samples, spectroscopy of photoassoci-
ation lines could then reveal molecular structure with extremely high resolution.

Less than one year later, the same group succeeded in making the first step towards
their proposal and demonstrated the first observation of molecules formed from laser-
cooled atoms. They detected the creation of 23Na+2 molecular ions from collision events
between two excited Na atoms in optical molasses [46], marking the first time that quan-
tum collisions were observed. In their two papers, the authors specifically cite the devel-
opment of optical molasses, the magneto-optical trap, magnetic and optical trapping of
atoms [47, 48], as well as the improvement of slowing techniques for atomic beams [49,
50] as crucial for their success.

2.2. 1990–1999: A slow beginning
The predictions and experiments of Thorsheim et al. were not immediately met with en-
thusiasm: out of the 269 citations listed by the American Physical Society for their 1987
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Figure 2.1.: The first observed photoassociation spectrum of 85Rb as shown in Figure
2 of Miller et al.’s 1993 paper [54]. The distinct peaks that can be seen here were an
impressive confirmation of the predictions made by Thorsheim et al. [45].

paper, only eight date to the first five years after its publication. It appears that during
the early 1990s, the creation of molecules was mostly considered a nuisance that limited
lifetimes and reachable temperatures in atom traps, as it could cause loss or heating due
to the molecular binding energy released into the atomic cloud.

This was investigated for example by Julienne et al. [51] and by Tiesinga et al. [52].
In 1993, this view slowly began to change as the first experimental investigations into
photoassociation were published. These came from a team in Maryland, again working
with 23Na atoms and another in Texas, which used 85Rb. Within three days of each
other, they sent papers to Physical Review Letters in which they showed photoassociation
spectra, obtained by illuminating atomic samples with a tunable laser beam [53, 54]. Their
results confirmed that photoassociation spectra taken with ultracold atoms indeed showed
sharp and distinct lines, in contrast to the very broad features of semi-classical chemistry
(see Figure 2.1). As Miller et al. remarked in their paper, “another dramatic possibility
first discussed by Thorsheim, Weiner and Julienne [...], is that colliding, ultracold atoms
could display a resolved photoassociation spectrum” [54]. The work done in these studies
can be called the first true experimental investigation of ultracold molecules, as they aimed
to understand molecular physics in its own right, rather than to better control trapped
atoms. For example, Miller et al. wrote that “our results clearly demonstrate the potential
of photoassociative spectroscopy as a new probe of molecular structure” [54].

Until 1998, interest in ultracold molecules grew only slowly, with most of the exper-
imental progress reported in this time related to photoassociation spectroscopy. For ex-
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ample, molecular hyperfine structure was observed for the first time [55], further alkali
species like lithium and potassium were investigated [56, 57], and two-photon photoas-
sociation was used to probe high-lying vibrational levels which were hard to reach with
previous techniques [58–60]. The review articles [61–63] give a good overview of the
many experiments performed on this topic at the time. Other than this, little experimen-
tal progress was reported. As Bahns et al. noted in 1996: “There has been tremendous
progress in atomic laser cooling in recent years, but progress at manipulating even simple
molecules during the same period has been comparatively minimal” [64]. Even though
molecules were certainly considered interesting objects of study, the laser-cooling co-
nundrum meant the experimental effort was much larger than what was needed for atoms,
making molecules seem unappealing at a time where rapid progress was made with atoms.

Still, a number of noteworthy theoretical proposals on how to circumvent this prob-
lem were published between 1995 and 1997. For example, Doyle et al. [65] suggested a
combination of the established techniques of buffer-gas cooling and magnetic trapping.
According to their proposal, certain paramagnetic molecules could first be cooled by
letting them thermalise with a buffer gas of 3He atoms at a temperature of a few hun-
dred millikelvin, cold enough to be confined in a magnetic trap for evaporative cooling.
Around the same time, Band et al. [66] and Côté et al. [67] suggested that photoasso-
ciation might not only be a tool to probe molecular structure, but could also be used to
produce molecules from ultracold atoms. Molecules created in this way would inherit
the low temperature from the atoms, making it easier or even unnecessary to cool the
molecules themselves.

Another proposal by Bahns et al. [64] went a step further and suggested that it might be
possible to push through the laser-cooling conundrum rather than avoid it, making direct
laser cooling of molecules possible. Instead of impractically many repumping lasers, their
scheme employed a single laser with a large number of sidebands which is chirped to cool
down rotational, translational and vibrational degrees of freedom, one after the other. This
method proved to be too complex to be practical and has never been implemented (see,
e.g., Reference [68] for a more recent discussion of the topic).

On the other hand, buffer-gas cooling and magnetic trapping of CaH molecules was
accomplished by Weinstein et al. [69] in 1998, quite shortly after the publication of the
initial idea. This was achieved by first creating a gas of molecular CaH via laser abla-
tion. Then, as proposed by Doyle et al. three years earlier, this gas was thermalised with
cryogenic helium and trapped in a quadrupole magnetic trap generated by a pair of su-
perconducting coils in anti-Helmholtz configuration (the experimental setup is shown in
Figure 2.2). The authors remarked that “removal of the buffer gas after trapping should
lead to evaporative cooling.” However, in the following years, this turned out to be quite
difficult.

At the same time, the creation of ultracold molecules via photoassociation was also
successfully implemented: after Fioretti et al. [70] had first measured photoassociation
spectra of 133Cs2 molecules, Takekoshi et al. [71, 72] demonstrated that 133Cs2 molecules
created in this way could be trapped in an optical dipole trap1 and detected using a pho-

1The principle of optical dipole traps is explained in the review article [73].
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Figure 2.2.: The magnetic trap setup used for the first successful cooling and trapping of
molecules as shown in Figure 1 of Weinstein et al.’s 1998 paper [69].

toionisation scheme. In another remarkable coincidence, the completely different exper-
iments by Weinstein et al. and by Takekoshi et al. were published within three months
of each other. Together, they mark the first time ultracold molecules could be trapped
in three-dimensional potentials. However, the samples created with both methods were
still small, relatively hot, and far from pure; they contained molecules in many different
quantum states as the methods used could not control vibrational, rotational, or hyperfine
degrees of freedom.

This was not the only way in which important progress was made in 1998: this year
also saw the first theoretical investigations of atom-molecule collisions by Balakrishnan
et al. [74] (see also the review articles on ultracold collisions and chemistry [63, 75]) as
well as the first experimental observation of a Feshbach resonance by Inouye et al. [76].
Since Feshbach resonances soon became one of the most important tools in the field of
ultracold gases, a more detailed explanation is in order.

Feshbach resonances had been predicted to exist between alkali atoms as early as
1993 [52]. They occur when a free and a bound state of a two-body quantum system
are close to each other in energy. These states are typically called the open channel and
the closed channel, respectively. Close to a Feshbach resonance, the proximity of the
closed channel influences the scattering properties of the open channel, see Figures 2.3
and 2.4. For atomic species with unpaired spins, such as alkali metals, the energy of the
open channel can be tuned by changing the background magnetic field, moving its rel-
ative energy with respect to the closed channel. In the vicinity of the energy crossing,
the resonance influences the collision dynamics, increasing the scattering length a on one
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Figure 2.3.: Working principle of a Feshbach resonance. The open channel (blue) repre-
sents the energy of two unbound atoms in a collision, while the closed channel (orange)
is a molecular bound state. The energy available in a collision is indicated by the dashed
line. The difference ∆E between it and the bound state can be tuned by changing the
external magnetic field.
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Figure 2.4.: A Feshbach resonance. (a) Dependence of scattering length a on the mag-
netic field for a resonance of width ∆ at a background scattering length abg. On the left
side, the interaction becomes more repulsive (a > 0), on the right side it becomes more
attractive (a < 0). (b) Energy of the molecular state corresponding to the closed channel.
On the attractive side, this state is unbound, but on the repulsive side, it smoothly be-
comes more and more deeply bound. Thus, a Feshbach resonance can serve as a bridge
between the worlds of atoms and molecules.
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side and decreasing it on the other.
Almost immediately, the influence of Feshbach resonances on collisions and their re-

lation to molecular physics were investigated [77–80]. As Stenger et al. noted, “the
observed losses of atoms near Feshbach resonances indicate molecular and many-body
physics which is not yet accounted for by any theory” [78]. Using Feshbach resonances
to control the scattering length has since become a staple technique, allowing a great
number of fascinating discoveries. However, they are arguably even more important for
molecular physics than atomic physics: since they occur at a coincidence of free and
bound states, they represent a gateway between unbound atoms and molecules. Indeed,
the most common methods used today to create ultracold molecules from atoms make
use of Feshbach resonances. Further information on Feshbach resonances can be found
in Chin et al.’s famous review paper [81].

The next big step came once again from the efforts of direct molecule cooling: in
1999, Bethlem et al. [82] and Maddi et al. [83] first demonstrated slowing of molecular
beams. As Doyle and Friedrich exclaimed in a short news article summarising these re-
sults: “Molecules are cool” [84]. The principle of both experiments is similar: A beam of
low-field-seeking molecules goes through a series of alternating electric fields (see Fig-
ure 2.5). Whenever they go into a region of increasing electric field, they have to climb up
a potential slope, converting kinetic into potential energy. The electric field is then turned
off quickly, such that the energy is absorbed by the field rather than being turned back
into kinetic energy. The process can be repeated, slowing the molecule down bit by bit.
This technique became known as Stark deceleration or alternating gradient deceleration
and has seen widespread use over the following decades, often in combination with trap-
ping [85]. Among the molecules cooled with these methods were carbon monoxide [82,
86], ammonia [87–89], OH radicals [90], ytterbium fluoride [91], lithium hydride [92],
and many more. A more complete description of the endeavours in this field can be found
in the review articles [32, 33, 93].

Photoassociation was also further developed: only a few months after the first trapping
of photoassociated 133Cs2, Nikolov et al. [94] reported the creation of ultracold 39K2
in low vibrational levels of the electronic ground state which had previously not been
reachable due to the small wavefunction overlap between free and deeply bound states.
Subsequently, the same group demonstrated a new two-step photoassociation technique
in which they employed an additional laser to reach specific excited states chosen for
their large overlap with the electronic ground state [95]. This technique attempted to
mitigate the fundamental problem of photoassociation as a method of creating ultracold
molecules: its reliance on spontaneous emission to transfer molecules from reachable
excited states into the target states. In this process, it is not possible to control in which
exact rovibrational level a molecule ends up, such that a random mixture of many states
is created. The method by Nikolov et al. enabled significantly increased production rates
of molecules in low vibrational states compared to previous experiments, but was not yet
suitable for creating large samples in a single quantum state. Still, a certain optimism
about photoassociation is clearly visible in articles from this time: for example Stwalley
and Wang [62] mention its unique potential in probing long-range molecular potentials
and for creation of both homonuclear and heteronuclear bi-alkali molecules.
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Figure 2.5.: Experimental apparatus used for Stark deceleration of CO molecules as
shown in Figure 1 of Bethlem et al.’s 1999 paper [82].

Figure 2.6.: Velocity distribution of CO molecules with various numbers of Stark-
deceleration stages. The signal of the decelerated molecules (marked by the solid points
on the baseline of each curve) move towards longer flight times and therefore smaller
velocity as the number of stages is increased. Figure taken from Reference [82].
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2.3. 2000–2007: A field of its own

2.3.1. Homonuclear alkali dimers and BEC-BCS
crossover

Following the decisive progress at the end of the 1990s, the new millennium began with
enthusiasm and high expectations. Ever since Bose–Einstein condensation of alkali atoms
had been achieved in a number of seminal experiments since 1995 [44, 96–99], there
had been some theoretical investigation into the formation of molecular Bose–Einstein
condensates (BECs) using atomic BECs as a starting point [100–103]. From the year
2000 and onwards, this led to a fast growth of experiments attempting to observe a BEC
of homonuclear molecules. Wynar et al. [104] made the start, observing 87Rb dimers
in a single weakly bound rovibrational state of the a3Σ+

u potential. Due to their small
binding energy on the order of h×600MHz and the fact that the free and bound state show
predominantly the same spin and orbital angular momentum character, these molecules
could be created relatively easily by means of a Raman process, illuminating a BEC of
Rb atoms with two lasers offset from each other by the binding energy.2 Two years later,
McKenzie et al. [106] demonstrated formation of 23Na dimers from an atomic BEC via
single-photon photoassociation.

While these experiments were well-suited for spectroscopic studies and for understand-
ing collision dynamics in BECs, they were not able to create molecules as quickly and
easily as was desirable: for example, the Raman process used in Wynar et al.’s exper-
iment took hundreds of milliseconds, during which loss and heating could occur. One
alternative proposal suggested that an optical lattice3 could be used in order to achieve
discrete energy levels for the unbound atoms, which would allow making free-bound Ra-
man transitions much more efficient [108].

However, it quickly turned out that the use of Feshbach resonances provided a much
simpler way to efficiently create molecules than optical pathways. This was demonstrated
by Donley et al. [109] who, working with a gas of 85Rb atoms, ramped a background
magnetic field close to a Feshbach resonance, approaching from the molecular side. This
way, they tuned the free and bound states very close to each other in energy without
actually crossing, leading to oscillations between atomic and molecular populations (see
Figure 2.7). The crucial limitation of this experiment was caused by the use of 85Rb,
whose negative background scattering length would make a BEC collapse due to attractive
interactions anywhere on the atomic side of the resonance. Thus, with this atom, ramping
over the resonance was not feasible and no permanent population transfer into molecules
could occur.4

2Even though this method was called STIRAP in a later review [105], it should rather be called a Raman
transition. This is because here, both Raman beams are turned on simultaneously and no pulse sequence
is involved, requiring large detuning to avoid resonant excitation.

3See the review article [107] for more information on optical lattices.
4There were later experiments by Thompson et al. [110], where a magnetic field modulation led to per-

manent molecule formation with 85Rb, but this method never found widespread use.
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Figure 2.7.: Atom-molecule oscillations observed in a gas of 85Rb after ramping the
background magnetic field close to a Feshbach resonance situated at 155 G from the
attractive side. (a) shows the behaviour at B = 159.69(4)G, (b) at B = 157.60(4)G. This
marks the first creation of molecules by means of a Feshbach resonance, though it was
not yet permanent. Figure taken from Reference [109].

Still, the experiment proved that the formation of molecules near Feshbach resonances
was possible in principle, and soon multiple groups investigated this topic in more detail,
creating dimers of 133Cs, 6Li, and 40K [111–115] (see also the excellent reviews [105,
116]). The method developed in these experiments was simple and effective, and it re-
mains essential to many experiments today: molecules are formed from atoms by ramp-
ing the background magnetic field adiabatically from the attractive to the repulsive side
of a Feshbach resonance. They then enter a bound state, which is typically the highest
vibrational level of the interaction potential. With homonuclear bi-alkali atoms in iden-
tical states, this is typically the a3Σ+

u potential [117]. Today, this method is called mag-
netoassociation, and the molecules created with it are colloquially known as Feshbach
molecules.

Even in the first demonstration of this technique, it was already highly efficient, for
example Regal et al. [114] were able to create 250000 40K2 molecules via magnetoasso-
ciation. Notably, in contrast to the bosonic atoms 23Na, 85Rb and 133Cs, 6Li and 40K are
fermions, but this makes no difference for the quantum statistics of the dimers since when
pairing two fermionic atoms, the resulting molecule is also a boson. Indeed, it had been
theorised that near a Feshbach resonance, it should be possible to create a phase transi-
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tion between a degenerate Fermi gas on the attractive side and a molecular BEC on the
repulsive side, a phenomenon known as resonance superfluidity or BEC-BCS crossover,
described in more detail in References [118–123].

At last, nearing the end of 2003, there was a veritable explosion of experiments in
which molecules approached or reached the BEC phase. Within few months, no less
than seven different groups from around the world reported the successful creation of ul-
tracold, high phase-space density samples of homonuclear molecules created from 6Li,
23Na, 40K, 87Rb, and 133Cs atoms [124–132]. All these experiments employed magne-
toassociation, starting from deeply degenerate atomic samples, and were able to keep the
phase-space density high throughout the association process due to its high efficiency and
small heating.5

The main difficulty here was the thermalisation of molecules: for example, the team
working on 23Na2 emphasised in their paper that they did not consider their system a BEC,
as “in our opinion, BEC requires thermal equilibrium. High phase-space density is neces-
sary, but not sufficient” [126]. Thermalisation was not possible in their system because the
molecules were situated in a dense background of atoms and were lost in inelastic atom-
molecule collisions too quickly to reach equilibrium. Attempts to address this limitation
were made by Herbig et al. in Innsbruck [129] and by Dürr et al. at MPQ [128, 136] who
successfully separated their 133Cs2 and 87Rb2 molecules, respectively, from the atoms,
thus creating pure molecular samples. Still, even inelastic molecule-molecule collisions
alone were strong enough to severely limit lifetimes and preclude thermalisation.6

It was soon theoretically explained by Petrov et al. [137, 138] that the less-than-ideal
collisional properties of sodium and rubidium dimers were actually not random occur-
rences, but a consequence of the bosonic quantum statistics of the constituent atoms.
In fact, in the weakly bound molecules of 6Li and 40K, the atoms retain some of their
fermionic character and prevent close-range collisions by a p-wave barrier, even though
this is not the case for more deeply bound molecules [139]. Therefore, in an ironic turn
of events, the first molecular BECs were actually created from fermionic atoms. For 6Li2,
this was achieved by Jochim et al. in Innsbruck [115, 124] and by Zwierlein et al. at
MIT [125]. With this isotope, it was not even necessary to ramp over the Feshbach reso-
nance; the field could just be held at the resonance and molecules would form. With 40K2,
a normal magnetoassociation procedure was used and a BEC was reported by Greiner et
al. at JILA [127] (see Figure 2.8). The observations made with fermionic atoms were
very positively received in the ultracold-atom community, mostly due to their connection
with BEC-BCS crossover and superfluidity. In this story, they are relevant for a different
reason: molecules had become quantum degenerate for the first time.

5There were also some remarkable experiments that demonstrated the condensation of atom pairs on the
attractive side of the resonance [133–135].

6The experiment by Dürr et al. is also noteworthy because it required magnetoassociation of 87Rb, an
isotope whose first Feshbach resonance is situated at a magnetic field of 1007 G. Only few machines
were ever built to make use of this resonance, as fields of this magnitude are not easy to reach. The
enormous copper current leads and coils that were necessary for this job are present in the machine to
this day, and are a sight to behold.
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Figure 2.8.: Spatial profile of the first BEC of 40K2 molecules as shown in Figure 1 of
Greiner et al.’s 2003 paper [127]. At a temperature of 250 nK in the left graphs, there is
no condensate. In the right graphs at a temperature of 79 nK, a condensate has begun to
emerge.

2.3.2. Towards associating polar molecules
In the midst of the impressive experiments with homonuclear molecules, interest in het-
eronuclear molecules also gradually began to grow. Consisting of two different atoms,
they exhibit unique properties, especially in the presence of external electric fields, where
they orient themselves and obtain an electric dipole moment (see Section 1.1.5). For this
reason, they are often called polar molecules.

It was already suspected that there were a number of fascinating possibilities to be ex-
plored with ultracold polar molecules: for example, if they could be cooled down far
enough, they would be the ideal material to make quantum many-body systems with
dipole-dipole interactions. A number of predictions already existed, mostly for bosonic
particles, for example dipolar BECs were theoretically investigated in References [140–
143], and Reference [144] predicted the phase diagram for polar bosons on a lattice.7

First progress in describing dipolar fermions was also made, see for example [149] and
the overview by Baranov et al. [150]. DeMille [151] even suggested that polar molecules

7Most of the body of work on dipolar BECs turned out to be more interesting for the community working
with ultracold magnetic atoms, where it has become a very productive research area. Overviews of this
field can be found in References [145–148].
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could become the building blocks of a quantum computer.
Another possibility was to use polar molecules to measure quantities typically associ-

ated with high-energy physics: it had been hypothesised for a long time that the electron
could possess a non-zero electric dipole moment, a so-called eEDM. This idea is con-
nected to the violation of charge- and parity-reversal (CP) symmetry and can be used
to probe beyond-standard-model physics, because the Standard Model predicts a vanish-
ingly small eEDM, but many other theories expect it to be significant. Excellent and
detailed explanations of this effect and its consequences can be found in the review pa-
pers by Safronova et al. [152] and by Chupp et al. [153]. Certain molecules offer a
unique advantage in measuring the eEDM, as they provide electric fields on the order of
1012 V/m between the nuclei, far out of reach of conventional methods. As the electrons
in the molecule interact with this large field, the spin states get split up, not only by the
electron’s magnetic moment, but also by its electric dipole moment, which could then
be observed in the molecular spectrum [154]. Such experiments had been proposed as
early as 1978 [155], but finally, in 2000, technology had advanced sufficiently to begin
experimental work, using PbO and YbF molecules [156–159].

Experimentally studying ultracold polar molecules was still considered a very difficult
challenge, mainly because it was unclear how one could create sufficiently large, cold and
pure samples of them. This was less of a problem for the dipole-moment searches, as
they could be done with relatively hot samples. However, the requirements for studying
dipolar quantum many-body systems were far more stringent: for dipolar interactions to
overpower thermal fluctuations at the typical densities and interaction strengths reached in
experiments, molecules would have to be fully polarised at temperatures around 100 nK.
The coldest samples available via direct molecule cooling were scalding hot in compar-
ison, reaching only a few millikelvin. Atoms could be cooled down easily enough, but
creating polar molecules from atoms required solving a whole series of new problems:
how to mix different species of ultracold atoms together? How to then associate them
while keeping the temperature low? And would the resulting molecules be stable enough
to survive thermalisation or the onset of new quantum phases? It would take two decades
until these problems were solved.

The problem of mixing multiple species was tackled first: in 2001, Mosk et al. [160]
succeeded in trapping two different elements together in one optical dipole trap, in this
case 6Li and 133Cs. They were soon followed by Modugno et al. [161] with a 41K + 87Rb
mixture, Hadzibabic et al. [162] using 6Li + 23Na, and many more. As the scattering
properties of mixtures were studied, it was soon verified that Feshbach resonances also
exist between atoms of different species with the first ones found in the 6Li + 23Na and
40K + 87Rb systems [163, 164] (see Figure 2.9). Thus, a path to associating heteronuclear
Feshbach molecules seemed to be open.

However, this path would only lead to weakly bound a3Σ+ molecules, whose large
internuclear distance caused them to behave almost like unbound atoms. This had not
hindered the previous homonuclear-molecule experiments for which the internal molecu-
lar structure was mostly irrelevant, but was a dealbreaker for creating polar molecules, as
the dipole moment of Feshbach molecules is vanishingly small. It was also believed that
the weakly bound molecules were going to be unstable in collisions, where they could
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Figure 2.9.: First observation of an interspecies Feshbach resonance in the 40K + 87Rb
system as shown in Figure 3 of Reference [164]. (a) Remaining number of 40K atoms
after holding the mixture for a given time (circles). Dips were observed at magnetic
fields close to resonances where the scattering length becomes large. The triangles are
comparison measurements without rubidium atoms. (b) Higher resolution view of the
right-most resonance.

relax into more deeply bound states, releasing enormous energies. To get an idea of the
magnitude of such a process, consider that the binding energy of a typical alkali dimer is
on the order of kB×104 K, and a significant fraction of this might be released in a single
collision. It thus seemed clear that sufficiently long lifetimes would only be achievable
with a sample of molecules in the rovibrational ground state in the X1Σ+ manifold.8

Due to the much smaller internuclear separation in such a state, the molecules would
also obtain a more strongly polar character and a much larger electric dipole moment.
Owing to the energy scales involved, creating ground-state molecules could only be done
using optical methods. The only heteronuclear X1Σ+-molecule that had been created pre-
viously was 6Li7Li in 2001, where Schloeder et al. [166] had used photoassociation from
a dual-species MOT. However, due to the similarity between the two nuclei, the dipole
moment of 6Li7Li was very weak, and, since the association was performed directly from
a MOT, the molecules were neither very cold nor could they be in a single rovibrational
state.

Even though further improvements were still being made in the efficiency of photoasso-
ciation [167], it was at this point clear that the fundamental problem of the method, its re-
liance on (or, at least, susceptibility to) random spontaneous emission events, made it un-
suitable for the more demanding tasks in dipolar many-body physics. Nonetheless, pho-
toassociation was the only available way to learn more about deeply bound states of polar
molecules at the time and efforts continued: on the theoretical side, better predictions
were made for the association rates that could be achieved in bi-alkali mixtures [168, 169],
and in 2004, experiments finally succeeded in the photoassociative creation of multiple
two-species dimers, namely 39K85Rb [170–172], 85Rb133Cs [173] and 23Na133Cs [174].

8It was later found that this pessimistic view was not entirely justified. There are indeed regimes in which
Feshbach molecules can be more stable than ground-state molecules [165].
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The review articles [175, 176] describe these developments in more detail.
The point where ultracold-polar-molecule research started to stake its own claim within

the molecule community came in the end of 2004, when the European Physical Journal D
published a special issue on ultracold polar molecules. It began with a fascinating editorial
by Doyle et al. [177], fittingly titled “Quo vadis, cold molecules?”, where polar molecules
were called a target of “intense interdisciplinary interest” from physical chemistry and
ultracold quantum gas researchers. Many of the experts in the young field contributed to
the special issue, and the result was a remarkably far-sighted collection of papers. The
list of research goals given there could just as well be found in the introduction of a paper
written today, 18 years later. But also going down to the details, many ideas which later
became highly successful were published here for the first time: for example DiRosa [178]
made the first proposal of a molecule MOT and DeMille et al. [179] proposed a microwave
trap which was finally realised in 2019 [180].

Another very important idea put forth in this issue was Stwalley’s suggestion to
use stimulated Raman adiabatic passage (STIRAP) to transfer heteronuclear Feshbach
molecules into the ground state [181]. STIRAP had first been demonstrated a few years
prior [182] and, as shown in a number of highly interesting review papers [183–186], had
already found uses in many fields. Though STIRAP is not difficult to describe formally,
it has no classical analogue and it can be difficult to wrap one’s head around it.

The idea is to consider a three-level system with two low-lying states |G1〉 and |G2〉
and one excited state |E〉, where laser light is used to introduce Rabi couplings |G1〉 ↔
|E〉 (pump) and |E〉 ↔ |G2〉 (Stokes) with Rabi frequencies Ωp and ΩS, respectively (see
Figure 2.10). Even though |G1〉 and |G2〉 are not coupled to each other, this method
allows transferring population between them without ever populating |E〉. This is possible
with a pulse sequence often called “counter-intuitive”: by turning on ΩS first, while all
molecules are in |G1〉, they begin their time evolution in a dark state of the system. Next,
ΩS is ramped down and Ωp is ramped up adiabatically. As a calculation of the eigenstates
of the three-level system shows, it is possible for the population to always remain in the
dark state, while it slowly changes its character from purely |G1〉, to a superposition of
|G1〉 and |G2〉, to purely |G2〉.

By taking |G1〉 to be the Feshbach-molecule state, |G2〉 a lower-lying state in the X1Σ+

manifold, and choosing a suitable |E〉, this method solves a number of issues simultane-
ously: first, it overcomes the limitations of photoassociation by fully controlling which
state the transfer goes to. In the process, no molecules are excited into the short-lived ex-
cited states above the dissociation threshold, avoiding spontaneous emission completely.
In contrast to strongly detuned Raman transitions, STIRAP can achieve this on resonance,
making it ideally suited for molecules where detuning strongly from one resonance typi-
cally means hitting another. By choosing a suitable intermediate state with strong mixing
between spin-triplet and spin-singlet character, STIRAP would also allow bridging the
gap between the initial a3Σ and the final X1Σ manifolds where the different spin multi-
plicity otherwise forbids optical transitions.

The only remaining problem was how to get a high enough transfer efficiency. It had
previously been suggested to use STIRAP to directly transfer free atoms into deeply
bound states, but it was unclear whether or not this could work [100, 103, 187–189].
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Figure 2.10.: Working principle of STIRAP. (a) Three-level system. The upleg or pump
beam with Rabi frequency Ωp connects the initial state |G1〉 with the intermediate state
|E〉; the downleg or Stokes beam with Rabi frequency ΩS connects |E〉 with the final
state |G2〉. The one-photon and two-photon detunings are denoted ∆ and δ , respectively.
(b) “Counter-intuitive” STIRAP pulse sequence. By turning on the Stokes transfer first,
the population always remains in the dark state of the system. (c) Population transfer. In
the beginning, all population is in the initial state |G1〉. As the dark state is adiabatically
transferred, the population follows and is moved into |G2〉. In the ideal case, |E〉 remains
unpopulated throughout, thus avoiding losses caused by spontaneous emission.

Stwalley’s proposal, in contrast, was to first use magnetoassociation to efficiently reach a
bound state, then use STIRAP from this point, where the spatial overlap between initial
and final states would already be much larger. Whether or not it would be large enough
was still unclear, but it seemed a worthwhile thing to try. Even though it took a few more
years for it to be fully realised, this was precisely the idea that made possible the creation
of the first dipolar quantum gas and it is used in many labs around the world to this day.

Only one month later, Sage et al. [190] published their demonstration of a scheme that
could be described as “almost-STIRAP” with 85Rb133Cs. They first created molecules in a
highly vibrationally excited state in the a3Σ+ manifold using photoassociation, then used
a short “pump” light pulse to excite molecules into a state with mainly c3Σ

+
1 character and

admixtures of B1Π1 and b3Π1. With a delay of 7 ns, a “dump” pulse then transferred the
population into multiple rotational sublevels of the X1Σ+,v = 0 state. The short duration
of the procedure allowed populating the short-lived excited level with little spontaneous
emission, but also limited the transfer efficiency to only 6% due to the large spectral width
of the laser pulses. Crucially, however, this was the first experiment that demonstrated that
the ground state could be reached without the need for spontaneous emission.

Shortly afterwards, Winkler et al. [191] demonstrated the first transfer of ultracold
molecules via actual STIRAP. They brought Feshbach molecules of 87Rb2 from the least
bound into the second-to-least bound vibrational state, covering an energy difference of
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h× 637MHz. Even though this may seem like a small step relative to the ground-state
binding energies on the order of h× 100THz, the efficiency of the transfer into a single
molecular state was up to 87%, an enormous improvement over all previous methods.

Following this successful demonstration, only two things remained to be done to re-
alise Stwalley’s proposal: creating heteronuclear Feshbach molecules and finding a vi-
able STIRAP pathway to X1Σ states. Up to this point, though it was known that Feshbach
resonances exist between different atomic species, Feshbach association had not been
demonstrated yet. Two factors had contributed to this: first, constructing an experiment
that can produce cold samples of two atomic species in the same trap is quite difficult
and expensive. Second, the dynamics of a system of two different species of particles is
much more complex than a single-species gas because there are three different scattering
lengths (two intra-species and one inter-species), which can not be tuned independently
from each other. If, for example, any of these scattering lengths were large and negative,
the mixture would collapse under the attractive interaction. Conversely, a strongly repul-
sive inter-species interaction would make it impossible for the two species to mix, leading
to phase separation or other more complicated effects [192].

With Feshbach resonances being very difficult to predict, there was therefore signifi-
cant risk involved in attempting to create heteronuclear Feshbach molecules. In 2006, a
remarkable series of papers by Silke and Christian Ospelkaus and their coworkers at the
University of Hamburg shed light on the case of the Bose–Fermi mixture of 40K + 87Rb.
They described in detail the design of an experiment and the optimisation procedure nec-
essary to obtain large dual-species quantum gases [193, 194], explained under which
conditions the mixture was stable [195], how to tune the inter-species interaction [196],
and investigated effects of this interaction on the mixture dynamics [197]. Finally, they
succeeded in creating the first sample of stable heteronuclear Feshbach molecules9 using
a radio-frequency sweep to transfer unbound atom pairs in the sites of a three-dimensional
optical lattice into molecules [199]. In combination with the investigations on the same
mixture at JILA and at the University of Florence [200–203], this tour de force made
40K + 87Rb the best-understood mixture available, providing an ideal stepping stone to
advance the field further.

With these developments, there was great hope in the community that it would soon be
possible to discover the physics of strongly dipolar gases of ultracold molecules. This is
perhaps best exemplified by the number of theory publications which came out between
2006 and 2008, investigating properties of dipolar systems that were now thought to be
within experimental reach. It was predicted, for example, that a high-density sample of
strongly dipolar bosons under two-dimensional confinement could undergo a transition
from a gas to a crystalline phase with triangular symmetry due to the interplay between
high density and dipolar repulsion [204–207] (see Figure 2.11).

Fermionic dipolar systems were also studied, both in 3D and effective 2D confine-
ments [208, 209]. While previous investigations of 2D-confined dipoles had focused on
a purely repulsive interaction potential, in the fermionic case also attractive interactions
were studied and found to potentially give rise to pairing and superfluidity. Multiple

9There was also an almost simultaneous result by Papp and Wieman [198], who associated 85Rb87Rb.
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Figure 2.11.: Theoretical prediction of triangular dipole crystal as shown in Figure 3 of
Büchler et al.’s 2007 paper [204]. (a) Phase diagram for dipolar bosons in 2D confine-
ment, with density on the x-axis and temperature in units of interaction strength on the
y-axis. (b) Lattice of the triangular crystal. (c) Density-density correlation function of
the crystalline phase.

suggestions were made as to how dipolar particles could serve as building blocks for
quantum computers or quantum memories, for example by using self-assembled dipo-
lar crystals [210], specially engineered lattices [211, 212], or using them as interfaces to
couple light to solid-state quantum processors [213].

Finally, with experimental efforts to measure the electron dipole moment with
molecules well underway, new proposals came out for the next step towards using
molecules as probes of beyond–Standard Model physics. Flambaum and Kozlov [214]
found that certain molecules exist where the effects of the nuclear mass on the fine struc-
ture and the vibrational splitting almost cancel each other, leading to very close-lying
levels whose energy separation is sensitive to the electron-proton mass ratio and the
fine-structure constant. Microwave spectroscopy could then be used to probe spatial or
temporal variations of these constants with extremely high precision. In a similar vein,
DeMille et al. [215] put forth the idea that experiments with molecules could measure
certain electroweak couplings between electrons and nuclei which would induce parity
violation, but are forbidden by the Standard Model, so that measuring such an effect
might give hints at new physics.

Compared to the previously described experimental avenues which were to become the
basis of today’s ultracold-molecule labs, there was also a number of other attempts [216],
which in hindsight turned out to be less successful, but are nevertheless interesting in their
own right. One of these was to use helium nanodroplets as a basis for forming bialkali
molecules like LiCs, NaCs, and KRb [217, 218]. A helium nanodroplet is a cluster of 4He,
containing a few thousand atoms [219], which can be formed using supersonic expansion
techniques. Alkali (and other) atoms can stick to the droplet surface and, as the droplet
automatically cools down to a temperature of 380 mK through evaporation, those atoms
are cooled with it and are able to form molecules on the surface. Therefore, in contrast
to helium buffer gas cooling, the technique can be used not just to cool already existing
molecules, but also to create them in a cold environment. However, just like buffer gas
cooling, the method is ultimately limited by the presence of the helium itself. To reach
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significantly lower temperatures, the helium would have to be removed, but this was not
possible in any practical way.

Another attempt was aimed at improving the efficiency of photoassociation by remov-
ing its dependence on spontaneous emission, in a similar way as had been shown in Sage
et al.’s “almost-STIRAP” scheme. It was expected that, instead of relying on an adiabatic
transfer, it should be possible to engineer short laser pulses with intensity and frequency
profiles optimised to improve the efficiency of a nonadiabatic transfer. Put simply, a
pump pulse could be used to generate a time-dependent excited state. If left alone, this
state would eventually decay into one of many different bound states, but a dump pulse of
the right shape could catch it and steer it deterministically into a target state. Following
the proposal of the method [220, 221], it was experimentally attempted with less-than-
ideal results: to achieve the necessary short laser pulse duration, the pulses had to be so
spectrally broad that some frequency components became resonant with molecular tran-
sitions, leading to decreased transfer efficiency [222]. While some of the shortcomings
of the technique were later fixed [176, 223], high efficiencies could never be realised.
Though there are still unanswered questions and untested proposals on how to improve
short-pulse photoassociation, there has been little experimental interest in it for the past
decade. A recent and comprehensive overview can be found in Reference [224].

These episodes, while perhaps not highly relevant for understanding the current state
of the field, can serve to show that the path to ultracold polar molecules was by no means
as obvious as it might seem. With the benefit of hindsight, it looks surprising that the
techniques which later became successful were not attempted earlier and with more focus,
but it is a good reminder of how complicated and surprising molecules can be and how
many failed attempts it took until success could finally be achieved.

2.4. 2008–2011: Breakthroughs

2.4.1. An ultracold Fermi gas
The stage was now set for some the greatest breakthroughs of the field, which paved
the way to bringing it to where it is today. The first of these was the creation of an
ultracold sample of heteronuclear molecules in the rovibrational ground state. Since her
ground-breaking work on 40K+87Rb mixtures, Silke Ospelkaus had become a postdoc
at JILA in Colorado, working with, among others, Kang-Kuen Ni, Debbie Jin, and Jun
Ye on 40K87Rb. In 2008, this team reported the first creation of heteronuclear Feshbach
molecules in an optical dipole trap [225–227]. Their magnetoassociation scheme turned
out to be highly efficient, allowing them to create 25000 molecules, more than double of
what had previously been achieved. The Feshbach molecules were also found to be long-
lived, even without a 3D lattice for protection. Next, they demonstrated the first STIRAP
of a heteronuclear alkali dimer with some of the highest vibrationally excited states of the
X1Σ+ manifold as targets, reaching binding energies on the order of h×10GHz.

In a bold move, they then decided to attempt STIRAP directly into the absolute ground
state, 96 vibrational levels and a binding energy of h× 125THz below the previous
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Figure 2.12.: Vacuum chamber of the first-generation KRb setup at JILA, where the first
ultracold ground-state molecule gas was created. Figure taken from Reference [227].

record [27, 228]. As a STIRAP intermediate state, 23Σ+,v = 23 was chosen due to its
admixture of a close-lying 11Π state, which gave it the necessary singlet component (see
Figure 2.13). This could be addressed with diode lasers at 970 nm for the pump and
690 nm for the Stokes transition, which were locked to a frequency comb to reach the
required small linewidths.

Despite initial worries about wavefunction overlap and laser coherence, the scheme
worked incredibly well; to put it in Kang-Kuen Ni’s words: “In 2008, to the surprise of
the community and to our own delight, we were able to perform a single-step of STImu-
lated Raman Adiabatic Passage (STIRAP) to transfer 90% of Feshbach molecules to the
absolute ground state” [229]. The influence of this achievement can hardly be overstated:
previously, the coldest ground-state molecules had been created from a MOT at tempera-
tures around 100 µK; now 350 nK was suddenly possible. Phase-space densities made an
even bigger leap, from previously 10−14 to 0.02. On top of this, the methods applied by
the JILA team were relatively simple, requiring “only” the creation of a mixture, a mag-
netic field ramp, and two well-stabilised STIRAP lasers. The mixture of 40K and 87Rb
was also comparatively easy to create: the two species could be laser-cooled with similar
lasers and could remain together throughout the cooling cycle. Furthermore, no Zeeman
slower was needed, making it possible to do the experiment in the surprisingly small and
simple vacuum setup shown in Figure 2.12.

With the molecule-creation process established, the JILA team lost no time in using
it: over the next two years, they published fascinating studies about control of hyperfine
levels [230], imaging techniques [231], and collisions between molecules [232–235]. This
also marks the first observation of dipolar interactions in a molecule gas, since it was
clearly observed that the collision properties changed with the application of an external
electric field.

At this point, there was no competition in sight. There was an attempt made by Aikawa
et al. [236, 237] at the University of Tokyo, which succeeded in finding a STIRAP path-
way to the ground state of bosonic 41K87Rb. However, they could only do this with much
hotter molecules made via photoassociation directly from a MOT.
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Figure 2.13.: Overview of the first successful STIRAP scheme to reach the absolute
ground state of a molecule as shown in Figure 5 of Ni et al.’s 2008 paper [27]. (a) Molec-
ular potentials, indicating the STIRAP pathway as red and blue arrows. (b) Pulse shapes
for both STIRAP pulses. (c) Transfer efficiency depending on the detuning from the two-
photon resonance, after the transfer to the ground state (red) and after the transfer back
(black).

The JILA team also quickly encountered some limitations: the role of quantum statis-
tics and many-body effects in magnetoassociation had not yet been studied, and it was
unclear how to make the procedure work with degenerate atoms. This limited the reach-
able phase-space density. It had been initially hoped that it would be possible to produce
quantum-degenerate molecules via evaporative cooling, the same way it had been done
with atoms a decade earlier. Evaporative cooling depends strongly on collisions: doing it
efficiently requires the lifetime of a sample to be much longer than it takes to thermalise.
This is because efficient evaporation relies on losing only the particles on the high end of
the energy distribution from the trap, thereby removing as much entropy per particle as
possible. Once the tail of the energy distribution is gone, it must be refilled quickly, or the
cooling process stops. However, in the first collision studies, it was found that collisions
between two ground-state KRb molecules were inelastic in almost all cases, destroying
both molecules in a chemical reaction

2KRb→ K2 +Rb2. (2.1)

This not only made evaporative cooling essentially impossible. Even if it was somehow
possible to create colder, higher-density samples of molecules, they would destroy them-
selves too quickly to be of much use. Luckily, a theoretical investigation by Żuchowski
et al. [238] showed that not all bialkali molecules are chemically reactive in this way.
Instead, five out of ten (NaK, NaRb, NaCs, KCs, and RbCs) were predicted to be stable
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against all possible chemical reactions in two-body collisions.

2.4.2. Laser-cooling molecules
Despite the success of the JILA experiment, their method had some significant draw-
backs, most prominently that it could only be used to make molecules out of laser-coolable
atoms. This limited the accessible candidates basically to bialkalis and a small number of
other dimers containing metals and rare earths. To go beyond this limitation, it was going
to be necessary to further develop direct cooling methods. This field had seen quite limited
progress between the early 2000s and 2007, though certainly not for lack of trying. In fact,
a multitude of highly creative ideas were tried out or developed, including buffer-gas cool-
ing with cold helium [239–241], Stark deceleration [90, 91, 242–244], velocity-selection
using electric fields [245], reflection of molecules by moving mirrors [246], vibrational
cooling with short laser pulses [247], magnetic traps [248–251], and combined magneto-
electric traps [252, 253]. As ingenious as these approaches were, they were still limited to
temperatures in the range of 10 mK or more, and only very gradual improvements could
be made during a decade of work.

Despite its known difficulties, direct laser cooling of molecules seemed to be the only
way to overcome this limitation. Multiple ways to deal with the laser-cooling conundrum
were therefore discussed. One of these suggested using an optical cavity to assist with
getting an almost-closed cooling transition [254]. The presence of the cavity was expected
to strongly increase the probability of the molecule to decay via transitions resonant with
a cavity mode, thus avoiding spontaneous emission into unwanted states for a well-tuned
cavity. However, this was soon found to be more complicated than expected [255], and
was never implemented.

The approach that finally turned out to be practical was the one originally suggested
by DiRosa in 2004 [178]: a magneto-optical trap. It was clear that not just any molecule
could be cooled in such a way, but for certain ones with some special properties, there
was hope. The problem was how a molecule could scatter enough photons without going
into a dark state. As a quite high scattering rate was needed, only electronic transitions
were considered practical for this purpose. In principle, losses could then occur by de-
cay into unwanted electronic, vibrational, rotational, or hyperfine levels. It was clearly
impractical to use repumping lasers on tens or hundreds of transitions, so the key was
to reduce the number of relevant loss channels. Avoiding loss to other electronic chan-
nels was no problem, this could be achieved simply by choosing the cooling transition
to be the lowest dipole-allowed one. Decay into other electronic states could then only
occur through dipole-forbidden transitions and would be naturally suppressed. Rotational
losses were similarly easy to deal with, as they are also subject to a selection rule. There
are at most three possible rotational decay channels for any given excited state, since
angular-momentum conservation can not be satisfied otherwise. Going even further, a
2008 proposal by Stuhl et al. [256] suggested choosing a molecule with a 3∆ ground state
and a 3Π excited state. In this case, selection rules forbid all but one decay from R′ = 0,
such that the transition R = 1→ R′ = 0 is rotationally closed. Hyperfine decay could be
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similarly controlled by clever use of selection rules, or even completely avoided by using
molecules with zero nuclear spin. However, vibrational decays constituted a much bigger
problem.

The ingenuity of DiRosa’s proposal was that it suggested using a class of molecules
with highly diagonal Franck–Condon factors. A Franck–Condon factor is an overlap in-
tegral between two vibrational wavefunctions, and it determines the strength of the tran-
sition between these two states. Within one electronic state, the vibrational levels are
mutually almost perfectly orthogonal, since the potential is similar to a harmonic oscilla-
tor. This is no longer the case between two different electronic states, especially because
the minima of their electronic potentials are not necessarily at the same internuclear sep-
aration. However, in cases where two electronic potentials are similar both in shape and
position of the minimum, transitions also predominantly occur between levels with the
same vibrational quantum number [257]. Hence, a matrix of the Franck–Condon factors
between all initial and final vibrational levels is almost diagonal. For the molecules most
suited to laser cooling, the decay probability into unwanted vibrational states is on the or-
der of 1%, and the vast majority of this probability is into the nearest-neighbour level. In
this situation, only two repump lasers can be enough to scatter an average of 104 photons
on a molecule before it becomes dark.

Following this theoretical work, laser cooling of a molecule was finally demonstrated
for the first time in 2010 by Shuman et al. [258, 259] at Yale. This experiment used
the species 88Sr19F, a particularly good choice for multiple reasons: first, the strontium
atom has two valence electrons, while fluorine has a single empty spot in its valence
orbital and attracts electrons very strongly. This means a bond between the two is almost
ionic, with one of the strontium’s valence electrons becoming part of the fluorine atom.
The resulting molecule then effectively has only a single valence electron, making its
electronic structure relatively simple. Second, SrF has highly diagonal Franck–Condon
factors, making it possible to control the vibrational branching. Third, the isotope 88Sr
has nuclear spin I = 0, and 19F has I = 1/2, resulting in comparatively few hyperfine
components. The cooling transition X2Σ+→ A2Π1/2 simplifies this further by using an
excited state where the hyperfine splitting is smaller than the linewidth, such that the
hyperfine structure is unresolved. Hence, it is only the hyperfine structure of X2Σ+ which
needs to be considered. The Yale team did this with an effective scheme which used
sidebands of a single laser to address all the hyperfine levels (see Figure 2.14). The
problem of rotational branching was solved by using a R = 1→ R′ = 0 transition.10 The
resulting cooling method was not yet very effective, did not provide trapping, and worked
only in one spatial direction at a time, but it worked. After many years of work, this
proved that reaching microkelvin temperatures with direct molecule cooling was possible.
With these two breakthroughs, ultracold molecules finally emerged as a truly promising
platform for quantum physics.

10The reason why decays to other rotational levels are forbidden is the parity selection rule. This is in
contrast to the scheme proposed in Reference [256]. More details can be found in the PhD theses of
John Barry [260] and Benjamin Stuhl [261].
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Figure 2.14.: Overview of the first successful laser cooling scheme for a molecule as
shown in Figure 1 of Shuman et al.’s 2010 paper [259]. (a) Vibrational structure and
branching ratios of the 88Sr19F molecule. The wiggly arrows indicate spontaneous decay
channels, and the straight arrows are the transitions addressed by the cooling and repump-
ing lasers. The highly diagonal Franck–Condon factors lead to strongly suppressed decay
in vibrational states other than v = 0. (b) Hyperfine structure of the cooling transition.
The hyperfine structure of the excited state is unresolved and not shown. (c) Scheme for
addressing all the hyperfine components with laser sidebands.

2.4.3. Further developments
Another great advancement was reported in 2011 by Hudson et al. [262], who achieved
the most precise measurement of the eEDM to date, using a cold beam of YbF molecules.
In comparison to the previous best measurement [263], which had been done with tel-
lurium atoms, the molecule allowed an improvement of sensitivity of almost one order of
magnitude. The molecules were prepared in a superposition of hyperfine states and sent
through a homogeneous external electric field. Even tiny shifts in the relative energy of
the hyperfine levels could then be detected in the emerging molecule beam as a phase shift
between the components. If there was a finite eEDM, this phase shift would change when
the sign of the applied electric field was flipped, but no such effect was found. This was
arguably the first time that the rapid advancement in the control of molecules was actually
useful for a task not directly related to molecule physics.

Somewhat overshadowed by the enormous success of associating heteronuclear
molecules, serious efforts were also ongoing to create ultracold samples of ground-
state homonuclear molecules. Compared to the heteronuclear case, this was expected to
be even more difficult due to additional selection rules concerning the g/u symmetry. In
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Figure 2.15.: Laser cooling of SrF molecules as shown in figure 2 of Shuman et al.’s 2010
paper [259]. The black lines are taken without laser cooling, the blue and red lines are
taken with blue- or red-detuned cooling and repumping lasers, respectively. Depending
on the detuning and magnetic field configuration, either cooling or heating is observed.

2008, STIRAP was reported for Rb2 and for Cs2 dimers [264, 265], though the ground
state was not yet reached. Instead, the Rb2 experiment targeted the rovibrational ground
state of the a3Σ+

u manifold, such that the transfer changed only the vibrational level. For
Cs2, the X1Σ+

g ,v = 73 state was populated, bridging an energy gap of h× 30GHz. Two
years later, the same group reported a successful double-STIRAP scheme where they
added another transfer from v = 73 to v = 0 [266, 267]. It was hoped that this technique
would lead to a BEC of ground-state molecules, as well as fascinating studies of col-
lisional properties in short order. However, there were significant difficulties, resulting
both from the technical complexity of the experiments, and from mysterious molecule
losses described in Reference [268], which are also the topic of Chapter 5. Until today,
no BEC of homonuclear or heteronuclear ground-state molecules has been produced.11

Though the advancements made in the time between 2008 and 2011 were mostly tech-
nical in nature, they were no less important. With the problem of creating ultracold
molecules solved, there was now strong interest in new physics that could finally be ac-
cessed. This is evidenced by a number of review articles written in 2009 [270–272]. Out
of these, the one by Carr et al. [270] is especially significant, as it gives the most complete

11However, the creation of a BEC of highly rovibrationally excited Cs2 molecules from a BEC of Cs atoms
was reported in 2021 [269]. This can be seen as a bosonic counterpart to the BEC-BCS crossover
experiments discussed in Section 2.3.1.
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overview of the wide range of cold and ultracold molecule research at the time. Reading
it today is a surprising experience, with most of its content feeling shockingly up-to-date
more than a decade later. This is a testament to the greatness of the discoveries made
between 2008 and 2011, but also to the severity of the problems encountered since then.

2.5. 2012–2017: Hard times

2.5.1. Associated molecules: Headfirst into the
collision conundrum

Once the exothermic chemical reactions of KRb had been identified as a problem, a major
experimental and theoretical effort began to either control the chemical reactions or to
create ultracold gases of chemically stable molecules. In 2011, Debbie Jin and Jun Ye, the
leaders of the JILA team, remarked that “With an understanding of inelastic and elastic
collisions, one can tackle the goal of creating and studying novel quantum matter with
ultracold polar molecules. The next steps include evaporative or sympathetic cooling to
create a quantum degenerate gas and investigation of many-body or collective effects in
the gas” [273].

It was clear that this could only be achieved with some understanding of loss rates and
collision dynamics. The most recent results suggested that chemically reactive molecules
could be made stable by avoiding all short-range collisions, which could be done by cre-
ating a purely repulsive potential between them [274–277]. If the tunnelling rate through
the repulsive barrier was small enough, this should suppress chemical reactions. This
was to be achieved by trapping molecules in a strong 2D confinement orthogonal to their
dipole moment [278–281]. An alternative proposal suggested that the quantum Zeno ef-
fect could reduce reaction rates in three-dimensional optical lattices [282]. A thorough
overview of the underlying theory of collisions can be found in References [283–285].

In parallel, a number of other experiments began studying some stable bialkali
molecules, initially with 87Rb133Cs. There was a clear expectation that this path would
lead to the solution of the collisional-loss problem. For example, Lercher et al. remarked:
“This molecule belongs to a class of dimer molecules chemically stable under two-body
collisions, i.e., the reaction RbCs+RbCs → Rb2+Cs2 is endothermic when RbCs is in
its rovibronic ground state. As a consequence, RbCs dipolar quantum gases are expected
to be stable. [...] In general, we expect that at ultralow temperatures, and in the lowest
hyperfine sublevel of the rovibronic ground state of the RbCs molecule, only molecular
three-body collisions present a possible limitation in experiments with dipolar many-body
systems” [286]. RbCs in particular seemed a reasonable choice as some properties of
the 87Rb+133Cs mixture were already known from earlier studies [286–289]. Being the
heaviest bialkali, RbCs also required the smallest electric field to be polarised. Two
groups, one in Innsbruck and one in Durham, had already been working on the creation
of Feshbach molecules [290–292]. In 2014, they almost simultaneously succeeded in
creating ultracold samples of ground-state molecules [293, 294], using the same Feshbach
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resonance near 197 G and subsequent STIRAP.
Though the fundamental principle was the same as with KRb, RbCs turned out to be

much more difficult to work with for three reasons: first, ultracold mixtures of 87Rb and
133Cs can not be stable. In order to make spin-changing collisions impossible, all atoms
should be in their hyperfine ground state, however 133Cs in this state has a large and
positive background intraspecies scattering length. The repulsion is so strong that a cae-
sium BEC can only exist at certain fields near a resonance, notably around 20 G or 894 G.
On top of this, the interspecies scattering length of the mixture must be small enough to
allow mixing. This can be done, but only at magnetic fields where a caesium BEC is
unstable. Second, the structure of intraspecies Feshbach resonances is much more com-
plicated than in the case of KRb. Not only is the density of resonances much higher,
they are also all quite narrow, making very precise control of the magnetic field neces-
sary. Third, the structure of molecular excited states of 87Rb133Cs is less conducive to
finding a STIRAP intermediate state which offers large overlaps with both the Feshbach
and the ground-state molecule states. This made a careful investigation of the electronic
manifolds necessary before STIRAP could be achieved. Together, these factors meant
that it took more than two years from the first successful Feshbach association until a
ground-state sample could be made. Similar surprising findings would keep coming up
over the following years: while some bialkali combinations were well-behaved and easy
to work with, others unexpectedly caused significant trouble, and some were completely
impractical. Even today, there is no good method to predict these phenomena, and every
combination must be painstakingly tested during years of experimental work.

It is instructive to look in more detail at the ways in which the difficulty of mixing
rubidium and caesium was addressed in the two experiments (see Figures 2.16–2.17).
The Durham team went for a very simple method: they chose to work at relatively high
temperatures on the order of 1 µK. The kinetic energy of atoms is then high enough
to overpower interaction effects, such that mixing of the two species becomes possible
even when they repel each other strongly. To achieve lower temperatures, the Innsbruck
team chose to use a much more complicated method to mix the species [295]. They
used an optical lattice, where Rb and Cs were first moved to two separate locations, then
overlapped later, exploiting the fact that the heavier Cs atoms can be frozen in the lattice,
while Rb remains able to move. The price to pay for the lower reachable temperature was
the increased effort for the construction and maintenance of the setup.

Other bialkali molecules were also studied at the time. In fact, the enthusiasm was
so great that out of the ten possible bialkali combinations, there was only a single one,
namely NaCs, which was not yet seriously investigated.12 The degree of success varied
wildly, with some molecules being created in the ground state within few years while
others never went beyond photoassociation in MOTs. I will here treat only the most
successful ones in more detail. An overview and a list of references about the efforts with
all the bialkalis can be found in Appendix A.

After 87Rb133Cs, the next molecule which could be transferred to the ground state was
23Na40K. It was studied at the time by Martin Zwierlein’s group at MIT, as well as at

12In a bitter twist, NaCs was later found to be one of the best possible combinations.
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Figure 2.16.: Experimental setup used for the creation of an ultracold gas of ground-state
87Rb133Cs at the University of Durham. Figure taken from [296].

Figure 2.17.: Method used for the efficient association of 87Rb133Cs in the Innsbruck
experiment as shown in the 2017 paper by Reichsöllner et al. [295] (a) Lattice and dipole
trap setup. There are two dipole traps along the y-direction. (b) Overlapping scheme. Rb
and Cs clouds are first created in separate dipole traps, then the lattice is turned on to a
depth where Rb forms a superfluid (SF) and Cs becomes a Mott insulator (MI). In this
phase, the Cs atoms are bound so strongly by the lattice potential that they cannot move,
and changing the magnetic field no longer leads to an explosion of the cloud. Only then
can the two species be moved to the same position and associated.
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MPQ. Being both fermionic and chemically stable, this species was expected to give new
insights. The MIT team was consistently ahead, achieving the first Feshbach associa-
tion [297, 298] and the first STIRAP to the ground state [24, 299]. It quickly became
clear that the combination of 23Na and 40K was a lucky choice: sodium has an ideal,
small and repulsive, intraspecies background scattering length and exhibits no Feshbach
resonances at fields below 900 G. In addition, 40K is approximately noninteracting at
any field due to its fermionic statistics. This means that the magnetic field can be cho-
sen to optimise the interspecies properties without worrying about stability. Two broad
interspecies Feshbach resonances are situated at 78.3 G and 89.7 G, such that Feshbach
association requires neither particularly high fields nor very precise field control.

In 2016 and 2017, the now established method of associating Feshbach molecules in
an optical dipole trap, followed by STIRAP, was also applied to 23Na87Rb at the Chinese
University of Hong Kong [300–302], and to 23Na6Li at Harvard [303–306]. The experi-
ment working with 23Na6Li was unique in the sense that it did not target the ground state
with its STIRAP, but rather the lowest rovibrational level in the a3Σ+ potential (sometimes
confusingly called the “triplet ground state”).

With every new species that became available at ultracold temperatures, researchers
hurried to check if it was stable against two-body loss. The answer was the same for all
of them: no. Instead, the probability of loss in two-body collisions was found to be near
100% for each of these molecules, despite their predicted chemical stability. When such
a result was first found with RbCs [293], it seemed hard to believe. Maybe it was just an
experimental error? Indeed, a 2015 paper by the NaK team at MIT seemed to show that
a loss probability slightly below unity was possible [299]. However, within a few years,
results with 23Na87Rb and 23Na40K indicated the presence of strong loss more and more
clearly.13 The presence of loss proved quite devastating: it not only made evaporative
cooling of molecules impossible, but even if a dense and cold sample of molecules could
somehow be made, it would be unable to survive. Most of the recent proposals involv-
ing dipolar physics required much lower temperatures, which now seemed unreachable.
Where just a few years earlier, the field had been thought on the verge of another break-
through, it had now hit a wall. Beginning around 2017, the focus of many experimentalists
therefore shifted towards controlling the losses and making molecules stable.14

That is not to say that there was no progress with bialkali molecules during this time.
In fact, despite the severe limitations imposed by two-body losses, some interesting dis-
coveries were made. Broadly, the successes fell into two categories: Lattice physics and
rotational-state control. The direction of lattice physics was mostly the focus of the KRb
team at JILA. Since they had not expected their molecules to be collisionally stable in
the first place, they had begun to look for way to protect them earlier than other groups.
A three-dimensional optical lattice is one way to achieve this: if there is at most one
molecule sitting on each lattice site, and the lattice is strong enough to suppress tun-

13A later study showed that the two-body loss coefficient of 23Na40K is indeed consistent with unit
loss [307].

14It is interesting to note that the majority of ultracold-bialkali experiments in operation today were con-
structed during a time where chemical stability was still considered to be highly important. As a conse-
quence, KRb remains the only non-stable species which has been investigated in the ground state.
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nelling between sites, then collisions become impossible. With this method, they demon-
strated lifetimes of 25 s, limited only by off-resonant scattering of lattice photons [308,
309]. While the molecules in the lattice could not move, their rotational excitations cer-
tainly could: dipolar exchange interactions were found in 2013 with molecules where
long-range interactions between neighbouring lattice sites allowed rotational excitations
to jump [310]. A number of interesting review articles summarise these results [311–314].

There was also hope that lattices could help not only with stabilising molecules, but
with creating them as well [309]. Typically, with mixtures in dipole traps, it was difficult
to effectively overlap the different species due to differences in mass, polarisability, or
quantum statistics. It had been suggested that this could be fixed by creating overlapping
Mott or band insulators with near-unit filling in a deep lattice and then associating a
molecule on every site [199, 315]. While the implementation with 87Rb133Cs had been
made difficult by the unfavourable interactions, this was not necessarily the case for other
combinations [316]. This approach has had limited success until today, but there is no
fundamental reason it should not work, and it may yet turn out to be the optimal way to
create low-entropy samples of bosonic molecules.

Another problem that was addressed at JILA at this time was that of controlling elec-
tric fields. With the typical distances between charged electrodes on the order of a few
centimetres, the required voltages could be tens of kilovolts to achieve full polarisation
of molecules. There was not yet an established technique for creating such high voltages
in a safe, stable and repeatable manner, making this a hit-and-miss thing. For example,
in the original setup built at JILA beginning in 2003, it was found that glass parts of the
vacuum chamber could become electrically charged, leading to uncontrollable offsets in
the field [226, 317]. This was recognised quickly as a serious problem, but multiple at-
tempts to fix it failed. Only the construction of a completely new setup with conductively
coated glass surfaces, which was finished in 2016, solved the charging issue and allowed
the creation of stable and precise fields [318].

The topic of controlling rotational states was also first studied at JILA [319, 320], how-
ever as they began focusing more on lattice physics and their new vacuum setup, other
teams took over. Within a few years, the rotational transitions of 87Rb133Cs, 23Na40K,
and 23Na87Rb were mapped out in detail, providing a starting point for further investiga-
tion [321–323]. Due to the coupling between rotational and hyperfine degrees of freedom,
this also allowed coherent changes of the hyperfine state of molecules with relatively lit-
tle effort. In 2017, the NaK team at MIT used this to create superpositions of hyperfine
states, which, due to the weak coupling of hyperfine degrees of freedom to the environ-
ment, could remain coherent for multiple seconds [324].

2.5.2. The first molecule MOT
The efforts on direct laser cooling of molecules were somewhat more successful. After the
basic principle had been demonstrated in 2010, teams at Yale, Harvard, Imperial College
London, and JILA got to work on making a fully functional magneto-optical trap. Though
achieving laser cooling had already been an enormous technical challenge, making a MOT
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Figure 2.18.: Schematic of the setup used to create the first 3D MOT of molecules.
Figure taken from Reference [329].

was going to be even harder. The difficulty was a direct consequence of the cooling
transitions used in the MOT: as discussed above, in order to avoid rotational losses, it
was required that R′ = R− 1. This implies that the MOT cooling must be done on a
F → F ′ = F − 1 transition, a so-called type-II MOT [258, 261, 325]. The problem with
these is that the spin-stretched (i.e., mF =±F) magnetic sublevels of the ground state are
effectively dark states, so that any molecule that enters such a state will be lost. Multiple
solutions to solve this problem were considered, all with the goal of mixing different
mF -levels such that molecules could not remain in the dark state long enough to leave
the trap. Tools suggested for this purpose included magnetic fields, pulsed electric fields,
microwave fields, or modulating the polarisation of the cooling light [256, 258, 326–328].

The first full-blown 3D MOT of a molecule was achieved by the Yale group in
2014 [329], using 88Sr19F with the same cooling scheme as in their previous work.
However, the cooling was now applied from all three spatial dimensions in combina-
tion with magnetic trapping and beam-slowing to facilitate loading (see Figure 2.18).
Initially, the efficiency was extremely poor, with only a few hundred molecules trapped
at a temperature of 2.5 mK. Over the next years, follow-up experiments demonstrated
significant improvements, leading to molecule numbers up to 6000 at sub-millikelvin
temperatures [325, 330–333]. In parallel, MOTs of 89Y16O were developed at JILA [327,
334], while the teams at Imperial College and Harvard chose 40Ca19F [335–339]. Both of
these species exhibit similar properties to SrF, with a single valence electron and a total
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nuclear spin of 1/2. Overviews of the advancements in laser-cooling of this time can be
found in References [340, 341].

With the MOTs working reasonably well, the next important setup was to load the laser-
cooled molecules into a conservative trap, where they no longer scatter photons. This is
required in order to ensure that they are in a single quantum state, as well as to reach
temperatures below the recoil-limit. In 2018, this was demonstrated both with magnetic
traps [342, 343] and with optical dipole traps [344]. Importantly, since all laser-coolable
molecules have a single unpaired electron, they possess a non-zero electron spin, making
magnetic trapping possible. In contrast, magnetic trapping of bialkalis is impossible,
because their ground state has an electron spin of zero, resulting in an extremely small
magnetic moment.

2.5.3. New approaches to direct cooling
Though the demonstration of MOTs was a major success, it also highlighted the method’s
limitations. The range of valid species was perhaps even smaller than for associated
molecules. Working with a new species also required building immensely complicated
vacuum and laser setups and painstakingly developing an understanding of the molec-
ular structure. As these things typically cost multiple millions of dollars and took the
better part of a decade, attempts were only undertaken by the most dedicated research
groups. So, while it was precisely their specialised nature which allowed both MOT and
associated-molecule experiments to be successful, it was now more and more recognised
that this was also their big limiting factor. What new and exciting research opportuni-
ties could be found if we had simpler and more general methods? If we could cool any
molecule we wanted? A large number of ideas were investigated in the pursuit of this
goal:

• Gerhard Rempe’s group at MPQ developed a new method of electrostatically trap-
ping molecules, beginning in 2011 [345, 346]. They used microstructured elec-
trodes to create trapping potentials, leveraging the Stark effect. In this trap, a spe-
cially developed laser-cooling method was then used to cool fluoromethane (CH3F)
molecules down to about 30 mK. In 2016, formaldehyde (H2CO) was also cooled
in the same setup, demonstrating the versatility of the method [347, 348]. This
was the first experiment to demonstrate temperatures below one millikelvin for a
polyatomic species.

• The same group also invented a new beam-slowing technique which utilised elec-
trostatic quadrupole guides inside a mechanically rotating centrifuge [349–351].
This yielded beams at velocities below 20 m/s for multiple polyatomic species such
as fluoroform (CHF3). A schematic of the setup is shown in Figure 2.19. Despite
the method’s success, the MPQ group remains the only one to use it, perhaps owing
to the high complexity of building the centrifuge machinery.

• An improvement to the well-established method of buffer-gas cooling was demon-
strated by John Doyle’s group at Harvard in 2011 [352]. For this, they used two
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buffer-gas cells with different collision rates to achieve a better compromise be-
tween efficient slowing and high molecule numbers.

• A number of proposals were made to make laser cooling easier and more versa-
tile by reducing the number of required photon-scattering events. This could be
achieved by transferring molecules from an untrappable to a trappable internal state
of a constant potential at the right moment [353, 354]. Another approach was to
apply carefully timed sequences of fast laser pulses to avoid spontaneous emission
into dark states [355].

• A group led by Edvardas Narevicius at Weizman Institute of Science investigated
beam-slowing by moving magnetic traps [251, 356]. Molecules coming from a
buffer-gas cell are typically too fast to be trapped in a stationary magnetic trap, but
an initially co-moving trap can be slowed down adiabatically, so that it can catch
the molecules. This was first demonstrated with O2 molecules in 2015.

• Multiple groups, notably at Weizman Institute, ETH Zürich, and the University of
British Columbia, developed a Zeeman decelerator; essentially a magnetic analogue
to the electrostatic Stark decelerator. Note the fundamental difference to Zeeman
slowers, which are based on laser cooling, while this type of device uses only dc
magnetic fields. While this had already been investigated in 2008 [357], the method
gained some popularity around 2012 and was used for O2 and He2 [358–360]. It
also allowed the simultaneous deceleration of an atom-molecule mixture [361].

• In 2012, Jun Ye’s team at JILA claimed to have achieved the first evaporative cool-
ing of molecules, specifically OH radicals [362]. In their experiment, molecules
were trapped in a quadrupole magnetic potential, with radiofrequency fields per-
forming the job of transferring the hottest particles into untrapped states, leading to
evaporative cooling. A temperature of 5 mK could be reached. Later investigations
cast some doubt onto this result when it was found that a significant part of the
observed effect was caused by unwanted spin-flip losses rather than radiofrequency
transfer [363].

2.6. 2018–2022: The second
breakthrough?

2.6.1. Quantum control at single-molecule level
Up to this point, all ultracold-molecule experiments had worked with samples of at least
hundreds of molecules, with no or very little control over single particles. This began to
change around 2018, when techniques for controlling individual molecules were imple-
mented for the first time. The method of choice were optical tweezers, essentially tiny
dipole traps of which there could be a few hundred in an experiment, each one containing
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Figure 2.19.: Schematic of the centrifuge decelerator developed at MPQ. Figure taken
from Reference [350].

a single atom or molecule. This technique had been introduced about a decade earlier for
atoms and had quickly become very influential, see for example the review article [364].
There were two major advantages of tweezers over the larger conventional dipole traps
and lattices: first, due to their much smaller size, they could reach enormously strong con-
finement, such that even relatively hot particles could be in well-defined motional states of
the trap potential. This could reduce the complexity of cooling significantly. Second, the
ability to move individual tweezers around enabled direct control over single molecules,
which had never been possible before.

The first molecules in tweezers were realised by Kang-Kuen Ni’s group. In their ex-
periment, they first trapped 133Cs and 23Na atoms in separate tweezers, then merged them
and used the strong confinement to reach high conversion efficiency into molecules [365–
371]. A similar method was also used to associate 85Rb87Rb [372]. Notably, this method
of molecule creation circumvented all potential problems of miscibility, three-body loss
and other such undesired effects, which had long plagued molecule association. On the
other hand, this method only allowed the creation of up to a few hundred molecules,
whereas bulk association had been demonstrated with tens of thousands. Soon after,
Anderegg et al. demonstrated the trapping of 40Ca19F in optical tweezers [373]. These
molecules were laser-cooled in a MOT and loaded into the tweezers after an intermedi-
ate step of a new sub-Doppler cooling technique [374]. This method also allowed non-
destructive detection of single molecules without dissociating them, a major improvement
for quantum control.

With tweezers being established, there was no shortage of ideas on how to use them,
for example for quantum computation, with hyperfine or rotational states of molecules
as qubits [375–378]. Hyperfine levels specifically had the advantage that they could be
controlled using rotational transitions, but were otherwise coupled weakly to the environ-
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ment, enabling long coherence times [322, 379, 380]. Rotational coherence times had
also been improved significantly, but were still on the order of a hundred milliseconds or
less, at least an order of magnitude smaller than for hyperfine states [381–383].

2.6.2. Collisions and evaporation
In July 2018, the KRb team at JILA again surprised the community when they reported the
first creation of a degenerate gas of molecules [384]. They claimed to have brought 30000
ground-state molecules to 30% of their Fermi temperature. Probably the most unexpected
thing about their paper was that they did not require any fundamentally new methods
to achieve this. Simply starting out with more and colder atoms in combination with a
better association efficiency was enough. However, the result also stirred some doubt:
critics argued that even when starting out with perfectly degenerate atoms, some holes
would be created in the phase space during association. Without any elastic collisions,
thermalisation was impossible, such that these holes could never reach the Fermi surface.
A gas in such a non-equilibrium state could not reasonably be called “degenerate” or even
“cold”, as its temperature was, strictly speaking, undefined. Even more crucially, with the
holes distributed uniformly over the phase space, it was impossible to detect this from the
cloud shape, leading to a false impression of degeneracy. The JILA team soon published
a second paper with improved data analysis [385], but could not fully address all doubts.

The NaK team at MPQ began developing an improved method of Feshbach association
for degenerate mixtures of 23Na+40K soon afterwards, but quickly realised that two- and
three-body losses as well as previously not understood quantum many-body effects had a
strong influence on the efficiency. Following an investigation of loss processes [165, 386],
they managed to create a doubly-degenerate Bose–Fermi mixture of atoms with equal
density of both species, allowing a quantum phase transition from a strongly-interacting
polaronic phase to a low-entropy molecular phase [387]. However, just as in the JILA ex-
periment, the resulting molecules could not elastically collide and remained in a nonequi-
librium state. A watertight claim to degeneracy was only going to happen with molecules
that could thermalise.

Of course this was easier said than done. At this time, there was finally no longer
any doubt about the two-body losses of chemically stable molecules. These were not
experimental errors or some unusual edge cases, but had been repeatably found with
every investigated species [388–390]. They were also not a mere nuisance, but almost
completely stopped progress towards colder samples and the possibility to create dipolar
quantum many-body systems. But how could it be possible for chemically stable ground-
state molecules to be lost in two-body collisions? Changes to their internal state, which
would make the molecules untrappable or invisible can not occur because they require ex-
tra energy, which is not available in ultracold collisions. There are no possible chemical
reactions which could provide this energy, either. Finally, two molecules entering a bound
state indefinitely is forbidden due to energy and momentum conservation in the collision.
It seemed to make no sense at all.

This caused renewed interest in a proposal by John Bohn and coworkers from 2012.
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They had suggested that colliding diatomic molecules could form a four-body entity, later
fittingly dubbed a “sticky complex” [391–393]. These predictions were refined by Chris-
tianen et al. in 2019 [394–396]. Sticky complexes could of course not be stable, but might
live long enough for other processes, such as photon scattering, to cause loss. This can be
understood as follows: when two molecules get close enough to each other, they sample a
part of the four-body interaction potential where the binding energy is quite large. Though
the molecules can not enter any bound states, this energy can temporarily go into other
degrees of freedom, leading to rotational and vibrational excitations of both molecules.
However, they can not leave the well of the interaction potential until they have both
reached the initial state again. This leads to a collision in which the two molecules chaot-
ically go through a large number of states, remaining trapped until they randomly come
back to their respective two-body ground states. This opened up an exciting possibility: if
photon scattering was indeed responsible for the loss, then molecules could be made sta-
ble in a sufficiently dark environment. There were methods for studying collisions in low
light intensity, such as by merging molecular beams to create a low-energy collider [397–
400]. However, the ultracold regime, where the sticky collisions really started playing an
important role, had previously only been reached in optical dipole traps at very high light
intensity. So how could this be done?

The RbCs team at Durham came up with an ingenious idea: the dipole trap did not
need to be on all the time. Due to the inertia of the molecules, the trap could be peri-
odically switched off for hundreds of microseconds without any effect on the trapping
potential. Because the loss was saturated (i.e., every sticky complex got destroyed be-
fore dissociating) during the bright phases of the trap, the average two-body loss should
be reduced in such a “chopped” dipole trap. Indeed, they found a longer lifetime of
87Rb133Cs [401, 402], prompting other teams to begin similar efforts. The first came from
Kang-Kuen Ni’s group at Harvard: they had constructed an experiment using 40K87Rb
that actually allowed the detection of arbitrary molecules via mass spectroscopy and ion
detection [403]. With this setup, it was possible to see the reaction products rather than
just missing molecules. They could indeed observe sticky complexes, though they were
much shorter-lived due to chemical reactions, and confirmed that they can be excited by
light [404].

However, three other teams working with 23Na39K, 23Na40K, and 23Na87Rb failed to
find any influence of light intensity on complex lifetime [307, 405]. What had seemed like
a solution had instead made the problem even more confusing: some molecules behaved
as expected while others did not, and nobody understood why. A number of subsequent
theory publications [406–413] attempted to solve this problem, but to date a complete
explanation of this puzzling phenomenon is missing. A more detailed explanation is
given in Chapter 5.

Luckily, it soon turned out that understanding the sticky-collision puzzle was not so
important after all, at least from a practical perspective: the blocking of close-range in-
teractions via repulsive interaction could finally be experimentally implemented. The
first evaporative cooling of a pure molecule sample was reported by Valtolina et al. in
2020 [414]. This was done with 40K87Rb confined in a 2D “pancake” trap with an electric
field parallel to the strong confinement. However, despite the relatively strong suppres-
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sion of two-body loss, only 60% of the Fermi temperature could be reached, mostly due
to the difficulty of efficiently removing hot molecules from 2D planes. In the next year, a
significant improvement was made by choosing a specific value of the electric field where
the shielding was resonantly enhanced by a crossing of two rotational levels [415–418].
This resonant shielding had two advantages: first, it worked not only in collisions or-
thogonal to the electric field, and could therefore be done in 3D traps [419]. Second, the
shielding in a 2D geometry was more effective than previously shown [420].

Another approach was to apply strong ac fields to create superpositions of rotational
states in such a way that the molecule-molecule interaction becomes repulsive at close
range [421–428]. The first demonstration of this effect was done with CaF molecules in
optical tweezer traps [429, 430]. In this system, the lifetime was increased by a factor six
with an optimally tuned, highly intense microwave field. Motivated by this success, the
NaK team at MPQ used the same method and achieved efficient evaporative cooling in
3D (see Chapter 6).

With molecule-molecule collisions being lossy, it was also natural to wonder if
molecules could thermalise with atoms instead. This would allow evaporatively cooling
an atom-molecule mixture, and removing the atoms afterwards. A number of experi-
ments revealed that this was indeed possible, but the efficiency depended strongly on
the species combination [431, 432]. For example, 23Na39K+23Na collisions were very
lossy, but 23Na6Li+23Na worked well. With this combination, the first sympathetic
cooling of a molecule-atom mixture was demonstrated by Wolfgang Ketterle’s group at
MIT [433]. Soon, Feshbach resonances between molecules and atoms were found [434–
437], specifically with the combinations 23Na40K+40K and 23Na6Li+23Na. Up to now,
the resonances have not been used to improve sympathetic cooling, but there is hope that
this may soon be possible, especially if a model can be found that accurately predicts the
collision properties of a given combination.

2.6.3. Polyatomic and alkaline-earth molecules
With very few exceptions, previously cooled molecules were diatomics, specifically either
made of two alkali atoms, or of an alkaline-earth-like atom and a halogen, such as CaF.
Experience had shown that developing more general cooling techniques was very difficult,
but why would it not be possible to extend working techniques to a few more types of
molecules?

There was one type that had already been investigated for a while: alkaline-earth +
alkali combinations. Their advantage was that the mixtures needed for association were
almost as easy to make as bialkali mixtures. In fact, over the past decade, certain alkaline-
earth atoms, namely strontium and ytterbium, had become almost as commonly used as
rubidium and potassium in ultracold-atom experiments. Hence, it seemed quite natural
to attempt the creation of molecules like RbYb, CsYb, and RbSr. Molecules of this type
are basically three-electron systems with a total electron spin S = 1/2 in the ground state.
In contrast to bialkali molecules with S = 0, they have a magnetic moment in addition
to their electric dipole moment. This allows additional degrees of freedom for quantum
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simulation, but also has more practical advantages like allowing magnetic trapping.
First studies on such molecules had been done as early as 2009 [438–440], however

the field started picking up momentum around 2018 [441–446]. The main problem was
achieving Feshbach association: the coupling between free and bound states is quite weak
for these systems [447], leading to narrow Feshbach resonances, which in turn makes very
precise magnetic-field control necessary. Some resonances in the systems 87Rb+87Sr and
87Rb+88Sr have been experimentally found [448], and investigation is ongoing on further
combinations [449], as well as on association methods which do not require Feshbach
resonances [450, 451]. However, to date no molecule formation other than by photoasso-
ciation has been reported in any of these systems.

Meanwhile, some teams working on direct laser cooling realised that a certain class of
polyatomic molecules have an electronic structure very similar to diatomics, and were po-
tentially amenable to the same cooling methods. This seems hard to believe at first glance,
but actually makes sense. For example, the hydroxide ligand (OH) behaves very similar
to a single fluorine atom: the O-H bond is strong and the electrons involved in it basically
don’t interact with the rest of the molecule. The ligand is also strongly electronegative
and attracts one electron from an alkaline-earth atom, forming an almost ionic bond. In
this sense, CaOH is not so different from CaF. The same argument holds also for many
other ligands like OCH3, CH3, and NH2, as described in References [452–455].

John Doyle’s group quickly took the lead in this field, both from the theoretical and
experimental side. Within few years, they reported laser cooling of SrOH, YbOH, CaOH,
and CaOCH3 [456–462]. In 2021, the first MOT of a polyatomic molecule, CaOH, was
realised in the same group [463]. Once under control, polyatomic molecules might be
used for new quantum computing schemes [464], but mostly for probing fundamental
physics, where they are expected to open up many new possibilities as described in the
following section.

2.6.4. Fundamental physics with molecules
Since 2011, precision measurement in the pursuit of probing fundamental physics with
molecules had made steady progress. Two new records on the upper bound of the eEDM
had been published in 2013 and in 2018, both by the ACME collaboration [465, 466].
The latest iteration reached an astonishingly precise result of de < 1.1× 10−29 ecm, us-
ing ThO molecules in an H3∆1 excited state. Similar to previous eEDM measurements,
a superposition of two states, in this case two different directions of the electron spin,
was created before letting the molecules propagate through an external electric field (see
Figure 2.20). This resulted in a Ramsey sequence where an energy shift between the
spin states caused by the electric field could be detected as a phase shift in the super-
position. Both the species and the electronic state were carefully chosen to reduce the
impact of possible systematic effects as described in detail in Reference [467]. Another
experiment confirmed this result, also finding a eEDM consistent with zero, using trapped
HfF+ ions [468]. So despite many predictions to the contrary, no CP-violating physics
was found. This meant that precision measurements with ultracold molecules were now
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Figure 2.20.: Schematic of the method for measuring eEDM in the ACME II experi-
ment. ThO molecules in a superposition of two spin directions travel through an area of
precisely controlled electric and magnetic fields for Ramsey spectroscopy. Figure taken
from Reference [465].

able to exclude beyond–Standard Model physics at energy levels never probed by collid-
ers [469, 470].

Unsurprisingly, this caused a lot of excitement, both in high-energy and AMO physics.
Proposals were brought forward to detect many kinds of new physics, such as variations
in the electron-proton mass ratio [471–475], ultralight dark matter [476, 477], and PT -
violating effects like axions [478]. More details can be found in the review articles [152,
479, 480]. A significant number of these proposals suggested the use of polyatomic
molecules, for example SrOH due to its sensitivity to ultralight dark matter [477].

Further improvements of eEDM measurements were also suggested: a team at Imperial
College attempted to improve the performance of YbF by increasing the interrogation
time and brightness [481–484], while some other groups, notably at the University of
Groningen and at Columbia University, looked at BaF and BaH instead [485–492]. Again,
polyatomics like YbOH or YbOCH3 were considered, as they offer strong coupling to
CP-violating terms and long potential coherence times [493–495]. It was also suggested
to use hydride molecules like BaH and CaH as an intermediate step in the creation of
an ultracold gas of hydrogen, which could then be used for precision tests of quantum
electrodynamics [496].

Another, yet more radical, idea was to use associated molecules with even heavier
nuclei, like YbAg, FrAg, RaAg or LrO [497–501]. Especially the species 223Fr107Ag
promised high sensitivity, however creating it certainly posed a challenge. Though both
francium and silver have been laser-cooled [502, 503], the half-life of 223Fr is a mere 22
minutes, meaning that working with this isotope requires a particle accelerator on site.
Despite this, some considered francium-containing molecules to be a promising research

68



project [504, 505].
To date, these ideas are still a few years away from being experimentally realised, and

for now, the next improvement of the lower bound of the eEDM will likely come from
ACME III, following the same method as previous iterations, but with many technical
improvements.

2.7. Future directions
Having worked our way through 35 years of ultracold-molecule history, we have now
arrived in the present and should have a look into the near future of the field. What are
its most promising developments and what is likely to be achieved soon? At this point,
both of the fundamental problems of molecule cooling, the laser-cooling conundrum and
the collision conundrum, have been solved. Though the solutions are complicated and
only applicable to certain species, they are nonetheless available and will allow ultracold
molecules to finally fulfil their potential after decades of struggle.

For 20 years, quantum systems with strong dipolar interactions have been studied the-
oretically, with the expectation that experimental realisations were just around the corner.
A plethora of new quantum phases have been predicted, including charge-density waves,
dipolar superfluids and supersolids, Wigner crystals, and many more. With the develop-
ment of collisional shielding and evaporation techniques, quantum-degenerate molecules
are now finally available, bringing many of these predictions into experimental reach. An
overview of theoretical predictions is given in Appendix B, and a more thorough look into
the challenges of experimentally implementing them can be found in Chapter 7. Though
previously, there have been realisations of quantum systems with dipolar interactions,
mostly using magnetic atoms [147, 148, 506–510] and Rydberg atoms [511], ultracold
molecules can extend and improve the possibilities of these systems. Between magnetic
atoms, which can be long-lived and very cold, but have quite weak dipolar interactions,
and Rydberg atoms, which have very strong interactions but very short lifetimes, dipolar
molecules can fill important niches in quantum simulation of dipolar quantum matter.

Which species are the most promising candidates for this endeavour? On the bosonic
side, 23Na133Cs has recently been associated for the first time in bulk by Sebastian Will’s
group at Columbia University. The combination of sodium and caesium has been found
to be unexpectedly well-controllable, and the molecule has already been made at very
low temperatures by overlapping two atomic BECs [512, 513]. 23Na87Rb also remains
a strong candidate, as it is simple to work with and has recently been used in the first
molecular quantum-gas microscope, where single molecules on the sites of an optical
square lattice can be resolved [514]. With some improvements in association efficiency,
the long-sought BEC of polar molecules may soon become reality.

Looking at fermions, 40K87Rb was the undisputed leader for a decade, but I think it
is fair to say that 23Na40K has now closed the gap and is beginning to open up new
possibilities with its larger dipole moment. The other bialkali combinations (NaLi, LiK,
LiRb, LiCs, KCs, and RbCs) are likely to be used rather in niche applications, either due
to their complicated association procedure or small dipole moment. Looking one step
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further ahead, with the discovery of molecule-atom Feshbach resonances [434–437] and
the recent proposal of photoassociation of larger molecules [515, 516], it may soon be
possible to assemble polyatomic molecules step by step from atoms.

Laser-cooled molecules have made enormous strides in the past decade, with the phase-
space density record going up by eleven orders of magnitude over eight years [517–519].
However, the highest value achieved to date is still only on the order of 10−6 with 1200
molecules [520]. At least five orders of magnitude more would be necessary for directly
cooled molecules to reach a regime where they can be used for quantum simulation.
Though improvements are still being made, it seems certain that the progress is going to
slow down, with many simple problems having been solved already. Nonetheless, many
great things can be done with directly cooled molecules, especially in the areas of probing
fundamental physics and quantum computing in tweezer arrays. With recent proposals on
cooling more complicated molecules like C2 or CaSH, the field of direct laser cooling
may also soon widen up further [454, 521]. Without a doubt, interesting times are ahead.
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The craftsman who wishes to do his work well, must
first sharpen his tools.

—Kong Fuzi, Analects 15

3. A new STIRAP setup

The STIRAP system is our gateway to the molecule ground state and one of the most
crucial parts of the experimental setup. However, STIRAP is quite technically challeng-
ing. Until 2020, the pathway we used was based on the intermediate state |d3Π1,v = 5〉,
which has a 2% admixture of |D1Π1,v = 6〉. The laser system to address this state and
the resulting transfer are described in [522–525]. After a few years, we decided it had to
be replaced due to two significant shortcomings: first, its one-way efficiency was limited
to about 60% even under optimal conditions, due to the unresolved hyperfine structure
of the excited state leading to unwanted interference effects between multiple overlap-
ping transitions [524, 525]. This problem occurs specifically for excited states with no Σ

contribution, because the wavefunction overlap between valence electrons and nuclei is
extremely small. This is sometimes called “missing Fermi contact interaction”. Despite
significant efforts in understanding the detrimental effects of the hyperfine structure, we
were unable to achieve efficiencies comparable to other pathways. Second, the required
laser wavelengths were 488 nm and 652 nm. 488-nm light can be produced with diode
lasers, but the diodes are unreliable and hard to work with, particularly when stabilising
to the required narrow linewidths. 652-nm light can not be produced at sufficient power
with diode lasers, prompting us to use a dye laser instead. This met the power and stability
requirements, but only with a significant maintenance effort.

For these reasons, we decided to switch to a different intermediate state which was
already in use by the MIT and USTC teams, and had proven to be efficient [299, 526].
During this project, the old setup was completely disassembled and replaced. With im-
proved Feshbach association, we were also able to demonstrate a significant simplification
of the setup compared to previous implementations. This chapter is based on the publica-
tion [527], and describes the new setup and the improvements it enabled.

3.1. Creation of Feshbach molecules

3.1.1. Theoretical description
The two most common ways to associate weakly bound Feshbach molecules from atoms
are magnetoassociation and radiofrequency (rf) association. For rf association, the atomic
mixture is prepared at a magnetic field slightly below the desired Feshbach resonance,
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where a bound state exists. However, the mixture is initially in a different hyperfine state
which does not exhibit a resonance at this field. An rf π-pulse is then used to transfer
the atoms into the target hyperfine state, moving some of them directly into the molec-
ular bound state. This has been the method of choice for 23Na40K [24, 297, 526], and
was used in our experiment, too. For this, the combination Na |F = 1,mF = 1〉 + K
|9/2,−7/2〉 is prepared at a magnetic field of 85.4 G, after which the K atoms are trans-
ferred to |9/2,−9/2〉, creating molecules in |11/2,−7/2〉.

Radiofrequency association is essentially instantaneous compared to the time scale of
collisions in the gas. Hence, its efficiency is limited by the phase-space overlap between
the two species in the weakly interacting case, far away from resonances. This is a signif-
icant problem because 23Na and 40K exhibit different quantum statistics. Once the bosons
start condensing, a significant number of them are in the ground state of the trap, while
the Pauli exclusion principle prevents fermions from doing the same. In the extreme case
of no interaction and zero temperature, this means that only a single molecule can be
formed because all bosons are in the same state, which can only contain one fermion. In
the opposite case of high temperatures, the overlap is also very low, limited by the small
phase-space density of both species. There is a compromise between these extremes
for near-degenerate samples, but the best efficiencies that have been achieved are 10 to
15% [297, 524].

In contrast, magnetoassociation requires an atomic mixture that is initially already in
the state where the binding will happen. Instead of changing the hyperfine state, the
magnetic field is ramped from the attractive to the repulsive side of the resonance, slowly
enough that the atoms can adiabatically follow. This can be more technically challenging
because it requires magnetic-field control that is simultaneously fast and precise. The
great advantage of this method is that it allows multiple elastic collisions to occur during
the transfer. This way, the phase-space overlap can increase bit by bit and much higher
efficiency can be reached. Instead of phase-space overlap, it is inelastic collisions which
are the limiting factor to this approach.

In pursuit of creating a degenerate gas of polar molecules, our team decided to switch
from rf association to magnetoassociation. This project included a careful characterisa-
tion of the Feshbach resonances at 78.3 G and 89.7 G, the two- and three-body loss dur-
ing association, and the many-body physics of balanced, strongly-interacting Bose-Fermi
mixtures. This work was carried out primarily by Marcel Duda and Xing-Yan Chen, and
is described in detail in References [165, 386, 387]. Here, I will only briefly describe the
association procedure, insofar as it is relevant to understand the STIRAP results.

To perform efficient magnetoassociation, it is important to precisely understand the
relevant resonances. An overview of resonances in our system is shown in Figure 3.1.
As described in the supplemental material of Reference [386], the width and position of
the resonances were determined from binding-energy measurements, following Reference
[528]. The binding energy Eb can be measured precisely via rf-association spectroscopy,
and it is related to the Feshbach-resonance shape via the formula

√
2µEb

h̄
=

1
abg− ā

+
1
ā ∑

i=1,2

Ci

Eb +Ei
, (3.1)
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Figure 3.1.: Feshbach resonances between 23Na |F = 1,mF = 1〉 and 40K |9/2,−9/2〉.
The resonance widths and positions are taken from Reference [386].
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Figure 3.2.: Binding energy Eb of Feshbach molecules in the |FB〉 state, depending on
the magnetic field B. The inset is a close-up to the same data very close to the resonance.
The data points result from fitting rf association spectra. The resonance parameters used
in Figure 3.1 were determined from these data using Equation (3.1), as described in
Reference [386].
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where µ is the reduced mass, Ei and Ci are the energies of the bare molecular state and
the Feshbach coupling strengths for the two resonances, respectively, abg = 619(31)a0 is
the background scattering length [529], and ā≈ 51a0 is the mean scattering length [528].
Figure 3.2 shows the measured binding energy and a fit of this model. The scattering
length in the vicinity of the two relevant resonances is then given by

1
a− ā

=
1

abg− ā
+

1
ā ∑

i=1,2

Ci

Ei
. (3.2)

Though all previous experiments worked on the repulsive side of the 89.7-G reso-
nance,1 this is not particularly well-suited for magneto-association. This is because the
resonance is quite broad with a width of 9.3 G, meaning that ramping over it, even with
a fast magnetic-field control system, takes a significant time during which inelastic col-
lisions can occur. Choosing the resonance at 78.3 G, which is 5.3 G wide, reduces this
effect. In addition, on the right side of the 78.3-G resonance, the interspecies interaction
can be tuned to be moderately repulsive, which is better suited for sympathetic cooling
than the much stronger and attractive interaction on the right side of the 89.7-G resonance.
Finally, there is another advantage to the lower-lying resonance: as there are no further
resonances directly below it, the field can easily be ramped into the regime of more deeply
bound molecules.

The Feshbach-molecule state |FB〉 can be described as a superposition of the open-
channel part, which corresponds to two unbound atoms, and the closed-channel part,
which corresponds to the least-bound vibrational level of the electronic a3Σ+ manifold.
As shown in Figure 3.3, the relative weight of the open- and closed-channel contribu-
tions depend on the magnetic field, with the closed-channel fraction becoming larger
for the more deeply-bound Feshbach molecules far below the resonance. This is im-
portant for the STIRAP transfer because the Franck–Condon overlap between (unbound)
continuum states and the (bound) intermediate states is negligible. Rather, it is only the
closed-channel part of the Feshbach-molecule state which is coupled by the STIRAP light.
Consequently, the transition dipole moment can be increased by using closed-channel-
dominated Feshbach molecules.

3.1.2. Experimental procedure
In order to create Feshbach molecules, we first need atoms. The creation of an atomic
mixture of 23Na and 40K in our setup has previously been described in the PhD theses
of Nikolaus Buchheim, Zhen-Kai Lu, and Frauke Seeßelberg [522, 523, 525], but a few
key aspects have been upgraded since then. The process begins with metallic samples
of sodium and potassium which are heated to sufficient vapour pressure in two separate
ovens inside an ultrahigh-vacuum chamber. The sodium subsequently passes through a

1The same resonance was often quoted to be at 88.2 G, following Reference [298]. The results given
there are likely to contain systematically underestimated resonance positions, as they are based on loss
measurements rather than more reliable binding-energy measurements.
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Figure 3.3.: Magnetic-field dependence of atomic and molecular states. (a) Zeeman shift
of atoms and Feshbach molecules. The dashed line shows the energy of an unbound pair
of Na |1,1〉 + K |9/2,−9/2〉, relative to the hyperfine centre of mass. The solid line which
branches off at the resonance position shows the energy of the Feshbach molecule. At B=
72.4G, the energy of the Feshbach state becomes first-order insensitive to field changes.
(b) Closed-channel fraction of Feshbach molecules. Large values can be achieved at
magnetic fields significantly below the resonance.
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Feed-
forward

Figure 3.4.: Experimental sequence. (a) Field ramps for magnetoassociation and subse-
quent dissociation. “Clearout” stands for a 20-ms magnetic field gradient pulse to remove
unassociated atoms. The dashed grey line indicates the resonance position. (b) Three-
level system used for STIRAP. The pump beam is shown in red, the Stokes beam in blue.
(c) STIRAP pulse shapes for the pump and Stokes beams. A pulse duration of 50µs is
assumed here. The typical peak intensities of the beams are 200W/cm2 for the pump
beam and 0.3W/cm2 for the Stokes beam. This corresponds to powers of 10 mW and
15µW, respectively.

Zeeman slower and is captured in a 3D MOT. The same is done with the potassium, but
a 2D MOT is used instead of a Zeeman slower. The 3D MOT captures both species
simultaneously, cooling down about 5×109 Na atoms and 1.4×107 K atoms to 300 µK.
This is too hot for loading directly into an optical trap, so evaporative cooling to 6 µK
is first performed in a magnetic trap. Afterwards, the mixture is loaded into a 1064-nm
optical dipole trap and transported from the MOT chamber to a glass cell, where all further
experimental steps are done. The dipole trap consists of two beams intersecting under a
small angle, which helps to create the axial confinement necessary for transport. Once the
sample has arrived in the glass cell, the dipole trap is ramped down for further evaporative
cooling until the desired temperature is reached. Notably, the sodium is confined much
less strongly in the dipole trap, such that almost no potassium gets evaporated, and it
is only sympathetically cooled by the sodium. During the evaporation, an additional
dipole-trap beam at 1550 nm is turned on, orthogonal to the transport beam, keeping the
density close to the optimal value where a good compromise between three-body loss and
thermalisation time is reached.

For the case of the experiments described in this chapter, the dipole-trap evaporation
is stopped with 1× 105 sodium atoms in the state |1,1〉 and 2× 105 potassium atoms in
|9/2,−9/2〉. At this point, the trap frequencies of the crossed-beam optical dipole trap
are 2π×(50, 72, 191)Hz for Na and 2π×(54, 88, 223)Hz for K in the (x,y,z) directions,
respectively. At the end of the evaporation, the temperature is typically 300 nK.
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The association of Feshbach molecules begins at a magnetic field of 80.3 G, where
the interspecies scattering length vanishes. We then ramp over the 78.3 G-resonance in
three steps to create about 4× 104 molecules, corresponding to 40% transfer efficiency
of sodium. The association procedure is shown in Figure 3.4. The first part is a quick
ramp to 79.2 G, slightly above the resonance, which takes 100µs. Because there is not
yet any association at this time, doing the ramp this fast has no detrimental effects, but
does reduce losses. The second ramp, where the actual association takes place, changes
the field to 77.8 G within 470µs. The duration and end point of this ramp are chosen to
optimise the association efficiency. At 77.8 G, the molecules are highly unstable against
collisions with residual atoms and with each other, so we perform a third ramp to a final
field of 72.4 G within 100µs to minimise inelastic atom-molecule collisions.

The final value is chosen because the energy of the curve of energy versus magnetic
field for the Feshbach state has an extremum here, meaning that the following STIRAP
transfer is least sensitive to field fluctuations, see Figure 3.3. To achieve optimal sta-
bility for STIRAP and the following experiments, the final ramp is performed with a
feed-forward procedure, which is designed to minimise the effect of eddy currents in con-
ductive parts of the apparatus close to the molecule sample. This is achieved by changing
the current through the magnetic-field coil in such a way that the known eddy currents are
compensated, following [530]. Finally, we apply a “clearout” magnetic-field gradient of
40 G/cm for 20 ms. This pulls residual atoms out of the dipole trap, but leaves molecules
unaffected due to their small magnetic moment.

3.2. STIRAP setup

3.2.1. Laser sources and locking
The intermediate excited state |E〉 used for the new STIRAP scheme contains strong com-
ponents of |c3Σ+,v = 35〉 and |B1Π,v = 12〉, with 64% triplet and 36% singlet fraction.
The contribution of different hyperfine states is given in Table 3.1. This state was first
characterised in Reference [24], and subsequently used by the MIT and USTC groups
with consistent results [299, 526].

The setup is based on two external-cavity diode lasers (DLPro, Toptica) at wavelengths
of 1134 nm and 805 nm. An overview is shown in Figure 3.5. As a description of the
technical details can be found in Akira Kamijo’s master thesis [531], I will give a more
general account here.

To achieve the low laser linewidth necessary for STIRAP, both lasers are stabilised to
a single, dual-wavelength reference cavity (Stable Laser Systems) which is described in
Section 3.2.2. To do this, a small amount of power is split off from each laser beam, sent
through a single-mode optical fibre, and coupled into the reference cavity. This light is
power-stabilised with acousto-optical modulators, because the heating of the cavity mirror
coatings by absorbed light causes frequency shifts. By positioning the photodiodes used
for stabilisation close to the cavity, we reduce the power fluctuations caused by optics in
between.
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Figure 3.5.: The STIRAP setup. Laser light is generated by two external-cavity diode
lasers, which are stabilised to a dual-colour ULE cavity. Faraday isolators prevent un-
wanted backreflection of light into the lasers. Sidebands are modulated onto the light
to allow stabilisation to arbitrary wavelengths. The light of both colours is sent through
additional filter cavities to reduce phase noise. The 1134-nm light is then amplified and
frequency-doubled in a periodically-poled lithium niobate SHG module. A tapered am-
plifier can optionally be inserted to increase the available power of the 805-nm light.
Acousto-optical modulators and shutters are used to control the pulse shape and ensure
that no unwanted leakage light gets to the molecules.
Abbreviations: AOM—acousto-optical modulator, BS—beam splitter, ECDL—
extended-cavity diode laser, EOM—electro-optical modulator, LO—local oscilla-
tor, PBS—polarising beam splitter, PD—photodiode, PID—proportional-integral-
differential loop filter, SHG—second-harmonic generation.
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Table 3.1.: Quantum numbers of the STIRAP intermediate state, |E〉. The projections
of the nuclear spin of the atoms are labelled mI,Na and mI,K. Only the eight strongest
contributions, which together make up 99.2% of the weight, are shown.

Manifold mJ mI,Na mI,K weight
0 1/2 −3 0.0145

B1Π
0 3/2 −4 0.0754
1 −1/2 −3 0.0098
1 1/2 −4 0.258
0 1/2 −3 0.0257

c3Σ+ 0 3/2 −4 0.133
1 −1/2 −3 0.0173
1 1/2 −4 0.458

The light is overlapped on a dichroic mirror, and sent into the cavity to create Pound-
Drever-Hall (PDH) error signals for each colour [532, 533]. Fibre-coupled electro-optical
modulators (EOM; PM830 and PM1170, Jenoptik) are used to provide phase modulation
to create the PDH signal as well as to add sidebands for frequency offsets. By locking
a sideband instead of the carrier to the cavity, this allows generating arbitrary offsets
of the target frequency within the EOM’s bandwidth. Though the EOMs themselves
remain efficient up to frequencies of many gigahertz, the direct digital synthesisers we
use to generate the driving signal can only reach up to 400 MHz. With the 1.5-GHz free
spectral range of the cavity, this means that the frequency-shift caused by the power-
stabilisation AOMs must also be used in order to cover all possible lock frequencies.
To reach the desired lock point of the 1134-nm laser, this requires a double-pass AOM
configuration. By combining these shifts, the full frequency range given by the coating of
the cavity mirrors can be covered. In comparison to free-space EOMs, the fibre-coupled
EOMs have the advantage of significantly larger bandwidth, allowing higher sideband
frequencies. They also exhibit much lower residual amplitude modulation, which could
cause slow, uncontrolled frequency drifts [534]. To avoid disturbances from acoustic
noise, the entire reference-cavity assembly is protected by a noise-isolation box made of
wood and polymer foam.

3.2.2. Reference cavity
The reference cavity is essentially a hollow cylinder made of ultralow-expansion (ULE)
glass with two highly reflective mirrors optically contacted to its ends at a distance of
10 cm. Its finesse is F1134 = 3.530(6)×104 and F805 = 4.58(12)×104 at the two wave-
lengths, respectively. ULE material exhibits a very low thermal expansion coefficient and
high mechanical stiffness compared to most other materials, allowing the construction
of cavities that are extremely stable against external perturbations. At a specific tem-
perature, there is a zero-crossing of the thermal expansion coefficient, which is where
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Figure 3.6.: The reference cavity inside its housing. The two-layer copper shield enables
high stability against temperature drifts and gradients. Picture courtesy of Akira Kamijo.

optimal stability is reached. To take advantage of these properties, the cavity must be
temperature-stabilised, with as little thermal gradients as possible, and must be isolated
from mechanical noise.

This is achieved in our experiment by mounting it inside an aluminium vacuum cham-
ber, which contains two layers of copper shielding (see Figure 3.6). The pressure inside
the chamber is 1.3×10−6 mbar. The outer copper layer sits on top of a Peltier element,
which is connected to the aluminium chamber. With this, the outer copper layer is sta-
bilised to the zero-expansion point, however, there can still be significant temperature
gradients in this layer, especially if the zero-expansion point is far away from room tem-
perature. This problem is solved by the second copper layer, which is thermally connected
to the outer layer only at a single point. While the thermal gradients can not be reduced to
zero because of black-body coupling between the two layers, the additional layer reduces
the gradient strongly. In combination, the copper shielding increases the time constant for
temperature changes of the cavity to 6.5 hours and allows us to reach the zero-expansion
point of 30.74(10) ◦C to a precision of 0.01 K. By mounting the cavity at two nodal points
of its strongest mechanical vibration mode, its coupling to acoustic vibrations is also re-
duced to a minimum.

These techniques allow us to reach a long-term stability limited by the ageing of the
cavity spacer itself. It is initially in a glassy state, but slowly crystallises, approaching
equilibrium over years [535, 536]. By measuring the shift of the sideband frequency
corresponding to the STIRAP resonance, we mapped out this ageing process, finding a
frequency drift which is described well by the formula

∆ω(t) = 2π×3.2MHz×
(

1− exp
(
− t

441d

))
, (3.3)

as shown in Figure 3.7. To get some appreciation for the astounding level of precision that
is routinely achieved with such cavities, it may be helpful to visualise it in terms of length
changes: over hours and days, the 10-cm cavity length is stable up to about a nanometre,
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Figure 3.7.: Drift of STIRAP two-photon detuning over time due to cavity ageing. The
solid line corresponds to Equation (3.3).

and even over years, it only changes by less than a micrometre.

3.2.3. Filtering and amplification
The power spectral density (PSD) of a laser can typically be described as the sum of a
narrow central peak (the carrier), and a broad but much lower Lorentzian noise pedestal.
The quality of a laser lock is determined by the achieved phase-noise spectrum. Locking
the laser to a narrow reference can make the carrier extremely narrow and its position
extremely stable, however it also causes additional phase noise at the edges of the lock
bandwidth [537]. These zones of increased phase noise are called servo bumps. Depend-
ing on the application, different frequency ranges are important: while for optical clocks,
it is mostly the low-frequency phase noise (Hz-level and below) that matters, coherent
addressing of qubits is often limited by phase noise at much higher frequencies [538–
540].

As STIRAP efficiency is strongly influenced by phase noise, understanding and opti-
mising it requires knowledge of the laser performance. In our case, this is measured via
the power spectrum of the in-loop PDH error signal. From this, the phase-noise power
spectral density L(ω) can be determined as described in [541]. At sufficiently high fre-
quencies and small modulation, the integral of L(ω) is equal to the total power in the
phase-noise pedestal Pφ . This method of measuring phase noise is fundamentally lim-
ited for two reasons: first, it is based on the in-loop error signal, which is created by the
reference cavity. This means that any errors caused by the cavity itself can not be seen.
Second, at sufficiently low frequencies, the actual signal is overwhelmed by 1/ f -noise of
the lock electronics. This means that the method is only reliable at frequencies down to
roughly 10 kHz. However, measuring phase noise in a manner that avoids these problems
requires significant effort, e.g., constructing two identical lasers to create a beat signal,
and is not necessary for our application.
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Figure 3.8.: Power spectral density (PSD) of phase noise of the pump laser, L(ω), rela-
tive to the ULE reference cavity. This was determined from the measured power spectral
density of the PDH error signal. The PSD is shown in grey. The orange line corresponds
to the integrated PSD, with the integration beginning at high frequencies.

Figure 3.8 shows the result of the phase-noise measurements on the 805-nm laser. The
servo bumps are situated at frequencies of 2π × 1.2MHz. The integrated power of the
laser’s phase noise pedestal is almost exclusively in these servo bumps and is about 0.6%
of the total laser power. Due to the limitations mentioned above, we are not able to de-
termine the carrier linewidth, however judging from previous measurements on similarly
stabilised lasers, 1 kHz is a reasonable estimate.

The servo bumps are located in an especially problematic frequency range, see also
Section 3.3.3. Hence, it is important to suppress them, which we achieve by sending the
light through two optical filter cavities. These have a medium finesse of F = 4430(14)
and F = 5110(30) for the 1134-nm and the 805-nm light, respectively. This offers a
compromise between noise reduction and simplicity of locking. Using piezo-driven mir-
rors, the filter cavities are PDH-locked to be resonant with the laser frequency. A Faraday
isolator before the input of each filter cavity reduces detrimental back-reflection into the
ULE-cavity setup. Theoretically, a reduction of the servo-bump noise power by 22 dB is
expected. On the downside, the filter cavities reduce the available laser power by about
50%, as not all light can be coupled through them. They also increase intensity noise
because acoustic vibrations of the cavity can not be completely compensated by the lock.

After filtering, the 1134-nm light is injection-amplified to a total power of 105 mW
using an anti-reflection-coated gain chip (GC-1180-100-TO-200-B, Innolume). It is
then sent into a second-harmonic-generation module, which contains a single-pass
periodically-poled lithium-niobate waveguide (HC Photonics). It produces 3 mW of
567-nm laser power. Optionally, the 805-nm light can also be amplified using a tapered
amplifier (EYP-TPA-0808, Eagleyard). Though this is not necessary, as sufficient power
can be reached without amplification, it does allow for larger STIRAP beam sizes and
reduces intensity noise caused by the filter cavity.
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Finally, both beams are sent to the experimental chamber through acousto-optical mod-
ulators, which allow us to create the desired pulse shape for STIRAP. Shutters are addi-
tionally used to completely block the beams while they are not needed, as even very small
leakage could otherwise lead to reduced molecule lifetime. As shown in Figure 3.4, the
STIRAP pulse shape is given by

I(t) =

{
I0 cos2 (πt/2τ) , −τ < t < τ

0 otherwise
(3.4)

with the peak intensity I0. The beam intensities are independently chosen to achieve
comparable Rabi frequencies of around 2π × 2.5MHz. For the transfer to the ground
state, the Stokes pulse precedes the pump pulse by τ , for the reverse transfer they are
interchanged. For both pump pulses, one half is cut off, which simplifies our experimen-
tal control without disturbing the transfer. Immediately after each transfer, we quickly
change the dipole-trap power in order to compensate for the smaller ac polarisability of
ground-state molecules compared to Feshbach molecules. Otherwise, the sudden change
in trap confinement would lead to breathing oscillations and subsequent heating of the
molecule sample. With this procedure, we can reduce the sudden change in the trapping
potential to a point where the recoil momentum imparted by the STIRAP itself becomes
the dominant source of heating.

3.3. Results

3.3.1. Spectroscopy of the pump and Stokes
transitions

In the first step of our experiments, we identified the intermediate state |E〉 by photoas-
sociation spectroscopy on Feshbach molecules, as demonstrated in Reference [24]. Be-
cause the target state has mF =−5/2 character, the pump beam was σ−-polarised. Con-
sistent with previous measurements, we located the dip corresponding to this state at
2π×372554391(1)MHz. This number was determined by beating the laser with an op-
tical frequency comb. In the following, the pump laser frequency is given as a detuning
∆p relative to this transition.

To find the Stokes frequency, we performed dark-state spectroscopy of the ground state
by illuminating Feshbach molecules with both lasers simultaneously for 200µs. The idea
of this measurement is that the Stokes beam causes a light shift on the excited state, which
is sufficient to prevent photoassociation at the frequency where the pump beam would
otherwise be resonant with the |FB〉 ↔ |E〉 transition. By keeping the pump light on the
unperturbed resonance and scanning the Stokes frequency, a narrow peak in molecule
number can be observed when the Stokes beam becomes resonant. Our measurements
were performed with intensities of 5W/cm2 and 4mW/cm2 for the pump and Stokes
beam, respectively. Depending on the frequency and polarisation of the two beams, dif-

83



-11/2

-7/2

-3/2

0

3/2

7/2

11/2

m
F

mI, K

-4
-3

-2
-1

0
1

2
3

4
mI, Na

3/2
1/2

-1/2
-3/2

a

-100 0 100 200 300 400 500

Stokes detuning ¢S/(2π) (kHz)

0

1

2

M
ol

ec
ul

e 
nu

m
b

er
 N

 (1
04

)

b

Figure 3.9.: Dark-state spectroscopy of the ground state. (a) Hyperfine structure of the
rovibrational ground state. States with mF = −5/2 (orange) can be reached from |E〉
via π-transitions. States with mF = −7/2 (grey) can be reached via σ−-transitions.
(b) Two-photon spectra for parallel polarisation of the Stokes beam, corresponding to
π-transitions (orange), and for orthogonal polarisation, corresponding to σ±-transitions
(grey). Frequencies are given as a Stokes detuning ∆S, i.e., relative to the |E〉 ↔ |G〉
transition which corresponds to 2π×528805718MHz.
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ferent hyperfine states of the rovibrational ground state can be seen.
The absolute ground state of 23Na40K is unusual in that it is not a hyperfine-stretched

state: due to the inverted hyperfine structure of 40K, the energetically lowest mF -level
of this isotope is the most negative one, while it is the opposite for 23Na. Therefore, to
reach the absolute ground state, with mF =−5/2, from |E〉, a π-transition is needed. Fig-
ure 3.9 shows an overview of the hyperfine states as well as the results of the dark-state
spectroscopy, both for a π- and a σ−-polarised Stokes beam. The Stokes transition fre-
quency to reach the absolute ground state |G〉 was found to be 2π×528805718(1)MHz.
The detuning of the Stokes laser from this frequency is denoted by ∆S. Throughout this
measurement, the pump detuning remained constant, such that the two-photon detun-
ing δ = ∆S − ∆p was changed together with the Stokes detuning and the one-photon
detuning ∆ = ∆p was always zero. From these results, we found a binding energy of
5212.04443(3)cm−1 for |G〉, relative to the hyperfine centre of mass of the free atoms,
again consistent with the value found in [24].

3.3.2. Determination of Rabi frequencies
Next, we determined the Rabi frequencies associated with the two transitions. This was
done with two-photon spectroscopy of Feshbach molecules with a high Stokes-beam in-
tensity of 50W/cm2 at ∆S ≈ 0. Hence, for this measurement, the condition δ = ∆ was
always fulfilled. While the Stokes beam remained on, the pump beam was added for
50µs and its detuning ∆p was scanned. In contrast to the dark-state spectroscopy, which
is done by scanning ∆S, and with much lower Stokes power, this results in spectra with
two distinct dips and a revival in between, as shown in Figure 3.10. At the two-photon
resonance (δ = ∆ = 0), the molecules are preserved, but this becomes less efficient for
stronger pump detunings until the molecule number again goes to zero at a detuning equal
to half the Rabi frequency. The shape of the feature is given by [524, 542]

N = N0 exp
(
−tΩ2

p
4Γδ 2

|Ω2
S +2iδ (Γ+2i∆)|2

)
, (3.5)

where N and N0 are the remaining and initial molecule numbers, Γ is the natural linewidth
of |E〉, and t is the duration of the pump pulse. This shows that the width of the broad loss
feature and the revival peak is related to the Rabi frequencies of the two beams, which can
therefore be determined accurately by fitting this equation to the spectra. The equation
describes the lineshape both in the regime of electromagnetically induced transparency
(EIT), which is purely an interference effect between the two beams, and Autler–Townes
splitting, which does not require interference. Since in our case Γ ≈ ΩS, we are in an
intermediate regime between the two [542]. Here, we keep the convention of naming the
transitions “pump” and “Stokes”, as is typical for STIRAP, even though in the context of
the measurements in this section, they are usually called “probe” and “coupling” [542].

We repeated this measurement at multiple values of the magnetic field to determine
the dependence of the Rabi frequencies on the closed-channel fraction of the Feshbach
molecules. For this, an additional B-field ramp was performed after the completion of the
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Figure 3.10.: Two-photon spectrum for determining Rabi frequencies with ∆S ≈ 0 at
B= 72.4G. The solid line is a fit of Equation (3.5), which yields Ωp = 2π×0.29(1)MHz,
ΩS = 2π×17.1(3)MHz, and Γ = 2π×11(1)MHz.

clearout. After this, we determined the normalised Rabi frequencies Ω̄p = Ωp/
√

Ip and
Ω̄S = ΩS/

√
IS by fitting Equation (3.5) to the obtained spectra. Here, Ip (IS) stands for

the intensity of the pump (Stokes) beam. The normalised Rabi frequencies are directly
proportional to the respective transition dipole moments, with 1kHz/

√
mW/cm2 corre-

sponding to a transition dipole moment of 9.00× 10−4 ea0. As expected, we found that
Ω̄p is proportional to the closed-channel fraction, but Ω̄S is almost independent of it (see
Figure 3.11). This confirms that |E〉 and G〉 are only weakly affected by B-field changes,
but in the vicinity of the resonance, small changes of B can greatly affect |FB〉, changing
its coupling to |E〉.

Extrapolating our results to the case of a closed-channel fraction near zero, we
found Ω̄p = 2π × 0.8kHz/

√
mW/cm2 is consistent with previous measurements of

the pump transition dipole moment where rf association was used [24]. However,
at B = 72.4G, which corresponds to a closed-channel fraction of 84%, we found
Ω̄p = 2π × 6.3(4)kHz/

√
mW/cm2, which is 14 times larger. Considering that the

Rabi frequency scales with the square of the light intensity, this means that the same
STIRAP efficiency can be achieved with less than 1% of the laser power. Hence, while
previous implementations of STIRAP with the same intermediate state required the use
of either a Ti:sapphire laser [299] or a tapered amplifier [543], we have the possibility to
work directly with unamplified light from a diode laser. Amplification can still be used to
allow larger beam sizes, for example to perform STIRAP during time of flight rather than
on a trapped sample.

The measured excited-state linewidth, Γ = 2π×11(1)MHz, is also consistent with the
value found by Park et al. [299], however this is surprisingly not the case for the nor-
malised pump Rabi frequency. We found this to be Ω̄S = 2π×142(8)kHz/

√
mW/cm2,

which is six times larger than reported there, though the results should be similar. There
is not yet a satisfactory answer to this question, but measurements made at USTC are con-
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Figure 3.11.: Rabi frequencies depending on closed-channel fraction, determined from
two-photon spectra. (a) Normalised pump Rabi frequency Ω̄p. The solid line is a
linear fit, which yields a slope of 2π × 6.6kHz/

√
mW/cm2 and an offset of 2π ×

0.8kHz/
√

mW/cm2. (b) Normalised Stokes Rabi frequency Ω̄S. Error bars represent
one standard deviation of the fit.
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Figure 3.12.: One-way STIRAP efficiency η depending on pulse duration, Rabi frequen-
cies, and presence of filter cavities. The lines are fits of Equation (3.6). Grey triangles
were taken with no filter cavities, orange diamonds with both filter cavities, blue squares
with only the pump filter cavity. In all the datasets above, the Rabi frequencies were
Ωp = ΩS = 2π × 2.2MHz. Red circles were taken at Ωp = ΩS = 2π × 2.8MHz with
both filter cavities. Here, η = 80% was achieved. Error bars denote the standard error of
the mean of three repetitions. For the fit results, see Table 3.3.

sistent with our results [543]. Table 3.2 gives an overview of transition dipole moments,
excited-state linewidths and efficiencies which have been achieved in similar systems,
providing some context to this result.

3.3.3. STIRAP and laser noise reduction
With knowledge of the pump and Stokes transition frequencies, we used the STIRAP
pulse sequence (see Figure 3.4) to transfer Feshbach molecules into the absolute ground
state |G〉= |X1Σ+,v = 0,J = 0,mI,Na = 3/2,mI,K =−4〉. For this, the lasers were tuned
to ∆ = δ = 0. Initially, we attempted STIRAP without any filtering, and observed a strong
dependence of the one-way STIRAP efficiency η on the pulse duration τ , as well as an
overall low one-way efficiency of η = 64%. As seen in Figure 3.12, the filter cavities
improved the transfer efficiency up to 80%.

The relatively low efficiency obtained with the unfiltered lasers can be explained with
the theoretical framework developed by Yatsenko et al. [544, 545] to describe the effect
of laser noise on STIRAP. From a simplified version of their results, we expect

η = exp
(
−π2Γ

Ω2τ
− τ

4
(Dp +DS +Γp +ΓS)

)
. (3.6)

Here, Dp/S are the FWHM laser linewidths, and Γp/S are effective linewidths correspond-
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Table 3.2.: Overview of experimentally investigated STIRAP schemes from Feshbach states to X1Σ+ rovibrational ground states of
bialkali molecules. The pump and Stokes laser wavelengths are denoted by λp and λS, respectively. Note that STIRAP has not yet been
demonstrated for some of the listed transition pairs.

Molecule Interm. state λp (nm) λS (nm)
Ω̄p

2π

(
kHz√

mW/cm2

)
Ω̄S

2π

(
kHz√

mW/cm2

)
Γ

2π
(MHz) η Sources

6Li40K A1Σ+ a 1119 665 2.7(2) 12(2) 5 – [546]
23Na39K c3Σ+ ∼ B1Π 816 572 – 65.2 6 70% [547, 548]
23Na40K c3Σ+ ∼ B1Π 805 567 0.45(10) 25(5) 9(1) 78% [24, 299, 549]
23Na40K d3Π∼ D1Π 652 487 0.6 6 20 50% [524]
23Na40K c3Σ+ ∼ B1Π 805 567 6.3(4) 142(8) 11(1) 80% [527]
23Na87Rb b3Π∼ A1Σ+ 1248 769 1.01 23.2 0.67 93% [301, 302, 389]
23Na87Rb B1Π∼ c3Σ+ 803 574 3.4 100 6 – [550]
23Na133Cs c3Σ+ ∼ B1Π 922 635 10.1(13) 257(3) 120 82% b [370]
40K87Rb 23Σ+ ∼ 11Π 968 689 6(2) 13(3) – 89% [27, 229, 309]
87Rb133Cs b3Π∼ A1Σ+ 1557 977 0.84(24) 2.76(67) 0.135(10) c 92% [293, 551]

a A Feshbach state with a strong singlet contribution was used, avoiding the need for singlet-triplet mixing in the intermediate state.
b This efficiency was achieved with off-resonant Raman scattering rather than with STIRAP.
c Reference [551] reported a different value of Γ = 2π×35(3)kHz.
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Table 3.3.: Results of the fits of Equation (3.6). The values for Ptot are determined using
Equation (3.7).

Filter cavities Ωp = ΩS Γtot Ptot

None 2π×2.2MHz 2π×7.2kHz 4.6×10−2

Only pump 2π×2.2MHz 2π×2.5kHz 1.6×10−2

Both 2π×2.2MHz 2π×1.0kHz 6.5×10−3

Both 2π×2.8MHz 2π×1.6kHz 6.7×10−3

ing to the broadband phase-noise pedestals of the two lasers. The first term inside the
exponential function corresponds to loss caused by non-perfect adiabaticity of the trans-
fer.

The terms Γp and ΓS can be analytically calculated under the assumption of a specific
shape of the noise pedestal. For the case of a Lorentzian shape, they are given by [545]

Γi =
Ω2

i GiPi

4G2
i +2GiΓ+Ω2

i
, (3.7)

where i is replaced by p or S. Here, Ω stands for the peak Rabi frequency, G for the
FWHM of the laser noise pedestal, and P for the total noise power fraction, i.e., the sum
of the phase and intensity noise power fractions of the respective laser. In our case, we
expect this description to be only qualitatively correct, since the shape is dominated by
the servo bumps and is far from being Lorentzian. In the following, we assume that
Dp = DS = 2π×1kHz, a typical value likely limited by fibre noise and vibrations of the
ULE cavity, which affect the two lasers similarly [552].

According to this model, the transfer efficiency is affected most strongly for pedestal
widths near the Rabi frequency. This effect becomes stronger for longer pulse durations,
creating a tradeoff with the adiabaticity criterion. This makes intuitive sense, as noise far
above Ω will average out over typical pulse time scales, and noise far below Ω will show
up as a constant frequency offset. This problem can be reduced by increasing Ω, however
the line-broadening caused by this can create other problems such as unwanted addressing
of off-resonant hyperfine levels [549]. The most promising option for increasing η should
therefore be to reduce phase-noise contributions at frequencies close to Ω, i.e., to remove
the servo bumps from the laser spectra.

As the data in Figure 3.12 shows, this was indeed the case in our system: By adding
filter cavitites, we could not only increase η , but also the optimal value of τ , which went
from 15µs to 25µs. While filtering only the pump laser already showed some effect, the
best results were found with both filter cavities. By fitting Equation (3.6) to our data,
using the known peak Rabi frequencies and the excited-state linewidth, we determined
Γtot = Γp +ΓS. The results are shown in Table 3.3.

A comparison of these results to the prediction of Equation (3.7) shows that the ex-
pected and measured efficiencies agree qualitatively. Though for a laser lineshape that
is dominated by servo bumps, G is not a well-defined quantity, it is reasonable to use
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G= 2π×1.2MHz, because the noise power decays very quickly beyond the servo bumps.
From this and the fitted values of Γtot, we obtained the total noise power fraction Ptot =
Pp+PS as shown in Table 3.3. For each laser without filter cavity, we expect a phase-noise
power fraction Pφ = 6× 10−3 as well as a contribution from intensity noise which is of
similar magnitude. The fitted value of Ptot = 4.6×10−2 thus agrees reasonably well with
the model for the case without filter cavities. The filter cavities appear to provide less
than the expected 22 dB reduction of total phase noise power. This could be due to the
additional intensity noise that they cause. Alternatively, Dp or DS might be larger than
2π×1kHz, which would lead to an underestimation of the effect of the filter cavities. In
this case, fibre-noise cancellation as described in Reference [552] would be desirable.
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Examined in sufficient detail, the spectrum of every
diatomic molecule is full of surprises.

—H. Lefebvre-Brion and R. W. Field [3]

4. Near-resonant dipole trapping

Optical dipole traps are an enormously important tool for experiments. They are easily
and precisely controllable, both in shape and depth, which is often not the case for other
trap types. They also work for a wide variety of atomic or molecular species because their
function only depends on the existence of electric-dipole transitions in the spectrum of the
trapped particle. This chapter describes the development and testing of a near-resonant
dipole trap for molecules, which allowed us to realise well-controlled, rotational-state-
dependent dipole potentials. It is based on the publication [553].

4.1. The X1Σ+↔ b3Π0 transition
In principle, optical dipole traps can be realised at any frequency, but using large detun-
ings, on the order of many terahertz below the lowest optical dipole transition, is most
common. The response of an atom or molecule to an external laser field can be described
by two quantities: the polarisability and the photon-scattering rate. For a given state, we
can enumerate all electric dipole transitions by an index i, each with a resonance posi-
tion ωi and a linewidth Γi. Then, in the rotating-wave approximation, the polarisability is
given by [73]

α =
Udip

I
=−∑

i

3πc2

2ω3
i

Γi

∆i
, (4.1)

where I is the laser intensity, and ∆i its detuning from the transition i. Udip denotes the
trap potential.

In contrast to the polarisability, the photon-scattering rate scales inversely quadratically
with the detuning:

γsc =
Γsc

I
= ∑

i

3πc2

2h̄ω3
i

(
Γi

∆i

)2

. (4.2)

This means that, at sufficiently high power and large detuning, deep traps can be re-
alised with a low scattering rate. For molecules, this typically implies working far red-
detuned from the lowest electronic transition, which means there is no need to worry about
the complex level structure. Otherwise, reaching large detuning from any one transition
would only lead to approaching another. Then, the condition ∆i� Γi is fulfilled, meaning
that the polarisability is almost independent of the laser frequency.
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While this simplifies working with dipole traps both conceptually and practically, this
comes at the cost of control over some important degrees of freedom: when working
with multiple internal states of a molecule, the polarisability of these can not be chosen
independently by changing the dipole-trap laser frequency as long as the smallest ∆i is
much larger than the separation between these states.

However, the ability to independently control the trap depth for multiple states is highly
desirable. For example, it allows creating a magic trapping condition, where the polar-
isability of two internal states is equal [319, 554–556]. This is a requirement for long
coherence time in Ramsey experiments, which is important, e.g., for atomic and molec-
ular clocks [557–559]. Another relevant case is the tune-out condition, where the po-
larisability of one state vanishes while the other remains finite [560, 561]. Such highly
state-dependent potentials allow independent control of the two states, a useful ability in a
wide variety of experiments [562–564]. Tune-out wavelengths also enable novel cooling
schemes [565], and precision measurements of atomic structure [566–571].

For polar molecules, one of the most important and difficult experimental challenges
is manipulating their rotational states, because this allows controlling the dipole-dipole
interactions. The difficulty arises from the anisotropic coupling between molecules and
the laser field. This means that in Equation (4.1), the linewidths Γi depend on the light
polarisation and this dependence can be different for each rotational level. Hence, at a
given polarisation, the polarisability of two rotational levels can be completely different,
even if the energy difference between them is much smaller than the detuning. On top
of this, there are additional higher-order terms such that the energy shift no longer scales
linearly with I. These effects have previously been used to engineer magic conditions,
however this comes at the cost of high sensitivity to fluctuations of the polarisation angle
or intensity, which limits rotational coherence [319, 381, 572–574]. Tune-out conditions
have previously not been demonstrated at all for polar molecules.

We have demonstrated a simple, versatile, and stable way to achieve arbitrary
rotational-state-dependent optical dipole traps for molecules. This is enabled by the
use of light at a detuning comparable to the rotational splitting of 5.6 GHz. Such de-
tunings, which are about 10000 times smaller than usual, can only be realised near a
transition with small Γi that is also isolated with no other transitions nearby. Luckily,
such transitions exist in 23Na40K because the minimum of the b3Π electronic potential is
significantly below the minimum of A1Σ+ (see Figure 1.6). Due to the different electronic
spins, transitions from X1Σ+ to b3Π0 are nominally dipole-forbidden, and it is only the
presence of spin-orbit coupling that allows them to occur. As spin-orbit coupling is quite
weak in this molecule, these transitions are extremely narrow.

Under these conditions, α becomes strongly frequency-dependent. This allows us to
create tune-out and magic conditions for rotational states of molecules by controlling the
laser frequency. Any intermediate polarisation ratio can be achieved in between these
two extreme cases. In addition, the scheme is first- and second-order insensitive to the
polarisation angle and intensity of light, which are both much harder to precisely control
than the laser frequency.

In our experiments, we use 23Na40K in its rovibrational ground state |X1Σ+,v =
0,R = 0〉 as well as the first rotationally excited state, |R = 1,mR = 0〉. In the fol-
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lowing, they will be called |0〉 and |1〉, respectively. The rotational-state dependent
dipole trap is realised with laser light slightly detuned from the |X1Σ+,v = 0,R = 0〉 ↔
|b3Π0,v′ = 0,R′ = 1,m′R = 0〉 transition (subsequently called the X ↔ b transition),
which was previously studied in References [23, 575]. This transition is located at
ω0 = 2π × 346.12358(7)THz, corresponding to a wavelength of λ = 866.1428(3)nm.
Its linewidth is Γ = 2π×301(10)Hz. As Figure 4.1 shows, tune-out conditions for both
states as well as a magic condition can be achieved here within a frequency range of less
than 10 GHz.

The polarisabilities α0 and α1 of a molecule in |0〉 or |1〉, respectively, at a small de-
tuning ∆ from the X ↔ b transition can be described by

α0 =−
3πc2

2ω3
0

Γ

∆
+αiso, (4.3)

α1 =−
3πc2

2ω3
0

(
Γcos2 θ

∆+2(B+B′)/h̄
+

1
5

Γ(cos2 θ +3)
∆−2(2B′−B)/h̄

)
+αiso +αang(θ), (4.4)

if ∆ is much larger than the hyperfine structure of the resonance. Here, all the terms corre-
sponding to other, far-detuned transitions have been consolidated into the two background
terms αiso and αang(θ), which are approximately frequency-independent over the relevant
frequency range. The terms which are independent of light polarisation are collected in
αiso, all others in αang(θ), where θ denotes the angle between the light polarisation and
the quantisation axis, which is given by the direction of the dc electric field. The rotational
constants of the ground and excited state are denoted Brot and B′rot, respectively.

The background polarisability terms can be expressed as [381, 555, 576]

αiso =
1
3

(
α
‖
bg +2α

⊥
bg

)
, (4.5)

αang =
2
15
(
3cos2(θ)−1

)
(α
‖
bg−α

⊥
bg), (4.6)

where α
‖
bg and α⊥bg are the background parallel and perpendicular polarisabilities. The

photon-scattering rate per unit intensity of molecules in |0〉 near the X ↔ b transition is
given by

γsc =
3πc2

2h̄ω3
0

ΓΓe

∆2 . (4.7)

Here, Γe is the natural linewidth of the excited state, which is the inverse of its lifetime.
Note the difference to Γ, the partial linewidth, which is a measure of the decay rate
into a specific state. Strictly speaking, there is also a constant background term in this
expression, but it is not significant at the detunings studied here.
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Figure 4.1.: Overview of the rotational-state dependent trapping scheme near the X ↔ b
transition. (a) Level diagram of the NaK molecule near the X↔ b transition and two tran-
sitions to the same vibrational state from |1〉. (b) Sketches of the potential experienced
by |0〉 (dark blue) and |1〉 (bright blue) in a dipole trap at a tune-out condition for |0〉 (left
panel), a tune-out condition for |1〉 (center panel) and a magic condition (right panel).
(c) Polarisability versus laser frequency for |0〉 (dark blue) and |1〉 (bright blue), assum-
ing parallel light polarisation. Each pole corresponds to one of the transitions shown in
(a).
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4.2. Experimental setup
The measurements described in this chapter were all taken with an older version of the
apparatus, without the upgrades described in Chapter 3. In this setup, molecule associ-
ation is performed after preparing a mixture of about 105 23Na and 40K atoms each, at
a temperature of 300 nK. In contrast to the measurements taken with later versions of
the setup, we perform radiofrequency association at the 89.9-G Feshbach resonance. The
radiofrequency pulse is applied at a magnetic field of 85.4 G in the vertical (z) direction,
creating about 104 molecules in the Feshbach state |FB〉. We then use STIRAP as de-
scribed in Reference [524] to bring them to the rovibrational ground state |0〉. Note that
this method yields molecules in the hyperfine state |mI,Na = −1/2,mI,K = −4〉, which
is not the absolute ground state. After STIRAP, we remove all unassociated atoms with
short pulses of resonant light.

The molecules can be created either in a far-detuned crossed-beam optical dipole trap
or in a 1D or 3D optical lattice. The crossed dipole trap consists of a 1064-nm and a 1550-
nm laser beam intersecting orthogonally in the horizontal (x-y) plane. The 1D lattice is
formed by a retroreflected 1550-nm laser beam and is magic for the |0〉 ↔ |1〉 transition.
The magic condition is achieved by tilting the lattice polarisation by 54° with respect to
the electric field, which points along the y-direction [381]. The electric field of 86 V/cm
serves to decouple the rotational and hyperfine structure from the trapping light field.
It is generated by four rod electrodes inside the ultra-high vacuum chamber which are
connected to ultrastable high-voltage amplifiers (see Reference [525] for more details on
the electrodes). The 3D lattice is used to suppress collisional loss in experiments that
require long molecule lifetimes. It is formed by two retroreflected 1064-nm beams in the
x-y-plane in addition to the 1550-nm beam along the z-axis.

To probe the response of molecules to light near-detuned from the X ↔ b transition,
we focus an additional beam at a corresponding frequency onto the molecules along the
z-direction, with a small 1/e2 beam radius of 75 µm. In the following, this is called the
866-nm beam. It is provided by a Ti:sapphire laser (MBR-110, Coherent), which allows
simple tuning of the frequency over many gigahertz. For frequency stabilisation, the laser
is locked to a wavelength meter (WS-7, HighFinesse) with a systematic frequency error
of 50 MHz. This is the dominating source of error for most frequency measurements
described in this chapter. Except in the measurements to determine the polarisation de-
pendence of the differential polarisability, the polarisation of the 866-nm beam is always
at an angle of 4(2)◦ to the y-direction, almost parallel to the dc electric field.

4.3. Tune-out frequency

We first measured the tune-out detuning ∆
|0〉
0 for the |0〉 state with molecules in the crossed

dipole trap by parametric heating. In addition to the trap, the 866-nm beam was turned
on for 160 ms with a strong intensity modulation at a frequency of 110 Hz. As this is the
strongest heating resonance of the trap, the modulation heats the sample, which is easily
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Figure 4.2.: Determination of the tune-out detuning for |0〉 by measuring cloud size after
parametric heating. The solid line is a fit of Equation (4.8) used to find the minimum.

detectable. At the tune-out frequency, this effect must vanish. After heating, we mea-
sured the molecule cloud size by determining the root-mean-squared size of the density
distribution, r, after 0.6 ms time of flight. The heating process depends on the sample
temperature as well as the modulation amplitude and modulation frequency. When the
temperature of the molecules is much smaller than the trap depth and the modulation is
weak, the effect of heating can be described as a linear increase in the sample’s energy
at a rate Sα2

0 (∆)I
2
mod, where S depends on the modulation frequency and initial tempera-

ture and Imod is the intensity-modulation amplitude [577]. For the case of strong heating,
the temperature quickly saturates to an equilibrium where the heating is balanced by hot
molecules escaping from the trap. However, for α0(∆)≈ 0, the linear model is still valid.
The expression for the cloud size r after modulating the 866-nm beam power at a given
modulation frequency for a fixed time then reads

r(∆) = r0 +χ

(
1
∆
− 1

∆
|0〉
0

)2

. (4.8)

Here, r0 is the initial cloud size and χ is a constant which contains the dependence on
intensity, modulation time and modulation frequency. As shown in Figure 4.2, we used
this expression with r0, χ , and ∆

|0〉
0 as fit parameters to determine the detuning at which

the minimum of heating occurs and thereby found the tune-out detuning ∆
|0〉
0 = 2π ×

3.85(8)GHz.

4.4. Magic frequency
The magic detuning was measured via Ramsey spectroscopy of the |0〉 ↔ |1〉 transition,
which consists of two resonant π/2 microwave pulses separated by a free evolution period
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Figure 4.3.: Example data for determination of the magic detuning via Ramsey spec-
troscopy. Data were taken after 0.4 ms free evolution time at detunings ∆ = 2π ×
9.85GHz (bright circles) and ∆ = 2π × 10.15GHz (dark circles). Error bars denote the
standard error of the mean. The solid lines are fits of Equation (4.9).
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Figure 4.4.: Determination of the magic detuning ∆m via Ramsey spectroscopy. Bright
(dark) blue circles are experimentally measured contrast after free evolution time t =
0.4ms (1.0ms) in the presence of 866-nm light. Lines are Lorentzian fits to the respective
data sets, used to determine the centre. Error bars denote one standard deviation of the
fit.
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Figure 4.5.: Contrast in Ramsey spectroscopy after variable free evolution time. (a) With
866-nm light turned on, (b) with 866-nm light turned off. Blue points denote contrast
data, blue lines are Gaussian fits used to determine the T2 coherence time. The grey
shaded area indicates the contrast bias caused by molecule-number fluctuations. Open
circles denote data points that were ignored in the fit due to this bias (see Reference
[381]).

with duration t. We varied the phase φ of the second microwave pulse for a given t to
obtain Ramsey fringes. During the free evolution period, the 866-nm beam was turned
on, such that a differential light shift caused by it reduced the observed coherence time.
The fringe contrast C and initial phase φ0 were determined by fitting the function

N(φ) =
Ntot(t)

2
(1−C(t)cos(φ +φ0)) (4.9)

where N is the number of molecules in |0〉, to the measured molecule numbers (see Figure
4.3). This allowed us to determine the magic point by measuring the remaining fringe
contrast after t = 0.4ms and t = 1.0ms. By fitting a Lorentzian to the contrast data as
shown in Figure 4.4, we determined the magic detuning to be ∆m = 2π×10.15(6)GHz.

Figure 4.5 shows the reduction of contrast over time due to the influence of various
sources of decoherence. The time constant for a superpositon of |0〉 and |1〉 to evolve into
a mixed state, such that the coherence disappears, is called the T2 time. For the case of
dipolar particles in a trap, the contrast decay over time is expected to be Gaussian [381].
The T2 times extracted from these data in presence and absence of 866-nm beam are
0.75(4) ms and 0.81(7) ms, respectively. This shows that the dephasing is dominated by
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factors not related to the presence of the 866-nm light. The strongest factor is instead
electric-field inhomogeneity, which would limit T2 to 1.3 ms in the best-case scenario. The
precision of this estimate is limited, because it is difficult to measure the actual electric-
field distribution at the molecule position. Hence, the agreement with the measurements is
reasonable. There are also a number of other sources of decoherence, including errors of
the frequency and polarisation angle, second-order polarisability, and dipolar interaction,
which have a much smaller effect. More details about these can be found in supplemental
material of our paper [553].

In comparison, in our earlier publication [381] we realised a much longer coherence
time of about 5 ms under comparable conditions. This was possible due to an additional
set of electrodes, which were used to compensate electric field gradient and curvature.
In the experiments shown here, these electrodes were no longer present, leading to much
larger inhomogeneity.

4.5. Intensity calibration
Accurate determination of α and γsc at arbitrary frequencies, rather than only at zero-
crossings, requires knowledge of the intensity of the 866-nm beam. As this beam goes
through a complicated imaging setup and its shape can not be measured in situ, this re-
quires a calibration of the intensity using the molecular response. However, with an un-
known polarisability, it is not obvious how to obtain that. For this purpose, we determined
another intensity-independent point on the polarisability curve, specifically the detuning
∆? where molecules in the Feshbach-molecule state |FB〉 and the rovibrational ground
state |0〉 experience the same light shift. Knowing two points on the curve of α0(∆) then
uniquely determines Γ and αiso.

To do this, we first measured the resonant STIRAP two-photon detuning with the 866-
nm light turned off. We then observed the reduction of STIRAP efficiency caused by
adding 866-nm light at various values of ∆, which has an effect on both the |FB〉 and |0〉
states. As the shift of |FB〉 is constant, but that of |0〉 is strongly frequency-dependent,
there exists a point at which they cancel out, which means the STIRAP efficiency is
maximal. Because |FB〉 is a very weakly bound state, its polarisability can be com-
puted as αFB = h×76.26Hz/(W/cm2) by summing the polarisabilities of the constituent
atoms [73, 578, 579]. To determine ∆? from the data, we modelled the drop in conversion
efficiency due to the shift of the STIRAP two-photon resonance as

N = N0
Γ2

s/4
Γ2

s/4+(I(α0(∆)−αFB)/h̄)2 , (4.10)

where N0 is the molecule number at resonant STIRAP, and Γs is the linewidth of the
STIRAP two-photon resonance. To obtain a fit function, the general form α0(∆) = A/∆+
αc was inserted into Equation (4.10), and N0, Γs, A, and αc were used as fit parameters
(see Figure 4.6). We found ∆? =−2π×6.78(17)GHz.

From the values of ∆?, ∆
|0〉
0 , and ω0, we then computed the partial linewidth of the X↔
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Figure 4.6.: Magic condition for |FB〉 and |0〉. The STIRAP two-photon detuning was
set to the resonance frequency as determined with no 866-nm light. Data points were
taken with 866-nm light turned on at various values of ∆ during STIRAP. The solid line
is a fit of Equation (4.10). Error bars denote the standard error of the mean.

b transition Γ, as well as the isotropic background polarisability αiso via Equation (4.3).
To find the background polarisability terms α

‖
bg and α⊥bg, we used the known form of α0(∆)

as well as Equations (4.5)–(4.6) and required the differential polarisability α0↔1(∆m) = 0.
This allowed us to compute the expected frequency of the two tune-out points of |1〉, one
on the left side and one on the right side of the R = 1↔ R′ = 2 transition. From Γ

and the background polarisability terms, we expect these points to be at ∆
|1〉,l
0 = −2π ×

8.93(15)GHz and ∆
|1〉,r
0 = 2π×7.95(15)GHz.

With αiso known, I can be determined from the shift of the STIRAP transition in the
presence of the 866-nm beam at varying power settings. We did this at a large detuning
∆ = 2π × 80GHz, α0 to avoid confounding frequency errors. Specifically, we used the
value α0(2π×80GHz) = h×47(1)Hz/(W/cm2). The intensity was then determined via
the relation

h̄δωFB↔0(I,∆) = (αFB−α0(∆))I. (4.11)

This yielded the result 2700(100)W/cm2 at 100% relative power.

4.6. Polarisability measurements
In the next step, we confirmed the shape of the α0(∆) curve by measuring ground-state
polarisability at varying detunings. This was again done by observing the shift of STI-
RAP two-photon detuning that occurred when turning the 866-nm beam on during one
of the STIRAP pulses. Example data is shown in Figure 4.7(a). The shift of two-photon
detuning is equal to the differential light shift h̄δωFB↔0(I,∆) between the |FB〉 and |0〉
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Figure 4.7.: Example data for polarisability measurements. (a) Determination of α0 via
STIRAP two-photon resonance shift. The 866-nm beam was turned on during STIRAP.
Dark red points were taken at ∆=−2π×2GHz and I = 1200W/cm2. (b) Determination
of differential polarisability α0↔1 via microwave spectroscopy. Dark red points were
taken at ∆ = 2π × 3GHz and I = 69W/cm2. In both (a) and (b), the bright points are
calibration measurements taken without 866-nm light. Solid lines are Lorentzian fits.
Error bars denote the standard error of the mean.
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Table 4.1.: Properties of the X ↔ b transition and the b3Π0 state.

Quantity Value
ω0 2π×346.12358(7)THz
Γ 2π×301(10)Hz
Γe 2π×13.0(5)kHz

α
‖
bg h×105(3)Hz/(W/cm2)

α⊥bg h×20(1)Hz/(W/cm2)

B′rot h×2.79(2)GHz

∆
|0〉
0 2π×3.85(8)GHz

∆
|1〉,l
0 −2π×8.93(15)GHz

∆
|1〉,r
0 2π×7.95(15)GHz

∆m 2π×10.15(6)GHz
∆? −2π×6.78(17)GHz

states. From this, we obtained α0(∆) via

α0(∆) = αFB− h̄δωFB↔0(I,∆)/I. (4.12)

The precision of this method was limited by drifts of the STIRAP laser frequency, which
we compensated as far as possible by regular calibration measurements without 866-nm
light.

The differential polarisability α0↔1(∆) was measured in a more stable way, namely
microwave spectroscopy. After the association of molecules in the state |0〉 in the magic
1D lattice, their rotational state can be changed to |1〉 via a resonant microwave π-pulse
with a duration of 35 µs. This can be observed as molecule loss because molecules in |1〉
are not resonant with the reverse STIRAP. The light shift h̄δω0↔1(∆) of the |0〉 ↔ |1〉
transition caused by the presence of 866-nm light during the microwave pulse then yields
α0↔1(∆) by

α0↔1(∆)≡ α1(∆)−α0(∆) = h̄δω0↔1(∆)/I. (4.13)

Example data from a scan of the microwave transition frequency is shown in Figure 4.7(b).
For all polarisability measurements, the intensity of the 866-nm light was chosen in

order to achieve a compromise between the magnitude of the light shift and the inhomo-
geneous broadening caused by the finite size of the 866-nm beam. For the measurements
of α0, intensities between 360W/cm2 and 2200W/cm2 were used. The measurements
of α0↔1 were performed at intensities between 69W/cm2 and 550W/cm2. The obtained
results, both for the ground-state and differential polarisabilities, match well with the ex-
pected curves as can be seen in Figure 4.8. The location of the poles of Equation (4.4) and
the known ground-state rotational constant Brot were used to determine the excited-state
rotational constant B′rot. A summary of all the measured quantities is given in Table 4.1.

Finally, the polarisation dependence of the background term αang(θ) was determined
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Figure 4.8.: Ground-state and differential polarisability. (a) Experimental data for po-
larisability α0(∆) and theoretical curve determined using parameters from intensity-
independent measurements. The black dashed line indicates zero. (b) Differential polar-
isability α0↔1 measured by microwave spectroscopy and fit to the data. The fit function
is a combination of three resonances each described by Equation (4.3), with a constant
offset as well as the linewidths and positions for each resonance as fit parameters.
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Figure 4.9.: Dependence of differential polarisability α0↔1 on the angle θ between laser
polarisation and electric field. Measurements were performed at ∆ = 2π×80 GHz. Error
bars denote the standard error of the mean. The solid line is a fit of Equation (4.6).
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Figure 4.10.: Example data for lifetime measurements in a 3D lattice in the presence of
866-nm light at a detuning ∆ =−2π×1.5GHz and intensity I = 1150W/cm2 are shown
in dark red. The measurement of the background loss rate in the deep 3D lattice is shown
in bright red. Error bars denoting the standard error of the mean of three to four data
points, and the solid lines are exponential fits to determine the 1/e lifetime.

by measurements of α0↔1 at a constant detuning ∆ = 2π×80GHz and at various angles
between the laser polarisation and the electric field, see Figure 4.9. At this detuning,
α0↔1 = αang(θ) is a good approximation. The results agree with the prediction of Equa-
tion (4.6) as well as with the values determined for α

‖
bg and α⊥bg in Table 4.1.

4.7. Lifetime measurements
In order to obtain long lifetimes for molecules in an optical dipole trap, the photon-
scattering rate must be sufficiently low. We measured the radiative lifetime by illumi-
nating |0〉-molecules in a deep 3D lattice with 866-nm light. The lattice served to freeze
the molecules, thus avoiding confounding collisional loss. The one-body loss rate ΓL
caused by the 866-nm beam was determined by fitting an exponential decay curve to the
measured molecule numbers, see example data in Figure 4.10. While inelastic collisions
between molecules in the ground band are strongly suppressed in deep lattices, there is
still heating caused by intensity and frequency noise of the lattice light. This can ex-
cite molecules into higher bands where they are able to move through the lattice more
freely, resulting in inelastic close-range collisions. To compensate for this as well as for
off-resonant scattering of lattice photons, the loss rate measured in the respective lattice
configuration in absence of 866-nm light was subtracted for each data point. From the life-
time data, we determined the resonance position ω0. To ensure that this was not shifted
by the presence of far off-resonant dipole trap light, we performed additional loss mea-
surements for small values of ∆ with all far-detuned trapping light turned off and found a
shift in resonance frequency of less than 20 MHz. The results are shown in Figure 4.11.
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Figure 4.11.: Lifetime of ground-state molecules near the X↔ b transition. (a) Observed
loss rate ΓL of molecules in |0〉 subjected to 866-nm light at an intensity of 1150W/cm2

(blue circles). The loss rate at I = 0 was subtracted from these data points. The blue
line is a fit of Equation (4.7) with ω0 and Γe as the fit parameters, where data points
between ∆ = 2π × 1.5GHz and ∆ = 2π × 2.5GHz were excluded to avoid biasing the
fit. Error bars denote the standard error of the fit. (b) Intensity dependence of the loss
rate at ∆ = 2π×1GHz. The solid line is a linear fit. (c) Secondary loss peak. The grey
line is a Lorentzian fit with the previously determined lineshape of the main peak added
as a background term. This fit which was used to determine the centre frequency and
linewidth of this peak.
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At first, the analysis of these data yielded puzzling results, with the loss rate ΓL an
order of magnitude larger than should be expected from plugging Γ into Equation (4.7).
We excluded the possibility of a two-photon process causing this by measuring a curve of
ΓL versus I, which we found to be linear, as expected for a one-photon loss process (see
Figure 4.11b). It turned out that our initial assumption that Γ≈ Γe does not hold for this
molecule, rather we measured a much larger value Γe = 13.0(5)kHz. This is because the
dominant decay channels from |b3Π0,v′ = 0,R′ = 1〉 lead to the a3Σ+ manifold, making
the lifetime of the excited state much shorter than it would be for a two-level system. This
was confirmed by a calculation by Ming Li using the optical potential method, which
yielded Γe = 11.1kHz [553].

At ∆ = 2π × 1.78(5)GHz we observed a second, smaller loss peak with an effective
linewidth

√
ΓΓe = 2π × 185(20)Hz. We hypothesise that this could be a transition to a

state in the |b3Π0−〉 manifold. Figure 4.11(c) shows the relevant frequency range around
∆ = 2π×1.8GHz. Still, at all detunings relevant for rotational-state dependent trapping,
the loss rates low enough that lifetimes of more than 1 s can be achieved in a 866-nm trap
with a depth of kB×1µK.

4.8. Potential applications
This demonstration of near-resonant optical dipole trapping of molecules opens up many
exciting possibilities. Some of these are relatively simple, and have previously been im-
plemented with atoms, while others are quite challenging or unique to molecular systems.

The availability of tune-out frequencies for both rotational levels enables selective ad-
dressing of molecules in one of these states. For example, a microwave sweep could be
used to transfer molecules at the edge of a 3D lattice, which are hotter on average, into
an untrapped state. This would enable evaporative cooling in lattices, where getting rid of
hot particles is usually difficult. It is conceivable that polar molecules could be cooled ex-
clusively via long-range interaction in a 3D lattice, without ever colliding at short range.
Multiple molecules hopping onto the same lattice site could be prevented by Pauli block-
ing [308] or dipole blocking [206]. However, recent unpublished calculations by Yuqi
Wang, Tao Shi and Su Yi at the Chinese Academy of Sciences show that the thermalisa-
tion in such a situation is likely to be impractically slow due to slow diffusion of strongly
interacting molecules in the lattice.

The magic frequency is most important for reaching long coherence time of rotational
superpositions. This is highly relevant, for example, for proposals to use rotational states
to encode qubits [375]. There are many ways to achieve a magic condition, such as tuning
the power and polarisation of the laser field as has been demonstrated in previous experi-
ments [319, 572–574]. However, this alone is not enough to reach coherence times above
a few milliseconds, as there are complicated effects resulting from rotation-hyperfine cou-
pling as well as higher-order polarisability terms. Controlling polarisation to a higher pre-
cision than a few degrees is usually not practical due to temperature- and stress-dependent
birefringence which is present in almost all optical components. This is much less prob-
lematic when working at the magic frequency. Taking the second-order term into account,
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Figure 4.12.: Dependence of (a) differential polarisability α0↔1 and (b) second-order
polarisability β on the polarisation angle θ at the magic detuning with a dc electric field
of 86 V/cm.

the differential light shift δω0↔1 can be approximately described by [381]

δω0↔1 =
1
h̄
(α0↔1(θ)I +β (E,θ)I2 +O(I3)), (4.14)

where β is the second-order polarisability of |1〉, and E is the magnitude of the dc electric
field. An approximation for β can be derived by considering the contribution from four-
photon couplings to the |X1Σ+,v = 0,R = 1,mR =±1〉 states and back. It reads

β (E,θ) =
5Brot

3d2E2 (α1(0)−α1(π/2))2 sin2(2θ). (4.15)

Figure 4.12 shows that the resulting angle-dependence of α0↔1 and β both vanish, and
both have a vanishing slope at θ = 0. Hence, they are first-order insensitive to polarisation
fluctuations, allowing for improved stability.

An exciting possibility comes from lattices at an “antimagic” frequency, where two
rotational states experience opposite polarisability. Such conditions should occur at de-
tunings −2π×9.9GHz, 2π×1.4GHz, and 2π×7.5GHz. If an equal mixture of the two
states could be created in an antimagic lattice, this would lead to molecules in R = 0 and
R = 1 being trapped alternatingly in the intensity minima and maxima, leading to a lattice
constant of half the usual value. In addition, the dipole-dipole interaction between these
two states is very strong and can be chosen to be attractive or repulsive by choosing the
value of mR. This could allow the creation of fascinating new quantum phases, though
the technical challenges in realising such strongly-interacting and high-density gases are
certainly great.

The close proximity of the tune-out and magic frequencies allows dynamic switching
or even continuous modulation between trap configurations with arbitrary ratios of polar-
isability experienced by different rotational states. This is unique to molecules, because
typical rotational splittings of a few gigahertz are in a sweet spot that other systems do
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not have: they are small enough to allow fast tuning of lasers between different magic
or tune-out conditions, but large enough to allow working at reasonably large detunings.
This may open up new possibilities for Floquet engineering of topological states in dipolar
spin systems [580] or other novel methods of dynamic control of quantum systems.

Another problem that a near-resonant dipole trap naturally solves is that of creating a
repulsive dipole potential. For atoms, this is often implemented with 532-nm light, but
this is unlikely to work for any bialkali molecules. For example, for NaK, this frequency
corresponds to transitions into the C1Σ+ manifold [578], which is strongly coupled to the
ground state. The proximity of many transitions with large linewidths is likely to cause
prohibitively large photon-scattering rates. At the X ↔ b transition, strongly repulsive
dipole forces can easily be achieved by working at a positive detuning of a few hundred
megahertz. This has allowed us to realise the repulsive box trap described in the following
chapter.
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It ain’t what you don’t know that gets you into trouble.
It’s what you know for sure that just ain’t so.

—Attributed to Mark Twain.

5. Collisions of ground-state
molecules

What happens when two ground-state molecules collide in the ultracold regime? This
question is highly relevant and deceptively simple. In the case of chemically stable
molecules, where all reactions involving two partners are endothermic, one would nat-
urally expect that all collisions have to be elastic. In fact, half of the alkali dimers are
chemically stable in two-body collisions [238], but in spite of this, the presence of uni-
versal two-body loss has been consistently observed with the stable species RbCs, NaRb,
and both bosonic and fermionic NaK [293, 388–390, 548]. Here, “universal” means that
every collision event where two molecules reach the short-range part of their interaction
potential leads to the loss of both participants. The collision dynamics are then indepen-
dent of the details of the short-range potential. Comparisons with the chemically reactive
species CaF and KRb have shown that their loss rates are similar [230, 233, 403, 429].
This puzzling observation is interesting in itself, but the presence of two-body loss has
also created significant problems, making it imperative for the advancement of the field
to keep collisions under control (see Section 2.6.2).

In this chapter, I show a comprehensive study of the collisions between 23Na40K
molecules at different temperatures, magnetic and electric fields, light intensities, and
in different hyperfine states. The results show that, quite surprisingly, the loss remains
universal under all observed conditions. There are, by now, a number of new ideas on
how to explain these observations, but no clear consensus has emerged yet. This chapter
is based on the publication [307].

5.1. Sticky complexes

5.1.1. RRKM theory
So how is it possible for a collision without any energetically allowed reactions to lead
to the loss of both involved molecules? The generally accepted answer is that a four-
body sticky complex can be formed, which is long-lived enough to collide with a third
particle. In the first version of this proposal, it was suggested that this third particle could
be another molecule [391–393], but later, more accurate calculations showed that this was
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unlikely to happen at typical densities [394–396]. Instead, it is more likely that the four-
body complex scatters photons at a high rate, leading to it either leaving the trap due to the
recoil momentum, or changing its internal state into something that can not decay back
into two ground-state molecules. Until recently, all experiments with ultracold molecules
have taken place in optical dipole traps at intensities where it was predicted that almost
every formed complex gets lost in this way. Hence, a logical course of action is to trap
molecules in the dark and observe if the two-body loss is reduced.

Here, a sticky complex is a metastable four-body bound state which can be formed
in ultracold collisions. In contrast to intermediate complexes formed in other chemical
reactions, which typically have lifetimes on the order of picoseconds, they can live sub-
stantially longer [403, 404]. This is because, in a close-range collision, two molecules
enter a part of their mutual interaction potential that is quite deep, up to 1000s of cm−1

below the asymptotic energy of separated molecules. This energy can then be distributed,
allowing the molecules to go into a large number of rovibrationally excited states. If this
happens, the molecules can not leave the attractive potential, because they first need to
randomly go back to their respective two-body ground states for this to be energetically
allowed. As originally proposed by Mayle et al. [391, 392], the lifetime of a sticky com-
plex, τstick, can be estimated using Rice–Ramsperger–Kassel–Marcus (RRKM) theory:

τstick ≈ τRRKM =
2π h̄ρs

Ns
. (5.1)

Here, Ns is the number of energetically available outgoing quantum states, with Ns = 1
for nonreactive molecules, and ρs is its density of states of the complex. While this
estimation makes it possible to calculate complex lifetimes, it requires some simplify-
ing assumptions, notably that the dynamics inside the close-range potential are chaotic,
which is not obviously justifiable. Nevertheless, recent experiments with 40K87Rb and
87Rb133Cs described in References [401, 402, 404] have found values for τstick which
match remarkably well with the RKKM predictions.

For the case of 23Na40K, the theory predicts a lifetime of τRRKM = 18µs [395] and
a photon-scattering rate of sticky complexes of 452Hz/(W/cm2) at a wavelength of
1064 nm. With the typical intensity inside a dipole trap, which is on the order of
1kW/cm2, this should lead to almost every sticky complex undergoing at least one
scattering event during its lifetime. On the other hand, reducing the intensity to 1W/cm2

should increase the survival probability to 99%, as shown in Figure 5.1.

5.1.2. The recollision hypothesis
In the case of identical fermions, it is possible that an additional effect has to be considered
when calculating complex lifetimes. During the process of its dissociation, when two
molecules separate, they have to overcome the p-wave barrier again to leave the bound
state [581, 582]. Depending on the collision energy, the probability of tunnelling through
this barrier can become quite small, with almost all molecules being reflected back into
the short-range potential (see Figure 5.2). The sticky complex is then formed multiple
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Figure 5.1.: Overview of sticky collisions and the experimental setup. (a) Probability
for two molecules to survive a collision at a given intensity of 1064-nm light according
to Reference [395]. Every collision results in the formation of a sticky complex, which
is subsequently lost by photon scattering if the light intensity is high. At low inten-
sity, the complex can decay back into ground-state molecules after a mean sticking time
τstick. At the critical intensity Ic, the survival probability is 50%. (b) Standard attrac-
tive crossed dipole trap consisting of two elliptical beams of wavelength 1064 nm and
1550 nm. (c) Repulsive box trap at 866 nm with vertical cylinder beam and two hori-
zontal elliptical beams. One quadrant is cut out for visibility. The arrows that indicate
magnetic field and electric field are valid for both (b) and (c). To compensate gravity in
the box trap, we use an electric field gradient along the z-direction.

113



times; at typical temperatures we expect about 270 times. For bosons, where there is no
p-wave barrier, the effect of recollisions should be significantly smaller, with complexes
being formed on average three times before dissociating.

5.2. Loss in a bright trap
In the first part of the experiments described here, we performed a thorough char-
acterisation of collisions at high light intensity in a standard red-detuned dipole trap
setup. The results were compared to theory in order to serve as a reference point
for the low-intensity measurements described later. We created molecules in the
absolute ground state as described in Section 3.1.2. This was done in the com-
bined 1064/1550-nm crossed dipole trap shown in Figure 5.1(b) at trap frequencies
of (ωx,ωy,ωz) = 2π× (57(1),89(2),205(3))Hz and a trap depth of kB×6µK.

5.2.1. Data analysis
In order to extract loss coefficients from experimentally measured curves of molecule
number versus time, it is necessary to understand the density distribution of the sample
and its change over time. In a harmonic trap, this is also strongly dependent on the sam-
ple’s temperature, which is time-dependent itself. Considering these effects, the average
density of a thermal sample is given by

n = N
(

mω̄2

4πkBT̄

)3/2

, (5.2)

where N is the total molecule number, m is the molecule mass, ω̄ = (ωxωyωz)
1/3 is the

geometric mean trap frequency, and T̄ is the geometric average of the temperatures in the
three directions. With this, the loss curve can be modelled as

dN
dt

= (−KTavgn−Γsc)N, (5.3)

with the arithmetic mean temperature Tavg, the two-body loss coefficient K, and the one-
body loss rate Γsc. For fermions, which collide predominantly via p-wave interactions as
long as the average kinetic energy is much lower than the height of the p-wave barrier,
it is reasonable to assume that K is temperature-independent [233]. Here, we make the
additional simplifying assumption that, with the small temperature changes during the
holding time, only the influence of temperature on density is relevant, but the inelastic
collision rate coefficient, which is defined as

βinel = KTavg, (5.4)

is approximately constant during a single measurement. Finally, we assume that the sam-
ple is always in thermal equilibrium, with equal temperature in each spatial direction.
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Figure 5.2.: Overview of the recollision hypothesis. (a) Effective radial potential of the
van-der-Waals interaction between two molecules for s-wave (blue) and p-wave (orange)
collisions. When the molecules reach r = 0, a complex with lifetime τRRKM is formed.
In order to dissociate, the incoming flux must be transmitted through the potential bar-
rier. If it is instead reflected, the complex is formed again. (b) Probability for reflec-
tion (solid lines) and transmission (dashed lines) at the long-range potential. Lengths
are given in units of R6 = (2µC6/h̄2)1/4 = 2.092 ā ≈ 26.5nm, and energies in units of
E6 = h̄2/(2µR2

6) ≈ h× 220kHz. Here, C6 is the van-der-Waals coefficient [583], and µ

is the reduced mass of a molecule pair. These curves were calculated by Tijs Karman.
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For identical fermions, this is not necessarily the case, especially since with an external
electric field, the loss coefficient can be direction-dependent. However, under our ex-
perimental conditions, the differences between temperatures in all directions are on the
same order as the systematic measurement error, so that assuming them to be equal makes
sense. In the rest of the chapter, this equilibrium temperature is denoted T for simplicity.

For the time dependence of T , we assume a linear function

T (t) = T0 +qt. (5.5)

Again, there is no ab initio justification for this, but our data shows that it is a good
empirical description (see Figure 5.3c). Because the one-body lifetime in far-detuned
dipole traps is very long, it is also justified to assume here that Γsc ≈ 0. With these
assumptions, Equation (5.3) can be analytically solved, resulting in

N(t) =
N0

1+ 2βinelN0
q(4πkB/mω̄2)(3/2)

(
1√
T0
− 1√

T0+qt

) , (5.6)

where N0 is the initial molecule number. Despite careful calibration and analysis, mea-
suring densities accurately remains difficult, especially in harmonic traps. This is because
the calibration of molecule number, trap frequency and temperature all affect the result
strongly, resulting in potentially large systematic errors. We estimate that, in our case, the
systematic error could be up to 50%.

5.2.2. Temperature dependence of collisions
To investigate the temperature-dependence of the two-body loss, we prepared molecule
samples at initial temperatures between 300 nK and 900 nK. This was done by stopping
the evaporation of the atomic mixture in the dipole trap at different trap depths before
the molecule association. By ramping the dipole trap to a higher depth after the end of
evaporation and holding the atoms before association, we ensured that the loss caused by
evaporation is completely stopped before the beginning of the measurement. The results
are shown in Figure 5.3 and confirm the expectation that K is approximately constant,
i.e., βinel ∝ T . For comparison, a multichannel quantum defect theory (MQDT) calcula-
tion using the universal condition results in βinel = (11.48 ā)3(kBT/h) with the charac-
teristic van-der-Waals length ā = 12.7nm [234, 583]. This is approximately two times
smaller than the experimental result, which could indicate a systematic underestimation
of the density. Hypothetically, it is also possible that the loss rates are actually above the
universal threshold, which can occur if there are interference effects between incoming
and reflected parts of the scattering wavefunction. Evidence of this has previously been
observed for 23Na87Rb and 87Rb133Cs [389, 390, 584], and a clear observation was found
with a 23Na6Li+23Na mixture [437]. However, in such a case, the curve of βinel versus
temperature or electric field should show scattering resonances of some form [274], which
we did not observe in any experiment.
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Figure 5.3.: Temperature dependence of two-body loss rate coefficient βinel. (a) Mea-
sured βinel versus initial temperature of the molecule sample in the crossed dipole trap.
The orange line is a linear fit which yields K = 13.0(8)×10−11 cm3/µKs. For compar-
ison, the black line shows the MQDT result K = 6.52×10−11 cm3/µKs. The error bars
represent the standard deviation of the fit. (b) Example data for molecule number versus
hold time for two different initial temperatures (triangles and circles) and two-body loss
fits (solid and dashed lines) according to Equation (5.6). (c) Example data for tempera-
ture versus hold time for the same two data sets as in (b). In subfigures (b) and (c), error
bars correspond to the standard error of the mean.
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5.2.3. Dipolar collisions

In the next series of measurements, we left the temperature constant at about 500 nK and
varied the external dc electric field to probe the dependence of the collision rate on the
dipole moment. The field is expected to have a strong effect, as the attraction between
molecules in head-to-tail orientation weakens the p-wave barrier and strongly increases
the collision rate. In contrast, in the other two directions, the dipole-dipole interaction is
repulsive, thus preventing short-range collisions and reducing the loss rate. The dc electric
field was created with an upgraded version of the setup described in Reference [525].
Due to the addition of more powerful but equally stable high-voltage amplifiers (609E-6,
Trek), we were able to create fields of up to 1600 V/cm, compared to the previous limit of
160 V/cm.

The electric field at the molecule’s position resulting from a given voltage applied to the
electrodes depends strongly on the electrode geometry, which is hard to measure precisely.
Therefore, a direct calibration of voltage from the Stark shift of the molecules is likely to
be more accurate than a simulation. To obtain this calibration, we applied small voltages
of up to 100 V to the electrodes, both in the horizontal and vertical directions. At such
small fields, the Stark shift is nearly quadratic, and can be expressed as [206]

U =−ζ E2

2
. (5.7)

The constant ζ = d2
0/(3Brot) = 221.5Hz/(V/cm)2 can be accurately calculated from the

known molecule-frame dipole moment d0 and the rotational constant. This expression
was then compared to measurements of the Stark shift shown in Figure 5.4 to obtain the
electric field. In addition, the data shows that the residual electric field is below 1 V when
the voltage is turned off. This can very likely be considered negligible.

Figure 5.5(a) shows the observed dependence βinel(E) compared to a numerical
coupled-channel calculation described in Reference [307]. As expected, the loss rate
strongly increased at higher fields. The discrepancies between experiment and theory
may again be caused by the systematic error of the density, but it is also possible that the
electric field is not sufficiently stable at very high voltages, where charging of the glass
cell may occur. We also compared the observed heating rate q to a simplified version of
the model established in the supplemental material of Reference [233]. In the case where
the initial temperature is much larger than the total heating, this model predicts linear
heating with a rate

q
T 2

0 n0
=

βinel

12T0
(5.8)

with the initial average density n0. As shown in Figure 5.5(b), this model agrees qualita-
tively with our data without any fit parameters.
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Figure 5.4.: Electric-field calibration at the molecule position. The Stark shift on ground-
state molecules is measured from the shift of STIRAP two-photon detuning at various
voltages applied to the electrodes. Given on the x-axis is the absolute value of the voltage
applied to each electrode. A quadratic expression is fitted and compared to Equation
(5.7). (a) Horizontal direction. Here, the fit yields a conversion factor of 0.442(20)cm−1

between applied voltage and resulting field. (b) Vertical direction. Here, the conversion
factor is 0.408(24)cm−1. In both directions, the fits indicate residual fields of < 1V/cm
when no voltage is applied.

5.3. Temporally dark dipole trap
Red-detuned, attractive dipole traps require significant light intensity to confine molecules,
making it hard to probe low-intensity trapping conditions in such a trap. There is, how-
ever, a simple way to circumvent this problem: the dipole trap does not need to be on
all the time. The light can be periodically switched off and on (“chopped”) at a fixed
frequency, as long as it is much larger than the harmonic trap frequency. The trapped
particles then experience a time-averaged potential. If the trap can be off for a time on
the order of τstick, not all sticky complexes will be destroyed during this time, leading
to smaller time-averaged loss rates. This was first observed with 87Rb133Cs by Gregory
et al. [401], and soon after also with 40K87Rb by Liu et al. [404]. According to the
RRKM-theory predictions, measuring this effect with 23Na40K should actually be much
easier than with 87Rb133Cs, which has a much longer τRRKM of 253µs.

There are two technical challenges associated with creating chopped dipole traps: first,
the light intensity needs to be reduced below the critical value Ic, which is the intensity
where half the complexes are expected to scatter at least one photon during their lifetime.
Since Ic is typically three to four orders of magnitude below the dipole-trap intensity, this
requires a control system with a sufficient dynamic range. Second, it is hard to com-
pletely avoid heating and loss of molecules caused by the chopping itself, especially at
low frequencies.

For 87Rb133Cs with its quite low Ic of 0.7W/cm2 [401], solving the first problem is
difficult: the Durham group achieved sufficiently low intensities only by blocking their
beam with a mechanical chopper wheel. For NaK, the expected critical intensities at

119



10−10

10−9

Lo
ss

 r
at

e 
co

ef
f. 
¯

in
el

 (c
m

3
/s

)

a

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

Electric field E (kV/cm)

10−12

10−11

10−10

q
/(
T

2 0
n)

(c
m

3
/µ

K
s)

b

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Dipole moment (D)

Figure 5.5.: Electric-field dependence of collisions in the red-detuned dipole trap.
(a) Measured curve of βinel versus the magnitude of the dc electric field E in the red-
detuned crossed dipole trap. These data were taken at temperatures between 480nK and
620nK. The solid line is a parameter-free quantum close-coupling calculation at 550nK,
provided by Goulven Quéméner. (b) Measured normalised heating rate q/(T 2

0 n) com-
pared to the prediction from Equation (5.8). In both (a) and (b), the error bars correspond
to the standard deviation of the fit and the shaded area around the theory curves takes the
highest and lowest observed temperatures into account.
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the two wavelengths we use are Ic,1064 = 123W/cm2 and Ic,1550 = 623W/cm2 [395],
so this should be much less problematic. The second problem can not be solved, but
circumvented by comparing the lifetime in the chopped trap with a control experiment
where an additional, unchopped high-intensity beam dubbed the “kill-beam” is added.
This beam is strong enough to cause excitation of all complexes, but the losses caused by
chopping are the same in both cases. In our case, the kill-beam wavelength is 1064 nm.

In our experiments, we chopped both the 1064-nm and the 1550-nm dipole trap by
periodically switching the rf power of the AOMs that control the intensity of the cor-
responding laser beams. This modulation was done with a duty cycle of 50%. During
the modulation, the intensity during the on-times was doubled so as to keep the time-
averaged value constant. Precisely determining the residual intensity during the off-time
is difficult, since photodetectors which are sensitive enough to detect leakage light are
easily saturated during the on-time, causing slow response at the falling edge. By using
photodiodes with logarithmically-scaled transimpedance amplification, we were able to
determine a residual intensity of 5W/cm2 for the 1064-nm beam, and 0.1W/cm2 for the
1550-nm beam.

Similar to the experiments described in Chapter 4, the chopped-trap measurements
were done with the previous version of the STIRAP setup, which produced molecules
in the state |J = 0,mJ = 0,mI,Na = −1/2,mI,K = −4〉 state, rather than in the absolute
ground state |0,0,3/2,−4〉. Since the collisional behaviour can in principle depend on
the hyperfine state, we then used two microwave π-pulses to transfer the molecules into
the absolute ground state. This transfer is possible due to hyperfine-rotation coupling,
which gives a predominantly |1,−1,3/2,−4〉 state some admixture of |1,1,−1/2,−4〉.
All dipole traps were turned off during the microwave pulses to avoid broadening of the
transition by inhomogeneous light shifts. The transfer efficiency was about 86%. We
then performed the lifetime measurements with ground-state molecules, and reversed the
transfer before detection.

The simplest way to find an effect of light on molecule lifetime is to vary the chopping
frequency fchop. At frequencies where the off-time is much shorter than τstick, no effect
should be observed. At lower frequencies, there should be a noticeable difference between
the cases with and without the kill-beam. The measurement was performed with chopping
durations of 170ms (for fchop ≤ 2.5kHz) or 50 ms (for fchop > 2.5kHz). These times
were chosen to be long enough that there is already significant molecule number decay
after an equally long hold time without chopping to ensure that a change in complex
lifetime actually shows up in the remaining molecule numbers. At these hold times,
the remaining molecule numbers Ne without chopping were 45% and 70% of the initial
values, respectively.

We then expected to observe an increase in the remaining molecule numbers, i.e.,
N/Ne > 1, but did not see this in any experiment, see Figure 5.6(b). Furthermore, adding
the kill-beam had no effect on the remaining molecule number at any chopping frequency.
Changing the intensity I of the kill-beam at fixed chopping frequencies, as shown in
Fig. 5.6(c), also had no effect. This was measured by chopping for 50 ms at fchop = 2kHz,
where a strong I-dependent effect is expected, and at fchop = 25kHz, where the loss should
be nearly independent of I.
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Figure 5.6.: Results from the chopped dipole trap. (a) Principle of the chopped trap.
During the chopping duration (right half of the plot) the dipole-trap beam is periodically
reduced to very low intensity. If the kill-beam is used, its intensity remains high all the
time. (b) Normalised remaining molecule number versus chopping frequency with kill-
beam at I = 1.08kW/cm2 (orange circles) and without kill-beam (blue diamonds). The
stronger loss at low trap frequencies is caused mostly by off-resonant parametric heating
as the chopping frequency gets too close to the trap frequency. (c) Remaining molecule
number versus kill-beam intensity at chopping frequencies of 2 kHz (bright diamonds)
and 25 kHz (dark circles). The vertical dashed lines in (b) and (c) indicate the predicted
critical values of fc = 1/(2τRRKM) and Ic,1064 from Reference [395]. (d) Comparison
of loss of molecules in the excited hyperfine state |0,0,−1/2,−4〉 with (orange) and
without kill-beam (blue). Error bars represent the standard error of the mean of three to
five repetitions.
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Finally, we investigated if the result depends on the used hyperfine state by omitting the
two-photon microwave transfer and directly using molecules in the state |0,0,−1/2,−4〉.
As seen in Figure 5.6(d), the presence of the kill-beam again has no influence on the
observed lifetime.

5.4. The box trap
Box-shaped, repulsive trapping potentials naturally solve the main problem of chopped
traps when probing for light-induced complex loss. This is because they allow holding a
sample in very low light intensity indefinitely without any modulation, which could cause
confounding losses. Specifically, it is difficult to reduce the harmonic frequency of an
attractive dipole trap below tens of Hertz, such that the longest dark times that can be
realised in such a trap are limited to about 1 ms. This limitation is completely removed in
a box trap. Box traps for atoms have become reasonable common in recent years, and are
typically realised with high-power 532-nm laser beams [585–587].

However, doing the same thing for molecules is much more difficult, because it is hard
to find any wavelength which simultaneously allows reaching strongly repulsive dipole
forces and small off-resonant photon scattering rates. Rather, as one goes to short trapping
wavelengths with a molecule, the forest of transitions almost never stops [578], making
it very hard to find clearings where a sufficiently large blue detuning can be chosen. The
only molecule other than NaK where this has been demonstrated is CaF, where a repul-
sive trap ∼100GHz blue-detuned from a X2Σ+ ↔ B2Σ+ transition was used to achieve
improved laser cooling [588].

In our case, after we had investigated the X ↔ b transition and found the possibility to
realise repulsive polarisabilities at wavelengths near 866 nm, we decided to use this tech-
nique to implement our box trap. Incidentally, using near-detuned trap light has another
advantage for collision measurements: only a single rovibrational state is trapped, while
atoms or molecules in other states fall out. This ensures that collisions with unassociated
atoms or Feshbach molecules can not influence the results.

5.4.1. Optical setup
The trap is formed by light from a Ti:sapphire laser (MBR-110, Coherent) stabilised to
a Fizeau-interferometer-based wavemeter (WS-7, HighFinesse). It runs at a frequency of
346.123 88 THz, which is 300 MHz, or approximately 106 linewidths, blue-detuned from
the X ↔ b transition. The main challenge to then overcome is to shape this light into a
hollow potential with lowest possible intensity on its inside. Importantly, the steeper the
edges on the inside, the less time molecules spend penetrating into the walls. We create
the box by splitting the laser light in two parts: the first part is formed into a hollow,
cylinder-shaped “ring” beam which propagates along the vertical (z) axis, the second part
is turned into two strongly elliptical “cap” beams along the x-y-plane, which close the
cylinder on its top and bottom.
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Figure 5.7.: Optical setup for generating the vertical ring beam. Light from an optical
fibre with mode-field diameter 5.3 µm is intensity-stabilised and shaped into a ring before
being reflected downwards into a high-resolution objective (not shown) with effective
focal length 30 mm. A clean ring shape is achieved by focusing the beam onto a circular
mask target, with an axicon placed between the mask and the focusing lens. This is then
imaged onto the molecule plane. A CMOS camera can be used to observe the beam shape
to facilitate aligning the setup.

The ring beam is created in the optical setup shown in Figure 5.7, following the method
described in Reference [589]. A more detailed description can be found in Renhao Tao’s
Master’s thesis [590]. The laser beam is first fibre-coupled, intensity-stabilised and colli-
mated before being focused by an achromatic lens of focal length 75 mm. Then follows
the core of this setup, an axicon (AX251-B, Thorlabs). This cone-shaped optical element
turns the Gaussian beam into a ring, which is focused onto a ring-shaped mask. This mask
consists of a thin layer of chromium, coated onto a glass substrate by photolithography,
and its purpose is to reduce the residual intensity in the centre of the ring beam. Finally,
the ring is imaged onto the molecule plane with a telescope that shrinks its size by a factor
5, resulting in a radius of 60 µm and a wall waist of 7 µm. The last lens in this telescope is
a high-resolution objective with a numerical aperture of 0.6, easily capable of projecting
such edges. Shortly before reflection to the molecules, a part of the power can be split
off and focused onto a camera to align and monitor the setup. An image of the ring beam
taken by this camera is shown in Figure 5.8.

The cap beams propagate along the y-direction at a distance of 75 µm. They are cre-
ated by a combination of cylindrical lenses, which focus the beam along the z-direction,
but collimate it along the x-direction (see Figure 5.9). Along the z-direction, each beam
reaches a waist of 8.5 µm. The difficult part here is to split this beam into two identically
shaped ones at a very small distance. As this can not be accomplished in a stable and
easy way with mirrors, we instead use a calcite beam displacer with a displacement of
50 µm (PDC12005-AR800/400, Newlight Photonics). This optical element is made of
strongly birefringent calcite and oriented in such a way that the vertically and horizon-
tally polarised components of an input beam are split up and leave the displacer as two
parallel, but displaced beams. As for the ring beam, a chromium mask located at the focal
plane after the displacer blocks residual light between the two beams. Both beams are
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Figure 5.8.: Image of the ring beam. 2D cuts of the beam profile through the ring’s centre
are shown on the left and bottom. Note that, due to additional scattered light, which is
not present at the molecule sample, and imaging noise, the residual intensity inside the
trap is overestimated.
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Figure 5.9.: Optical setup for generating the cap beams in the x-y-plane. The input beam
is simultaneously horizontally collimated and vertically focused onto a mask. Cylindrical
lenses which affect the horizontal or vertical beam shape are labelled H or V, respectively.
Spherical lenses are labelled S. A birefringent calcite beam displacer is used to split the
beam into two components with orthogonal polarisation. Afterwards, a half-waveplate is
used to make the two polarisations equal again. Another half-waveplate, used to control
the power ratio of the two beams, and a photodiode used for intensity stabilisation, are
not shown.
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then imaged onto the molecules with another telescope with a magnification of 1.2.
In combination, the beams create a trap which is kB × 3µK deep at a detuning of

300 MHz. It is positioned such that molecules can be formed in the crossed dipole trap,
then loaded into the box by adiabatically turning the crossed-trap power off.

5.4.2. Electric-field levitation
Due to the influence of gravity, molecules in the box at low temperatures spend most of
their time close to the bottom cap beam, i.e., in a position where the light intensity is much
larger than in the trap’s centre. To avoid this, we can electrically levitate the molecules.
This requires an electric background field to induce a finite lab-frame dipole moment,
superimposed with a field gradient, which pulls the molecules upwards. This gradient
is created by applying a voltage in a quadrupole configuration, i.e., opposite voltages of
equal magnitude on the two diagonal electrode pairs. Using the electric-field calibration
described previously, we can calculate the lab-frame dipole moment d and solve

mg = d
dE
dz

, (5.9)

with the known gravitational acceleration g to calibrate the gradient resulting from a
given voltage. For the calibration, we measured the point of optimal levitation, where
the molecule lifetime is maximised, at multiple background fields (see Figure 5.10). As
this calibration was done at background fields of up to 800 V/cm, it was necessary to
use the full expression for d(E) rather than a quadratic approximation. When working
with levitated molecules, the levitation gradient is turned on before the box-trap loading
procedure, to prevent the molecules from falling.

5.4.3. Residual intensity in the box
Next, it is necessary to measure the level of background intensity experienced by the
molecules in situ, to ensure that the trap is working as intended. We did this in two
independent ways: first, we looked at the molecule lifetime and extracted one-body loss
rates, which should be dominated by scattering of photons from the trap. The data for
these measurements are shown in Figure 5.11. For the levitated box trap, this scattering
rate was too small to observe it directly, so we compared measurements at detunings of
300 MHz and 600 MHz and used the known quadratic dependence of scattering rate on
detuning to extract the intensity. From Equation (4.2) and the data given in Table 4.1,
the photon-scattering rate at 300 MHz detuning is γsc = 0.17Hz/(W/cm2). This resulted
in a residual intensity of 0.70(25)W/cm2. For the nonlevitated case, the intensity is
much larger and could be measured directly. Here, we found 6(2)W/cm2. Second, we
performed microwave spectroscopy on the |0,0,3/2,−4〉↔ |1,1,3/2,−4〉 transition. The
molecules are distributed over positions with different intensities in the trap, causing a
deformation of the microwave resonance due to the light shift. In the absence of light, the
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Figure 5.10.: Calibration of electric-field gradient along the vertical direction at the
molecule position. We measured the point where the molecule lifetime is maximised
in the box trap, which occurs when gravity is fully compensated by the levitation. Using
the known gravitational acceleration and dipole moment, the linear fit yields a conversion
factor of 0.40cm−2 between applied quadrupole voltage and measured gradient.

shape of the resulting feature after a microwave pulse of duration t is given by

N = N0

(
1−C

Ω2
0

Ω2
0 +∆2 sin2

(
t
2

√
Ω2

0 +∆2
))

, (5.10)

where N0 and N are the initial and remaining molecule number in the ground state, re-
spectively, Ω0 is the resonant Rabi frequency, ∆ is the microwave detuning, and C is the
contrast. Taking the distortion of this shape by light shift into account requires a model
of the trap shape. We obtain this from high-resolution images of the ring and cap beams.
These can not directly be used to measure intensity in the centre, because of additional
scattered light and the limited dynamic range of the camera, however we can subtract a
constant offset from this shape and then numerically convolve the expected distribution
of light shifts with Equation (5.10). Fitting the result of this convolution to data taken
with the box-trap light at various powers, with N0, C, and the intensity offset as fit pa-
rameters, yields the mean intensity experienced by the molecules. In this fit, Ω0 and t
were fixed to the values which created a resonant π-pulse without the box-trap light. This
resulted in residual intensities of 0.63W/cm2 for the levitated trap, and 5.8W/cm2 for
the nonlevitated one, in agreement with the first method, see Figure 5.12. Finally, we
determined upper bounds for the intensities at other wavelengths by measuring the size
of all other laser beams aimed at the molecules, and their residual powers when switched
off. A summary of all the measured residual intensities is given in Table 5.1.
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Figure 5.11.: Determination of one-body loss rate in the box trap. (a) Molecule loss in
the levitated case, with box-trap detuning 300 MHz (600 MHz) shown as bright circles
(dark diamonds). The solid and dashed lines show a simultaneous fit of Equation 5.12
to both data sets. (b) Nonlevitated case. The fit was used to determine Γsc. Error bars
represent the standard error of the mean of three repetitions.
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Figure 5.12.: Microwave spectroscopy for determination of the residual intensity in the
box trap. P indicates the relative power setting of the box-trap light. The spectra were
recorded after a 251-µs microwave pulse, which corresponds to a π-pulse at zero detuning
and P = 0. Each measurement was repeated at three different power setting for the box-
trap light. For the reference measurements at zero power, the trap light was turned off
quickly before the microwave pulse. The solid lines are fits to the convolution of Equation
(5.10) with the numerically modelled light-shift distribution.
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Table 5.1.: Residual intensity at the molecule position during the hold time in the box
trap by wavelength.

Wavelength (nm) Intensity (W/cm2)
1550 25×10−6

1064 1.9×10−3

866 (with levitation) 0.70(25)
866 (without levitation) 6(2)
805 1.3×10−3

767 0.12×10−3

589 50×10−6

567 1.3×10−3

5.5. Loss measurements in the box trap

5.5.1. Data analysis
As the density distribution in the box trap is nearly homogeneous, we observe no heating
effect caused by colder molecules colliding more frequently, in contrast to the harmonic
crossed dipole trap. Hence, Equation (5.2) simplifies to

n =
N
V
, (5.11)

where V is the trap volume, which is numerically determined from the known intensity
profile of the box. However, as the trap is operated with near-detuned light, the one-body
loss due to photon scattering must be taken into account, such that the solution to Equation
(5.3) becomes

N(t) =
N0e−Γsct

1+ N0βinel
V Γsc

(1− e−Γsct)
. (5.12)

Quantifying the potential systematic error in the determination of loss coefficients in the
box trap is difficult: because Feshbach molecules are not trapped, we can not distinguish
between finite loading efficiency into the box trap, and STIRAP efficiency. The latter
is likely to be slightly reduced, because the size of the STIRAP beam is comparable to
the sample size in the box trap, such that molecules near the edge could be transferred
with decreased efficiency. As we can not determine to what extent this is the case, we
assume the STIRAP efficiency to be equal to the crossed-trap case and attribute all loss
to the loading. This may cause a systematic error on the molecule number, and therefore
also the density in the box. A further systematic effect is caused by the uncertainty of
Γsc, which is much more important for the box trap. On the other hand, the systematic
error caused by temperature is reduced compared to the crossed trap. In combination,
we estimate that the systematic error of βinel in the box trap is 50%, comparable to the
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crossed trap.
Quantifying the lifetime and photon-scattering rate of sticky complexes from loss data

requires a model of the relevant loss mechanisms. Here, we assume that two processes
play a role in the two-body loss: photoexcitation, and complexes falling out of the trap,
as they can neither be electrically levitated due to their small dipole moment [396], nor
are they likely to experience a repulsive dipole force from the trap. The two processes
are statistically independent, such that the probability of a sticky complex to survive and
dissociate into diatomic molecules is

Pdis = (1−Pt)(1−Psc). (5.13)

Here, Pt is the probability to leave the trap and Psc is the photon-scattering probability.
The latter can be estimated by1

Psc =
γcI

γcI +1/τstick
, (5.14)

where γc denotes the complex photoexcitation rate, which was estimated to be γc =
452Hz/(W/cm2) for 1064-nm light [395]. This rate may be somewhat higher at 866 nm,
but the difference is likely small.

To estimate Pt , we assume that complexes are formed with a homogeneous initial den-
sity distribution ρi inside the box trap in thermal equilibrium with the molecules, and then
undergo ballistic expansion in the gravitational field. For this estimate, we ignore the fact
that complexes are more likely to be formed from hotter molecules, as the complex ve-
locity is dominated by gravitational acceleration soon after their formation anyway. The
ballistic expansion results in a known probability distribution for the position of a com-
plex at time t after its formation. By setting t = τstick and calculating the integral of this
distribution over the box trap volume, we obtain Pt via

1−Pt =

(∫
dx ρi(x)

)−1

×
∫

dx
∫

dx′
ρi(x−x′)

(
m

2πkBT τ2
stick

)3/2

exp
(
− mr′2

2kBT τ2
stick

)
Θbox(x). (5.15)

Here, Θbox is a step function, which is 1 inside the box and 0 everywhere else. The
integrand consists of three terms: the initial density distribution, a Maxwell-Boltzmann
distribution which is convolved with the density to model the ballistic expansion, and the
step function, which cuts off the part of the density distribution which has propagated
outside the trap. The coordinate r′ takes the gravitational acceleration into account:

r′ =
√

x′2 + y′2 +
(
z′+gτ2

stick/2
)2
. (5.16)

In the case without levitation, instead of assuming ρi to be homogeneous, we use a thermal

1The corresponding equation (C1) in our paper [307] is incorrect.
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distribution in the gravitational potential.

The bounds for γc and τstick given in the following are then obtained as follows: we as-
sume that all complexes are lost by photon-scattering, i.e., Psc = 1, in the case of very high
kill-beam intensity, which gives us a reference loss rate. At low intensity, we model the
expected reduction of loss rate as described above, modifying τstick or γc until agreement
with the lowest-intensity data point is achieved to within 3σ uncertainty.

The effect of the recollisions described in Section 5.1.2 can easily be taken into account
by multiplying the complex lifetime with the recollision factor if the collisions are purely
p-wave, as is the case for identical fermions. In the case of an incoherent mixture of
two hyperfine states of a fermionic molecule (see Section 5.5.4), it is more complicated
because the complex lifetime depends on whether it was formed in an s-wave or a p-
wave collision. We take both into account by using the MCQDT predictions for loss
coefficients from Reference [234], and calculating the expected complex lifetime as a
weighted average over s- and p-wave collisions with their respective complex lifetimes.

5.5.2. Light-intensity dependence of collisional loss

The most crucial measurement in the investigation of complex decay is the comparison
of loss rate between the cases with and without kill-beam in the levitated box trap. As
this is where the lowest intensity can be reached, this is the most sensitive way to probe
the photoexcitation of sticky complexes. As shown in Figure 5.13, we observed no effect,
with βinel remaining constant down to intensities 200 times below the predicted Ic. Figure
5.14 shows the values of γc and τstick which are excluded by these results.

In principle, the presence of external fields can lead to τstick being increased by multiple
orders of magnitude, because additional states can be sampled in the chaotic movement
inside the sticky complex [395]. However, it is unclear how large electric or magnetic
fields need to be for this effect to occur. To exclude a possible effect of the electric field
on the complex lifetime, we measured the intensity-dependence of loss again without
applying any voltage to the electrodes, see Figure 5.15. Because we found a precise
determination of density to be impractical in this trap configuration, we did not extract
βinel, but rather the two-body loss rate L2 = nβinel from our data. In this case, complexes
are formed mostly at the bottom of the trap, such that they fall out at a faster rate, making
the measurement less sensitive. However, with the predicted γc, we can still conclude that
τstick > 1.4ms with 3σ confidence.

We also probed the case of small magnetic fields, comparing the case of the crossed trap
and boxed trap, as shown in Figure 5.16. Again, there was no difference between high-
and low-intensity trapping within our measurement precision. We do observe increased
loss at very low fields, both with and without the kill-beam, but this is likely unrelated
to collisions. Rather, it indicates that the quantisation axis for the hyperfine states is no
longer well-defined, leading to spin flips.
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Figure 5.13.: Intensity-dependence of loss in the levitated box trap at an offset electric
field of E = 411V/cm. (a) Comparison of loss with kill-beam off (blue diamonds) and
on (orange circles) at an intensity of I = 276W/cm2. The lines are fits of Equation (5.12)
to determine βinel. Error bars represent the standard error of the mean of three repetitions.
(b) Dependence of βinel on I. The solid line shows the expected value of βinel, assuming
τstick = τRRKM. The dashed line assumes τstick = 2.6ms, which is the smallest value
in agreement with the lowest-intensity point up to 3σ . The shaded area indicates the
3σ confidence region of the lowest-intensity data point. The error bars indicate the 1σ

uncertainty of the fit.
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Figure 5.14.: Parameter space excluded by data taken in the levitated box. The shaded
areas indicate regimes that are excluded with 1σ , 2σ , and 3σ confidence, with darker
color corresponding to higher confidence. The predictions for γc and τstick from Reference
[395] are shown as dashed lines. Our method becomes insensitive at complex lifetimes
above 3 ms because here, all complexes fall out of the trap regardless of photoexcitation
probability.
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Figure 5.15.: Intensity-dependence of loss in the box trap without any electric field.
(a) Comparison of loss with kill-beam off (blue diamonds) and on (orange circles) at
an intensity of I = 204W/cm2. Error bars represent the standard error of the mean of
three repetitions. (b) Two-body loss rate L2 for different values of I. The solid (dashed)
line indicates the expected loss rate assuming a τstick of 18µs (1.4ms). The shaded area
indicates the 3σ confidence region of the lowest-intensity data point.
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Figure 5.16.: Magnetic-field dependence of loss in the crossed trap (orange circles) and
the box trap with levitation and without kill-beam (blue diamonds). Remaining molecule
numbers were measured after a hold time of 150 ms in the crossed trap, or 352 ms in the
box trap.
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Figure 5.17.: Loss rate coefficient βinel depending on external electric field E in the box
trap with electric levitation at T = 140nK. The solid line is a parameter-free quantum
close-coupling calculation by Goulven Quéméner. Error bars represent the 1σ uncer-
tainty of the fit.

5.5.3. Dipolar collisions
To exclude the possibility that resonances caused by nonuniversal scattering were hidden
by photoinduced complex loss in the crossed trap, we repeated the measurements of the
dependence of βinel on the dc electric field in the box trap with levitation (see Figure 5.17).
Like in the crossed trap, the loss rates were consistent with near-universal loss over the
entire investigated range of electric fields. Note that there is a significant Stark shift of the
X ↔ b transition, causing the detuning of the trap to change. At very high electric fields,
we observed that this increased the photon-scattering rate, though at E < 1.2kV/cm, we
did not see any change to βinel when we doubled the box-trap detuning to 600 MHz. Data
above this field were disregarded.

5.5.4. Enhanced sticking time due to p-wave barrier
All data shown up to this point were taken with samples of indistinguishable fermions,
such that a strong effect of recollisions is to be expected due to the dominant p-wave
character of the collisions. Indeed, when taking the estimated increase of the sticking time
by a factor 270 into account, the theory is consistent with our results. If this really was
the explanation for our surprising observations, the complex lifetime should be strongly
reduced for s-wave collisions. By creating an incoherent mixture of molecules of the two
lowest hyperfine states, |0,0,3/2,−4〉 and |0,0,3/2,−3〉, we created a scenario where the
fermions are no longer indistinguishable, and s-wave collisions become dominant, to test
this hypothesis. In addition, τRRKM is three times smaller for the s-wave case because of
the reduced multiplicity of the total angular momentum in the collision.

134



0 1 2
Hold time t (s)

0

1

2

3

4

5

6

M
ol

. n
um

b
er

 N
 (1

03
) a

100 101 102

Intensity I (W/cm2)

0.0

0.5

1.0

1.5

2.0

Tw
o-

b
od

y 
lo

ss
 r

at
e 
L 2

 (H
z)

b

0 1 2
Hold time t (s)

0

1

2

3

4

5

6

M
ol

. n
um

b
er

 N
 (1

03
) c

100 101 102

Intensity I (W/cm2)

0

2

4

6

Tw
o-

b
od

y 
lo

ss
 r

at
e 
L 2

 (H
z)

d

Figure 5.18.: Loss of an incoherent mixture of the states |0,0,3/2,−4〉 and
|0,0,3/2,−3〉 in the box trap. (a) Loss curves with kill-beam at an intensity I =
204W/cm2 (orange circles) and without kill-beam (blue diamonds) in the box trap with
electric levitation. The solid (dashed) line is a fit of Equation (5.12) to the data with kill-
beam on (off). (b) Intensity dependence of two-body loss rate. The solid line shows the
expected value, assuming τstick = τRRKM. The dashed line assumes τstick = 2.3ms, which
is the smallest value in agreement with the data up to 3σ . (c-d) Like (a-b), but at zero
electric field without levitation. Here, the smallest value of τstick in 3σ -agreement with
the data is 133 µs. In (a) and (c), error bars represent the standard error of the mean of
three repetitions. In (b) and (d), they represent the standard deviation of the fit.
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Starting from a pure ground-state sample, we made an incoherent mixture with two
microwave pulses. The first pulse created a coherent superposition |0,0,3/2,−4〉+
|1,1,3/2,−4〉, which is held until the dipole trap light has led to complete decoherence.
The second pulse then transferred all population from |1,1,3/2,−4〉 to |0,0,3/2,−3〉.
In order to minimise residual population in the rotationally excited state, all dipole traps
were switched off during the pulse duration. Figure 5.18 shows the comparison between
high- and low-intensity trapping of the mixture, both with levitation and at zero electric
field. As expected, the presence of s-wave collisions significantly increased the loss rate,
but there was still no observable dependence on light intensity. Even when taking recolli-
sions into account, the smallest values of τstick which are consistent with our observations
within 3σ , are 2.3 ms for the levitated case and 133µs for the zero-field case. This means
that, even though recollisions are probably one important piece to this puzzle, they are
insufficient to explain the observations on their own.

5.6. Discussion
A natural first reaction to the results shown in this chapter is “This can’t be right.” After
the refinement of the RRKM predictions [395, 396] and their experimental confirmation
with both chemically stable and reactive molecules [401, 404], there was no good reason
to believe the predictions could be off by orders of magnitude. Indeed, we were very
doubtful about our own results at first, double-checking for possible loopholes again and
again.

Finally, we decided to contact our colleagues in Hannover and Hong Kong and asked
for their opinion. Not only had they all independently found comparable results with their
molecular species (23Na39K and 23Na87Rb), they also couldn’t believe them and had all
decided not to publish. Having cross-checked each other’s data, we decided to cooperate
and submit our papers simultaneously [307, 405].

Since then, a number of further experiments have been performed, with highly inter-
esting results. For example, it was found that the three-body complex formed in colli-
sions between 40K87Rb and 87Rb atoms lives five orders of magnitude longer than ex-
pected from RRKM [591]. The Hannover team observed a strong dependence on the
initial hyperfine state in collisions between 23Na39K and 39K atoms [432]. In a follow-up
study to their original measurements with 87Rb133Cs, the Durham team found a similarly
hyperfine-state-dependent loss rate in molecule-molecule collisions [402].

With such strong evidence that the nuclear spin plays an important role, a reasonable
idea is to choose molecules in the hyperfine ground state which is simultaneously spin-
stretched, as is the case for 87Rb133Cs. This is impossible for 40K87Rb and 23Na40K,
where the ground state is not stretched. However, the results obtained with 23Na87Rb,
where universal loss was also found in the stretched hyperfine ground state, contradict this
interpretation. In addition, the hyperfine state of 40K87Rb is conserved in collisions, [592,
593], which should exclude any impact on sticking times, though this may be because the
reactive collisions in this system last too short for hyperfine-state changes to occur.

Multiple proposals have been brought forth to explain the discrepancies between theory
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and observations [406–410, 412, 413]. They investigate multiple possible reasons why
the density of states in the sticky complex (ρs in Equation 5.1) could be increased, for
example because of nuclear-spin involvement. There have also been suggestions that the
statistical approach used in the RRKM theory may not be valid in certain cases and should
be replaced with a different method [411].

With the crucial impact that the lack of understanding of ultracold collisions has had
on the field for the last decade, it is undoubtedly necessary to experimentally test these
new hypotheses, however this may not be easy. Probing even longer complex lifetimes
with box traps is not likely to work, because at lifetimes above a few milliseconds, the
complexes would have to be trapped so as to not just fly away. In principle, it would
be possible to increase the box trap’s size, but this seems rather impractical. Therefore,
it appears likely that the only way to conclusively answer this question will be to con-
struct a setup where the decay products themselves can be detected. Though this has been
demonstrated for reactive molecules [403, 404, 594], to our knowledge there are no active
attempts to do the same for chemically stable molecules yet. Another possible avenue is
to further investigate molecule-atom collisions. While this topic has only been studied for
a fairly short time, recent advances are quite impressive, and especially with the discov-
ery of atom-molecule Feshbach resonances and sympathetic cooling [433–437, 595], this
direction is certain to remain interesting.
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Experience keeps a dear school,
yet fools will learn in no other.

—Benjamin Franklin

6. Microwave shielding

Having, for the moment, exhausted our possibilities for understanding close-range col-
lisions between molecules, we next focused our efforts on preventing them. We did this
using the technique of microwave shielding, where a repulsive potential between collid-
ing molecules is engineered with a high-power microwave field. This chapter describes
our implementation of this method and the subsequent realisation of microwave-assisted
evaporative cooling. It is based on the publication [596].

6.1. Motivation
Suppression of lossy collisions can be achieved in many ways, for example molecules
can be confined in deep optical lattices as shown in References[295, 308, 309]. If they
can not move through the lattice, collisions are strongly suppressed. However, this also
stops interesting dynamics and makes it much harder to study things like Fermi–Hubbard
models, which require tunnelling. It also hinders evaporative cooling, since high-energy
molecules can not easily be removed from a lattice.

Therefore, a more interesting choice is to modify the interaction potential with exter-
nal ac or dc fields. If this makes interaction sufficiently repulsive in all directions that
molecules can not enter the lossy short-range potential, the problem is solved. There are
multiple proposals on how to do this. The conceptually simplest is to apply a strong dc
electric field and confine the molecules on a plane or tube orthogonal to the field direction,
such that no attractive head-to-tail interactions can occur [206, 276–280]. This technique
can be generalised to 3D systems of molecules with rotational angular momentum R = 1
by choosing a specific, typically very large, electric-field value where a crossover between
rotational states occurs [415–418]. This is known as resonant shielding. Both methods
have recently been demonstrated with 40K87Rb [414, 419, 420], but are not likely to work
with the limitations of our experiment, as we can not reach sufficiently large and stable
electric fields. For example, the resonant-shielding field for NaK is around 7 kV/cm [418],
more than four times our current limit. In addition, NaK is expected to be harder to sta-
bilise in this way due to its lower mass [277].

The other possibility is to prevent collisions using ac electromagnetic fields, either in
the optical [427, 428] or microwave frequency ranges. This is analogous to shielding
methods pioneered in the 1990s for atoms [63], and can be visualised in the following
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way: ground-state molecules are illuminated with a light field which is blue-detuned from
a transition to a rotationally excited state. In the case of optical shielding, a narrow transi-
tion should be chosen, for example to |b3Π0,R′ = 1〉, in order to reduce photon scattering.
For microwave shielding, it is the purely rotational R = 0↔ R′ = 1. Because the in-
teraction potential between the two levels with different R contains a repulsive branch,
molecules approaching each other get closer to being resonant with the shielding light,
which in the dressed-state picture means admixing more of the repulsive state.

Though optical shielding is simple to implement in principle, the problem is that it
requires a fairly high intensity of near-detuned light, such that the detuning and Rabi
frequency are on the same order of magnitude, around 100 MHz [427, 428]. This means
that the molecules gain a significant admixture of the electronically excited state which
can undergo spontaneous emission, leading to one-body loss. With a linewidth of 300 Hz
for the |b3Π0,R′ = 1〉 state of 23Na40K, a loss rate of 10 Hz or more should be expected,
leading to inefficient evaporation. In contrast, the lifetime of purely rotationally excited
levels against spontaneous emission is almost infinite, making microwave shielding the
more promising option for our system.

6.2. Operating principle
Microwave shielding has been theoretically described in the publications [423–426, 597],
and was recently experimentally demonstrated with pairs of 40Ca19F molecules in op-
tical tweezers [430]. It functions in the same basic way as optical shielding, however
due to the differences between laser and microwave technology, the challenges in ex-
perimentally implementing it are very different. Molecules are initially in the absolute
ground state |G〉 = |R = 0,mR = 0,δNp〉 = 0, where δNp is the change of photon num-
ber in the microwave field. The presence of the circularly polarised microwave field then
creates dressed states with some admixture of a rotationally excited state, for example
|E〉= |1,−1,−1〉, where one σ−-polarised photon has been absorbed by the molecule. In
the limit of isolated molecules, the composition of the dressed states only depends on the
Rabi frequency and the microwave detuning:

|+〉= sinφ |G〉+ cosφ |E〉, (6.1)
|−〉= cosφ |G〉− sinφ |E〉, (6.2)

tan2φ =−Ω

∆
. (6.3)

All states with R = 1,mR 6= −1 are not coupled due to the choice of microwave polari-
sation, and are labelled as spectator states |0〉. Because the dressed states contain com-
ponents of rotational states with opposite parity, the molecules in |+〉 then experience
dipole-dipole interactions with a time-averaged long-range potential

V =− d2

4πε0

1−3cos2 θ

12(1+(∆/Ω)2)r3 , (6.4)
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Figure 6.1.: Interaction potentials between the different dressed states of two NaK
molecules. The dashed lines indicate collisions orthogonal to the microwave wavevector,
the solid lines indicate parallel collisions. The p-wave barrier is not shown. (a) Overview
of all combinations of dressed and spectator states. (b) Close-up of the repulsive |++〉
channel where shielding is realised.

where θ is the angle between the microwave wavevector and the intermolecular axis.
Classically, this corresponds to the rotating molecules aligning themselves with the elec-
tric component of the microwave field at all times. In the limit of large Rabi frequencies,
this rotation results in an effective lab-frame dipole moment of d = d0/

√
12, correspond-

ing to 0.785 D for NaK. Note that the interaction switches sign compared to the case of a
static dipole moment, becoming repulsive along the microwave wavevector and attractive
along the other two directions. At close range, the dynamics of the problem are changed
by the mutual influence of the molecules (see Figure 6.1). In a collision, molecules in |+〉
enter a strongly repulsive potential independently of their relative orientation. Hence, mi-
crowave shielding allows achieving strong dipolar interaction without a dc electric field,
and suppressing lossy collisions at the same time.

6.3. Implementation with NaK
As the excited state for dressing, we choose |E〉= |1,−1,−1〉, which is coupled with |G〉
via a σ−-polarised microwave field. At a magnetic field B = 72.35G, which is typically
used in the experiment, the resonance frequency of this transition is 5.643 413 7 GHz. As
shown in Figure 6.2, the spectrum near this transition is complicated, but at sufficiently
large power and detuning, it is nevertheless possible to create an almost pure |+〉 state.
Using σ+ polarisation and coupling to |1,1,−1〉 would also have worked, though we did
not investigate this in detail.

To facilitate effective shielding, the microwave field must fulfil quite stringent require-
ments. First, the intensity must be high enough to reach Rabi frequencies of 2π×10MHz
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Figure 6.2.: Spectrum of microwave transitions depending on magnetic field. Each line
corresponds to an excited state in the J = 1 manifold, with orange indicating σ− transi-
tions, blue indicating π transitions, and red indicating σ+ transitions. Colour saturation
is proportional to the transition dipole moment, meaning that grey states are unreachable
with dipole transitions from the absolute ground state. The circle denotes the transition
where microwave shielding is done. The square, triangle and diamond denote the tran-
sitions used to characterise the microwave polarisation. The data shown was calculated
with the code described in Reference [598].
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or more. This is relatively simple, as high-power, low-noise microwave amplifiers are
readily available at frequencies around 5.6 GHz. Using a single 10-W amplifier (KU PA
510590, Kuhne), we were able to achieve Ω = 2π × 11MHz. Second, it is important to
reach an extremely low level of phase noise, because noise at offset frequencies close to
the Rabi frequency causes molecules to be transferred into the |−〉 state where they are
effectively lost. According to the supplemental material of Anderegg et al.’s paper [430],
this process happens exponentially with a time constant

τ =
2

π2Ω2Sφ (Ω)
, (6.5)

where Sφ (Ω) is the phase noise at an offset equal to the Rabi frequency. This means that,
to realise lifetimes on the order of a second, the phase-noise level needs to be −164 dBc/Hz
at an offset of 10 MHz from the 5.6-GHz carrier, an extremely low level that is hard to
reach even with the most advanced available technology.

The typical way to generate ultralow-noise microwaves is by locking an output oscil-
lator to a reference-frequency source using a phase-locked loop (PLL) with a bandwidth
of about 100 kHz. This means that the low-frequency noise below 100 kHz is determined
mostly by the stability of the reference, while the high-frequency noise is given by the
intrinsic noise of the output oscillator. Many microwave sources offer the option to use
an external signal, for example from an ultrastable hydrogen maser, to replace the in-
ternal reference-frequency source and reduce low-frequency noise, however this is not
useful in our case. Adding to this problem, ultralow-noise microwave oscillators are com-
monly used in military applications, and the best ones are difficult to obtain. For example,
sapphire-loaded crystal oscillators can easily reach the desired noise level [599], but we
are not aware of any suppliers on the civilian market.

To our knowledge, the best practically usable sources are the PSG series (Keysight) and
the SMA-100B (Rohde&Schwarz), which use yttrium-iron-garnet (YIG) output oscilla-
tors. For the Keysight signal generators, there are multiple options available to reduce
phase noise, but since they all improve the stability of the reference-frequency source,
they are not expected to be helpful at offsets beyond the PLL bandwidth. On the other
hand, the B-711 option available for the SMA-100B contains an upgrade of the output os-
cillator and indeed improves the phase-noise performance in the relevant frequency range.
At a carrier frequency of 6 GHz and 10 MHz offset, these signal generators are specified
to reach a noise level of −158 to −160dBc/Hz. In our experiments, we initially used a
Rohde&Schwarz SMF-100A (specified at −155 dBc/Hz), which we later replaced with a
Keysight E8267D (−158 dBc/Hz). This led to an improvement in one-body lifetime by
a factor two, in qualitative agreement with Equation 6.5. All the data shown here were
taken with the E8267D.

Finally, a pure circular polarisation of the microwave field is important to avoid un-
wanted coupling with other excited states with mR 6=−1 [425, 426]. This can be quanti-
fied with the ellipticity angle

ξ = arctan
(

Eσ+

Eσ−

)
. (6.6)
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Figure 6.3.: Predicted elastic (orange) and inelastic (blue) collision rate coefficients at
multiple values of the polarisation ellipticity angle ξ . These curves are the result of
close-coupling simulations performed by Tijs Karman.

As long as the relevant coordinate system is given by the dc magnetic-field direction, there
can also be π-components, but at sufficiently high microwave powers, the quantisation
axis is given by the microwave wavevector. In this coordinate system, no π-components
exist. As Figure 6.3 shows, there is a strong detrimental effect of polarisation impurity,
so a small ξ is important. This requirement turned out to be the hardest to meet, as
we found the polarisation to be sensitive to even small movements of any conductive
objects near the molecule position. We initially attempted to compensate the effects of
the environment by using a phased-array antenna consisting of four helices as described
in Reference[430]. However tuning the phase relation between the four sub-antennas
was an extremely tedious process and ultimately turned out to be ineffective, as the σ+

components could not be reduced enough. Instead, we settled on using a single helix
antenna with five windings which was positioned such that its top end was 2.2 cm below
the molecules, near the glass-cell wall. The polarisation purity was then tuned by carefully
moving a cylindrical piece of metal foil which surrounds the antenna.

The setup for microwave generation is shown in Figure 6.4. It allows fast ramps of
the output power via a voltage-controlled attenuator (VCA; D1954, General Microwave),
which provides up to 65 dB of attenuation at an insertion loss of less than 3 dB. Since
noise on the input voltage of the VCA causes unwanted amplitude modulation, this volt-
age is provided by an arbitrary waveform generator (33522A, Keysight), which is situated
next to the VCA, reducing ground loops. In addition, there is a 100-kHz low-pass filter at
the VCA input, further reducing high-frequency noise.
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Figure 6.4.: Microwave-generation setup. The output signal from the microwave source
is sent through a voltage-controlled attenuator (VCA) in order to create fast power ramps
for the preparation of the dressed state. The 10-W amplifier has a gain of 35 dB and is run
slightly below its saturation power. To avoid noise on the control channel of the VCA, its
input signal comes directly from an arbitrary waveform generator (AWG) situated close
by.

6.4. Shielding effectiveness

6.4.1. Data analysis
The great advantage of microwave shielding is that it not only prevents inelastic collisions;
due to the effective dipole moment induced by the microwave field, it also creates elastic
long-range collisions which allow thermalisation. Understanding the data thus requires
a model that contains both elastic and inelastic collisions. This can be achieved with a
generalised version of Equation (5.3), which is given by [233, 419]

dN
dt

=

(
−K

2Th +Tv

3
n−Γsc

)
N, (6.7)

dTh

dt
=

1
12

KTvThn+
Γth

3
(Tv−Th), (6.8)

dTv

dt
=

1
12

K(2Th−Tv)Tvn−2
Γth

3
(Tv−Th), (6.9)

with the mean density defined, analogously to Equation (5.2), as

n = N

(
mω̄2

4πkB(T 2
h Tv)1/3

)3/2

. (6.10)

In these expressions, Tv and Th are the temperatures in the vertical and horizontal direc-
tions, respectively. Due to the cylindrical symmetry of the problem, it is reasonable to
assume that temperatures in the two horizontal directions are equal. The rates of change
for the two temperatures consist of two terms: the first corresponds to heating which is
caused by a larger loss rate for the coldest molecules, which are situated in the highest-
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density part of the trap. The second is a thermalisation term which leads to the tempera-
tures in all directions equilibrating. The factor 1/12 in the heating rates comes from the
fermionic quantum statistics. The rethermalisation rate Γth can be calculated from the
elastic scattering cross section σel via

Γth =
nσelvcol

Ncol
. (6.11)

This expression depends on the mean collision velocity vcol and the number of collisions
necessary for rethermalisation Ncol. The former is given by

vcol =

√
16kB(2Th +Tv)

3πm
. (6.12)

The latter is dependent on the angle θ between the microwave wavevector and the z-axis,
and has been calculated to be [600]

Ncol =
112

45+4cos(2θ)−17cos(4θ)
. (6.13)

From the experimental data, we obtain the time dependence of N, Tv, and Th, and fit
a numerical solution of the equation system (6.7–6.9) to that. To keep the number of fit
parameters at an acceptable level, the one-body loss rate Γsc is always fixed to 1.7 Hz,
which was independently measured in a low-density sample. From this, the elastic and
inelastic collision-rate coefficients can be calculated via

βel = σelvcol, (6.14)

βinel = K
2Th +Tv

3
. (6.15)

6.4.2. Calibration measurements
We first characterised the microwave field by measuring Rabi frequencies of the transi-
tions marked in Figure 6.2. For measuring polarisation purity, we chose three reasonably
isolated transitions, one each with σ−, π , and σ+ character, and deduced the intensity in
the respective component of the field from the observed Rabi frequency and the calculated
transition dipole moment.

This was done at B = 135G, a compromise between the limits of our magnetic-field
control system and isolating the different transitions as much as possible. At this field, the
transitions are still much too close to each other to obtain clean Rabi oscillations at full
microwave power, since off-resonant couplings would cause too much disturbance. We
therefore reduced the power by about 60 dB, reaching Ω≈ 2π×3kHz. According to the
calculations obtained with the code described in [598], the transition dipole moments of
the σ−, π , and σ+ transitions are 0.989d0/

√
3, 0.789d0/

√
3, and 0.875d0/

√
3, respec-

tively. From the data, we then deduced the amplitude ratios Eσ+/Eσ− = 0.169(8) and
Eπ/Eσ− = 0.169(8).
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With the weak microwave field in these measurements, the coordinate frame is given
by the dc magnetic field, not the microwave wavevector, as evidenced by the finite π

component. Indeed, it follows from this data that the microwave wavevector is tilted by
20° to 30° with respect to the dc field. Accounting for this, the possible values for the
ellipticity angle ξ in the microwave coordinate frame are then between 11.5° and 5.9°.
The presence of a large tilt is surprising, as one should expect the vertically aligned helix
antenna to create a field which is close to parallel to the antenna direction. However we
operate in the near-field regime and with many potentially disturbing conductive parts
around the molecules, which may explain this effect. In the following, we assume Ncol =
2.05, which is the predicted value at θ = 29°.

Next, we measured the reachable Rabi frequency at full microwave power for the
shielding transition, i.e., the σ− transition located at 5.643 413 7 GHz for B = 72.35G.
As this can not be measured on resonance, we used multiple different detunings between
2π×2MHz and 2π×25MHz, and deduced a resonant Rabi frequency Ω = 2π×11MHz
from the data. To create sufficiently short rectangle pulses of the microwave power for
these measurements, we added a fast microwave switch (ZASWA-2-50DR+, Mini Cir-
cuits) before the amplifier, and disregarded data from the first 5µs, where the response
time of the amplifier limits the power.

6.4.3. Elastic and inelastic collision rates
For the measurements shown in this section, thermal molecule samples were prepared
in the combined 1046/1550-nm crossed dipole trap, as described in Chapter 3. The trap
frequencies were (ωx,ωy,ωz) = 2π × (67,99,244)Hz and the initial temperatures were
around 800 nK. The molecules were transferred into the dressed state |+〉 by ramping
the microwave field up from zero to full power within 100 µs. This ramp was performed
by linearly changing the input voltage of the VCA, thus exponentially ramping the Rabi
frequency. After a holding time at full microwave power, the ramp was reversed and the
imaging procedure performed as usual. The inelastic collision rates were then measured
by holding molecules in the trap for various times and at various microwave detunings ∆,
and fitting the resulting temperature and number curves as described above. As shown
in Figure 6.5, the rates were close to the universal limit of βinel = 4.9×10−11 cm3/s for
large ∆, but could be suppressed to 6.2(4)×10−12 cm3/s at the optimal value ∆ = 2π×
8MHz. Compared to the value measured without the presence of the microwave field,
7.7(5)×10−11 cm3/s, this constitutes a reduction by an order of magnitude. Example
data for the loss rates are shown in Figure 6.6(a).

The elastic scattering rates were measured by heating the trapped molecule sample
along the z-direction and observing the thermalisation time. The heating was performed
by modulating the 1064-nm beam sinusoidally at twice the vertical trap frequency for 100
oscillations, which caused a 30% increase in Tv at the beginning of the hold time. It can be
seen in Figures 6.5 and 6.6(b) that the sample did not thermalise at large detunings, since
the loss rate was larger than the thermalisation rate in this regime. However, at small ∆,
the dipolar interaction led to strong elastic collisions and the thermalisation rate increased
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Figure 6.5.: Loss and thermalisation in a microwave-shielded thermal sample of NaK.
(a) Elastic (orange) and inelastic (blue) scattering rate coefficients βel and βinel depending
on the microwave detuning ∆. All data were taken at Ω = 2π×11MHz with molecules
in the dressed state |+〉. The lines are coupled-channel calculations performed by Tijs
Karman, which assume ξ = 6.2°, at temperatures T = 800nK (solid) and T = 30nK
(dashed). The area where the hydrodynamic regime limits the measured elastic rate co-
efficients is shown in grey. Its boundary is calculated via Ncolω̄/(2πn0). (b) Comparison
between measured rethermalisation rate Γth and its expected value at the given dipolar
interaction strength assuming that Equation (6.11) holds. The dashed line has a slope
of 1, indicating that at weak interaction, this relation is a good description. At strong
interaction, where the sample enters the hydrodynamic regime, the rate saturates and the
solid line, which corresponds to Γth = ω̄ , fits the data better.
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Figure 6.6.: Example data for measurements of rate coefficients. (a) Measurements of
loss rate, used to determine βinel. Bright data points were taken without shielding, dark
data points with optimal shielding at ∆= 2π×8MHz. The solid lines are fits of Equations
(6.7–6.9). The dashed line indicates the expected loss rate without any two-body loss,
i.e., βinel = 0. (b) Measurements of thermalisation at ∆ = 2π × 30MHz (orange) and
at ∆ = 2π × 80MHz (red). These are used to determine βel. In the latter case, βel is
consistent with zero.

by at least two orders of magnitude.
At this point, we observed an unusual effect: most ultracold-gas samples are in the

ballistic regime, which means that particles collide with the walls of the trap much more
often than with each other. In this case, the thermalisation time is determined only by the
collision rate. However, in the experiments with the largest elastic rates, the gas entered
the hydrodynamic regime, where a particle undergoes many collisions before travelling
through the trap once. In this regime, the thermalisation rate is limited by the propaga-
tion of collective excitations in the trap, which is given by the harmonic trap frequency.
The measured rethermalisation rate thus saturated at a value corresponding to this trap
frequency, as shown in Figure 6.5(b).

6.5. Evaporative cooling
For the data in this section, we used as a starting point the highest phase-space-density
molecule sample we could create. As the inelastic collision rate coefficient scales strongly
with temperature, this ensured the best possible evaporation efficiency. The main problem
with creating ultracold samples of NaK is the difficulty in making the fermionic potassium
and the bosonic sodium samples overlap, so that efficient magnetoassociation becomes
possible. This is straightforward with thermal samples, but once the bosons condense,
they form a very dense cloud in the centre of the trap, while degeneracy pressure stops
the fermions from doing the same. We addressed this problem by adding a strongly
focused dipole trap at a wavelength of 785.5 nm, which is near-resonant for potassium and
confines it very strongly, but has a much smaller effect on sodium (see Figure 6.7). This
specific wavelength was chosen because Feshbach and ground-state molecules exhibit
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Figure 6.7.: Dipole traps used for preparing molecule samples. (a) Combined
1064/1550-nm trap as used for creating thermal samples. The 1064-nm and the 1550-
nm beam propagate horizontally, and are both elliptical with an aspect ratio of two.
(b) 785.5-nm trap used for compressing potassium. This trap consists of a strongly el-
liptical horizontal “lightsheet” beam and a circular, vertical beam. For the creation of
molecules from degenerate atoms, a combination of both traps is used.

the same polarisability there, reducing heating in the STIRAP transfer. By tuning the
relative power between the dipole traps, we were able to match the density of bosons
and fermions even at very low temperature, which led to significant improvement of the
association efficiency. This turned out to be the key to reaching lower temperatures with
23Na40K. These results are described in more detail in the publications [165, 386, 387].

For all following measurements, the starting samples were prepared at trap frequencies
(ωx,ωy,ωz) = 2π× (45,67,157)Hz and at B = 72.35G.

6.5.1. Thermometry

Especially in the deeply degenerate regime, measuring the temperature of a molecule gas
requires some care. For small samples, the signal-to-noise ratio of absorption images
becomes low, and the fit function is very sensitive to the parameters, potentially leading
to large errors. This is exacerbated when the time of flight before imaging is long, because
this reduces the optical density of the sample. On the other hand, too short times of flight
make the result strongly dependent on the trap shape, which is hard to measure precisely
as well. As a compromise, we choose tToF = 10ms, and average over five to 20 images.
To extract the temperature, the averaged images are fitted with a Fermi-Dirac distribution

n(x,z) = npeak Li2

[
−Z exp

(
− x2

2σ2
x
− z2

σ2
z

)]
, (6.16)

with the peak density npeak, the polylogarithmic function Li, the fugacity Z and the cloud
widths σx/z. The temperature in a given direction i then follows via the expression

σi =

√
1+ω2

i t2
ToF

ωi

√
kBTi

m
. (6.17)
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Figure 6.8.: Dissociation procedure for degenerate molecule samples. After reverse STI-
RAP, all dipole traps are immediately turned off, starting the time of flight. The magnetic
field is first ramped quickly, then crosses the resonance at a very small ramp rate to min-
imise heating. Above the resonance, the field is then ramped quickly to 80.3 G, where
the interspecies scattering length between sodium and potassium is zero. The dashed line
marks the resonance position at 78.3 G.

In addition, we determine the reduced temperature, i.e., T divided by the Fermi tempera-
ture TF , from the fugacity: (

T
TF

)3

=− 1
6Li3(−Z)

. (6.18)

Finally, we perform a check of the results above by fitting a Gaussian function to the
thermal wings of the distribution. In this regime, the effect of Fermi-Dirac statistics is
small, making this a good description. The temperature obtained with this method typi-
cally agreed with the one from the Fermi-Dirac fit within less than one standard deviation.

There is also a more fundamental problem with measuring the temperature of very cold
molecule samples: the molecules need to be dissociated by means of reverse STIRAP
and ramping over the Feshbach resonance before they can be imaged, so any heating
caused by these processes will lead to an overestimation of T . The STIRAP process
imparts a significant recoil energy of h× 1.7kHz. Luckily, not all of this is actually
converted into heat, rather, it moves the entire cloud uniformly, causing oscillations. If
the time of flight begins before these oscillations are fully damped out, the temperature
in the centre-of-mass frame of the cloud rises only by some fraction of the imparted
energy. This can also be reduced by adding a weak lattice potential orthogonally to the
STIRAP direction as described in the supplemental material of Reference [385]. The
effect of heating caused by ramping to the attractive side of the Feshbach resonance can
be reduced by performing the ramp slowly, however this also leads to increased losses. We
therefore devised a four-ramp scheme in which the field is ramped as quickly as possible
away from the resonance, but crosses the resonance much more slowly (see Figure 6.8).
In combination, the dissociation effects should lead to an overestimation of the fitted
temperature by approximately 7 nK, which is not taken into account in any of the values
given here.
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6.5.2. Evaporation procedure and results
With optimal microwave shielding, we reach a ratio of elastic to inelastic collisions
βel/βinel = 460(110), which is limited by the onset of the hydrodynamic regime. At
such a ratio, evaporative cooling should be quite efficient, however the very large elastic
collision rate is not only an advantage. In fact, due to the limited thermalisation speed,
the effective βel/βinel is much smaller during evaporation.

The hydrodynamic regime and its effect on thermalisation have been known for a long
time: for example, caesium atoms exhibit a very large s-wave scattering length at most
magnetic fields, and can easily enter the hydrodynamic regime [601]. For evaporative
cooling, this is generally undesirable, because ideally, every particle that obtains a high
enough kinetic energy should leave the trap. In the ballistic regime, this can happen
anywhere within the volume of the sample, but in the hydrodynamic regime, it can only
happen on its surface. Most particles with high energy will lose it again in a collision be-
fore they can leave the trap. Hence, for most evaporative cooling schemes, the scattering
properties are chosen such that the gas always remains in the ballistic regime. For our
case, this is not possible, as we can not reduce the elastic collision rate enough without
impairing the shielding.

Starting with a nonthermalised sample of about 2.5×104 ground-state molecules cre-
ated from degenerate atoms, we ramped the dipole-trap power down exponentially for
150 ms, finally reaching trap frequencies down to 2π × (42,56,99)Hz in the most ex-
treme case. We reduced the effect of the hydrodynamic regime by ramping the power of
the vertical compression beam exponentially up during the process. This increased the
trap frequency in two directions, limiting the reduction of thermalisation time when the
other dipole traps are weakened.

We first investigated molecules held for 150 ms with shielding, but without changing
the trap depth. In this case, the sample reached a final temperature of 176(5) nK, corre-
sponding to T/TF = 1.00(3), with 1.43(5)× 104 molecules remaining. As this sample
was fully thermalised, it can be used as a comparison point for the evaporation. Reducing
the final trap depth clearly led to cooling, see Figure 6.9. In the optimal case, where we
evaporated down to trap frequencies of 2π × (42,56,99)Hz, we reached T = 38(2)nK,
corresponding to T/TF = 0.47(2). At this point, the evaporation was not completely
stopped however, and the temperature reduced further if we held the sample for an addi-
tional 100 ms without changing the trap depth. After this, the temperature was reduced to
21(5) nK or T/TF = 0.36(9). Figure 6.10 shows the images and the fits used to determine
these temperatures.

In comparison, previous experiments have reached evaporative cooling of 40K87Rb to
1.4TF in 3D [419], and to 0.6TF in 2D [414]. The improvement in our work was enabled
by the large ratio of elastic to inelastic collisions that can be realised with microwave
shielding. In addition, microwave shielding does not require high voltages in ultrahigh
vacuum, which are difficult to control [318, 602]. High voltage can also be dangerous
due to risk of electric shock as well as unintentional creation of X-rays [603]. While
high-power microwaves come with their own difficulties and dangers, using them does not
require any changes to existing vacuum setups, and they can be created straightforwardly

152



0 5 10 15

Molecule number N (103)

0.4

0.6

0.8

1.0

T/
T F

0 5 10 15

Molecule number N (103)

0

100

200

Te
m

p
er

at
ur

e 
T 

(n
K

)

Figure 6.9.: Temperatures reached in the microwave-shielded evaporation process at var-
ious trap depths without additional holding time. (a) Reduced temperature, (b) Tempera-
ture. In both subfigures, the rightmost data point was taken without any reduction in trap
depth. Lowering the trap depth then led to smaller atom numbers and cooling, until the
molecule number became too small to reliably fit temperatures.
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Figure 6.10.: Molecule clouds after microwave-assisted evaporation to various trap
depths. OD stands for optical density. (a-c): Time-of-flight images averaged from mul-
tiple runs. (d-f): Azimuthally integrated optical densities extracted from these images.
The black lines are polylogarithmic fits, the orange lines are Gaussian fits to the thermal
wings of the sample. (a) and (d) correspond to T = 1.00TF (only thermalisation, no evap-
oration), (b) and (e) correspond to T = 0.47TF (evaporation without additional holding),
and (c) and (d) correspond to T = 0.36TF (evaporation with additional holding).
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with commercially available tools.
We hope to soon be able to improve our result further with a combination of upgrades:

first, we plan to reduce the microwave phase noise by adding a narrowband filter at the
output of the signal source. We hope that the one-body loss can thereby be suppressed be-
low the background level caused by off-resonant scattering of dipole-trap photons and by
background-gas collisions. Second, with improved antennas and a better understanding of
the effect of the surroundings, it should be possible to reduce the polarisation ellipticity,
hopefully gaining another factor three reduction in two-body loss. Third, the effect of the
hydrodynamic regime on the evaporation efficiency could be reduced with a better trap
geometry. With some combination of these, dipolar gases of molecules will hopefully
soon cross the threshold where dipolar many-body physics become accessible.
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Not knowing when the dawn will come
I open every door;
Or has it feathers like a bird,
Or billows like a shore?

—Emily Dickinson

7. Next steps for dipolar many-body
physics

With the aid of efficient, density-matched magnetoassociation [387] and microwave-
assisted evaporation [596], we are now able to create samples of thousands of molecules
at T/TF = 0.36 and T = 21nK. The dipole moment can reach 0.64 D at optimal shield-
ing conditions. With some technical improvements like higher microwave power, more
efficient STIRAP, and better evaporation procedures, it is realistic to reach temperatures
of T/TF = 0.1 and a dipole moment of 0.75 D. These conditions are a great starting point
for the exploration of dipolar quantum matter.

7.1. Motivation
The behaviour of quantum many-body systems is notoriously difficult to predict from first
principles. In the worst case, the computational effort required to simulate such systems
on classical computers scales exponentially with their particle number. This means that in
some cases, it is impossible to calculate the behaviour of a system governed by a known
Hamiltonian even for moderate particle numbers on the order of 100. One particularly
well-known and relevant case is the Fermi–Hubbard model, which is suspected to describe
unconventional superconductivity. Though this model has been studied for decades, it
remains unclear if its ground state is superconducting or not, and if it can provide an
accurate description of existing high-temperature superconductors [604, 605]. Similar
problems exist in other areas of condensed-matter physics and quantum chemistry [606].

A quantum simulator is a controllable quantum system which implements a given
Hamiltonian, so that the system’s behaviour can be used to understand the Hamiltonian.
The final goal of research on quantum simulators is to be able to choose any Hamiltonian
and have a simulator available which can implement it. We are not quite there yet, how-
ever. Most current attempts to build quantum simulators are limited by too small system
sizes and too high temperatures.

Long-range interacting quantum systems are in many ways even more difficult to un-
derstand than ones with short-range interaction. For example, systems with finite-range
interactions behave in some sense locally, as there is a finite speed of information propaga-
tion given by the Lieb–Robinson bound [607]. For all practical purposes, this also applies
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to systems of neutral atoms. However, for long-range interacting systems, this bound
can be violated, as has been demonstrated with ions [608–610]. Furthermore, low-energy
collisions in systems with short-range interactions can be described by a single param-
eter, the scattering length. This is no longer true for the dipole-dipole interaction with
its 1/r3 character, where multiple partial waves matter even in the low-energy limit [15,
611]. In the specific case of the dipole-dipole interaction, it is also important that it is
anisotropic and can be simultaneously attractive and repulsive, depending on the relative
spatial orientation of interacting particles. This allows the coexistence of phases which
require attraction and repulsion. The interplay between these effects can lead to highly
complex and fascinating behaviour, such as supersolidity. Dipolar systems have been the-
oretically investigated for almost 20 years, but only a very small number of results have
ever been experimentally tested. Until now, only the regime of weak dipolar interactions
has been accessible, mainly with magnetic atoms [147, 148, 506–510].

A list of theory papers, both in the weakly and strongly dipolar regimes, is given in
Appendix B. In the following, I will investigate some selected predictions out of the large
number of papers to judge their feasibility for experimental tests, both in our own ex-
periment and in others, within the next few years. They can then serve as testbeds for
techniques to control molecules and as proof-of-concept experiments for quantum simu-
lation of dipolar matter.

7.2. Ground work
The emergence of dipolar quantum phases is driven by the dipole-dipole interaction and
its relation to other energy scales in the system. These include the temperature, and,
depending on the system, also others like the lattice hopping strength. The dipole-dipole
interaction strength is commonly expressed in terms of the dipolar length ad , which is
defined as

ad =
md2

4πε0h̄2 , (7.1)

where d is the lab-frame dipole moment and m is the molecule mass. The dipolar lengths
of NaK and KRb at various dipole moments are given in Tables 7.1 and 7.2.

Comparing ad to the interparticle spacing yields the interaction strength. For fermions
in a trap, the interparticle spacing is given by the inverse Fermi wavevector k−1

F . It depends
on the particle number and the geometry of the system. In the case of a fermionic 3D
system at zero temperature in a harmonic trap, it is given by [612]

kF =

√
mω̄(48N)1/3

h̄
, (7.2)

with the geometric mean trap frequency ω̄ = (ωxωyωz)
1/3.

In a lattice, energy scales are conveniently expressed in terms of lattice recoil energies.
For NaK in a retro-reflected 1064-nm lattice, as used in our experiment, this is ER =
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Table 7.1.: Dipolar characteristics of NaK. Nearest-neighbour (NN) interaction is given
for 532 nm lattice spacing.

Dipole moment d E field Dipolar length ad NN interaction UNN

0.50 D 1.2 kV/cm 235 nm h×251Hz
0.75 D 1.8 kV/cm 529 nm h×564Hz
1.00 D 2.7 kV/cm 941 nm h×1002Hz
1.25 D 3.8 kV/cm 1470 nm h×1566Hz
1.50 D 5.5 kV/cm 2116 nm h×2255Hz
1.75 D 8.4 kV/cm 2881 nm h×3070Hz
2.00 D 15 kV/cm 3763 nm h×4010Hz

Table 7.2.: Dipolar characteristics of KRb. Nearest-neighbour (NN) interaction is given
for 532 nm lattice spacing.

Dipole moment d E field Dipolar length ad NN interaction UNN

0.10 D 2 kV/cm 19 nm h×10Hz
0.20 D 5 kV/cm 76 nm h×40Hz
0.30 D 9 kV/cm 171 nm h×90Hz
0.45 D 45 kV/cm 384 nm h×203Hz
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Figure 7.1.: Hopping matrix element in relation to lattice depth. Both quantities are
given in units of lattice recoil energies. The curve was calculated using Equation (7.4).
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h× 2.8kHz. The three important parameters are the interaction strength, the hopping
matrix element, and the temperature. For an angle θ between the intermolecular axis and
the dc electric field, the interaction energy between molecules at a distance r reads

U(r,θ) =
d2(1−3cos2 θ)

4πε0r3 . (7.3)

The interaction strength for long-range interacting systems is conveniently characterised
by the nearest-neighbour interaction between maximally repulsive dipoles, which is
UNN = U(a,π/2) for the lattice spacing a. The hopping matrix element can be approxi-
mated as [613]

t = ER
4√
π

(
V0

ER

)(3/4)

exp
(
−2
√

V0

ER

)
, (7.4)

with the lattice depth V0. Figure 7.1 shows the hopping matrix element predicted by this
formula for a typical range of lattice depths. The formula is only valid for a single parti-
cle in a homogeneous lattice, since interactions and energy differences between different
lattice sites can strongly modify the hopping.

When evaluating the temperatures in different types of traps and lattices, it is important
to consider that additional confinement necessarily leads to increased temperature at con-
stant entropy. This is unavoidable due to the reduced density of states [614]. In reality, the
effect is even more pronounced if a gas is loaded into more confined geometries, because
such a transfer can not be perfectly adiabatic [615].

7.3. Fermi-surface deformation
The presence of anisotropic interaction in a trapped Fermi gas deforms the Fermi sur-
face. Along the repulsive direction, the cloud becomes narrower, as it is energetically less
favourable for a particle to be on its edge, while the effect is reversed along the attrac-
tive direction [208, 616]. This is the conceptually simplest way to see the effect of the
dipole-dipole interaction in a fermionic system, and it has been observed with magnetic
atoms [508]. The strength of the deformation is proportional to the ratio of the interaction
strength and the Fermi energy, which is [508]

η =
npeakd2

4πε0EF
, (7.5)

where npeak is the peak density. The Fermi energy EF of a zero-temperature Fermi gas in
a harmonic trap is given by

EF =
h̄2k2

F
2m

= h̄ω̄(6N)1/3. (7.6)

A typical case for our experiment is N = 104 and ω̄ = 100Hz, such that EF ≈ h×4kHz,
and a peak density on the order of n= 1012 cm−3. This means at a dipole moment d = 1D,
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we would reach η = 0.04. This is almost three times larger than previously reached with
erbium atoms, so it should be possible to measure this with molecules, too. However,
it is difficult to prepare molecules in motional equilibrium, i.e., without any sloshing or
breathing oscillations. As long as oscillations occur, they can mask the Fermi-surface
deformation. In addition, degenerate samples with larger molecule number would be
helpful to achieve the required signal-to-noise ratio to observe the effect clearly.

7.4. Dipolar Wigner crystal
One of the most carefully studied dipolar quantum phases is the dipolar Wigner crys-
tal [204–206, 209, 617]. It comes about when confining dipoles to a 2D plane with a
strong dipole moment orthogonal to the plane. In this situation, when the density is high
enough, the repulsive interaction forces the particles into a spontaneously formed trian-
gular lattice configuration. This phase has remained experimentally inaccessible because
enormous interaction strength is required to reach it. The interaction strength can be given
in terms of the dimensionless parameter n2Da2

d , where n2D is the 2D density. For the case
of bosons, the transition to the crystalline phase is predicted to occur at n2Da2

d ≈ 290 [205].
For fermions, a slightly less extreme value of n2Da2

d ≈ 50 is required [617]. With an ambi-
tious lab-frame dipole moment of 1.25 D, this means n2D = 2.3×109 cm−2 for fermions,
or a gigantic n2D = 1.3×1010 cm−2 for bosons.

For comparison, the current record density of dipolar molecules in 2D planes is held by
JILA. In their paper [414], they reported N = 4000 in a single 2D plane, and ωx = ωy =
2π×40Hz, resulting in an average density of 6×107 cm−2. While the peak density should
be somewhat higher, this is still at least an order of magnitude too little. In addition, this
density was reached with much smaller dipolar repulsion.

If sufficient densities can be reached, the stability of the gas might become a prob-
lem. The JILA experiment reported loss coefficients on the order of β = 1×10−8 cm2/s
under optimal conditions, which would limit the lifetime of a gas at the minimum neces-
sary density to 50 ms. This way of estimating lifetime is of course very crude, as a gas
with much larger dipolar length could be stabilised by repulsion. Using bosons or distin-
guishable fermions will likely make it easier to reach high densities as there is no p-wave
barrier causing additional repulsion, however this also means that the two-body loss rate
will be even higher. Experience shows that theoretical estimates for loss rates sometimes
do not accurately describe real systems, so this question will likely only be answered by
experiments.

Though it is not completely unrealistic to reach this phase, the challenges are sub-
stantial. Strong 2D confinement, high efficiency of loading single planes, and very large
electric fields are necessary to attempt this. Even with all these in place, it will remain
difficult to find a procedure to compress the molecules to the enormous required density
without strong heating or loss. Finally, detecting the Wigner crystal is also likely to be
challenging, because it will only form in the highest-density region in the centre of the
confinement region, such that the non-crystallised parts at the edge of the sample will
cause a large background signal for any imaging in momentum space. Imaging in posi-
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tion space may be possible for sufficiently heavy molecules with strong interaction, where
the lattice constant of the Wigner crystal could reach 700 nm or more, which quantum-gas
microscopes can resolve.

Due to its relatively low mass and large rotational constant, NaK is not an ideal
species for this endeavour. NaCs or NaRb would be more promising candidates if
bosonic molecules can effectively be stabilised against collisions in 2D. Otherwise, heavy
fermionic species like KCs or CsYb could be an option, if they can be cooled down far
enough. If the Wigner crystal turns out to be unreachable, the phases described in Section
7.5 or the hexatic phases predicted in [618, 619] may be good alternatives.

7.5. Stripe phases and superfluidity in 2D
bulk

The Wigner crystal is not the only way in which spontaneous symmetry breaking leads
to new quantum phases for dipoles confined to 2D planes. In fact, other phases can occur
at much lower interaction strengths, and are thus more easily accessible. For both bosons
and fermions, stripe phases have been predicted [620–624], though in the case of bosons,
it is still a point of contention whether the stripe phase is superfluid [625]. For fermions,
a p-wave superfluid phase and a nematic crystal have also been predicted [623]. At the
right conditions, stripe order and superfluidity can coexist, forming a supersolid [622]. In
comparison to the Wigner crystal, which requires kFad > 25, these phases exist already
at kFad ≈ 2.5, though at a quite low critical temperature. According to the predictions
in Reference [623], the system must be very degenerate at Tc ≈ 0.025TF to reach them,
though this limit could likely be increased a bit with stronger interactions.

Out of the predicted phases, only the nematic crystal can exist at an angle θ = 90◦

between the plane and the external field. The stripe phase becomes stronger at smaller
angles and could probably best be observed at θ ≈ 60◦. The supersolid requires θ < 45◦.
This is experimentally relevant because it requires working in a sensitive regime: for θ <
36◦, the system collapses due to the attractive interaction. Hence, the field angle needs to
be precisely controlled, which is not possible for experiments which have only four rod
electrodes, like ours. Experiments with more sophisticated electrode geometries should
not have this problem, as demonstrated for example in Reference [626]. For interactions
introduced via microwaves, a reliable way to control the direction has not been found
yet, though there is no fundamental reason this should not be possible. The most critical
requirement is thus temperature. Currently, T/TF ≈ 0.025 is more than ten times lower
than the record, and even if by means of stronger interaction the requirement can be eased
a bit, this is still a tall order.
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7.6. Rotational synchronisation
Achieving long coherence times between different rotational states of molecules is a sig-
nificant challenge. This is due to the complicated coupling between molecules and exter-
nal fields. First, an external electric field is required to isolate otherwise degenerate levels
and achieve a proper two-level system. However, any inhomogeneity in this field leads to
position-dependent shifts of the transition. Second, rotational states couple to the ac field
of dipole traps differently, such that the transition is shifted depending on the trap inten-
sity. Even if both of these effects are compensated to a high degree of precision by using
a very homogeneous electric field and a magic dipole trap, the dipole-dipole interaction
itself causes further transition shifts, such that long coherence times can only be achieved
at very low density [381].

However, there is a way in which the interaction can be used to protect coherence rather
than destroy it. This is known as a condensate of rotational excitations, or a rotational
condensate for short. It was predicted by Kwasigroch and Cooper [627, 628] and is a
quantum analogue to the famous experiment of synchronising metronomes on a table
top. Initially, ground-state molecules are prepared on the sites of a square lattice with a
weak electric field orthogonal to the lattice plane providing the quantisation axis. Using a
resonant π/2 microwave pulse, the molecules are then excited into an equal superposition
of the ground state |0〉= |R= 0,mR = 0〉 and the first rotationally excited state |1〉= |1,0〉.
This yields the state

∏
i

(
|0〉+ eiφi|1〉

)
. (7.7)

where initially, all the φi are equal. Because each molecule is essentially a two-level
system with nearest-neighbour interaction, the Hamiltonian of this system can be written
in the form of an spin-1/2 XY model [310, 628]:

H = ∑
i 6= j

d2
01

8πε0|ri−r j|3
(S+i S−j +S−i S+j ). (7.8)

Here, S±i are the spin raising and lowering operators, and d01 is the dipole matrix element
between the two rotational levels, d01 = 〈0|d|1〉 = d0/

√
3. Because of the choice of the

quantisation axis orthogonal to the lattice plane, the relative angle between the dipole ori-
entation is the same for all molecule pairs and the interaction depends only on the distance
and the relative phases φi. Because the interaction is maximally repulsive when all the φi
are equal, the system is initially in a state of maximum energy when all the molecules
rotate in phase with each other. In the ideal case, there are no decay channels available
where this energy can go, so the synchronous motion is protected from dephasing. When
recasting the model in terms of hard-core bosons, where |0〉 denotes an empty site and |1〉
a particle, this looks the same as a BEC, hence the name of this phase.

The critical question for the experimental implementation is this: how much disorder
can be in the system before it overcomes the synchronisation and destroys the coherence?
In the case of a lattice filling of 10% or higher, the mean-field interaction energy per
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particle is on the order of a few kilohertz, much larger than the relative shifts between
neighbouring particles caused by external fields, which are on the order of tens of hertz.
Therefore, the dominating source of disorder is the random filling of the lattice. Refer-
ence [628] treats the relation between filling and coherence time both analytically and
numerically, finding that a phase transition occurs at a filling of about 15%. Below this
number, it is expected that the coherence will reduce exponentially over time, but above
it, a finite level of contrast should be observable in Ramsey experiments even after long
times. Experimental imperfections could raise the critical filling slightly, but with previ-
ously demonstrated temperatures, it is reasonable to reach such filling in a square lattice.
Hence, reaching the condensate appears to be realistic.

7.7. Dipolar XY and XXZ models
As described above, the rotational states of molecules on a lattice can be mapped onto
spin-1/2 particles with 1/r3 interaction. Generalising Equation (7.8) to cases with a po-
tentially strong electric field along the z direction yields

H = ∑
i6= j

1
8πε0h̄2|ri−r j|3

(
d2Sz

i S
z
j +d2

01

(
Sx

i Sx
j +Sy

i Sy
j

))
. (7.9)

In this situation, there are two different dipolar couplings: the first is caused by the dipole
moment induced by the external field and gives the Ising term proportional to Sz

i S
z
j. The

second is the coupling between the rotational ground and excited states and gives the
XY term proportional to Sx

i Sx
j + Sy

i Sy
j. Note that for strong fields, the approximation that

d01 = d0/
√

3 breaks down and d01 depends on the field [629].
For the case where d 6= 0, this corresponds to a dipolar XXZ model. By encoding the

spin either as {|0,0〉, |1,0〉} or {|0,0〉, |1,1〉}, the sign of d01 is flipped, changing be-
tween favouring ferromagnetic or antiferromagnetic order. Peter et al. [630] investigated
this and predicted four phases: XY (anti-)ferromagnetic and Ising (anti-)ferromagnetic.
In the typical situation where d01 > 0 and the external field is small, the ground state is
an XY antiferromagnet, where neighbouring molecules rotate with a π phase shift. In
some sense, this is the opposite of the rotational condensate, because here the interaction
is maximally attractive. Reaching the phases where the Ising term dominates requires
d > |d01|. In the case of NaK, E = 6.1kV/cm is needed for this, more than any current
experiment can provide. Still, other species, especially those with small rotational con-
stants, can reach this regime more easily and might soon be used to investigate the phase
diagram of the dipolar XXZ model.

Even if a sufficiently strong Ising term can not be reached, the XY model with 1/r3-
interaction is already interesting. Specifically, it permits a ferromagnetic phase with true
long-range order at finite temperatures. As a consequence of the Mermin-Wagner theo-
rem, such a phase could not exist in the more common case of shorter-range interactions.
For the antiferromagnetic case (d01 < 0), there is instead a Kosterlitz-Thouless transition
to a phase with quasi-long-range order at finite temperature [630].
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Both the ferromagnetic and antiferromagnetic phases exhibit fascinating properties in
terms of spin-wave propagation. In contrast to the typical∼ q2 dispersion relation with the
quasimomentum q, the antiferromagnetic phase features a Goldstone mode with a linear
∼ |q| dispersion. In the ferromagnetic case, the dipolar interaction changes the dispersion
to the unusual case ∼

√
|q|. It is possible to observe this by exciting a spin wave and

observing its propagation over time. Considering that even the short-range interacting
case of this system has only been very recently realised with atoms [631], observing the
dipolar case would constitute a major achievement.

As expected, this is not easy: the implementation with atoms featured a system size
of ∼ 104 spins at a filling of at least 90% and a resolution corresponding to six lattice
sites. With perfectly adiabatic loading of a 3D gas into a square lattice, reaching this
filling would require starting at T/TF = 0.14, so it is not too far away from the state of
the art. Possibly a higher imaging resolution could reduce the system-size requirement
somewhat, but high filling remains important, as any disorder would disturb the spin-wave
propagation. Another challenge is the initial preparation of the spin wave. In Reference
[631], a magnetic field gradient and a microwave pulse were used to create a spatially
dependent excitation pattern. In principle, the same thing can be done with molecules
using an electric field gradient, though this necessitates careful engineering of the correct
field. Alternatively, a spatially dependent light shift, created with a spatial light modulator,
could also fulfil this purpose.

7.8. Checkerboard and stripe phases on a
square lattice

While the last two chapters focused on the situations that arise when molecules are pinned
on their lattice sites, it is also interesting to investigate the physics that happens when the
lattice becomes weaker and the molecules can move. This is known as the extended Bose-
Hubbard (eBH) and extended Fermi-Hubbard (eFH) model. In simplified form, the eFH
Hamiltonian for the case of a square lattice reads

H = t ∑
〈i j〉

(
c†

i c j +h.c.
)
+∑

i 6= j

Ui j

2
nin j. (7.10)

Here, c†
i and ci denote the fermionic creation and annihilation operators at site i, ni is

the particle number operator, and 〈i j〉 denotes all nearest-neighbour pairs. Hence, this
Hamiltonian contains a hopping term with the rate t, and a dipolar interaction term pro-
portional to the interaction energy Ui j. Note that dipole-assisted tunnelling and a position-
dependent chemical potential can also play a role, but are not shown here for simplicity.
More information on these terms as well as on beyond-nearest-neighbour interactions can
be found in References [509, 632, 633]. In the bosonic case, there is also an on-site inter-
action term, but molecule pairs on a single lattice site will likely be so unstable that they
should be avoided anyway, which could be done for example by making the long-range
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interaction sufficiently repulsive.
Both the eBH and eFH models open up a multitude of possibilities for new exotic

quantum phases, see for example the review by Dutta et al. [633]. Up to now, only a
very limited regime has been experimentally accessible with magnetic atoms [507, 509].
An implementation with excitons in a solid-state system was also reported recently [634].
From the theory side, the case of a square lattice has been investigated most thoroughly,
both with bosons [632, 635, 636] and fermions [637–641].

For the eFH, a number of quantum phases emerge which are characterised by their
different charge order. At high temperature, no charge order exists, but when the inter-
action begins to overpower thermal fluctuations, long-range ordered charge density wave
phases form. For a dipole moment orthogonal to the lattice (θ = 90◦), there is a checker-
board phase with alternating filled and empty sites, as well as higher-order fractionally
filled phases (e.g., two empty sites for every filled one) at even stronger interaction [637].
This intuitively makes sense, as strong repulsion leads to maximised distance between
particles. According to Gadsbølle and Bruun [639], the critical temperature Tc for the
transition to the checkerboard phase depends on the nearest-neighbour interaction U . In
the strong-interaction limit, which gives reasonable results when UNN > 2t, they predict
kBTc ≈ 0.66UNN. At lower interaction strengths, Tc drops below this approximation. For
a lattice with 532 nm spacing, UNN = h×5kHz can be reached in principle, but with cur-
rently available electric fields, UNN = h× 1kHz is more realistic. This corresponds to
Tc ≈ 30nK, a temperature is certainly challenging but not impossible to reach. Using a
smaller lattice wavelength or larger electric field could even raise the required temperature
a bit more.

One other way to reach charge-density waves at higher temperatures is to make use of
the dipolar interaction in head-to-tail orientation, which is twice as strong. This is realised
when the dipole moment points along the lattice plane (θ = 0), and is parallel with one
of the lattice directions. Stripes are then formed instead of a checkerboard, resulting
in a critical temperature about two times higher [639]. However, with strong attractive
interactions, the stability of this phase is questionable.

Similar phases have been predicted for the case of hard-core bosons, including super-
fluid and supersolid phases and multiple kinds of fractional-filling Mott insulator [635].
Here, the interesting regime is t/UNN ≈ 0.1 and kBTc ≈ t. This is likely somewhat harder
to reach than in the fermionic case, requiring roughly three times lower temperatures at
comparable dipole moment.

7.9. Supersolidity and superfluidity on
cubic lattices or bilayers

Instead of tilting the dipole direction with respect to a 2D lattice, anisotropic interac-
tion can also be engineered by using a 3D lattice or multiple square lattices on top of
each other. Similar to the phases described in the previous chapter, the attractive in-
teraction can lead to BCS pairing between fermions and p-wave superfluidity while the
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repulsive interaction leads to crystalline ordering. When the ratio between attraction in
the z-direction and repulsion in the x-y-plane is right, a supersolid can form as a combina-
tion of a checkerboard phase in the x-y-plane and a BCS state in the z-direction. This has
been theoretically studied for fermionic dipoles in 3D lattices [642], and in bilayers [643,
644].

In principle, loading ultracold molecules into such a configuration is easier than creat-
ing purely 2D samples, since loading of single planes requires very stable control of the
sample position and lattice phase along the stiff confinement direction. Reaching half-
filling in a 3D lattice is probably doable. The critical temperature for both the superfluid
and supersolid phase has been predicted to be kBTc ≈ 0.07 t, while t should be roughly
equal to UNN. For example, at t =UNN = h×1kHz, it is expected that Tc ≈ 3.4nK [642].
Considering that, even before lattice loading, the record-low temperature is above 20 nK,
and the loading is expected to significantly increase this number, these phases seem for
now clearly out of reach. In bilayers with an interlayer separation below 500 nm, the
critical temperature is larger, however it is unclear how such small separations could be
realised.

7.10. Topological superfluidity in 2D

BCS pairing on 2D planes can also be induced by an average attractive interaction due to
a circularly polarised microwave field [645, 646]. In contrast to the case of an external dc
electric field, this makes the interaction naturally attractive at long range if the microwave
propagation is orthogonal to the lattice plane. Under these conditions, the interaction is
isotropic so that no crystalline order or supersolidity is possible. At low enough tempera-
tures, the interaction results in a topological phase transition to a px + ipy superfluid.

Incidentally, we used the same kind of microwave field for the demonstration of shield-
ing, so we know that molecules can be stable under these conditions. The critical temper-
ature of the transition has been predicted to be [645]

Tc ≈ exp
(
− 3π

2kFad

)
TF . (7.11)

This result has to be taken with a grain of salt, as it comes from a weak-interaction ap-
proximation, which should be valid only up to kFad ≈ 2. Hence, the highest critical
temperature that this model can predict is Tc ≈ 0.1TF . Depending on the efficiency of
loading into a 2D plane, this is between five and ten times lower than the current record.
Still, it may be worth trying, as it seems reasonable that the critical temperature of this
transition becomes higher at larger kFad , even if this regime has not been theoretically
investigated yet. Another idea is to add a shallow square lattice on top of the 2D trapping
potential in order to increase the molecules’ effective mass, leading to higher ad .
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7.11. Conclusion
The ideas described in this chapter showcase the great variety of dipolar quantum many-
body physics, and yet the list only scratches the surface of what has been done. With the
experimental progress that was made during recent years, some of these proposals can
now, for the first time, be tried out. Without a doubt, this will lead to further fascinating
discoveries, as experimentalists and theoreticians can now explore this field hand in hand.
I hope that our experiment will be able to contribute to this exciting development. Looking
at the past few years, in 2018 we still struggled to create 5000 thermal molecules, now
we can get degenerate samples with twice the number, longer lifetime and a much higher
dipole moment. Many further upgrades are planned or already ongoing, putting us into
an excellent position to find new physics soon.
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A. List of heteronuclear alkali
dimers

This appendix contains some basic information about the heteronuclear bialkali molecule
species. For each of them, there is a list of references on experimental work with ultracold
samples and attempts to create them. To the best of my ability, I attempted to be exhaustive
and to mention every peer-reviewed paper on the subject.
Wherever possible, I gave the most recent experimentally measured value for the body-
fixed dipole moment. The numbers given are always for the rovibrational ground-state of
the X1Σ manifold. There are also theoretical calculations, which are available for a larger
variety of states, and are typically accurate to better than 10%, see for example [19, 647,
648]. Similarly, the given rotational constants are the most recent measured values except
in those cases where, to my knowledge, no such measurements exist. The source for all
given chemical stability values is [238].

A.1. NaLi
Mixture investigated since 2002 by Wolfgang Ketterle’s group at MIT. Work on molecules
only significantly later; first Feshbach molecules reported in 2012. STIRAP demonstrated
to “triplet ground state”, i.e. lowest rovibrational level of the a3Σ+ manifold of 23Na6Li.
The X1Σ ground state and other isotopologues remain largely unexplored. Not very
interesting for dipolar physics due to its small dipole moment. Research instead focused
on collisions; pioneering work done on sympathetic cooling of molecules with atoms.

Quantum statistics: fermionic (23Na6Li), bosonic (23Na7Li)

Body-fixed dipole moment: 0.463(2) D [649]

Ground-state rotational constant: 2Brot = h×22.8GHz [648]

Chemically stable: No
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Relevant references

• Creation of 6Li-23Na mixture [162].

• Feshbach molecules via magnetoassociation [303].

• Photoassociation studies in preparation for STIRAP [305, 306].

• STIRAP to lowest triplet state [304].

• Observation of favourable atom-molecule collision properties and first demonstra-
tion of sympathetic cooling of molecules with atoms [433].

• Feshbach resonance found in the Na+NaLi system [437].
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A.2. LiK
Fermi-Fermi mixture of 6Li + 40K investigated thoroughly in Munich, Amsterdam,
and Innsbruck, mostly focused on polarons, atom-atom and atom-molecule collisions.
Ground-state molecules of 6Li40K have recently come into reach at Kai Dieckmann’s
group in Singapore, but ground-state samples have not yet been made. The other five
isotopologues have not been systematically studied yet.

Quantum statistics: fermionic (6Li39K, 6Li41K, 7Li40K), bosonic (6Li40K, 7Li39K,
7Li41K)

Body-fixed dipole moment: 3.45(10) D [649]

Ground-state rotational constant: 2Brot = h×15.6GHz [648]

Chemically stable: No

Relevant references

• Studies of 6Li + 40K mixture and Feshbach resonances [650–654].

• Feshbach molecules via magnetoassociation [655, 656].

• Weakly bound molecules via photoassociation [657].

• Feshbach resonances of the 6Li + 41K mixture and 41K as sympathetic coolant for
6Li and 40K [658].

• Collision dynamics in mixtures of atoms and Feshbach molecules [659, 660].

• Impurities of 40K in a Fermi gas of 6Li [661]

• Magnetoassociation used to create singlet-dominated Feshbach molecules, STIRAP
transitions found [546].

• Study of other potential STIRAP excited states [662].
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A.3. LiRb
Investigated at University of Tübingen, Purdue University and UC Berkeley. Feshbach
resonances located for some isotope combinations, but association of Feshbach molecules
not yet achieved due to problems with evaporation and sympathetic cooling.

Quantum statistics: fermionic (6Li85Rb, 6Li87Rb), bosonic (7Li85Rb, 7Li87Rb)

Body-fixed dipole moment: 4.0(1) D [649]

Ground-state rotational constant: 2Brot = h×13.2GHz [648]

Chemically stable: No

Relevant references

• Degenerate mixture of 6Li+87Rb created [663].

• Investigation of Feshbach resonances and Efimov physics, with 6Li and 7Li [664–
667].

• Photoassociation spectroscopy [668–671].
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A.4. LiCs
Highest body-fixed dipole moment of all alkali dimers, but never created in ground state.
Investigated by Matthias Weidemüller’s group in Heidelberg and by Cheng Chin’s group
at the University of Chicago. Difficulties for molecule creation caused by strong mass
difference and uncontrollable interspecies interactions. Mixture was found to be ideal
for investigation of Efimov physics, so most work in Li+Cs experiments was recently
focused on this topic.

Quantum statistics: fermionic (6Li133Cs), bosonic (7Li133Cs)

Body-fixed dipole moment: 5.52 D [647] (theory value, to my knowledge the best
available experimental data is of insufficient quality.)

Ground-state rotational constant: 2Brot = h×11.6GHz [648]

Chemically stable: No

Relevant references

• Molecule formation in MOT [672]

• Photoassociation into rovibrational ground state [673]

• Investigation of Feshbach resonances [674, 675]

• Studies of Efimov physics [676–678], see also reviews [679, 680].

• Doubly-degenerate mixture of 6Li and 133Cs [681].

• Fermion-mediated interactions between bosons in the degenerate mixture [682].
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A.5. NaK
Highest dipole moment among chemically stable fermions. Ground-state fermionic iso-
topologue 23Na40K produced first by Martin Zwierlein’s group at MIT, later also at MPQ
and USTC. Ground-state bosonic 23Na39K first created in 2020 by Silke Ospelkaus’
group at the University of Hannover. Only molecule produced in both a bosonic and a
fermionic variant in the ground state so far.

Quantum statistics: fermionic (23Na40K), bosonic (23Na39K, 23Na41K)

Body-fixed dipole moment: 2.72(6) D [683]

Ground-state rotational constant: 2Brot = h×5.6434594(20)GHz [322]

Chemically stable: Yes

Relevant references

• Studies of mixture and Feshbach resonances [298].

• Feshbach molecules via radiofrequency association [297].

• STIRAP to absolute ground state via c3Σ+ ∼ B1Π intermediate state [24, 299].
Reference [24] also contains overview of previous spectroscopic studies of NaK.

• Control of rotational and hyperfine levels via microwave excitation [322, 324]

• Systematic characterisation of Feshbach resonances in different spin states [684].

• Alternative STIRAP pathway via d3Π∼ D1Π intermediate state [524].

• Improvement of rotational coherence times with magic trap [381].

• Creation of ground-state molecules at USTC, using the c3Σ+ ∼ B1Π STIRAP
scheme [526].

• Feshbach resonances between ground-state 23Na40K and 40K atoms discovered and
characterised [434, 436, 595]. Creation of Feshbach molecules using such a reso-
nance [435].

• Microwave dressing changes collisional behaviour [685].

• Characterisation of tune-out and magic trapping conditions [553].

• Creation of Feshbach molecules and ground-state molecules of 23Na39K at Univer-
sity of Hannover [547, 548, 686–688].
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• Joint study of Hannover and Hong Kong teams on two-body loss in chopped dipole
traps [405].

• First repulsive box trap of molecules, investigation of two-body loss [307].

• Magnetoassociation and simplified STIRAP [527].

• Hyperfine-dependent atom-molecule collisions [432].

• The role of many-body physics in magnetoassociation of degenerate Bose–Fermi
mixtures [387].

• Three-body losses in atomic mixtures [386].

• Microwave shielding and evaporative cooling of ground-state 23Na40K [596].
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A.6. NaRb
First creation of Feshbach molecules and STIRAP done by Dajun Wang’s group at Chi-
nese University of Hong Kong. Recently, the first molecular quantum-gas microscope
was constructed by Waseem Bakr’s group at Princeton using this species.

Quantum statistics: bosonic (23Na85Rb, 23Na87Rb)

Body-fixed dipole moment: 3.1(3) D [649]

Ground-state rotational constant: 2Brot = h×4.1793256(8)GHz [323]

Chemically stable: Yes

Relevant references

• Doubly-degenerate mixture [689].

• Feshbach molecules via magnetoassociation [300].

• STIRAP to absolute ground state [301, 302].

• Demonstration of control over vibrational, rotational and hyperfine states, using
STIRAP and microwave addressing [323].

• Studies of collision behaviour and its dependence on dipole moment and rotational
states [388, 389, 690].

• Observation of collision resonances between Feshbach molecules [691].

• Imaging after photodisassociation [692].

• Joint study with Hannover team on two-body loss in chopped dipole traps [405].

• Spectroscopy of rovibrational ground state of b3Π potential [693].

• Magic trapping for two rotational states in 1064-nm dipole trap [694].

• Long coherence time for hyperfine superpositions [380].

• First single-site resolved imaging of Feshbach molecules on a lattice demonstrated
at Princeton [514].

174



A.7. NaCs
Second-largest dipole moment among bialkali molecules. Created in ground state by
Kang-Kuen Ni’s group at Harvard by combining single atoms in optical tweezers. Asso-
ciation in free space by Sebastian Will’s group at Columbia University.

Quantum statistics: bosonic (23Na133Cs)

Body-fixed dipole moment: 4.75(20) D [649]

Ground-state rotational constant: 2Brot = h×3.56GHz [648]

Chemically stable: Yes

Relevant references

• Photoassociation experiments [174, 695, 696].

• Spectroscopic studies with ultracold samples [697].

• Combining one atom of each species in optical tweezer, subsequent magnetoasso-
ciation [365, 366, 368].

• Two-photon photoassociation in tweezer [369].

• Ground-state molecules via magnetoassociation and off-resonant Raman scatter-
ing [370].

• Free-space association from thermal gases and from overlapping BECs [512, 513].
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A.8. KRb
Mixture was investigated thoroughly already in the early 2000s. First ground-state
molecule of 40K87Rb created by Jun Ye’s group at JILA in 2008. Since then, molecules
studied there in two generations of experimental machines, many impressive successes.
Also used by Kang-Kuen Ni’s group at Harvard for studies of reactive collisions. Bosonic
isotopologue 41K87Rb created in ground state by Inouye group in Tokyo, but never
reached ultracold temperatures.

Quantum statistics: fermionic (40K85Rb, 40K87Rb), bosonic (39K85Rb, 39K87Rb,
41K85Rb, 41K87Rb)

Body-fixed dipole moment: 0.574(17) D [229]

Ground-state rotational constant: 2Brot = h×2.22790(1)GHz [230]

Chemically stable: No

Relevant references

• Early photoassociation experiments with different isotopologues [168, 170–172].

• Studies of mixture and Feshbach resonances between 2002 and 2007 [164, 193–
197, 201–203]

• Feshbach molecules in optical lattice via radiofrequency association [199].

• Feshbach molecules in dipole trap via radiofrequency association [225, 227].

• First STIRAP to absolute ground state, first ultracold molecule gas [27, 232, 698].

• Feshbach molecules of 41K87Rb via new magnetic-field modulation technique [699].

• Rovibrational ground-state 41K87Rb reached via photoassociation and STIRAP di-
rectly from MOT [236, 237].

• Photoassociation studies on 39K85Rb [700].

• First studies of ultracold molecule collisions [233–235].

• Direct imaging of molecules [231].

• Ground-state molecules in 3D lattice, using magnetoassociation + STIRAP [308,
309].

• Improved magnetoassociation procedures [701].
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• Coupling between trapping light and rotational structure [319].

• Studies of dynamics in lattice [310, 702].

• Preliminary investigations of direct molecule cooling [575].

• Simultaneous BEC of 41K and 87Rb [703].

• Variation of electron-proton mass ratio measured with factor 5 increased preci-
sion [475].

• First Fermi-degenerate molecules, but in non-thermal state [384, 385].

• First observation of products of ultracold collisions using ionisation and mass spec-
troscopy, studies on collision dynamics [403, 404, 591, 592, 594].

• First successful evaporation of ground-state molecules, using dipolar repulsion to
avoid loss [414].

• Improvement of dipolar repulsion using rotational resonances [420]. Evaporative
cooling in 3D demonstrated with this method [419].

• Reactions between molecules in multiple layers of a lattice [626].
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A.9. KCs
Only chemically stable fermionic bialikali species except NaK. Investigated at Hanns-
Christoph Nägerl’s group in Innsbruck. Doubly-degenerate mixture created with complex
mixing scheme to avoid miscibility problems. STIRAP planned, but not yet demonstrated.
New machine under construction in Simon Cornish’s group at University of Durham.

Quantum statistics: fermionic (40K133Cs), bosonic (39K133Cs, 41K133Cs)

Body-fixed dipole moment: 1.906 D [647] (theory value, to my knowledge the best
available experimental data is of insufficient quality.)

Ground-state rotational constant: 2Brot = h×1.86GHz [648]

Chemically stable: Yes

Relevant references

• Creation of doubly-degenerate mixture [704].

• Theoretical investigation of STIRAP [705].

• Observation of Feshbach resonances [706].
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A.10. RbCs
Second ultracold molecule and first bosonic one to be transferred to the ground state in
2014, after a long period of investigating mixture properties and Feshbach resonances.
Ground-state 87Rb133Cs successfully created within short time both in Hanns-Christoph
Nägerl’s group (Innsbruck) and Simon Cornish’s group (Durham). Important discoveries
have been made with this species, including the first observation of reduced sticky-
collision loss in a chopped trap.

Quantum statistics: bosonic (85Rb133Cs, 87Rb133Cs)

Body-fixed dipole moment: 1.17(6) D [293]

Ground-state rotational constant: 2Brot = h×0.980347988(90)GHz [321]

Chemically stable: Yes

Relevant references

• Photoassociative production of molecules [173, 707–709].

• Two-pulse photoassociation into rovibrational ground state of X1Σ+ [190].

• Investigation of Feshbach resonances [287].

• Creation of ultracold mixtures and molecular spectroscopy in preparation for ul-
tracold ground-state molecules is done in parallel in Innsbruck and Durham [286,
288–290].

• Feshbach molecules via magnetoassociation [290–292].

• STIRAP to absolute ground state demonstrated via intermediate b3Π1 ∼ A1Σ+

state [293, 294].

• Details about STIRAP laser system and the transfer path [296, 551].

• Photoassociation spectroscopy of 85Rb133Cs [710].

• Microwave addressing of rotational and hyperfine levels [321].

• Lattice scheme for efficient creation of molecules at low temperature [295].

• Coupling between trapping light, microwave fields and rotational structure [572,
573, 711, 712].

• Sticky collisions observed, reduction of loss rate seen in chopped dipole trap [390,
401].
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• Photoassociation of 85Rb133Cs; microwave addressing of rotational states of this
isotopologue [713].

• Long coherence time of hyperfine superpositions [379].

• Controlled production of atom pair in tweezer [714].

• Sticky collisions between multiple hyperfine levels and with atoms [402].
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B. Theory of dipolar many-body
systems

Table B.1.: Theoretical investigations about quantum many-body systems with dipolar
interactions. Note that for spin models, where particles can not tunnel, the quantum
statistics typically do not matter. See also the overview articles by Baranov et al. [15],
Trefzger et al. [715], and Dutta et al. [633]. Continued in Table B.2.

Geometry Bosons Fermions Spin models
1D tube(s) Dalla Torre et al. (2006) [716],

Batrouni et al. (2006) [717],
Sinha and Santos (2007) [718],
Ruhman et al. (2012) [719],
Rossini and Fazio (2012) [720],
Knap et al. (2012) [721],
Gammelmark and Zinner
(2013) [722],
Cartarius et al. (2017) [723],
Biedron et al. (2018) [724],
Hayashi et al. (2021) [725],
Kraus et al. (2021) [726],

Quintanilla et al. (2009) [727],
Huang and Wang (2009) [728],
Carr et al. (2010) [729],
Knap et al. (2012) [721]

Zhou et al. (2011) [730],

2D plane Micheli et al. (2007) [206],
Büchler et al. (2007) [204],
Astrakharchik et al. (2007) [205],
Mora et al. (2007) [731],
Pupillo et al. (2008) [207],
Macia et al. (2014) [732],
Lechner et al. (2014) [619],
Bruun and Nelson (2014) [618],
Lu et al. (2015) [733],
Bombin et al. (2019) [624],
Cinti et al. (2020) [625], Shen
and Quader (2021) [734]

Bruun and Taylor (2008) [209],
Cooper and Shlyapnikov
(2009) [645],
Yamaguchi et al. (2010) [621],
Sun et al. (2010) [620],
Levinsen et al. (2011) [646],
Matveeva and Giorgini
(2012) [617], Lu and Shlyapnikov
(2012) [735],
Wu et al. (2015) [622],
Wu et al. (2016) [623],
Comparin et al. (2019) [736]

Bilitewski et al. (2021) [737]
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Table B.2.: Continued from Table B.1.

Geometry Bosons Fermions Spin models
Square
lattice

Goral et al. (2002) [144],
Sengupta et al. (2005) [738],
Barnett et al. (2006) [739],
Schmidt et al. (2008) [740],
Danshita and Sá de Melo
(2009) [741], Capogrosso-
Sansone et al. (2010) [635],
Sowiński et al. (2012) [632],
Yao et al. (2011) [742], Bandy-
opadhyay et al. (2019) [636],
Zhang et al. (2022) [743]
Lake et al. (2022) [744]

Quintanilla et al. (2009) [727],
Lin et al. (2010) [745], Mikelsons
and Freericks (2011) [637],
Kuns et al. (2011) [746], He and
Hofstetter et al. (2011) [747],
Gorshkov et al. (2011) [748, 749],
Gadsbølle and Bruun (2012) [638],
Gadsbølle and Bruun (2012) [639],
Bhongale et al. (2012) [750],
Bhongale et al. (2013) [751],
Dutta et al. (2013) [752],
van Loon et al. (2015) [640],
Fedorov et al. (2016) [641]

Micheli et al. (2006) [212],
Brennen et al. (2007) [753],
Weimer (2011) [754],
Peter et al. (2012) [630],
Manmana et al. (2013) [755],
Kwasigroch and Cooper
(2014) [627], Kwasigroch and
Cooper (2017) [628]

Triang. /
hex. lat.

Pollet et al. (2010) [756],
Yamamoto et al. (2012) [757]

Micheli et al. (2006) [212],
Gorshkov et al. (2013) [758],
Yao et al. (2018) [759],
Fukui et al. (2022) [760]

Free space /
3D trap

Marinescu and You (1998) [140],
Góral et al. (2000) [761],
Santos et al. (2000) [141], Yi and
You (2000) [142],
Santos et al. (2003) [143],
Schmidt et al. (2022) [762]

You and Marinescu (1999) [149],
Baranov et al. (2002) [763],
Miyakawa et al. (2008) [208],
Fregoso et al. (2009) [764],
Sun et al. (2010) [620], Lima and
Pelster (2010) [765],
Shi et al. (2010) [766],
Zhao et al. (2010) [767],
Wächtler et al. (2017) [768],
Veljic et al. (2017) [616],
Veljic et al. (2019) [769]

Multiple 2D
planes

Wang et al. (2006) [770] Lechner
and Zoller (2013) [771]

Potter et al. (2010) [772],
Pikovski et al. (2010) [643],
Block et al. (2012) [773],
Fedorov et al. (2016) [641]

Multiple
square
lattices

Trefzger et al. (2009) [774] Camacho-Guardian and Paredes
(2015) [644], Domínguez-Castro
and Paredes (2020) [775]

3D lattice Schuster et al. (2021) [776],
Schuster et al. (2021) [777]

Zeng and Yin (2014) [642],
Lake et al. (2022) [744]

Hazzard et al. (2014) [320]
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