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Abstract

In the context of the study of human disorders, exploring the chromatin accessibility ap-
plying the Assay for Transposase Accessible Chromatin followed by sequencing (ATAC-seq) in
combination with the study of certain histone markers via chromatin-immunoprecipita-tion
followed by sequencing (ChIP-seq) has proven to be a robust approach. It allows to unravel
essential transcriptional regulatory circuitry, as well as to identify genes or genetic pathways,
not necessarily presenting mutations, but relevant for any aspect of the disorder, from dis-
ease progression to relapse, or even the appearance of therapy resistance.

In the course of this work, three different human disorders were investigated. Our main
objective was the study of Acute Myeloid Leukemia (AML), for which both experiments,
ATAC-seq and ChIP-seq of the acetylation of lysine 27 of histone H3 (H3K27ac - a marker
for active enhancers and super-enhancers) were performed. AML is a hematopoietic ma-
lignancy characterized by a broad genetic heterogeneity and the frequent occurrence of re-
lapses, which compromises patient survival. In collaboration with other research groups, we
additionally explored on the one hand, the mechanisms involved in the emergence of hu-
man breast cancer metastasis, and on the other hand, the response of the immune system
in the context of severe autoimmune diseases using a mouse model commonly employed in
the investigation of human multiple sclerosis.

To deeply cover all relevant aspects of the AML disease concerning our main goal, I studied
AML cell lines as in vitro model, an AML patient-derived xenograft (PDX) mouse model as in
vivo model and, most importantly, paired patient-derived samples at the stages of primary
diagnosis and relapse. The analysis of patient samples was of great interest to capture the
nature of the disorder in its whole complexity, free of the limitations intrinsic to the two
aforementioned models.

The epigenetic landscape in terms of chromatin accessibility and enhancers was charac-
terized based on 18 leukemic cell lines. They exhibited, as expected, a vast heterogeneity,
setting the basis for an in vitro model to work with and validate hypothesis derived from the
study of human samples. To explore the effects caused by the standard therapy over time
in vivo we used PDX samples. Xenografted mice were subjected to several cycles of therapy.
The derived samples were processed at three different time points to analyze the develop-
ment of chromatin accessibility. Our experiments showed that at the beginning of the treat-
ment chromatin changes barely occurred but as the therapy progressed, the effects accumu-
lated, causing chromatin to significantly open up. The exploration and analysis performed
on paired patient-derived samples clearly revealed a larger similarity with regard to the epi-
genetic landscape for the relapse stage among all patients analyzed. Especially apoptotic-
related pathways, although primarily nonexistent in diagnosis, appeared to be commonly
active in relapse. Nevertheless, due to the heterogeneity characterizing this disorder, no
common pathways or genes could be identified for the whole patient cohort. Notably, for
a patient subgroup, we could determine a bunch of relapse-associated relevant genes, some
of which have been recently documented in the literature as playing an important role in the
disease progression and even in therapy resistance, thus validating our approach.
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Zusammenfassung

Im Rahmen der Erforschung menschlicher Erkrankungen, die Untersuchung der Zugäng-
lichkeit des Chromatins mittels der Assay for Transposase Accessible Chromatin gefolgt von
Sequenzierung (ATAC-seq) kombiniert mit der Untersuchung bestimmte Histonmodifika-
tionen durch Chromatin Immunoprecipitation gefolgt von Sequenzierung (ChIP-seq) hat
sich als robuster Ansatz erwiesen. Diese Strategie ermöglicht sowohl wesentliche transkrip-
tionelle Regulationsschaltkreise als auch Gene oder genetische Pfade zu identifizieren. Diese
weisen nicht unbedingt Mutationen auf, sind aber für manche Aspekte der Erkrankung rele-
vant: von der Krankheitsprogression bis zum Rezidiv oder sogar dem Auftreten von Thera-
pieresistenz.

In dieser Arbeit wurden drei verschiedene Erkrankungen untersucht. Unser Hauptziel war
dabei die Untersuchung der menschlichen Akuten Myeloischen Leukämie (AML) und dafür
führte ich sowohl ATAC-seq als auch ChIP-seq für Acetylierung des Lysins 27 am Histon H3
(H3K27ac - ein Marker für aktive Enhancers und Super-enhancers) durch. AML ist eine hä-
matopoetische Malignität, die durch eine breite genetische Heterogenität und das häufige
Auftreten von Rezidiven gekennzeichnet ist, wodurch das Überleben der Patienten beein-
trächtigt wird. In Zusammenarbeit mit anderen Forschungsgruppen haben wir zwei zusätz-
liche menschliche Erkrankungen untersucht. Zum einen waren es die Mechanismen, die an
der Entstehung von Brustkrebsmetastasen beteiligt sind. Zum anderen, die Reaktion des Im-
munsystems im Kontext schwerer Autoimmunerkrankungen. Dafür wurde ein Mausmodell
angewendet, das häufig für die Erforschung menschlichen Multiplen Sklerose benutzt wird.

Um alle relevanten Aspekte der AML umfassend abzudecken, untersuchte ich drei verschi-
dene Modelle: erstens, AML-Zelllinien als in-vitro-Modell; zweitens, ein von AML-Patienten
abgeleitetes Xenograft (PDX)-Mausmodell als in vivo-Modell; und drittens, gepaarte Patien-
tenproben in den Stadien der Erstdiagnose und des Rezidives. Die Analyse der Patienten-
proben war vom großen Interesse um die Natur der Störung in ihrer ganzen Komplexität
zu erfassen, frei von den Einschränkungen, die in den zuvor genannten Modellen implizit
enthalten sind.

Die epigenetische Landschaft bezüglich der Chromatinzugänglichkeit und der Enhancer
wurden an 18 Leukemie-Zelllinien charakterisiert. Diese Zelllinien wiesen erwartungsge-
mäß eine große Heterogenität auf. Das bildete die Grundlage für das in vitro-Modell, mit
dem Hypothesen validiert werden können, die aus der Untersuchung menschlicher Proben
abgeleitet worden sind. Mithilfe von PDX-Proben wurden die Auswirkungen der Standard-
therapie über die Zeit in vivo untersucht. Dafür wurden xenotransplantierte Mäuse mehre-
ren Therapiezyklen unterzogen. Zu bestimmten Zeitpunkten wurden die von Mäusen abge-
leiteten Proben verarbeitet um die Entwicklung der Chromatinzugänglichkeit zu analysie-
ren. Die Ergebnisse der Experimente haben gezeigt, dass zu Beginn der Behandlung kaum
Chromatinveränderungen auftraten, sich jedoch im Verlauf der Therapie die Wirkungen ak-
kumulierten, wodurch sich das Chromatin deutlich öffnete. Die Analyse von gepaarten Pa-
tientenproben zeigte eine deutliche Ähnlichkeit in Bezug auf die epigenetische Landschaft
für das Rezidivstadium bei allen analysierten Patienten. Insbesondere schienen apoptotisch
bedingte Signalwege beim Rezidiv häufig aktiv zu sein, obwohl sie in der Diagnose nicht
vorhanden waren. Jedoch aufgrund der Heterogenität, die diese Erkrankung charakterisiert,
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konnten für die gesamte Patientenkohorte keine gemeinsamen Signalwege oder Gene be-
stimmt werden. Nichtsdestotrotz konnten wir für eine Patientenuntergruppe eine Reihe von
rezidivassoziierten relevanten Genen identifizieren, wobei einige von denen vor kurzem in
der Literatur als wichtig für die Krankheitsprogression und auch für die Therapieresistenz
dokumentiert wurden. Dadurch ist unser Ansatz grundsätzlich validiert.
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Chapter 1

Introduction

1.1 Epigenetics and chromatin structure

The term epigenetics (”epi-” from the ancient Greek ”επι-”, meaning over, beyond, around,
outside of ) has evolved since it was first coined by C. Waddington in 1942, being nowadays
generally understood as the research field studying heritable changes affecting gene expres-
sion when no alterations in the DNA sequence are involved (Waddington, 1942; Berger et
al., 2009; historical review by Allis et al., 2016), although discussion about it still continues
(Deans et al., 2015).

Early studies previous to 1930 unraveled the structure allowing the dense packaging of
DNA inside the eukaryotic cellular nucleus, the chromatin (Kornberg, 1974; Kornberg et al.,
1999). In it, 145 to 147 base pairs (bp) of double-stranded DNA are wrapped around an
octamer of histone proteins into nucleosomes separated by linker DNA (Figure 1.1). Nu-
cleosomes constitute the basic structural units in the chromatin fiber and the nucleosome
core consists of dimers of the histones H2A, H2B, H3 and H4, two copies of each. There
is another histone stabilizing the octamer structure, the linker histone H1, which also may
intervene in other relevant processes (McGhee et al., 1980; McGinty et al., 2015; Fyodorov
et al., 2018; Zhou et al., 2018). Chromatin can present two states depending on its folding
grade: euchromatin consists of decondensed, transcriptionally active chromatin, whereas
the term heterochromatin refers to a highly compact state and, therefore, inaccessible and
transcriptionally inactive chromatin. The chromatin structure is actually very flexible and
can react dynamically through nucleosome remodeling to environmental, developmental or
other stimuli changing the structure of some regions and modulating the spatial and tempo-
ral gene regulation but also influencing other fundamental DNA processes, as repair, repli-
cation and recombination (Bao et al., 2007; Altaf et al., 2007; Becker et al., 2013). In this
context, histone modifications, histone tail cleavage or binding of certain proteins play a key
role in the regulation of the nucleosome positioning and the higher-order chromatin struc-
ture and, therefore, in the way DNA is packaged (Henikoff, 2008; Boyle et al., 2011; Yi et al.,
2018). Histone modifications consist in covalent post-translational modifications (PTMs),
first described by V. G. Allfrey in the early 1960s (Allfrey et al., 1964). Solving the nucleo-
some structure in 1997 (Luger et al., 1997; Fletcher et al., 1996) allowed the observation of
the overhanging histone amino (N)-terminal tails, which could interact with adjacent nu-
cleosomes and recruit non-histone proteins and other complexes with specific enzymatic
activities (Luger et al., 1998).
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Histones can be modified in several different ways but the most common and best studied
histone modifications consist of acetylation, methylation, phosphorylation and ubiquina-
tion (Kouzarides, 2007; Bannister et al., 2011). Already in early studies, it was observed the
link between variable levels of histone acetylation and methylation and alterations in tran-
scription rates (Allfrey et al., 1964; Brownell et al., 1996). Indeed, histone acetylation in-
fluences fundamental changes in the chromatin structure, being its presence associated to a
state of accessible chromatin, whereas repressive chromatin is characterized by lack of acety-
lation (Eberharter et al., 2002; Verdone et al., 2006). Acetylation is one of the most studied
histone modifications in the context of gene regulation (Grunstein, 1997; Struhl, 1998; Kur-
distani et al., 2003). It takes place at lysine residues on the amino-terminal histone tails and
neutralizes the positive charge of the histone tails, therefore reducing their affinity to DNA
(Hong et al., 1993).

The opposing processes of acetylation and deacetylation are mediated by two main en-
zyme families: histone acetyltransferases (HATs) and histone deacetylases (HDACs). HATs
catalyze the transfer of an acetyl group to the lysine ε-N groups on the amino-terminal hi-
stone tails using acetyl CoA as cofactor (Roth et al., 2001). Through this process, HATs neu-
tralize the positive charge of lysine, causing a decrease in the capacity of histones to interact
with DNA and, as a consequence, increasing chromatin accessibility. HDACs present an-
tagonistic effects, reversing lysine acetylation and restoring in this way the lysine positive
charge, which results in a reduction of chromatin accessibility (Kuo et al., 1998; Turner, 2000;
Hyndman et al., 2017).

1.2 Enhancers and super-enhancers (SEs) as key regulatory
elements

Spatial and temporal gene regulation is fundamental for the correct development and dif-
ferential function of cells and tissues. Enhancers are cis-regulatory elements (CREs) con-
sisting in short DNA sequences, typically between 100-1000 bp, capable of modulating the
transcription of their target genes, regardless of their orientation and relative distance to
the transcription start site (TSS), in contrast to promoter regions, which are located in close
vicinity to TSSs.

Enhancers are key elements in the regulation of cell-type specific genes (Heinz et al., 2010b)
and, although it has been estimated that mammalian genomes contain millions of enhancers,
only a small portion of them is active at a specific time in a given cell type. The long-range
communication between enhancers and the promoters of their target genes requires com-
plex three-dimensional chromatin folding to achieve physical proximity (Smallwood et al.,
2013; Robson et al., 2020) and it is mediated by sequence-specific DNA binding proteins
known as transcription factors, TFs (Spitz, 2012), whose binding primes enhancers and con-
tribute to the recruitment of other coactivator proteins and chromatin regulators required
for the regulation of gene expression in a temporal- and cell-type-specific manner (Roeder,
2005; Weake et al., 2010). Thus, enhancers are central regulatory elements during normal
development (Shlyueva et al., 2014; Schoenfelder et al., 2019) but also play an essential role
in pathogenesis (Miguel-Escalada et al., 2015; Luo et al., 2016) and, of course, in cancer (Aran
et al., 2013; Herz et al., 2014; Sur et al., 2016).
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FIGURE 1.1: Schematic representation of
the chromatin: the DNA double helix is
wrapped around histone octamers into nu-
cleosomes and these are packed into a
more compact structure, the chromatin.
Chromatin can exist in an active state and
be accessible, euchromatin, or on the con-
trary, it can be in a repressed or silenced
state, heterochromatin. Figure modified
from National Human Genome Research

Institute.

Large clusters of proximal enhancers are known as super-enhancers (SEs). These en-
hancer clusters characteristically present high level of TFs binding and have been demon-
strated to be particularly relevant for the expression of genes defining cell identity (Whyte
et al., 2013; Pott et al., 2015). As such, super-enhancers have also been observed to be impli-
cated in human tumors and other developmental disorders (Niederriter et al., 2015; Quang
et al., 2015; Gartlgruber et al., 2020). Specifically, Hnisz et al., 2013, besides creating a SE cat-
alogue comprising several human cells across different tissues, observed that tumor cells are
able to generate SEs at oncogenes and other genes involved in tumor development and rel-
evant for the acquisition of favorable features for cancer cells. These SE features make them
a valuable tool to explore regulatory characteristics in the context of disease and potentially
exploit them for therapeutic purposes (McKeown et al., 2017).

Enhancers can be classified attending to their state as inactive, primed, poised or active
(Ernst et al., 2010). In brief, inactive enhancers are characterized by a compact chromatin
conformation, preventing the binding of TFs and other histone modifications. Primed en-
hancers, although placed in nucleosome-depleted, accessible chromatin regions for TFs to
bind, may require the concurrence of other TFs and co-activators for fully enhancer acti-
vation. Poised enhancers, first described in the context of human embryonic development
(Rada-Iglesias et al., 2011), are basically primed enhancers presenting some repressing chro-
matin modifications preventing them to be active. Enhancers can change their state dynam-
ically, activating or increasing the transcription of the genes they regulate or, on the contrary,
silencing those genes. Histone modifications are important features for the identification of
enhancers and the characterization of their state. In this regard, it has been observed that en-
hancers exhibit enrichment of histone H3 lysine (K) 4 monomethylation, H3K4me1 (Heintz-
man et al., 2009) or H3K4me2 (He et al., 2010) and deficiency of H3K4me3 compared to gene
promoters (Heintzman et al., 2007). Nevertheless, these histone characteristics are not suffi-
cient to define functional enhancers. Primed enhancers display H3K4me1 and H3K4me2
and lack acetylation, whereas poised enhancers present additionally the repressive mark
H3K27me3 (Rada-Iglesias et al., 2011; Zentner et al., 2011). Indeed, acetylation of lysine 27
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on histone H3, i.e., H3K27ac, has been reported to characterize active enhancers (Creyghton
et al., 2010; Calo et al., 2013 for review).

1.3 Methods to study chromatin structure and chromatin
accessibility

Active enhancers and super-enhancers are usually located in chromatin regions present-
ing certain characteristics. They tend to overlap to chromatin areas scarce in nucleosomes
and these particular regions can be identified through specific epigenetic hallmarks, such as
chromatin accessibility and specific histone marks, as H3K27ac (Visel et al., 2009; Ong et al.,
2011; Spicuglia et al., 2012). The genome accessibility has been estimated to be about 2-3% of
total DNA, accumulating these accessible regions more than 90% of TFs bindings (Thurman
et al., 2012). This means, in other words, that the vast majority of TFs bind to already open
chromatin regions and only a minor part of TFs, the so-called pioneer transcription factors,
are actually able to bind condensed chromatin regions and initiate structural changes in its
conformation (Cirillo et al., 2002; Zaret et al., 2011; Cernilogar et al., 2019) to promote local
access to DNA (Felsenfeld, 1996).

Several methods have been developed to assess chromatin accessibility: DNase-seq, FAIRE-
seq, and ATAC-seq and its variants are all methods based on the direct isolation of the acces-
sible chromatin regions, in contrast to the MNase-seq assay, which is an indirect method
to evaluate chromatin accessibility. All these approaches measure in a direct fashion the
effects caused by modifications in the chromatin structure on gene transcription. In con-
trast, approaches based on the detection and characterization of chromatin-bound proteins,
comprising methods such as ChIP-seq or the more recent CUT&RUN, deduce those effects
on gene transcription from the detection of certain overlapping histone modifications or
bound TFs. Klemm et al., 2019, Klein et al., 2020 and Minnoye et al., 2021 recently reviewed
and compared the aforementioned assays, among others.

Since enhancers and clusters of enhancers are distal regulatory elements, one of the main
challenges consists in establishing the link between a particular enhancer or SE and the gene
or genes it regulates. For this purpose, several methods have been developed in the past
years, both experimental, mostly based on Chromosome Conformation Capture (3C) tech-
nologies (Dekker et al., 2002; Dostie et al., 2006; Belton et al., 2012), but also on CRISPRi-
mediated epigenome editing techniques (Fulco et al., 2016; Kim et al., 2019) and compu-
tational methods (Hariprakash et al., 2019; Moore et al., 2020), relying on the information
compiled in databases generated over time.

The two main technologies applied in the course of this work are H3K27ac (as histone
mark associated with active enhancers) ChIP-seq and one of the ATAC-seq protocol variants,
specifically the Omni-ATAC-seq. The principles on which these techniques are based are
briefly described below and the corresponding protocols are comprehensively documented
in Chapter 4.

1.3.1 ChIP-seq

Chromatin immunoprecipitation followed by high throughput sequencing (ChIP-seq) has
been an essential technique for the study and exploration of the epigenome. This method
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relies on antibodies capturing specific DNA-binding proteins or histone modifications to
determine genome-wide enriched regions at base-pair resolution (Rhee et al., 2012; Furey,
2012). To do so, the DNA is first cross-linked with the associated proteins on chromatin
and, in a later step, DNA-protein complexes are sheared into small DNA fragments applying
sonication (Figure 1.2).

There are multiple variants of the ChIP-seq protocol, optimized for the cell type to be pro-
cessed, the amount of available input cells or the target proteins or histone modifications.
The specific ChIP-seq protocols used for the completion of this work are described in detail
in Chapter 4, Sections 4.3.5 and 4.3.6.

FIGURE 1.2: Schematic representation of the ChIP-seq process: chromatin
in cell nucleus is cross-linked with bound proteins (represented by col-
ored circles). Then, DNA-protein complexes are sheared in small frag-
ments and specific DNA fragments bound by the protein of interest are co-
immunoprecipitated. In a later step (not shown) DNA fragments are decross-
linked for ulterior library preparation and sequencing, to identify genome-wide

sites associated with the studied protein.

1.3.2 ATAC-seq

The Assay for Transposase-Accessible Chromatin followed by sequencing (ATAC-seq) was
first described by Buenrostro et al., 2013 as an alternative technique to evaluate accessi-
ble chromatin profiles. It is based on the hyperactivity of a genetically engineered DNA
transposase, Tn5, preloaded with sequencing adapters (Goryshin et al., 1998). This hyper-
active enzyme is able to simultaneously cleave and tag accessible chromatin regions, i.e.,
nucleosome-depleted regions, genome-wide (Figure 1.3). This method has several advan-
tages over other approaches used up to that date: higher sensitivity, lower input cells re-
quirement, relatively low sequence depth needed, significantly shorter preparation time and
simpler protocol due to the combination of chromatin fragmentation and tagmentation in
one step.

The first version of the protocol was improved after some years by Corces et al., 2016 to
perform better for hematopoietic human cells (being known this new version as Fast-ATAC-
seq) and again one year later some modifications were added by Corces et al., 2017, improv-
ing the signal-to-noise ratio as well as reducing the mitochondrial DNA interference (Omni-
ATAC-seq version).

Detailed protocols used for processing the samples in the context of this work are included
in Chapter 4, Sections 4.3.3 and 4.3.4.
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FIGURE 1.3:
Schematic repre-
sentation of the
ATAC-seq process:
the engineered hy-
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posase, preloaded
with sequencing
adapters, fragments
and tags chromatin
accessible regions.
Figure modified
from Buenrostro

et al., 2013.

1.4 Epigenetics and human diseases

1.4.1 Cancer

For long time, genetic factors were thought to be the main trigger behind certain human
health disorders. This vision started to change half a century ago, when C. Waddington in-
troduced the term epigenetics in the middle of the 20th century (Waddington, 1942). The
initial definition has evolved and nowadays it is commonly accepted that the term defines
the study of heritable features associated with no changes in the nucleotide sequence but
to chemical DNA changes or other modifications regarding structural or regulatory proteins
binding it.

As previously described, a particular chromatin status, which ultimately conditions gene
expression, is the result of the interplay of all epigenetic processes (post-translational his-
tone modifications, including acetylation, methylation or phosphorylation, as well as bind-
ing of DNA-specific proteins). All these processes constitute what Waddington referred to as
”epigenetic landscape”, today named ”epigenome”, or the epigenetic status determining how
the genome reveals itself in a time- and cell type-dependent manner. When this intricate reg-
ulatory machinery does not work properly, cancer and other disorders may arise. Moreover,
tumor development and other human diseases have been documented to show abnormal
epigenetic regulation (Esteller, 2007; Lee et al., 2013; Kuznetsova et al., 2016). Particularly
in the case of cancer, the epigenetic landscape displays aberrant histone modification pat-
terns as well as altered DNA methylation (comprising global hypomethylation but also local
methylation gains). In this sense, multiple studies have reported patterns of hypermethyla-
tion at cytosine bases within CpG island in promoters of genes with tumor-suppressor func-
tion, repressing their expression (Galm et al., 2006; Boultwood et al., 2007), as well as other
histone marks alterations (Fraga et al., 2005). Additionally, altered function of enzymes in
charge of adding, removing or recognizing particular histone modifications has been de-
scribed in many types of human cancers (Chi et al., 2010). In hematological malignancies,
for example, aberrant function of the family of lysine acetyltransferases due to chromosomal
translocations has been documented (Yang, 2004).
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Given the advances occurred in the field of epigenetics in the past decades, including in-
creasingly refined and precise techniques to explore the epigenome, there is a growing inter-
est in investigating and developing new therapeutic strategies targeting altered regulatory
mechanisms (Cheng et al., 2019; Mohammad et al., 2019; Lu et al., 2020). Different to gene
mutations, epigenetic alterations are highly dynamic and can be by its nature, therefore,
potentially reversed. This is the reason, why multiple studies have been recently analyzing
potential epigenetic targets for cancer therapy (Kelly et al., 2010; Arrowsmith et al., 2012;
Furtado et al., 2019; Montalvo-Casimiro et al., 2020), although human disorders frequently
exhibit a complex mixture of both genetic and epigenetic lesions or dysregulation (Li et al.,
2016), usually accumulating over time.

Taking all the previous into consideration, the main goals pursued by our research were to
investigate the role of epigenetic factors in three different disorders, namely: acute myeloid
leukemia, metastatic breast cancer and inflammation associated to immune diseases.

1.4.1.1 Acute Myeloid Leukemia and the challenge of relapse

Hematopoiesis is a fundamental process driven by hematopoietic stem cells (HSCs), in
charge of generating all lineages of blood and immune cells (Lemischka et al., 1986; Naik
et al., 2013; Busch et al., 2015). When the homeostasis in this delicate system is disrupted,
leukemogenesis can arise (Bonnet et al., 1997). Leukemia is a hematopoietic disorder initi-
ated in the bone marrow where blood precursor cells, known as blasts, are not able to nor-
mally develop and differentiate into fully functional and mature blood cells and, instead,
begin to build up, causing an accumulation of immature blood cells and simultaneously
suppressing the development of normal, functional blood cells (Figure 1.4). Leukemia is the
most common form of cancer in children, accounting for 30% of all cancers diagnosed in
children under 15 years according to the World Health Organization, WHO, and in adults
leukemia is included in the top ten of the most common forms of cancer (Surveillance, Epi-
demiology and End Results Program SEER). Pathologically, leukemia can be divided into sev-
eral subgroups, based on the type of blood precursor cells blasts originate from (myeloid or
lymphoblastic), and the rate at which the leukemia progresses (acute or chronic). The in-
crease of immature blood cells or blasts leads to a reduction of the functional blood cells and
can cause symptoms such as weakness or fatigue, associated with a loss of red blood cells
(anemia), increased number or repetitive infections, when neutrophils are reduced (neu-
tropenia) or abnormal bleeding, linked to the loss of platelets (thrombocytopenia).

Acute myeloid leukemias (AMLs) are neoplastic proliferations of myeloid progenitor cells,
i.e., immature granulocytes, monocytes, erythrocytes and megakaryocytes. AML was first
classified by the FAB criteria (French-America-British AML classification), established in the
1970s and based on cytomorphologic and cytochemical features, with lineage assigned as
myeloid by the presence of Auer rods or ≥ 3% myeloperoxidase positive blasts (Bennet et al.,
1976; Bennet et al., 1985). More recently, WHO developed a new classification based on a
combination of morphological, immunophenotypic, genetic and clinical features (Brunning
et al., 2001; Vardiman et al., 2002; Swerdlow et al., 2016). A blast count below 2% in bone
marrow aspirates or peripheral blood is considered to be normal. AML is usually diagnosed
when these immature blood cells represent more than 20% of the total cell count. Blast count
in between is termed as myelodysplastic syndrome (MDS), although this classification has
changed towards the last decades and is still subject of debate (DiNardo et al., 2016). Even if
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Knight Cancer Institute.

most patients diagnosed with any type of leukemia or MDS usually present a higher percent-
age of blasts in the bone marrow than in the peripheral blood, there are evidences suggesting
that the opposite can also occur, in which case the disease appears to progress more aggres-
sively (Amin et al., 2005).

AML is indeed the most frequent type of acute leukemia diagnosed in adults (Kouchkovsky
et al., 2016). According to data collected by SEER, the median age at diagnosis is 68 years.
Moreover, adults over the age of 65 represent more than 50% of the total new cases diagnosed
per year. The outcome is worse, the older the patients are at age of diagnosis, with 70% of
patients older than 65 years dying within one year from diagnosis (Meyers et al., 2013).

The standard treatment administered to AML patients remains the same since it was first
established in 1973. It consists in first place in applying induction chemotherapy to achieve
remission eliminating blasts from blood, followed by a consolidation phase with cyclical
chemotherapy targeting potential blasts leftovers. The standard induction chemotherapy,
known as ”7+3”, consists in a combination of cytarabine applied for 7 days, followed by an
anthracycline drug, such as daunorubicin, for 3 days (Lichtman, 2013). This treatment is as-
sociated with toxic side effects, making elderly patients more vulnerable, especially in pres-
ence of comorbidities, such as diabetes or heart disease (Kimby et al., 2001). Many patients,
thus, do not tolerate the aggressiveness of the standard chemotherapy and only palliative
care can be applied (Bryan et al., 2015; Palmieri et al., 2020). Even when the survival within
five years after diagnosis has improved over the past decades, this fact is predominantly due
to the major advances and refinement in supportive care (Derolf et al., 2009, Ferrara et al.,
2013) rather than to improvements in the therapy itself (Gbadamosi et al., 2017; Kolitz et al.,
2018; Zeidner et al., 2018). Therefore, there is the urgent need of developing new alternative
therapeutic strategies to treat this disease in a more efficient way.

AML usually develops in a stepwise manner, through accumulation of genetic and epi-
genetic lesions (Shlush et al., 2014; Xu et al., 2019; Chopra et al., 2019). Furthermore, the
bone marrow microenvironment maintaining and regulating hematopoiesis is increasingly
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thought to play a crucial role in hematological disorders and therapy resistance (Wang et
al., 2018; Kogan, 2019; Méndez-Ferrer et al., 2020). Generally, AML patients present highly
heterogeneous mutational profiles, with several AML sub-clones potentially co-existing in
parallel in the same patient. Moreover, one of the main reasons of treatment failure is the
high occurrence of relapse after complete remission (CR). Even when patients respond well
to the induction chemotherapy, most patients will eventually relapse (Döhner et al., 2015;
Oliva et al., 2018), with tumor cells becoming frequently treatment-resistant, what compro-
mises the long-term patient survival (Hackl et al., 2017).

Relapse is associated with clonal evolution at the cytogenetic level (Testa et al., 1979; Gar-
son et al., 1989; Ding et al., 2012; Vosberg et al., 2019). Chemotherapeutic treatment rep-
resents a new environment in which AML cell populations may be able to adapt through
the accumulation of random and heritable mutations with the subsequent survival and re-
growth of some clones. Nevertheless, the mechanisms for which AML patients become
treatment-resistant, even if they were treatment-sensitive in first term, remain poorly un-
derstood (Brown et al., 2014; Döhner et al., 2017; Zhang et al., 2019).

Previously, many studies focused on particular cytogenetic abnormalities in AML patients
to predict outcome and other prognostic implications (Grimwade et al., 1998; Grimwade
et al., 2001; Byrd et al., 2002). More recently several studies have taken advantage of next-
generation sequencing (NGS) to try to identify relapse-specific gene mutations in certain
AML-subgroups, which could explain the course of the disease. However, no consistent gene
mutations were found to be acquired in relapse across different studies, being the genetic
AML profile very heterogeneous among different patients (Jan et al., 2012; Papaemmanuil
et al., 2016; Metzeler et al., 2016), even when focusing in specific AML subgroups (Gröschel
et al., 2015; Wang et al., 2016; Ahn et al., 2017). Moreover, AML was shown to have a low rate
in genetic lesions compared to most solid tumors in general (Kandoth et al., 2013; Lawrence
et al., 2013b; Lawrence et al., 2014), evidencing the importance of changes at the epigenetic
level in the course of the disease and the need of considering the intrinsic and vast disease
heterogeneity in order to explore alternative drug development strategies (Vicente-Dueñas
et al., 2018; Schwenger et al., 2021; Levin et al., 2021).

In the course of our work, we confirmed the broad regulatory heterogeneity intrinsic to the
AML disorder among the patient-derived samples, which was consequently reflected in the
in vitro model based on AML cell lines. Despite this noticeable diversity among patients re-
garding the regulatory landscape, we were able to find out common features differentiating
the stages of primary diagnosis and relapse. Indeed, we detected the activation of regulatory
pathways involved in apoptotic processes only during relapse but not in the primary diag-
nosis. Moreover, we were able to identify some promising genes in the relapse stage shared
by a subgroup of patients, which potentially confer the tumor cells resistance to therapy and,
therefore, could be interesting targets for developing more effective anti-cancer therapies in
the context of this disease.

1.4.1.2 Breast cancer and the challenge of metastases

When focusing on solid tumors, one of the main challenges when treating patients suf-
fering from cancer, even when reacting initially well to the treatment, is the emergence of
distal metastases. Distal metastases compromise enormously the patient survival. Partic-
ularly, for breast cancer patients, approximately 6-10% of new diagnosed cases are initially
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metastatic and 20-30% of all breast cancer cases are estimated to become metastatic, while
less than 30% of patients presenting distal metastases survive more than 5 years from diag-
nosis (SEER; O’Shaughnessy, 2005). Metastasis constitutes a complex process, still not fully
understood, by which tumor cells develop the capacity to colonize and proliferate in dis-
tant tissues different from the tissue of origin, being a threat for the normal function of vital
organs and causing ultimately organ failure and even death.

In the context of breast cancer, it has been previously reported that circulating tumor cells
(CTCs) present an increased metastatic tumor initiation capacity (TIC) when the Epithelial
Cell Adhesion Molecule (EPCAM) is highly expressed, compared to those CTCs with low EP-
CAM expression (Baccelli et al., 2013). Besides, the epithelial-to-mesenchymal transition
(EMT), a complex molecular and cellular mechanism, critical for tissue and organ develop-
ment, has been extensively investigated and many preceding studies have related it with tu-
mor initiating capacity, metastatic outgrowth and chemoresistance in many different types
of cancer (Tsai et al., 2012; Krebs et al., 2017; Legras et al., 2017), although the results from
different studies differ substantially and there is still debate regarding the role of the EMT or
which are the key factors involved in the metastatic process (Ocaña et al., 2012; Pastushenko
et al., 2018; Kröger et al., 2019). Nevertheless, there are indications suggesting that the tran-
sient and not the permanent expression of EMT-related transcription factors (TFs) is in first
term responsible for metastatic outgrowth (Schmidt et al., 2015), which is in line with the
observation that most macroscopic metastases show an epithelial phenotype (Kowalski et
al., 2003). We confirmed that high expressing EPCAM cells (EPCAMhigh) are more prone to
initiate tumors and ultimately metastases in immunocompromised mice compared to cells
with low EPCAM expression (EPCAMlow). Our results suggest that EPCAMhigh cells are able
to epigenetically prevent the repression of epithelial genes upon EMT and, thus, preserve
their epithelial identity. In contrast, EPCAMlow cells, with lower tumor-initiating capacity,
transition to a stable mesenchymal phenotype upon EMT. In the light of our results, this ca-
pacity of retaining epithelial status while displaying epithelial-mesenchymal flexibility is key
for initiating metastatic proliferation.

1.4.2 Inflammation and regulatory T cells

Regulatory T (Treg) cells are crucial for restoring the homeostasis upon emergence of im-
mune diseases. Nevertheless, T cell identity and functionality are compromised in case of
severe inflammation (Zhou et al., 2009). In this context, rodent experimental autoimmune
encephalitis (EAE), an autoimmune disease used commonly as model for human multiple
sclerosis (Constantinescu et al., 2012) was used to investigate Treg cell behavior at the peak
of the disease in the central nervous system (CNS).

Forkhead box P3 (Foxp3) is a key regulatory gene encoding a crucial transcription factor in
the development and function of Treg cells (Hori et al., 2003, Yagi et al., 2004). When inflam-
mation occurs, there is a reduction in the Foxp3 expression in Treg cells caused by Dnmt3a
mediated methylation of the Foxp3 intronic element known as conserved non-coding se-
quence 2 (CNS2) or Treg cell-specific demethylated region (TSDR), whose demethylation
is required for the normal expression of Foxp3 (Floess et al., 2007). This loss of Foxp3 ex-
pression contributes to destabilize Treg cells. We observed that Foxp3+ Treg cells expressed
Blimp1 in the inflamed tissue, preventing the methylation of the Foxp3 locus through inhi-
bition of the methyltransferase Dnmt3a. Blimp1, encoded by Prdm1, is a zinc finger protein
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serving as transcriptional regulator promoting the differentiation of fully functional CD8+ T
cells (Kallies et al., 2009, Rutishauser et al., 2009, Shapiro-Shelef et al., 2003) and it has also
been found as a part of a transcriptional module mediating the presence of CD8+ T cells in
non-lymphoid tissues (Mackay et al., 2016). The results and conclusions of our investiga-
tions, describing a novel function of the transcriptional regulator Blimp1, were published
(Garg et al., 2019): Blimp1 is expressed in Treg cells in an inflamed environment to protect
themselves from destabilization, since it counteracts the loss of expression of the key factor
Foxp3.

1.5 Objectives

For the completion of this work, we have studied three different disorders from a regu-
latory point of view. The first section presented in Chapter 2 consists of my main doctoral
project, focused on the study of AML. The second and third sections are devoted to two col-
laborations we were involved in. On the one hand, we contributed to the study of the emer-
gence of metastases in breast cancer and on the other hand, the preservation of regulatory T
(Treg) cell identity in the context of inflammation.

The main methods this work relies on are H3K27ac ChIP-seq, for the identification of en-
hancers and super-enhancers characterizing the epigenetic landscape, and ATAC-seq, for
the exploration of chromatin accessibility and the prediction of key transcription factors
(TFs) playing a role in the regulation of the differential enhancers and super-enhancers (SEs).

1.5.1 AML: emergence of therapy resistance in relapse

With this project we aimed in first place to explore the regulatory landscape of samples
derived from AML patients at both stages, primary diagnosis and relapse, to be able to iden-
tify epigenetic changes between both disease phases. The generated data were subsequently
analyzed to determine resistance mechanisms, which could ultimately serve as input for de-
veloping new therapeutic strategies.

We divided this project into three main sections, namely:

1. Exploratory analysis of the enhancer and super-enhancer landscape, as well as chro-
matin accessibility patterns in primary diagnosis and relapsed AML patient-derived
samples, aiming to determine significant differences between both conditions.

2. Exploratory analysis of the regulatory changes induced in tumor cells during the appli-
cation of the standard AML therapy using the patient-derived-xenograft (PDX) mouse
model.

3. Characterization of AML cell lines regarding their epigenetic landscape as in vitro mo-
del, serving as future resource for the validation of candidate genes found in the previ-
ously described steps to make a difference between primary diagnosis and relapse

1.5.2 Breast cancer and emergence of metastases

For this project, I collaborated with investigators from the Institute of Stem Cell Research
(Helmholtz Center Munich). Our main goal was to understand the mechanisms behind the
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tumor outgrowth process in breast cancer. With this purpose, we worked with cells from
patient biopsies xenotransplanted into immunocompromised mice but also with single-cell
clones in culture.

In concrete, the main goal of my collaboration was to identify fundamental differences
in terms of the chromatin opening patterns between subpopulations of single-cell clones
sensitive or resistant to the epithelial-to-mesenchymal transition (EMT) upon stimulation.

1.5.3 Maintenance of Treg cell identity during inflammation

In our second collaborative project, carried out in the Experimental Neuroimmunology
department in Klinikum rechts der Isar (Technical University of Munich) our main goal was
to unravel the mechanisms preventing the loss of Treg cell identity in the context of inflam-
mation.

Particularly, my main contribution consisted of a series of ATAC-seq experiments aiming
to understand the transcriptional mechanisms by which the factor Blimp1 controlled CNS
Treg cells in an inflamed environment.
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Chapter 2

Results

2.1 AML: epigenetic mechanisms involved in relapse and
therapy resistance

As already stated, AML is a disorder presenting a vast heterogeneity regarding genetic le-
sions and affecting mostly relatively elderly people. The older the patients are at diagno-
sis, the worse the outcome is and the higher the probability for the patient to relapse. Re-
lapses represent a major challenge in the treatment of AML, since tumor cells at this stage
frequently present resistance to the therapy. This, together with the fact that the standard
therapy cannot always be applied to elderly patients due to its strong side effects, reflects the
current need for developing new and more efficient treatments.

To identify and characterize relevant regulatory differences between the AML stages of
primary diagnosis and relapse, AML cell lines as well as AML patient-derived samples were
processed. In addition, the effects of the standard therapy on the chromatin status in vivo
were explored using the PDX mouse model. The experiments performed as well as the de-
rived results are presented below.

2.1.1 Characterization of AML cell lines as in vitro model

In first term, we aimed to assess the chromatin status and to characterize the enhancer
and super-enhancer landscape of several AML cell lines (Table 4.1). To the 18 available
leukemic cell lines, provided by AG Spiekermann 1, I applied both assay for transposase-
accessible chromatin followed by sequencing (ATAC-seq) and chromatin immunoprecipi-
tation of the histone modification H3K27ac followed by sequencing (H3K27ac ChIP-seq).
Data derived from this first round of experiments would serve as guideline for later selection
of cell line models reflecting specific regulatory landscapes to validate potential key genes
found to be involved in relapse-development and/or therapeutic resistance mechanisms in
patient-derived samples.

ATAC-seq and H3K27ac ChIP-seq derived peaks were first identified for each cell line and
used as input for a Principal Component Analysis (PCA). For both experiments the coverage
was restricted to enhancer regions, and promoter regions were filtered out. No clear clusters
could be identified for the analyzed cell lines based on their FAB subtype (Figures 2.1.b and
2.1.e), evidencing a high regulatory heterogeneity among them. Nevertheless, attending to

1Medizinische Klinik und Poliklinik III, Ludwig-Maximilians-Universität, Munich
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the risk group each processed AML cell line is associated with, according to their cytogenetic
and molecular profile (Estey, 2013; Kansal, 2016), cell lines could be slightly stratified in two
major clusters corresponding to intermediate- and adverse-risk groups (Figures 2.1.c and
2.1.f). These two clusters, although not strongly separated, were more clearly differentiated
along the PC1 axis in the case of the H3K27ac ChIP-seq-derived data (Figure 2.1.f).
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FIGURE 2.1: PCA of ATAC coverage (a, b, c) and H3K27ac coverage in enhancer
regions (c, d, e) of all processed AML cell lines. Color scale in b and e indicates
the AML subtype each cell line corresponds to, according to the FAB classifica-
tion (Bennet et al., 1985). Color scale in c and f indicates the prognosis and out-
come risk, intermediate or adverse, each cell line is associated with, according
to their cytogenetic and molecular profile. Cell lines K-562, SD-1 and U-937,
which are chronic myeloid leukemia (CML), the first one, and other types of
lymphoid leukemias, the second and third ones, were also included. Each dot
represents one processed cell line, labeled with the corresponding name in a

and d.

The regulatory heterogeneity among AML cell lines can also be observed in particular loci
important for the AML condition, as is the case for both RARA and RXRA loci (Figure 2.2).
Both retinoic acid receptors (RARs) and retinoic X receptors (RXRs) have been documented
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to be relevant in certain AML subtypes as druggable therapeutic targets (McKeown et al.,
2017; Martino et al., 2019; Daramola et al., 2019).
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FIGURE 2.2: Example IGV genomic regions around the RARA locus (a, b) and
the RXRA locus (c, d) for all ATAC-seq (left) and H3K27ac ChIP-seq (right) pro-

cessed AML cell lines. Each track corresponds to one cell line.

In this section, 18 leukemic cell lines (AML principally, were characterized attending to
their chromatin status and enhancer landscape. These cell lines display a broad regulatory
heterogeneity, as it is distinctive for AML, serving as well-established in vitro model for future
investigations regarding the validation of candidate genes found to be relevant for therapy
resistance or emergence of relapses in AML patient-derived samples.



Chapter 2. Results 22

2.1.2 PDX samples as model for studying the effect of the standard
therapy in vivo

Patient-derived xenograft (PDX) models have been shown over the past decades to be
an invaluable help to better understand the biology and therapy of human diseases in vivo
(Schultz et al., 2007). Particularly, xenograft mouse models represent essential tools in can-
cer research (Sánchez et al., 2009; Malaise et al., 2011) and are extremely important to assess
the effects of drugs when developing new therapeutic strategies (Ehrhardt et al., 2012; Alves
et al., 2012), since primary tumor cells far outperform the capacity of established cell lines
for modeling the complexity of human disorders.

To study potential chromatin dynamic changes upon therapy in AML samples in vivo, the
PDX mouse model was used. Mice xenografted with AML patient-derived cells were sub-
jected to several cycles of the standard treatment and tumor samples gained at three dif-
ferent time points were processed for ATAC-seq. With this strategy, we aimed to investigate
regulatory shifts in terms of chromatin accessibility caused by the therapy pressure.

All PDX samples were generated and provided by AG Jeremias 2. Severe immunocompro-
mised mice were injected with patients’ bone marrow-derived AML cells, genetically engi-
neered to allow luciferase expression for in vivo monitoring through bioluminescence imag-
ing (Terziyska et al., 2012; Vick et al., 2015; Figure 2.3.b). Concretely, all samples generated
in the context of this study originated from AML tumor cells isolated from a patient at the
time of first relapse, eleven months after initial diagnosis. The treatment design consisted in
exposing xenotransplanted mice to several rounds of the equivalent standard ”7+3” therapy,
conveniently adjusted. Leukemic burden, monitored by bioluminescence imaging (BLI), be-
gins to descend with treatment start. After some days of remission, a minimal amount of
residual tumor cells of ∼ 5×104 were allowed to regrow up to ∼ 5×107 cells before the new
cycle of therapy was applied. This strategy was repeated for a total of three treatment cy-
cles. With each successive therapy cycle, tumor cells were losing their growing potential, as
the less and less steep slope of the curve indicates (Figure 2.3.a). At key time points, tumor
cells were isolated for analysis. Particularly for ATAC-seq processing, samples were collected
at following time points: before treatment, as baseline control, after one cycle of treatment
(C1) and after three consecutive cycles of treatment (C3).

In total, 23 484 ATAC-seq peaks were identified for all samples processed. ATAC peaks cor-
responding to biological replicates belonging to the same treatment time point were merged.
The vast majority of ATAC peaks (over 98%) were shared by all three treatment time points,
suggesting that only minor changes occurred at the chromatin level driven by the applied
therapy (Figure 2.4.a). Moreover, when applying a dimensionality reduction analysis to the
ATAC-seq data and considering all samples independently, no clear clustering of samples at-
tending to the treatment time point could be observed in a 2D representation (Figure 2.4.b,
left). However, the 3D plot of the data suggests that samples corresponding to the latest treat-
ment stage (C3) may cluster separately from both, untreated samples (control) and samples
at the early treatment stage (C1) (Figure 2.4.b, right). Indeed, control samples and samples
after the first round of therapy (C1) could not be spatially distinguished from each other in
this representation.

2Department of Apoptosis in Hematopoietic Stem Cells (AHS), Helmholtz Zentrum München, Munich, Ger-
many



Chapter 2. Results 23

When focusing on differential ATAC peaks showing logFC ≥ 2 between groups, we could
identify 1444 ATAC peaks (∼ 6% of the total number of peaks identified) distributed in four
main peak clusters representing different chromatin dynamics (Figure 2.5):

cluster 1 29 ATAC peaks; continuous chromatin closing down upon treatment.

cluster 2 86 ATAC peaks; progressive opening up of chromatin as treatment advanced.

cluster 3 7 ATAC peaks; chromatin opening up right after the first round of therapy, remain-
ing then open.

cluster 4 1322 ATAC peaks; chromatin opening up after three cycles of treatment, i.e., at the
latest therapy phase.
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FIGURE 2.3: a, Experimental scheme describing the treatment applied to PDX
mouse model. Mice were xenotransplanted with AML cells originally derived
from a first relapsed patient. Mice were subjected to three cycles of therapy
equivalent to the standard ”7+3” treatment applied to AML patients. Leukemic
burden of mice was monitored by bioluminescence imaging every 14 days.
Cells corresponding to following time points: untreated (control), after one
cycle (C1) and after three cycles (C3) of treatment, were isolated and pro-
cessed for ATAC-seq. At day 196 after treatment mice died and cells had to
be re-transplanted in new immunocompromised mice. Figure modified and
used with permission from B. Vick (Department of Apoptosis in Hematopoi-
etic Stem Cells (AHS), Helmholtz Zentrum München, Munich, Germany). b,
Example of in vivo mouse monitoring by BLI after 3, 10, 15, 22 and 35 days of
injection of 105 engineered patient-derived AML cells. Figure modified from

Vick et al., 2015.
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Among the four ATAC peak clusters identified, clusters 2 and 4, corresponding to genomic
regions gaining accessibility at the latest treatment stage, included 1329 peaks, represent-
ing roughly 92% of the total dynamically differential ATAC peaks detected. This is in conso-
nance with our previous observation, indicating that the most prominent effects caused by
the therapy at the chromatin level appear only at later treatment stages rather than at the
beginning of the therapy.

We then aimed to further investigate the proximal genes to the found differential ATAC
peaks opening-up as the treatment progresses (peaks belonging to clusters 2, 3 and 4). For
doing so, we set pval < 10-7 to focus on the most relevant genes. The generated list of genes
included HCN1, OCA2, TENM2, IQCM, FAT1, as well as the long intergenic non-protein cod-
ing RNA LINC02541 and LINC02063. Among these genes, both HCN1 and FAT1 have been
previously reported to be overexpressed in several types of cancer, including leukemia (Phan
et al., 2017, Gawdat et al., 2017), and OCA2 appears to be relevant in the clonal evolution of
myelodysplastic syndrome, MDS (Silva-Coelho et al., 2017).

All in all, the ATAC-seq processing and subsequent analysis of PDX samples subjected to
therapy showed in general minor changes in terms of the chromatin status. Moreover, after
the first cycle of therapy, no significant changes could be detected. These minor alterations
of the chromatin structure happened rather at the latest treatment stage, after completion of
three cycles of therapy, and they consistently consisted in increased chromatin accessibility
in certain regions. The regions presenting the most prominent changes were proximal to the
loci of genes which could play a role in some leukemia subtypes or even in the pre-leukemic
phase according to the literature.
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Although the use of PDX mice models represents an invaluable tool in the study of hu-
man diseases and drug efficacy, it needs to be considered that there are still some limitations
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mainly related to the model capacity for recapitulating the original human tumor microenvi-
ronment (Ben-David et al., 2017; Murayama et al., 2019). For this reason, we aimed to study
the original tumor in its native microenvironment by processing directly samples derived
from AML patients, both at the stage of primary diagnosis and at relapse.
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FIGURE 2.5: Upper panel, diagrams representing the normalized ATAC cover-
age at the different time points and corresponding to four different chromatin
dynamics upon treatment: cluster 1 (29 peaks), chromatin closing down upon
treatment; cluster 2 (86 peaks), chromatin opening up gradually upon treat-
ment; cluster 3 (7 peaks), chromatin opening already after the first cycle of
therapy and staying open; and cluster 4 (934 peaks), late opening chromatin.
Bottom panel, IGV genomic regions around the FAM221A, HCN1, OCA2 and
TDGF1P3 loci, exemplifying the distinct chromatin dynamics correspondent
to the four ATAC peak clusters. Each track corresponds to one PDX sample:
untreated (control, red), after one cycle of therapy (C1, green) and after three
cycles of therapy (C3, yellow). RPKM normalization, reads per kilo base per
million mapped reads. Membership color code within a particular cluster indi-
cates to which extent a concrete ATAC peak fits into the pattern represented in

that cluster.
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2.1.3 Regulatory differences between primary diagnosis and relapse in
AML patient-derived samples

The ultimate goal of this project is to elucidate whether regulatory alterations in AML cells
contributed to therapy resistance, frequently observed in relapsed patients. To address this
question and complement the previously obtained results from the study of the standard
treatment over several therapy cycles in the PDX model, we intended to collect AML sam-
ples extracted from patients who experienced relapse and to process them for ATAC-seq,
in order to assess chromatin accessibility, H3K27ac ChIP-seq, to explore the enhancer and
super-enhancer landscape, and RNA-seq. This strategy would allow us to compare directly
the regulatory landscape of paired samples (initial diagnosis and the corresponding relapse)
derived from the same patient.

Indeed, the studies on paired AML patient-derived samples are relatively scarce, due to the
challenges and difficulties derived from the limited availability of these precious samples.

We collected 24 AML paired samples in total, derived from 12 patients. Samples were
isolated over a period of 8 years, between 2009 and 2017, with the corresponding patient
informed consent for scientific use of sample material in all cases 3. The tissue of origin was
either bone marrow or peripheral blood and to separate serum and plasma from blood after
extraction either heparin or EDTA were used. Patients’ age was between 33 and 75 years old
at age of initial diagnosis and in the cohort were included five females, four males and three
cases where gender was not specified. Elapsed time between initial diagnosis and relapse
was for most patients 1-2 years, although two individuals relapsed within the first year after
being diagnosed and other two individuals relapsed after more than 5 years from diagnosis.
The blast count, even when not known in all cases, was very sample-dependent, ranging
between 8% and 99%. This fact made extremely important to develop a strategy for blast
enrichment, discarding the usually co-existing normal hematopoietic cells. Samples were
provided by AG Götze 4, AG Spiekermann 5, AG Subklewe 5 and AG Metzeler 5 in frozen vials
stored at -80 °C since extraction (supplementary Table A.1).

We also collected 10 samples from healthy donors as control, extracted either from the
bone marrow or the femoral head of donors aged between 30 and 71. Among the donors
cohort we had five females, one male and three samples for which donor gender was not
specified. All healthy donor samples were processed immediately after isolation, without
being frozen, and were provided by AG Götze and AG Subklewe (supplementary Table A.2).

As previously mentioned, the high heterogeneity between AML patient-derived samples
regarding the blast count, made essential to enrich for blasts before further processing them.
To do so, we decided to target the surface marker CD33, a myeloid-associated marker highly
expressed in AML cells (Bernstein, 2000). For healthy cells we targeted the surface marker
CD34, characteristic of the hematopoietic progenitor cells (Civin et al., 1984). With this in
mind, I carried out several tests to decide which strategy performed best for thawing sam-
ples, removing the dead cell fraction and enriching for blasts, while minimizing cell loss.

3As established by the WMA Declaration of Helsinki concerning the ethical principles for medical research
involving human subjects

4Technical University of Munich, Klinikum rechts der Isar, Clinic and Polyclinic for Internal Medicine III,
Munich, Germany

5Department of Medicine III, University Hospital, LMU Munich, Munich, Germany
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RNA-seq
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FIGURE 2.6: Scheme illustrating the AML patient-derived
samples pre-processing steps: a, thawing cells, removing
cell clumps when present, filtering out dead or dying cells;
b, staining cells with CD33 marker (blasts) or CD34 marker
(control cells) and sorting them with AutoMACS or FACS;
and c, further processing cells by ATAC-, H3K27ac ChIP-
and RNA-seq. RNA-seq performed in collaboration of AG
Enard (Anthropology and Human Genetics, Faculty of Bi-
ology, LMU Munich). Image b, left, from AutoMACS Pro
Separator and image b, right, from Core Facility Flow Cy-

tometry, BMC, LMU.

One of the main difficulties en-
countered while thawing cells was
the frequent presence of huge cell
clumps (Figure 2.6.a). Facing the
impossibility of dissociating them,
these cell clumps had to be even-
tually removed, which limited the
final number of recovered viable
cells. The ultimate processing de-
sign, described in detail in Section
4.3, Chapter 4, consisted in follow-
ing steps: first, samples were thawed
and, when detected, cell clumps
were removed; second, viability was
assessed and samples were incu-
bated with the appropriate amount
of antibody (CD33 for blasts and
CD34 for control cells); and finally,
living cell population were sorted by
either FACS or AutoMACS, discard-
ing dead cell fraction (Figure 2.6).

Once AML samples were enriched
for blasts, 50×103 cells were set aside
for being immediately processed for
ATAC-seq, 104 cells were sorted di-
rectly in the corresponding buffer
and stored for subsequent RNA-seq
processing and the rest of the cells
were fixed as the first step for later
H3K27ac ChIP-seq processing.

The final number of viable CD33+

cells was different for each sample
and we could not always sort enough
cells for all three planned assays,
since at least 300 × 103 cells were
needed for performing H3K27ac ChIP-
seq.

Only for six paired samples, primary diagnosis and relapse derived from the same patient,
we could obtain enough tumor cells to perform all three planned assays, namely, ATAC-seq,
H3K27ac ChIP-seq and RNA-seq. For the rest of the samples, due to the cell number con-
straints, we had only partial information gained from ATAC- and RNA-seq assays.

2.1.3.1 First AML patient paired samples-derived data analysis as proof of principle

AML patient-derived samples HS08 and HS09 (supplementary Table A.1) were processed
and analyzed (not systematically, this was done at a later step, together with the rest of the
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patient-derived samples) in first place as a proof of principle to validate the experimental
strategy and confirm that, as expected, we could find significant regulatory differences be-
tween primary diagnosis and its corresponding relapse. We received those samples already
thawed and performed CD33-based blasts enrichment with AutoMACS. Indeed, the ulterior
tests carried out to optimize the pre-processing outcome demonstrated that FACS improved
the number of recovered viable cells, sped up the process (essential for maximizing cell re-
covery rate) and reduced hands-on work. For this reason, the rest of the AML patient-derived
samples, as well as the healthy donors-derived samples, were FACS sorted, instead. How-
ever, the results obtained from the processing of the aforementioned samples were promis-
ing, showing fundamental regulatory differences between the two disease stages. This is
exemplified in the genomic region around the NECTIN2 locus. In AML, NECTIN2 has been
documented to be involved in the interaction between natural killer cells and leukemic cells
(Pende et al., 2005). Indeed, we observed that this genomic region presents a significant in-
crease in both the H3K27ac ChIP- and the ATAC-seq signals in the relapse sample compared
to the diagnosis one (Figure 2.7).

H3K27ac
ChIP-seq

ATAC-seq
HS09-D

HS08-R

HS09-D

HS08-R

38 kb
chr19:44,833,064-44,871,661

FIGURE 2.7: IGV genomic region around the NECTIN2 locus showing the ATAC-
seq tracks (magenta) and the H3K27ac ChIP-seq tracks (blue) corresponding to
the first paired AML patient-derived samples, primary diagnosis (HS09) and

relapse (HS08).

2.1.3.2 Protocols test: Fast-ATAC- vs. Omni-ATAC-seq

When we started processing the first AML samples (cell lines and PDX samples) and even
the very first AML patient samples pair, the most suitable protocol for interrogating chro-
matin accessibility in human blood cells was the Fast-ATAC-seq protocol (Corces et al., 2016),
an improved ATAC-seq protocol based on the previously described protocol by Buenrostro
et al., 2013. The Fast-ATAC protocol was optimized for hematopoietic cells, generating im-
proved quality data by reducing the proportion of mitochondrial reads up to 5-fold, while
improving the signal-to-noise ratio.
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One year later, Corces et al., 2017 published further improvements in the classical ATAC-
seq protocol. The new so-called Omni-ATAC protocol allowed to generate even higher qual-
ity data using less material, as well as it made possible to process frozen material.

In order to be able to decide to which extend it was convenient to switch protocols, I com-
pared both versions of the ATAC-seq protocol, Fast- and Omni-ATAC, side by side. For doing
so, I processed 50 x 103 MM-1, MV4-11 and K-562 cells following both versions of the proto-
col (Sections 4.3.3 and 4.3.4).

For all three cell lines tested, the number of ATAC peaks detected upon analysis of data
generated with the Fast-ATAC protocol was significantly lower compared to the Omni-ATAC
protocol: on average, only 64% of the peaks detected by Omni-ATAC were also detected by
Fast-ATAC (Figure 2.8). Moreover, the data quality, based on signal-to-noise ratio, increased
when samples were processed with the Omni-ATAC protocol (Figure 2.9), meaning not only
that we were able to detect more peaks, but also that the detected signal was more robust.
The amount of mitochondrial reads also improved with the new protocol, with an average
reduction of 58% of the lost reads for the three cell lines interrogated.
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365

67241

Omni−ATAC

Fast−ATAC
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16812

741

51445

Omni−ATAC
Fast−ATAC
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FIGURE 2.8: Venn diagrams showing the number of peaks called by HOMER for
the AML cell lines a) MM-1, b) MV4-11 and c) K-562 processed following both

Fast- and Omni-ATAC protocols.

Based on the previous results, we decided to definitively switch to the Omni-ATAC proto-
col and to discontinue the use of the previous Fast-ATAC protocol version. Additionally, we
checked the impact of some other parameters on the data quality to optimize the new pro-
tocol in our experimental context. With this purpose, we tested the effect in the outcome of
varying three different parameters, namely: amount of Tn5 enzyme used for transposition
reaction, cell number used as input and commercial TD buffer vs. in-house made TD buffer
(Appendix B).

2.1.3.3 AML patient-derived samples: no clear clustering patterns based on chromatin
accessibility

Since ATAC-seq data could be generated for most of the patient- and healthy donor-derived
samples, our first goal was to interrogate these data regarding potential common chromatin
accessibility patterns among subsets of samples.
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RUNX1
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MV4-11 Fast-ATAC

MM-1 Omni-ATAC
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chr21:34,877,171-34,918,171

FIGURE 2.9: IGV region around the RUNX1 locus showing the differences in
the ATAC signal for the three cells lines processed for both protocols; from the
top to the bottom: MM-1 Fast-ATAC, MM-1 Omni-ATAC, MV4-11 Fast-ATAC,

MV4-11 Omni-ATAC, K-562 Fast-ATAC and K-562 Omni-ATAC

Using the identified ATAC peaks for all considered samples, we performed a PCA and gen-
erated the corresponding scree plot of the first fifteen PCs. The scree plot showed that al-
ready the first principal component, PC1, could explain 46.93% of the data variance (Figure
2.10.a). Nevertheless, this principal component was mainly associated with the number of
ATAC peaks detected in samples (Figure 2.10.b, upper right). For this reason, we considered
the six first principal components, PC1-PC6, which accounted for over 75% of the data vari-
ance. However, none of the PCs considered showed a clear clustering of samples attending
to the disease status (Figure 2.10.b, lower left). Healthy donor samples did cluster together
in some of the PCs but, since they all corresponded to samples with the highest number of
ATAC peaks detected, a potential bias could not be discarded.

When repeating the PCA just for patient-derived samples, i.e., not considering healthy
donor samples, the results did not differ substantially: the first PC explained roughly 35%
of the data variance and it was mainly linked to the number of detected ATAC peaks (Figure
2.11). However, based on disease status, no well-defined clusters of samples were distin-
guishable along PC1-PC6. When displaying the patient affiliation, though, it could be recog-
nized that in some cases, samples isolated from the same patient tended to group close to
each other (Figure 2.12). This can be best seen along principal components PC2-PC3, where
the masking effect of the number of ATAC peaks detected associated with PC1 is not present
(Figure 2.13). These results strongly suggest that the origin of the samples (which patient
samples were derived from) may be more defining than the disease status itself (primary di-
agnosis or relapse), highlighting the heterogeneity of the AML patient-derived samples in
terms of the chromatin status. Moreover, in that case, single-patient-based analyses could
potentially be more meaningful than the analysis of all samples considered altogether.
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FIGURE 2.10: a, Scree plot showing the variance by each PC (black bars) and
the cumulative proportion of total variance (gray line) of the first fifteen prin-
cipal components based on ATAC data of patient-derived samples and healthy
donor-derived samples. The first six PCs explain already >75% of data variance.
b, PCA plots with the first six PCs. Color code in the top right plots is based in
the number of ATAC peaks detected per sample, ranging from 25400 to 132762
peaks (light blue to red), and in the bottom left plots in the disease status: diag-
nosis (blue), relapse (yellow) and healthy donor (purple). Each dot corresponds

to one sample.
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FIGURE 2.11: PCA based on ATAC data from patient-derived samples only. PCA
plots considering the first six principal components are shown. Color code in-
dicates the number of ATAC peaks detected for each sample. Each dot repre-

sents one sample.

2.1.3.4 Patient-based integrative analysis

In the light of the previous results, we decided to change the initial analysis strategy and,
instead of interrogating samples altogether, we re-analyzed samples in a patient-by-patient
basis. The advantage of such an approach lies in the fact that the regulatory heterogene-
ity derived from the origin of the samples would be ignored and the differences due to the
disease status (primary diagnosis/relapse) would be prioritized. Common disease status-
specific features among patients could be evaluated afterwards.

To start with, we aimed to identify regulatory differences between both disease stages
for each individual patient based on the combination of ATAC-seq data and RNA-seq data
(available for the major part of the patient cohort). Our goal was to predict transcription
factor binding for each individual patient based on both, differential ATAC peaks found in
diagnosis which are down or lost in relapse and vice versa, i.e., differential ATAC peaks going
up in relapse compared to the diagnosis stage. Moreover, we performed gene set enrichment
analysis on proximal genes to those differential regions for diagnosis or relapse. The detailed
analysis description can be consulted in Section 4.4.3, Chapter 4.
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Given the regulatory heterogeneity already observed among individuals, the results ob-
tained highly varied from patient to patient. As example, for patient 2 (P2), pathways related
to the immune response were found overrepresented at primary diagnosis (Figure 2.14.a).
During relapse, in contrast, other pathways became more relevant: among others, activa-
tion of JUN kinase appeared within the top differential pathways for this disease stage and
also within the top differential motifs predicted (Figure 2.14.b), having been this factor pre-
viously associated with therapy resistance in AML (Cripe et al., 2002). Among the differential
ATAC regions associated with differentially expressed genes in diagnosis and relapse for this
specific patient, the STAT4 and the RARA loci, respectively, are highlighted (Figure 2.14.c).
RARA has been shown multiple times to play a role in AML outcome (Daramola et al., 2019;
Martino et al., 2019), being even a druggable target (McKeown et al., 2017) and the STAT
transcription factor family has also been documented to be activated during leukemogene-
sis (Spiekermann et al., 2001; Dorritie et al., 2013). Regarding TF activity, the GATA family,
which has been reported to be related to hematological disorders (Gao et al., 2015; Crispino
et al., 2017), was actually observed to be significantly more active at the relapse stage (Figures
2.14.d and e). Nevertheless, even if the results showed fundamental regulatory differences
between both disease stages, we found anew a remarkable heterogeneity among patients,
which made it difficult to draw global conclusions (Appendix A, Section A.4 includes addi-
tional information corresponding to patients P3-P12).

A subset of patient-derived samples including patients P7 and P9-P12 could additionally
be processed for H3K27ac ChIP-seq. For this subset of patients, we aimed to integrate all
datasets, namely, ATAC-, H3K27ac ChIP- and RNA-seq, to obtain a global regulatory picture
including not only the chromatin status information and the expression data, but also infor-
mation regarding the enhancer and SE landscape. First, enhancers and SEs were identified
and ranked using the algorithm ROSE2 (Lovén et al., 2013; Whyte et al., 2013; Lin et al., 2016),
based on H3K27ac ChIP-seq signal, as described in Section 4.4.2.2, Chapter 4. This resulted
in an average of 1392 SEs per sample for the considered subgroup of patients. Next, for inte-
grating the ATAC-seq and the H3K27ac ChIP-seq generated data, the coltron python package
(Federation et al., 2018), conceived to build transcriptional regulatory networks, was applied
with default parameters. As input, the previously generated list of ranked enhancers, as well
as the aligned H3K27ac ChIP- and ATAC-seq reads, were used. The idea was to determine the
network of active TFs based on SEs-associated genes and ATAC peaks within those regions,
and identify common patterns for the same disease status among different patients. This
part of the analysis included also samples corresponding to patient P1.

All identified TFs were then merged and, for each patient, the differential factors (only
present at primary diagnosis but not at relapse, or vice versa) were selected and ranked (Sec-
tion 4.4.3.2, Chapter 4). Among the top 6 differential TFs found for each patient, two factors
were shared by at least two patients at diagnosis, GFI1 and ETS2, and three factors were
common to at least two patients at relapse, namely, FOXO3, RXRB and KBTBD6. Interest-
ingly, both TFs FOXO3 and ETS2 have been previously documented to be linked to a poorer
prognosis in AML (Ge et al., 2007; Santamaría et al., 2009; Fu et al., 2017) and GFI1 has been
shown to influence the progression of AML in a dose-dependent manner (L. Botezatu et al.,
2016).

Nevertheless, no TFs were found in common either at diagnosis or relapse for the entire
subgroup of patients considered. At this point, RNA-seq data were used to check the expres-
sion of the identified differential TFs, being this analysis extended to the complete patient
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cohort. TFs found to be differentially active for diagnosis in the subgroup of patients ana-
lyzed, ETS2 and GFI1, were also overexpressed in average in diagnosis compared to relapse,
when considering the entire patient cohort (Figure 2.15). Nevertheless, no significant over-
expression in relapse compared to diagnosis could be observed for the TFs previously iden-
tified to be differentially linked to relapse, not even for all the patients in the subgroup for
which the transcriptional regulatory networks analysis was conducted. Post-translational
mechanisms involving these TFs may explain the differences in TFs activity found to be as-
sociated with diagnosis or relapse, even when these TFs were not found to be differentially
expressed.
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FIGURE 2.14: Integrative analysis of ATAC-seq and RNA-seq data for patient 2
(P2). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: imm. resp., immune response;
ac, activity; sig., signaling. b, Top three HOMER known predicted TF motifs for
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lighted in red. e, Detail of ATAC-seq profiles of diagnosis and relapse for motifs
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Alternatively, we conducted a pathway analysis based on the top differentially active TFs
identified for the considered subgroup of patients. This analysis strategy is detailed in Sec-
tion 4.4.3.2, Chapter 4, and it basically consisted in annotating the genomic regions contain-
ing the motifs of interest, identifying the TSSs of genes within an arbitrarily defined 50 kb
window and selecting only the unique genes for each disease status, diagnosis or relapse.
Subsequently, these generated gene lists were filtered based on expression data and finally
the relevant pathways, as well as the genes involved in those pathways, were identified.
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FIGURE 2.15: Heatmap showing the expression of the top differential transcrip-
tion factors between primary diagnosis (ETS2, GFI1) and relapse (KBTBD6,
FOXO3, RXRB) extended to the complete patient cohort. Differential TF activ-
ity was previously assessed by coltron based on ATAC- and H3K27ac ChIP-seq
data of a patient subgroup (highlighted samples). Disease status: red, diagno-
sis; green, relapse. Color scale: Z-score. Note: no RNA-seq data available for

patient P1 (samples HS08 and HS09).

All pathways related to apoptosis or apoptotic processes were of especial interest. These
kind of pathways appeared actually overrepresented in relapse compared to primary diag-
nosis. Moreover, the subgroup of patients examined, considering only pathways involving
more than two genes, did not show any apoptosis-related pathways at the stage of diagnosis.
Nevertheless, for each considered patient-derived relapsed sample, the genes found to be
involved in apoptotic processes diverged, with no genes common to the entire patient sub-
group. The list of genes related to apoptotic processes and shared by at least two patients
consisted of: MUL1, MSH2, MOAP1, IKBKG, GADD45G, RGCC, CSF2RB and FCER1A. Among
them, the only gene shared by at least three patients was MUL1, whose expression has been
confirmed to be associated with a poorer prognosis and a decreased disease-free survival in
AML (Bester et al., 2018). The rest of the found genes appeared in at least two of the patients
in the subset considered and from them, the tumor suppressor gene MSH2 and the apop-
totic modulator MOAP1, have also been documented to play a role in AML progression and
therapy resistance (Mao et al., 2008; Law et al., 2020; Liu et al., 2021). Moreover, the gene
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GADD45G (Growth Arrest and DNA Damage Inducible Gamma), involved in several differ-
ent processes including tumor suppression (Tamura et al., 2012) and cellular stress response
(Liebermann et al., 2007), has very recently been demonstrated to act as a novel tumor sup-
pressor with important implications in AML treatment (Guo et al., 2021). Interestingly, one
more of the found genes, CSF2RB, was newly identified in a bioinformatic analysis to corre-
late with worse prognosis in the overall survival in AML (Cai et al., 2021). All in all, these find-
ings confirm our research approach as successful to determine relevant genes which could
serve as potential targets for new therapeutic strategies. In this sense, the rest of the genes
identified, FCER1A, IKBKG and RGCC (whose link with AML is, to the best of my knowledge
at the time of writing the present work, still not well known), could serve as promising candi-
dates to be further studied as possibly relevant for AML progression or resistance to therapy,
using for it AML cell lines as in vitro model.

Remarkably, in terms of shared pathways in general, relapsed samples from different pa-
tients appeared to be significantly more similar to each other than diagnosis samples, since
they presented more common pathways (Table 2.1). Taken any two samples belonging to the
same disease stage, 5.9 pathways in average were found to be common in diagnosis, whereas
27.2 pathways were shared in relapse. When considering any three samples together, 0.3
pathways were in average common in diagnosis and 3.6 in relapse. No common pathways
could be found in diagnosis for any four considered samples, although 29 pathways in total
were still found to be shared by four out of the six relapsed samples (Table 2.3). This finding
highlighted the fact that relapse samples presented more similarities than diagnosis sam-
ples did, in terms of regulatory processes. However, no pathways were found shared by the
complete subset of patients, not even among relapsed samples.

Nr. samples taken
(out of six)

Average number
of pathways

Diagnosis Relapse

2 5.9 27.2

3 0.3 3.6

4 0 1.9

5 0 0

TABLE 2.1: Relapsed samples show more similarities to
each other in terms of shared pathways than diagnosis
samples do. Number of shared pathways in average for
any 2, 3, 4 or 5 taken samples (diagnosis or relapse). No
common pathways were found for the entire subset of
samples analyzed and not even when considering any 5

samples at any disease status.

The JNK cascade pathway was the
only apoptosis-related pathway com-
mon to four out of six analyzed re-
lapsed samples although, as already
mentioned, other apoptotic pathways
appeared overrepresented among re-
lapsed samples and barely any was
present in the diagnosis sample sub-
group. Noteworthy, the list of all
apoptosis-related pathways found in
at least one of the relapsed samples
included very broad terms, making
not possible to infer to which extent
these active pathways may contribute
to therapy resistance (Table 2.2).

We then checked the expression of
the identified most common genes
(shared by at least two patients) in-
volved in apoptotic processes in the
subgroup of patient-derived relapsed samples, extending the analysis to the complete pa-
tient cohort. Nevertheless, no clear correlation could be identified between the genes of
interest and the disease status (Figure 2.16.a). Next, we analyzed the expression of the top
genes involved not only in apoptosis-related pathways but in the topmost shared pathways
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within the subgroup of relapsed samples (Table 2.3). In fact, for this particular pathways-
related gene list, we could observe an overexpression correlating with the relapse status for
most patients of the cohort (Figure 2.16.b). These observations suggest the existence of cer-
tain features which may be common to all patient-derived samples at the same disease sta-
tus. However, the prevailing trend deduced from the collected data evidences a general un-
derlying (regulatory) heterogeneity among patients, regardless to the stage of the disease.

Pathway name

dimerization of procaspase-8

regulation of cysteine-type endopeptidase activity involved in apoptotic signaling pathway

regulation of extrinsic apoptotic signaling pathway

apoptotic process

lymphocyte apoptotic process

negative regulation of apoptotic signaling pathway

negative regulation of extrinsic apoptotic signaling pathway

regulation of apoptotic signaling pathway

B cell apoptotic process

death receptor signaling

activation of cysteine-type endopeptidase activity involved in apoptotic signaling pathway

positive regulation of apoptotic signaling pathway

death-inducing signaling complex

T cell apoptotic process

positive regulation of endoplasmic reticulum stress-induced intrinsic apoptotic signaling pathway

apoptosis

regulation of cysteine-type endopeptidase activity involved in apoptotic process

positive regulation of endothelial cell apoptotic process

regulation of programmed cell death

regulation of apoptotic process

apoptotic process involved in embryonic digit morphogenesis

death receptor signaling

positive regulation of fibroblast apoptotic process

regulation of hydrogen peroxide-mediated programmed cell death

protein insertion into mitochondrial membrane involved in apoptotic signaling pathway

intrinsic apoptotic signaling pathway

extrinsic apoptotic signaling pathway in absence of ligand

TABLE 2.2: List of apoptosis-related pathways identified in at least one of the
relapse samples within the patients’ subgroup analyzed by coltron. The found

pathways are based on differentially active TFs for relapse.
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FIGURE 2.16: Heatmaps
showing the expression of
top genes for, a, apoptosis-
related pathways and, b, most
shared pathways (not only
apoptosis-related) by the
considered relapsed samples
subset, extended to the entire
patient cohort. Pathway
analysis was conducted in a
patient subset (highlighted
samples) for which both
ATAC- and H3K27ac ChIP-seq
were available. Disease status:
red, diagnosis; green, relapse.
Color scale: Z-score. Note:
no RNA-seq data available for
patient P1 (samples HS08 and

HS09).

We also analyzed the mean expression of all genes involved in the most shared pathways
among the subset of relapsed samples, grouping pathways containing related terms together
into one single entry and including the pathway apoptosis for comparison. For the consid-
ered patient subgroup there is a clear correlation between the disease status and the mean
expression of the genes involved in the selected pathways (Figure 2.17, left). However, when
extending this analysis to the entire patient cohort, the result differs, making evident that
such a correlation cannot be extended to the rest of the patients (Figure 2.17, right). This
highlighted once more the intrinsic heterogeneity among different AML patients, which is
itself more defining than the disease status.

This observation is in agreement with certain studies appeared during the past years, sug-
gesting the need of developing personalized therapy approaches, especially in case of drug
resistant AML, given the enormous heterogeneity displayed by patients affected by this dis-
order (Collignon et al., 2020; Levin et al., 2021).
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Pathway name

JNK cascade negative regulation of cell cycle

sensory perception G1/S transition

nuclear lumen negative regulation of cell cycle process

nucleoplasm regulation of cell cycle phase transition

cellular response to stress organelle envelope

neurological system process envelope

cell-cell signaling organelle biogenesis and maintenance

cell periphery signal transducer activity

plasma membrane molecular transducer activity

G-protein coupled receptor activity system process

detection of stimulus single-multicellular organism process

transmembrane receptor activity mitochondrial large ribosomal subunit

membrane-enclosed lumen mitochondrion

organelle lumen organelle large ribosomal subunit

intracellular organelle lumen

TABLE 2.3: List of 29 path-
ways found to be common
to four out of the six re-
lapsed patient samples
in the patients’ subgroup
analyzed by coltron. The
found pathways are based
on differentially active TFs
for relapse. No common
pathways were identified
for four or more diagnosis

samples.
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2.1.4 Discussion I

Intrinsic tumor heterogeneity of acute myeloid leukemia has already been reported mul-
tiple times in the past years (Swaninathan et al., 2018; Horibata et al., 2019; Karantanos et al.,
2019). This phenomenon can actually not be reduced to inter-patient heterogeneity, but also
clonal heterogeneity has been recently documented during disease progression and under
therapy pressure (Morita et al., 2020). Moreover, Sandén et al., 2020 also reported the pres-
ence of multiple co-existing clones already at the diagnosis stage. Due to this vast diversity,
AML have been sub-classified into several groups depending on particular features to be
treated following specific therapeutic strategies (Borthakur et al., 2014; Abaza et al., 2017).
Even more, novel studies have proposed the development of personalized chemotherapy as
the best tool to treat AML, especially when tumor cells develop therapy resistance (Testa et
al., 2021; Levin et al., 2021). A very recent review article (Kantarjian et al., 2021) compiles the
major advances and novel drugs approved for the clinical practice during the past years for
the treatment of different AML sub-types. Nonetheless, treatment based on cytarabine and
anthracyclines, usually known as ”7+3”, still remains the standard therapy, emphasizing the
big interest and urgent need of developing new therapeutic strategies to treat AML efficiently
in all its possible variants.

Our approach was based on the comparison of primary diagnosis and relapse coupled
samples derived from AML patients. The patient cohort included 12 patients in total, for
which we developed a processing strategy involving blasts enrichment based on the cel-
lular surface marker CD33, characteristic of the leukemic cells. This was a crucial step,
since patient-derived samples usually contain other normal hematopoietic cell populations,
which would potentially distort the results. Patient-derived samples were extracted within a
relatively long timespan (at the time of processing, the first isolated sample of the cohort was
stored over 10 years and, in contrast, the last gained sample was stored for just 2 years). This
could be one of the reasons explaining the different samples capacity to survive the thaw-
ing and sorting processes. Another aspect to consider as potentially influencing the samples
quality was the human factor, since samples were provided by four different research groups,
in two different hospital clinics, being presumably several people involved in the samples ex-
tractions over time. The number of frozen cells contained in received vials for each sample
was also very different, ranging between 12-300 Mio frozen cells; this fact represented an
additional determining factor linked to cells viability after thawing, being usually the vials
with less cellular content the ones resulting in the proportionally lowest final recovery (addi-
tional information regarding the number of frozen cells per vial, as well as cell viability after
thawing and final cellular recovery after sorting, can be consulted in supplementary Table
A.3). As much as possible, due to the aforementioned limitations, samples were processed
for ATAC-seq and H3K27ac ChIP-seq, as well as for RNA-seq, to characterize their chromatin
status and determine their enhancer and super-enhancer landscape 6.

Through the course of this work, we were able to examine the characteristic AML hetero-
geneity reflected in broad regulatory differences among the studied patient cohort, as well as
between both stages analyzed, primary diagnosis and relapse (Figures 2.10, 2.12). The high
heterogeneity observed between patients induced us indeed to adopt a patient-by-patient
analysis approach, comparing both disease stages for the same patient before trying to draw

6Not all samples could be processed for all three planed assays, since the cell number was very variable and
insufficient in some cases.
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more general conclusions. In this sense, we carried out a data integration resulting in the
major regulatory differences between diagnosis and relapse for all patients individually (Fig-
ure 2.14 and Figures in Appendix A). Based on these results, we aimed to identify common
features in terms of regulatory networks and shared pathways among samples at the same
disease stage.

Our rationale was to identify in first term enhancers and super-enhancers from the H3K27ac
ChIP-seq signal and then to integrate these data with the ATAC-seq data to build transcrip-
tional regulatory networks. In this way, we managed to identify the network of active TFs
based on SEs-associated genes and ATAC peaks within these regions and, thus, determine
common patterns for the same disease status among different patients, as described in Sec-
tion 2.1.3.4.

We detected significantly more shared pathways among the relapsed patient-derived sam-
ples than among the group of diagnosis samples (Table 2.1). Interestingly, no apoptosis-
related pathways could be identified for any of the diagnosis samples, whereas those path-
ways were found in almost all relapse samples analyzed. This fact may reflect the selec-
tive pressure the tumors underwent during chemotherapy. Nevertheless, apoptosis-related
pathways identified included mostly broad terms such as apoptosis signaling pathway, apop-
totic process, regulation of programmed cell death or death-inducing signaling complex, mak-
ing extremely difficult to hypothesize whether the apoptotic processes relapsed samples
seem to be commonly involved in, could be exploited to target these usually therapy-resistant
tumor cells. This question should be further explored in future research.

In any case, these observations were in consonance with the results obtained in the exper-
iment conducted on the PDX mouse model, where xenotransplanted mice were subjected
to three consecutive therapy cycles, mimicking the standard AML treatment applied to pa-
tients, as described in Section 2.1.2. In this experiment, data derived from the ATAC-seq
processing of samples collected at three different treatment time points suggested that the
sustained therapy pressure over several cycles caused samples to converge to a distinct regu-
latory status, when compared to untreated samples or samples right at the beginning of the
treatment, after just one round of therapy (Figures 2.4 and 2.5).

Regarding the AML patient-derived samples, when focusing on the top genes involved
in the common pathways found for the relapsed samples, we found some very interesting
candidates, such as MUL1, MOAP1, IKBKG, FCER1A or RGCC, among others. Many of them
have already been documented to play a role in the progression of the disease or even in the
response to therapy (Mao et al., 2008; Bester et al., 2018; Law et al., 2020). Our analysis also
identified the gene GADD45G as relevant for relapse. Interestingly, this gene has very recently
been reported to act as a novel tumor suppressor with important implications in AML treat-
ment (Guo et al., 2021). This fact positively reinforces the validity of our approach, based on
the study of the regulatory landscape to identify interesting candidate genes involved in the
relapse process and the response to treatment. Indeed, other genes identified in our screen-
ing, which are so far not extensively documented in the literature, such as FCER1A, IKBKG or
RGCC, could serve as potential candidate genes to be tested as relevant for the progression
of the disease, using for it the AML cell lines in vitro model, established for this purpose in
the course of this work (Section 2.1).

We mainly focused on apoptotic-related pathways as well as on the most common path-
ways in general and, within them, on the top shared genes among the samples analyzed;
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however, other relevant pathways, such as pathways related to cell cycle regulation or re-
sponse to stress, to name just a few, could be explored following the same strategy. The
integrative analysis of data derived from ATAC-seq and H3K27ac ChIP-seq, besides using
expression data as filtering criterion, constitutes a powerful proceeding for unraveling par-
ticular features which could potentially be exploited for the development of new treatment
strategies in AML, but could also be applied in the contexts of other diseases.

Nevertheless, it is necessary to take into consideration some constraints affecting our ap-
proach. On the one hand, and as described in the corresponding section, we encountered
difficulties regarding the availability of patient-derived samples, especially since we aimed
to compare primary diagnosis and relapse coupled samples derived from the same patient.
This kind of samples are scarce and, thus, difficult to obtain. That is the reason why the pa-
tient cohort we had access to comprised just 12 patients, with the limitations that such a
small study cohort means for generalizing obtained results. In the future, complementing
the results obtained in this work with data derived from additional AML patients would be
very valuable. Another challenge we faced was related to the different qualities exhibited
by the processed samples resulting in a very sample-dependent recovered number of viable
cells. However, the above mentioned factors are inevitably inherent to the handling of pa-
tient samples and, although it is necessary to have all these constraints in mind, this fact is
not at odds with the interest of the obtained results. Another consideration I would like to
comment on, is the fact that we seemed to have a bias affecting differently the complexity
of ATAC libraries derived from AML patients on the one hand, and from healthy donors on
the other hand. This derived in a very different number of ATAC peaks detected for both
groups of samples, making any comparison between them inconsistent. Whether this is due
to intrinsic differences between samples or other reasons, remains to be elucidated.

The present work, despite all the limitations associated with the investigation of small
patient cohorts, constitutes a successful pilot study laying the foundation for future research
including more paired AML patient-derived samples. Additionally, as result of the performed
analyses, some genes were identified which could be potentially involved in AML progres-
sion. In future experiments, those genes could be tested in the already characterized AML
cell lines, knocking them down or completely deleting their expression to evaluate the out-
come and its implications as a possible therapeutic approach.

2.2 Mechanisms underlying the development of metastasis
in breast cancer

To explore chromatin structure patterns in terms of accessibility in the context of other
malignancies, we were involved in a collaborative project working with a different cancer
model, specifically breast cancer. Applying ATAC-seq, we aimed to analyze the chromatin
structure associated with the tumor outgrowth process.

For this research I was collaborating with investigators from the Institute of Stem Cell Re-
search (Helmholtz Center Munich), where metastatic breast cancer (MBC) cells from biop-
sies of patients were xenotransplanted into immunocompromised mice to study the mech-
anisms controlling the tumor outgrowth process. The results and conclusions of our work
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have been already pre-published in an open access repository (Eichelberger et al., 2020) and
are undergoing a peer-review process in order to be soon published.

To assess the tumor-initiating capacity (TIC) of different tumor cells phenotypes, cancer
cells derived from liquid biopsies of metastatic breast cancer patients were sorted attending
to the expression level of the surface marker EPCAM (Figure 2.18.a) and xenotransplanted
into highly immunodeficient recipient mice. From both EPCAM subtypes, EPCAMhigh cells
demonstrated in all cases to have a greater capacity to initiate tumors compared to EPCAMlow

cells, regardless to the initial number of tumor cells injected: in total, EPCAMhigh cells showed
a 30 times higher TIC frequency than EPCAMlow cells. Moreover, only EPCAMhigh cells were
found to be able to generate distal metastases in the lung (Figure 2.18.b).
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FIGURE 2.18: a, FACS plot showing two distinct cancer cell groups based
on expression of the surface marker EPCAM: EPCAMhigh and EPCAMlow; b,
Tumor-initiating capacity and frequency of observed distal lung metastases for
EPCAMhigh and EPCAMlow cells when xenotransplanted into immunodeficient
mice. Three different amount of initial EPCAM cells were injected into recip-
ient mice. n, number of mice injected in each case; c, GSEA of RNA-seq data
from EPCAMhigh and EPCAMlow cells. Signatures were ranked based on % of

core enrichment. Figures modified from Eichelberger et al., 2020.

Additionally, when checking the estrogen receptor (ER) status of the collected biopsies
from patients, it was observed that, although EPCAMhigh cells presented a higher TIC fre-
quency for both ER+ and ER- cell subpopulations compared to EPCAMlow cells, particularly
for ER--derived biopsies, both EPCAMhigh and EPCAMlow cells generated tumors at a rela-
tively high rate, in consonance with the previous observation relating a greater phenotypic
plasticity to ER- biopsies (Yu et al., 2013).
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The mutational profiles of EPCAMhigh and EPCAMlow cell populations were also checked,
although no significant mutational divergences were detected. This indicated that the ob-
served differences in the capacity of the EPCAM subpopulations to generate tumors must be
due to epigenetic rather than to genetic differences. RNA-seq was then performed in both
EPCAMhigh and EPCAMlow cells. Interestingly, epithelial-to-mesenchymal transition (EMT)
appeared as one of the most enriched pathways for EPCAMlow cells in Gene Set Enrichment
Analysis (GSEA). In contrast, EPCAMhigh cells were found to be enriched for pathways re-
lated to cell growth and cell proliferation, as E2F targets, G2M targets, mTOR signaling or
MYC targets (Figure 2.18.c). These results confirmed EPCAM expression level as a key indi-
cator for the tumor-initiating capacity of breast cancer cells and identified the EMT as one of
the mechanisms responsible for the reduced TIC observed in the EPCAMlow cell population.

To further examine the effects of EMT in breast cancer cells, immortalized human mam-
mary epithelial cells (HMLE cell line) were engineered to express in a conditional manner
the EMT-inducing TF Twist1 (termed HMLE-Twist-ER) upon tamoxifen (TAM) activation
(Schmidt et al., 2015; Casas et al., 2011). Cells were treated with TAM for 21 days continu-
ously (+TAM 21d) and then checked for surface EPCAM expression. Most cells lost EPCAM
expression after EMT Twist1-induced activation, indicating that they have transitioned to
a mesenchymal phenotype. Nevertheless, a small portion of cells remained EPCAM posi-
tive, implying a resistance to EMT-induction (Figure 2.19.a). Following the Twist1 activation,
cells were exposed to TAM-free conditions for 10 more days (+TAM 21d/-TAM 10d), to mimic
the transitory EMT stimulus observed frequently during cancer development (Guarino et al.,
2007; Trimboli et al., 2008; Gavert et al., 2008). Interestingly, EPCAM negative cells remained
stably mesenchymal when the EMT stimulus disappeared, as shown by the absence of typ-
ical epithelial markers like E-cadherin, CDH1 (Figure 2.19.b). In contrast, EPCAM positive
cells were further characterized by an epithelial phenotype, indicating a certain extent of
resistance to EMT-stimulus.
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FIGURE 2.19: a, FACS plots showing EPCAM expression of HMLE-Twist1-ER
cells before (-TAM) and after 21 days of continuous TAM treatment (+TAM 21d)
for Twist1 activation; b, log relative mRNA expression of EPCAM, E-cadherin
(CDH1) and ZEB1 of EPCAM positive (pos) and negative (neg) cells after 21 days
of TAM treatment immediately followed by 10 days without TAM. Figures mod-

ified from Eichelberger et al., 2020.

To better understand the mechanisms underlying the distinct susceptibility of HMLE-
Twist1-ER cells to the EMT process, single-cell clones (SCCs) were generated and exposed
independently to TAM treatment. From all TAM treated-SCCs, only a fraction was observed
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to undergo EMT, developing mesenchymal characteristics and losing at the same time their
previous epithelial features (M-SSCs, 72% of all SCCs). It was even observed that this sub-
population retained their mesenchymal features despite discontinuation of TAM treatment,
indicating that these cells undergo EMT and acquire a stable and irreversible mesenchymal
phenotype. The rest SCCs were resistant to EMT and retained their epithelial attributes (E-
SSCs, 28% of all SCCs). Even more, E-SCCs were observed to acquire mesenchymal traits, as
upregulation of Vimentin (VIM), to a similar extent than M-SCCs upon TAM-induced Twist1
activation, displaying a hybrid phenotype characterized by the co-expression of both epithe-
lial and mesenchymal markers (Figure 2.20).
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FIGURE 2.20: Immunofluorescence microscopy im-
age of one example representative for E-SCC and
M-SCC before TAM treatment (-TAM), after 15 days
of continuous TAM exposure (+TAM) and after 15
days of TAM exposure followed by 9 days without
TAM (+-TAM). DAPI (blue), CDH1 (green) and Vi-
mentin (VIM, red). Scale bar equivalent to 20 µm.
DAPI (blue), CDH1 (green) and Vimentin (VIM, red).
Scale bar equivalent to 50 µm. Figure modified from

Eichelberger et al., 2020.

We then performed ATAC-seq to have
a better insight into the epigenetic mech-
anisms underlying the observed resis-
tance/susceptibility of both subpopula-
tions of breast cancer cells to undergo
EMT. This was my major contribution to
Eichelberger et al., 2020. For this first
ATAC experiment, we processed in total
24 samples derived from HMLE-Twist1-
ER SCCs, 12 E-SCCs and 12 M-SCCs,
three biological replicates at four differ-
ent time points: untreated as baseline
condition (-TAM), after 7 days of con-
tinuous TAM treatment (+TAM 7d), af-
ter 14 days of continuous TAM treatment
(+TAM 14d) and finally after 14 days of
TAM treatment followed by 7 days of TAM
discontinuation (+TAM 14d/-TAM 7d) to
mimic a transient EMT stimulus (Figure
2.21 and Table 2.4 at the end of this sec-
tion). As HMLE cells are adherent, we in-
troduced some changes in the harvesting
protocol to maximize the viability of col-
lected cells (Chapter 4, Section 4.3.4).

The PCA of the generated ATAC data
shows that, once the TAM-induced Twist1
activation was over, E-SCCs but not M-
SCCs, returned to a chromatin state simi-
lar to the initial one, before the TAM treatment was initiated (Figure 2.22). Dynamic changes
in the opening of the chromatin were observed around loci encoding key epithelial and mes-
enchymal genes. Interestingly, the epithelial genes EPCAM, CDH1 and OVOL2 display a re-
duction of the ATAC signal for M samples upon TAM-induced activation of Twist1, while E
samples retain their chromatin status to a certain extent even after withdrawal of the TAM
treatment (Figure 2.23). Moreover, E-SCCs show a temporary increased chromatin opening
at the loci of mesenchymal markers VIM and FN1, which is reversed upon TAM discontin-
uation. For M samples, on the contrary, both VIM and FN1 promoter regions show stable
chromatin openness through all treatment stages (Figure 2.24).
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FIGURE 2.21: Overview of HLME-Twist1-
ER-derived SCCs, treatments and time
points used for the ATAC-seq experiment.

Figure adapted from L. Eichelberger.

Together, these results confirm our previous observations, in which E-SSCs transiently
reach a hybrid phenotype upon Twist1 activation, maintaining their epithelial features but
also displaying mesenchymal traits, while M-SCCs remain in a stable and permanent mes-
enchymal state even after the EMT stimulus is over.

When further analyzing ATAC peaks, we could establish 12 peak clusters (c1-c12), grouped
into three categories: A, chromatin regions not accessible previous to the Twist1 activation
but becoming accessible upon TAM treatment for both E-SCCs and M-SCCs; B, chromatin
regions with increased accessibility only for M-SCCs upon Twist1 activation and C, regions
accessible only for E-SCCs but with reduced accessibility for M-SCCs upon TAM treatment
(Figure 2.25.a). We then focused in all peak clusters included in group C (c1, c2, c5, c8, c10
and c12), i.e., genomic regions presenting a decreased chromatin accessibility during Twist1
activation only for M-SCCs but not for E-SCCs, and performed HOMER de novo motif anal-
ysis (Figure 2.25.b). Among the top motifs enriched in this subset of peaks, we found ZEB1,
a TF known to be involved in the induction of EMT having a repressive function over ep-
ithelial genes as EPCAM or CDH1 (Sánchez-Tilló et al., 2010; Vannier et al., 2013). We also
found an enrichment of GRHL, a TF family described to interact with epithelial enhancers
(Jacobs et al., 2018). Moreover, GRHL2 has been described to be a pioneer TF priming epithe-
lial genes (Chen et al., 2018), as well as to play important roles in breast cancer, interacting
bidirectionally with ZEB1 in a regulatory negative feedback loop (Werner et al., 2013). There-
fore, both ZEB and GRHL TFs seem to be important for the process regulating the response
to an EMT-inducing stimulus. We then performed the same analysis focusing this time on
the clusters of ATAC peaks included in group A (c3, c4), namely, chromatin regions gaining



Chapter 2. Results 48

accessibility for both E-SCCs and M-SCCs upon TAM treatment (Figure 2.25.c). Among the
top motifs enriched for this subset of peaks, we found the consensus binding sequence for
Twist. These results, which are in consonance with the RNA-seq data collected from the same
samples, confirmed that Twist1 is active to a similar extent in both E-SCCs and M-SCCs, sug-
gesting that the observed differences regarding the resistance or susceptibility of E and M
samples to undergo EMT must rather be due to Twist1-downstream regulation, where ZEB1
and GRHL1/2 come into play.
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FIGURE 2.22: PCA of HMLE-derived E-SCCs
and M-SCCs processed for Omni-ATAC-seq at
following time points: before TAM treatment
(-TAM), after 7 days of continuous TAM treat-
ment (+TAM 7d), after 14 days of continuous
TAM treatment (+TAM 14d) and after 14 days of
TAM treatment followed by 7 days of TAM dis-
continuation (+TAM 14d/-TAM 7d). Figure mod-

ified from Eichelberger et al., 2020.

Next, the dynamic expression of the TFs family ZEB and GRHL was checked in the RNA-
seq data generated from the same samples processed for ATAC-seq for all previously con-
sidered treatment time points. We observed that the expression of GRHL factors was down-
regulated upon Twist1 activation for M-SCCs but not for E-SCCs, where especially GRHL2
showed a consistent high expression. ZEB TFs, mainly ZEB1, were upregulated for both E
and M samples upon TAM treatment. However, the dynamic changes were different for both
sample types: for E-SCCs, ZEB1 upregulation was mainly observable after 14 days of treat-
ment, whereas for M-SCCs, ZEB1 was already significantly upregulated following 7 days of
TAM treatment (Figure 2.26). Moreover, ZEB1 expression after 14 days of treatment was more
than 2-fold upregulated in M-SCCs compared to E-SCCs, in consonance with our previous
observation regarding ZEB1 expression in HMLE-Twist1-ER EPCAM positive and negative
sorted cells (Figure 2.19).

When checking the expression of other genes known to interact with ZEB1 in a negative
feedback loop, as OVOL2 (Hong et al., 2015) or the MIR200-family members, which have
also been described to be involved in cancer development (Humphries et al., 2015; Liu et al.,
2019), we confirmed a downregulation of those genes in M-SCCs but a stable expression in E-
SCCs upon transitory EMT-induction. This fact was reflected again in the chromatin status at
the genomic region encoding OVOL2 and the gene MIR200CHG, hosting the MIR200-family
members MIR200C and MIR141, where the ATAC signal revealed a chromatin closing trend
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for M-SCC samples upon TAM treatment but a rather stable chromatin openness for the E-
SCC samples (Figures 2.23).
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FIGURE 2.23: (Figure caption on next page.)
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FIGURE 2.23: (Figure in previous page) IGV regions around EPCAM, CDH1 and
OVOL2 loci, as well as around (some members of the family) MIR200 (from top
to bottom) showing the ATAC signal for E-SCCs (E) and M-SCCs (M) processed
for Omni-ATAC-seq untreated (gray), after 7 days of TAM treatment (blue), after
14 days of TAM treatment (red) and after 14 days of TAM treatment followed by
7 days of TAM discontinuation (pink). Each track is the overlay of the tracks
corresponding to the three biological replicates processed at each time point

for each sample type.
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FIGURE 2.24: IGV regions around VIM and FN1 loci (from top to bottom) show-
ing the ATAC signal for E-SCCs (E) and M-SCCs (M) processed for Omni-ATAC-
seq untreated (gray), after 7 days of TAM treatment (blue), after 14 days of
TAM treatment (red) and after 14 days of TAM treatment followed by 7 days
of TAM discontinuation (pink). Each track is the overlay of the tracks corre-
sponding to the three biological replicates processed at each time point for

each sample type.
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FIGURE 2.25: a, Heatmap of degree of chromatin accessibility showing 12
ATAC-peaks clusters (c1-c12) for E-SCCs (E) and M-SCCs (M) treated as pre-
viously described. Clusters can be grouped in three categories: A, chromatin
regions opening up upon TAM treatment for both E and M samples; B, chro-
matin regions gaining accessibility only for M samples but not for E sam-
ples; and C, chromatin regions losing accessibility for M samples but not for
E samples. b, HOMER de novo transcription factor binding prediction analysis
showing the top three motifs found in the ATAC peaks subset corresponding
to clusters included in group C; c, HOMER known transcription factor bind-
ing prediction analysis showing the top three motifs found in the ATAC peaks
subset corresponding to clusters included in group A. Figures modified from

Eichelberger et al., 2020.
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fragments mapped. Figures modified from Eichelberger et al., 2020.

These results indicate that upon Twist1 activation the negative feedback loop inhibiting
the activity of ZEB1 continues operating in E-SCCs, whereas it is deactivated in M-SCCs.
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Therefore, epithelial genes like OVOL2 and CDH1, which are ZEB1 targets, are downregu-
lated and, as we observed, also the chromatin at the correspondent loci tends to acquire a
”closed” status in M-SCCs during Twist1 activation (Figure 2.23). In contrast, typical mes-
enchymal genes, as VIM or FN1, remain highly expressed and the chromatin status at those
sites continues being consistently ”open” (Figure 2.24). However, the transitory Twist1 acti-
vation is, for E-SCC samples, not sufficient to disrupt the ZEB1 feedback loop and this inef-
ficient ZEB1 expression would ultimately lead to the observed EMT resistance in E samples.

Consequently, we next aimed to determine whether ZEB1 overexpression (OE) was suf-
ficient to overcome EMT-resistance in E-SCCs. With this purpose, we performed a second
ATAC experiment using E-SCCs genetically engineered to conditionally overexpress ZEB1
(samples listed in Table 2.4). After 7 days of induced ZEB1 OE, E-SCCs were indeed able to
transition to a mesenchymal phenotype. Besides, the chromatin status of the ZEB1 targets
EPCAM, CDH1, OVOL2 and the MIR200-family presented a reduced ATAC signal compared
to the control E clones, similar to the M-SCCs behavior (Figure 2.27). The RNA-seq data also
showed a downregulation of these epithelial markers for ZEB1 OE E-SCCs, in consonance
with the ATAC results. Nevertheless, when the OE of ZEB1 was discontinued for 14 days, E-
SCCs recovered their initial epithelial morphology and the expression of the aforementioned
epithelial markers increased again. These results point out that ZEB1, even when generating
epigenetic changes leading to the loss of epithelial features, is not sufficient itself to induce
a stable and permanent transition to a mesenchymal state.

Taken together, our results indicate that in the EMT-resistant breast cancer-derived cell
subpopulation there are underlying epigenetic mechanisms preventing the TF ZEB1 from
repressing the epithelial traits in an irreversible way. Therefore, this subpopulation is char-
acterized by a plasticity allowing cells to show a hybrid epithelial-mesenchymal phenotype.
Even more, this dual character, specifically the presence of epithelial features, appears to be
involved in the capacity of EMT-resistant cells to give rise to metastases, since a complete,
stable and irreversible transition to a mesenchymal state prevents cells from proliferating
uncontrollably, as it has been already described (Celiá-Terrassa et al., 2012).

2.2.1 Discussion II

Metastatic outgrowth, together with drug resistance and relapse, continues being one
of the major challenges in cancer treatment, largely responsible for compromising patient
survival. The epithelial-to-mesenchymal transition (EMT), a fundamental process for new
developing tissues and organs, has been amply linked to tumorigenicity and metastasis-
initiating capacity in many different types of cancer (Tsai et al., 2012; Krebs et al., 2017; Legras
et al., 2017).

In this study, we established the existence of two different tumor cell circulating subpop-
ulations derived from breast cancer patient liquid biopsies considering the expression levels
of the surface marker EPCAM, which has been related with increased metastatic initiating
capacity in vivo (Baccelli et al., 2013): EPCAMhigh and EPCAMlow. These two cell subpopula-
tions appear to be different regarding their tumor-initiating capacity and also their capacity
to build three-dimensional organoids, in tests carried out both in vitro and in vivo, present-
ing EPCAMhigh cells a greater tumorigenic and metastatic potential in all analyzed contexts.
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FIGURE 2.27: (Figure in previous page.) IGV regions around EPCAM, CDH1,
OVOL2 and MIR200CHG (hosting the members of the MIR200-family MIR200C
and MIR141) loci (from top to bottom) showing the ATAC signal for E-SCCs (E)
and M-SCCs (M) processed for Omni-ATAC-seq. Control clones (black) and
ZEB1 overexpression (OE) clones (blue). Each track is the overlay of the tracks
corresponding to the different biological replicates processed for each condi-
tion and sample type. Replicates processed for each sample type: E-SCC con-
trol, 2 replicates; E-SCC ZEB1 OE, 4 replicates; M-SCC control, 2 replicates; M-
SCC ZEB1 OE, 2 replicates. Note: these data are not included in Eichelberger

et al., 2020, pre-published version.

Transcriptional data showed that genes involved in the epithelial-to-mesenchymal tran-
sition were enriched in the EPCAMlow subpopulation, suggesting that a successful transi-
tion to mesenchymal phenotypes is key for preventing an aberrant cellular outgrowth (Celiá-
Terrassa et al., 2012). Indeed, the precise role of the EMT in tumor initiation and metastatic
outgrowth is still being deciphered (Satoh et al., 2014; Pastushenko et al., 2018), as well as its
contribution to tumor chemoresistance (Fischer et al., 2015; Zheng et al., 2015).

We observed, when applying a transient EMT-stimulus to tumor single-cell clones (SCCs)
derived from the breast cancer cell line HMLE, genetically engineered to conditionally ex-
press the inducing-EMT transcription factor Twist1 (Casas et al., 2011; Schmidt et al., 2015),
that a cell fraction was EMT-resistant. Moreover, this EMT-resistant cell fraction acquired
a hybrid phenotype during the EMT induction, presenting traits from both epithelial and
mesenchymal cells and reversing their status to the initial epithelial features, once the tran-
sitory EMT stimulus was over. This fact is in line with the previous observation describing
the epithelial marker E-cadherin as required for the occurrence of metastases (Padmanaban
et al., 2019) and also with the formerly description of a hybrid epithelial-mesenchymal state
as crucial for cellular tumor initiation (Yu et al., 2013; Kröger et al., 2019), hypothesis which
is increasingly gaining evidence and support (Teeuwssen et al., 2019; Sinha et al., 2020).

ATAC-seq data, allowed us to take a deeper insight into the epigenetic mechanisms under-
lying the different behavior of both EMT-resistant (E-SCCs) and EMT-sensitive (M-SCCs) cell
fractions. The transcription factor ZEB1, known to be involved in EMT-induction as repres-
sor of epithelial genes (Sánchez-Tilló et al., 2010; Vannier et al., 2013), appeared to be en-
riched in a subset of ATAC peaks representing chromatin regions getting closed upon EMT
induction only for the EMT-sensitive M-SCCs but not for the EMT-resistant E-SSCs. The
TF GRHL2, known to bidirectionally interact with ZEB1 in a negative feedback loop and to
play an important role in breast cancer initiation (Werner et al., 2013) was also found to be
overrepresented in the same subset of ATAC peaks. These results, consistently with the tran-
scriptional data, strongly suggest that inefficient expression of ZEB1 prevents E-SCCs from
undergoing EMT and from acquiring a stable and permanent mesenchymal phenotype and,
thus, cellular growth arrest.

However, we also observed that a temporarily sufficient ZEB1 expression was not enough
for overcoming irreversibly EMT resistance: while ZEB1 was overexpressed in E-SCCs, cells
developed mesenchymal traits but as soon as the overexpression was discontinued, E-SCCs
recovered their original epithelial features, including chromatin opening in genomic regions
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encoding epithelial identity genes, such as CDH1, OVOL2 or EPCAM, and regained expres-
sion of those epithelial genes. These results suggest the existence of further epigenetic mech-
anisms in charge of actively maintaining the epithelial traits in the EMT-resistant cell frac-
tion, which are ultimately responsible for the increased capacity to generate distal metastatic
outgrowths.

2.2.2 List of processed samples

ID name SCC type
time point /

condition
replicate

GS541 E1-TAMd1 E -TAM R1

GS542 E3-TAMd1 E -TAM R2

GS543 E5-TAMd1 E -TAM R3

GS544 M2-TAMd1 M -TAM R1

GS545 M3-TAMd1 M -TAM R2

GS546 M4-TAMd1 M -TAM R3

GS547 E1+TAMd7 E +TAM 7d R1

GS548 E3+TAMd7 E +TAM 7d R2

GS549 E5+TAMd7 E +TAM 7d R3

GS550 M2+TAMd7 M +TAM 7d R1

GS551 M3+TAMd7 M +TAM 7d R2

GS552 M4+TAMd7 M +TAM 7d R3

GS553 E1+TAMd14 E +TAM 14d R1

GS554 E3+TAMd14 E +TAM 14d R2

GS555 E5+TAMd14 E +TAM 14d R3

GS556 M2+TAMd14 M +TAM 14d R1

GS557 M3+TAMd14 M +TAM 14d R2

GS558 M4+TAMd14 M +TAM 14d R3

GS559 E1+TAMd14-TAMd7 E +TAM 14d/-TAM 7d R1

GS560 E3+TAMd14-TAMd7 E +TAM 14d/-TAM 7d R2

GS561 E5+TAMd14-TAMd7 E +TAM 14d/-TAM 7d R3

GS562 M2+TAMd14-TAMd7 M +TAM 14d/-TAM 7d R1

GS563 M3+TAMd14-TAMd7 M +TAM 14d/-TAM 7d R2

GS564 M4+TAMd14-TAMd7 M +TAM 14d/-TAM 7d R3

GS1004 M-ZEB#1 M ZEB1 OE R1

GS1005 M-GUS#10 M control R1

GS1006 E-GUS#2 E control R1

TABLE 2.4: continued on next page
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ID name SCC type
time point /

condition
replicate

GS1007 E-ZEB#4 E ZEB1 OE R1

GS1008 E-ZEB#10 E ZEB1 OE R2

GS1009 E-GUS#4 E control R2

GS1010 M-GUS#12 M control R2

GS1011 M-ZEB#6 M ZEB1 OE R2

GS1012 E-ZEB#9 E ZEB1 OE R3

GS1013 E-ZEB#14 E ZEB1 OE R4

TABLE 2.4: HMLE-Twist1-ER derived single-cell clone (SCC) samples pro-
cessed for Omni-ATAC-seq. In all cases, 50k cells were processed. When
needed, dead cell removal kit from Miltenyi used to assure a final cell viability of
> 90%. First ATAC experiment: samples GS541-564; second ATAC-experiment:

samples GS1004-1013.

2.3 Maintenance of Treg cell identity and function during in-
flammation

To complete our study about chromatin accessibility patterns defining certain diseases,
we focused on a non-tumorigenic pathology characterized by inflammation. For it, we were
collaborating with investigators from the Experimental Neuroimmunology department in
Klinikum rechts der Isar (Technical University of Munich) to unravel the mechanisms pre-
venting the loss of Treg cell identity in the context of inflammation. The results and conclu-
sions of our investigations led to following publication: Garg et al., 2019.

For this project, accumulation of CNS Treg cells during rodent EAE was induced. During
the peak of the disease, Foxp3 expression was observed to be higher in CNS Treg cells com-
pared with spleen (SPL) Treg cells (Figure 2.28.a), indicating the existence of mechanisms
involved in the maintenance of Treg cell identity at sites of inflammation. To assess to which
extent Treg cells were expressing Blimp1 in inflamed tissues, yellow fluorescent protein (YFP)
reporter mice were used. It was observed that most Treg cells in inflamed CNS expressed
Blimp1, double as many compared with splenic Treg cells. In contrast, only a small fraction
of Treg cells were Blimp1 positive in naive SPL (Figure 2.28.b), indicating that the transcrip-
tional signature characterizing Treg cells is substantially different in inflamed CNS and it is
shaped by the upregulation of Blimp1. Other factors known to have an impact in the main-
tenance or loss of the Treg cell identity during inflammation are proinflammatory cytokines
(Koch et al., 2012 and Overacre-Delgoffe et al., 2017). Gene Set Enrichment Analysis (GSEA)
showed that genes induced by IFN-γ, IL-12 and IL-27 were enriched, when comparing Treg
cells in CNS versus Treg cells in spleen. In particular, 4 genes were found to be common in
all three gene sets (Figure 2.28.c), including Prdm1, which encodes Blimp1.
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FIGURE 2.28: a) Foxp3 expression assessed by intracellular staining of CNS Treg
and SPL Treg cells at the peak of EAE; b) Blimp1 expression of Foxp3+ Treg cells
in naive spleen and in inflamed lymph node, spleen and CNS, measured in
Blimp1 YFP reporter mice; c) Venn diagram showing the number of upregu-
lated genes in CNS Treg cells versus splenic Treg cells induced by the proin-

flammatory cytokines IFN-γ, IL-12 and IL-27. Figures from Garg et al., 2019.

To investigate the effects of Blimp1 deficiency in Treg cells recruited to the inflamed CNS,
Treg cell conditional Blimp1-deficient mice (Foxp3 Cre x Prdm1flox/flox, but referred to as
Blimp1ΔFoxp3 in advance) were generated. After induction of EAE through immunization, it
was observed that mice deficient in Blimp1 presented more severe disease signs compared
to control mice (Figure 2.29.a), showing that Blimp1 expression in CNS Treg cells is crucial
for fighting the inflammation in that tissue. Moreover, Blimp1ΔFoxp3 mice showed decreased
Foxp3 expression and lost IL-10 expression, although both IL-17 and IFN-γ were upregu-
lated, compared with control mice (figure 2.29.b). Based on previous results, it could be ar-
gued that the Blimp1 associated loss of IL-10 may be responsible for the altered function of
the CNS Treg cells (Bettelli et al., 1998) in inflamed tissue, nevertheless mice with conditional
IL-10 deficiency in Treg cells (IL-10ΔFoxp3) neither developed more severe EAE, nor showed
an increased expression of IL-17 or IFN-γ, compared with wild-type mice. This pointed out
Blimp1 leading to a more general de-regulation of Treg cells identity and function at sites of
inflammation.

To further investigate how Blimp1 influences Treg cell identity and function in an inflam-
matory context, mixed bone marrow chimeric mice were generated, mixing in a 1:1 ratio
wild-type and Blimp1ΔFoxp3 bone marrow in recipient mice and analyzing them at the peak
of EAE. It was observed a reduction of Foxp3 expression in the Blimp1ΔFoxp3 Treg cells com-
pared with wild-type Tregs cells (Figure 2.30.a). Moreover, CNS Treg cells lost IL-10 expres-
sion and at the same time increased IL-17 expression (Figure 2.30.b). In total 342 genes were
found in Blimp1ΔFoxp3 CNS Treg cells to be 2-fold upregulated and 409 genes were 2-fold
downregulated, compared with wild-type Treg cells.

We performed ATAC-seq in order to understand the transcriptional mechanisms by which
Blimp1 controlled CNS Treg cells in an inflamed environment. This was my major contribu-
tion to Garg et al., 2019. For it, 24 samples in total were processed, 15 from the spleen and 9
from the CNS (both Treg cells and Tconv cells, as reference). Due to the intrinsic difficulty in
collecting these cells, the experiments were carried out with as many cells as we could sort,
which in some cases resulted in as few as roughly 1200 cells (Table 2.5 at the end of this sec-
tion). Unless otherwise indicated, cells were processed as described in Section 4.3.4, scaling



Chapter 2. Results 58

the reagents and the Tn5 transposase up or down depending on the final number of cells
collected for each sample.

FIGURE 2.29: a) EAE scores for Blimp1ΔFoxp3 mice compared with control
mice; b) Fraction of Treg cells isolated from dLN, spleen and CNS expressing
IL-10, IL-17 and IFN-γ (from the top to the bottom) in Blimp1ΔFoxp3 versus

control mice. Figures from Garg et al., 2019.

FIGURE 2.30: a) Foxp3 expression of wild-type and Blimp1ΔFoxp3 Treg cells in
dLN, spleen and CNS of mixed bone marrow chimeric mice ; b) Fraction of CNS
Treg cells expressing IL-10 and IL-17 in Blimp1ΔFoxp3 versus wild-type. Figures

from Garg et al., 2019.
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The number of cells obtained from CNS, especially Blimp1ΔFoxp3 Treg cells, were for most
samples much lower than for splenic samples. These low cell numbers compromised the
quality of the data gained from CNS and hindered the comparison with samples derived
from spleen. Thus, we decided to conduct the analysis considering only splenic samples,
unless otherwise indicated. Samples from the spleen were distributed in four separated
PCA clusters depending on the cell type, Tconv or Treg cells, and cell condition, wild-type
or Blimp1ΔFoxp3 (Figure 2.31).

PC1 (43.5%)
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(1
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3%
)

SPL Treg WT

SPL Treg Blimp-1 ΔFoxp3

SPL Tconv WT

SPL Tconv Blimp-1 ΔFoxp3

FIGURE 2.31: PCA of EAE
chimeric samples from
the spleen, wild-type and
Blimp-1ΔFoxp3 Tconv and
Treg cells. Only samples
from the first processing
batch considered (Table

2.5).

No remarkable differences could be detected regarding the openness of the chromatin
when comparing splenic Tconv cells from wild-type mice and mixed bone marrow chimeras,
since both conditions presented roughly same ATAC peaks (less than 0.2% of detected ATAC
peaks were different, Figure 2.32, left). For Treg cells, we found around 8% of differential
ATAC peaks, only detected in wild-type or in Blimp1ΔFoxp3 cells (Figure 2.32, right).

108 1

68185

Tconv 68294

Blimp1ΔFoxp3 WT

2337 1958

47970

Blimp1ΔFoxp3 WT

Treg 52265

FIGURE 2.32: Venn diagrams showing the number of peaks called by HOMER
in splenic wild-type and Blimp1ΔFoxp3 Tconv (left) and Treg (right) cells.

We then conducted a transcription factor binding site (TFBS) prediction analysis in those
previously found differential ATAC peaks as described in Section 4.4.1.2 and identified groups
of TF motifs predominantly enriched in wild-type or Blimp1ΔFoxp3 splenic Treg cells at the
peak of EAE. In the top of the ranked TFs lists we found the nuclear factor NF-Κβ, Erg and AP1
enriched for wild-type splenic Treg cells differential ATAC peaks and, among the Blimp1ΔFoxp3
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Treg cells differential peaks Ets, Runx1 or RORγ were present (Figure 2.33), showing that the
Blimp1 shortage altered the transcriptional network in Treg cells during inflammation.

AP1 ETS

Runx1

RORgt

Erg

NFkB-p65

FIGURE 2.33: Top three transcription factor motifs found by HOMER to be en-
riched in differential ATAC peaks for wild-type (left) and Blimp1ΔFoxp3 splenic

Treg cells (right). Figure from Garg et al., 2019.

In order to clarify how Blimp1 was directly involved in the transcriptional changes ob-
served in Blimp1ΔFoxp3 CNS Treg cells when compared with CNS Treg wild-type cells, we
used a publicly available Blimp1 ChIP-seq dataset (Mackay et al., 2016) and focused on ge-
nomic regions around genes previously found to be differentially expressed in Blimp1ΔFoxp3

versus wild-type CNS Treg cells. In those regions, we aimed to establish a correlation be-
tween Blimp1 binding and the openness of the chromatin, which would indicate a poten-
tial direct regulation of the correspondent loci by Blimp1. It has been already documented
that Blimp1 can serve both as transcriptional repressor or promoter (Martins et al., 2008).
For some of the identified top differential expressed genes, Blimp1 binding was observed
in a region within 50 kb of the TSS, indicating a direct Blimp1 role in the gene regulation.
Some of those genes, as IL-10, were downregulated and some, as Tnfsf8, were upregulated in
Blimp1ΔFoxp3 CNS Treg cells compared with their wild-type counterparts (Figure 2.34). How-
ever, most of the top differentially expressed genes did not present a direct Blimp1 binding,
even if differences in the chromatin openness were observed, implying that Blimp1 is not
directly involved in the regulation of those genes. In fact, Foxp3, playing a key role in Treg
identity and function, belongs to this category of genes: the first gene intron exhibits a sig-
nificant reduction in ATAC signal for Blimp1ΔFoxp3 CNS Treg cells compared with wild-type
cells although there is no Blimp1 binding at that location. This fact indicates that the regu-
lation of Foxp3 in Blimp1ΔFoxp3 Treg cells, since it is not controlled by the direct binding of
Blimp1 in the Foxp3 locus, must require Blimp1 participation in an indirect manner.

It is known that the expression of Foxp3 is a complex process involving numerous mecha-
nisms (Feng et al., 2014, Huehn et al., 2009). Since our data excluded a direct implication of
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FIGURE 2.34: Left, list of most differential expressed genes in Blimp1ΔFoxp3

compared with wild-type CNS Treg cells (figure modified from Garg et al.,
2019). Right, IGV regions around the Foxp3, Il-10, Lrp1 and Tnfsf8 loci (from
top to bottom) showing Blimp1 binding sites in black (Blimp1 ChIP-seq data
from Mackay et al., 2016) and ATAC peaks from wild-type and Blimp1ΔFoxp3

CNS Treg cells at the peak of EAE in blue and green, respectively.

Blimp1 in the control of the Foxp3 locus, we investigated the role of Blimp1 as an indi-
rect regulator of Foxp3. Checking the methylation status of the Foxp3 locus in CNS cells
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from chimeric mice, we confirmed that for Tconv the CNS2 intron was fully methylated
and, in contrast, it was fully demethylated for Treg cells, as expected. However, the interro-
gated intronic element in Blimp1ΔFoxp3 CNS Treg cells presented a partial loss of demethy-
lation, which was not observed in their wild-type counterparts. It is known that ten-eleven-
translocation (Tet) family of enzymes and DNA-methyltransferases (Dnmts) work oppositely
by demethylating or methylating, respectively, CpG islands within the genome (Tang et al.,
2015). In this particular case Tet enzymes contribute to the demethylation status of the
CNS2 intronic element within the Foxp3 locus (Yue et al., 2016) and Dnmts generate op-
posite effect, methylating CpG islands in CNS2 (Feng et al., 2014, Josefowicz et al., 2009).
When checking the expression of these two families of enzymes, we observed no remark-
able de-regulation for Tet but specifically methyltransferase Dnmt3a showed significant up-
regulation in Blimp1ΔFoxp3 CNS Treg cells compared with wild-type CNS Treg cells.

Moreover, the analysis of the ATAC peaks around the Dnmt3a locus showed an increase
in the ATAC signal in Blimp1-deficient CNS Treg cells when compared with the control wild-
type CNS Treg cells (Figure 2.35). Nevertheless, no significant difference in ATAC signal was
found around the Dnmt1 locus (Figure 2.36). These observations were consistent with the
fact that Dnmt3a mediates de novo DNA methylation, while Dnmt1 is responsible for DNA
pre-existing methylation maintenance (Lyko, 2018). Together with the fact that Blimp1 was
found binding to the Dnmt3a locus, as showed by the ChIP-seq data (Mackay et al., 2016),
our findings suggest a Blimp1-mediated inhibitory effect over Dnmt3a in an inflammation
environment. In contrast, Tet-encoding genes did not show significant differences (or rather
a decreased signal) regarding ATAC peaks in Blimp1-deficient Treg cells when compared with
control Treg cells, nor presented Blimp1 binding (Figure 2.37).
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FIGURE 2.35: IGV region around the Dnmt3a locus displaying Blimp1 binding
sites in black (Blimp1 ChIP-seq data from Mackay et al., 2016), STAT3 binding
sites in gray (STAT3 ChIP-seq data from Hirahara et al., 2015) and ATAC peaks
from wild-type and Blimp1ΔFoxp3 CNS Treg cells at the peak of EAE in blue and
green, respectively. Blimp1 binding overlapping with ATAC peaks is highlighted
with gray shadow; STAT3 binding overlapping with ATAC peaks is highlighted

with a black box.
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FIGURE 2.36: IGV region around Dnmt1 locus, showing Blimp-1 binding in
black (Blimp-1 ChIP-seq data from Mackay et al., 2016) and ATAC peaks from
wild-type and Blimp-1ΔFoxp3 CNS Treg cells at the peak of EAE in blue and

green, respectively.
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FIGURE 2.37: IGV regions around Tet1, Tet2 and Tet3 loci (from top to bottom),
showing Blimp-1 binding in black (Blimp-1 ChIP-seq data from Mackay et al.,
2016) and ATAC peaks from wild-type and Blimp-1ΔFoxp3 CNS Treg cells at the

peak of EAE in blue and green, respectively.
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The pro-inflammatory cytokine interleukin 6 (IL-6) has previously been documented to
play an important role in the impaired function of Foxp3+ Treg cells during inflammation
(Yang et al., 2008). Our ATAC data contributed to strengthen the assumption that IL-6 was
responsible for the de-regulation of Dnmt3a and, through it, the ultimate methylation of the
Foxp3 locus, since Blimp1ΔFoxp3 CNS Treg cells showed an increased ATAC signal at Blimp1
binding sites when compared with wild-type CNS Treg cells in the Dnmt3a locus (Figure
2.35).

In addition, when the Dnmt3a locus was checked for Stat3 binding (data from Hirahara
et al., 2015), we observed that some binding sites overlapped with ATAC regions in that locus
(Figure 2.35). It is plausible that Dnmt3a is recruited to the CNS2 intronic element by tran-
scription factors binding to it, such as Ets1 (Polansky et al., 2010), since Ets was among the
top transcription factors found to be differentially enriched in Blimp1ΔFoxp3 CNS Treg cells
versus wild-type CNS Treg cells.

Further experiments were conducted to explore to which extent Blimp1 was involved in
the Dnmt3a de-regulation induced by IL-6. Notably, when checking the Stat3 locus, we
found Blimp1 binding in a position where our ATAC data indicated an increased chromatin
accessibility for Blimp1ΔFoxp3 CNS Treg cells when compared with wild-type CNS Treg cells
(Figure 2.38), suggesting that Blimp1 could be responsible for the previously observed up-
regulation of STAT3 in Blimp1ΔFoxp3 CNS Treg cells.
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FIGURE 2.38: IGV region around the Stat3 locus displaying Blimp1 binding
sites in black (Blimp1 ChIP-seq data from Mackay et al., 2016) and ATAC peaks
from wild-type and Blimp1ΔFoxp3 CNS Treg cells at the peak of EAE in blue and
green, respectively. Blimp1 binding overlapping with ATAC peaks is highlighted

with gray shadow.

Noteworthy, when treating Blimp1 deficient Treg cells pharmacologically with a Dnmt3a
inhibitor, the loss of Foxp3 was successfully reversed, as shown by Garg et al., 2019.

Taken together, our data implied that Blimp1 is responsible for maintaining Treg identity
and function in an inflammatory environment by suppressing the expression of the methyl-
transferase Dnmt3a, induced in such a context by the pro-inflammatory cytokine IL-6 through
STAT3.
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2.3.1 Discussion III

In this study Blimp1 was identified to be indispensable for maintenance of Treg cells iden-
tity and function during inflammation. Blimp1 counteracts the mechanisms by which the
pro-inflammatory cytokine IL-6 induces, through STAT3, the ultimate methylation of the
CNS2 intronic element in the Foxp3 locus and, thus, its de-regulation. The continuous ex-
pression of Foxp3 is crucial for Treg cells normal function. However, it is lost when the
demethylated state of CNS2 is reversed. Blimp1 inhibits the effect of the methyltransferase
Dnmt3a, responsible for de novo methylation, hence preserving the correct expression of
Foxp3 in an inflamed environment. Conditional Blimp1-deficient mice presented a more
severe inflammatory phenotype upon EAE induction than control mice, associated to the
loss of Treg cell identity, since the shortage in Blimp1 implies the loss of expression of the
Foxp3 through methylation of the CNS2 intron.

My main contribution to this study was the series of ATAC-seq experiments, as well as the
derived data analysis and interpretation, performed with Tconv and Treg cells from spleen
and CNS of wild-type and conditional Blimp1-deficient mice, Blimp1ΔFoxp3. Data derived
from these experiments showed fundamental differences in terms of chromatin accessibil-
ity between all four collected cell populations (Figure 2.31). These differences were more
pronounced within the group of Treg cells (Figure 2.32). Moreover, ATAC-seq data allowed
to deepen in those differences and showed a Blimp1-related altered transcriptional network
for Blimp1ΔFoxp3 CNS Treg cells compared with their wild-type counterparts (Figure 2.33).

ATAC-seq data in combination with RNA-seq data provided a deeper insight into the epi-
genetic mechanisms behind the regulation of the key factor Foxp3, responsible for the main-
tenance of Treg cell identity and function during inflammation. Besides, using publicly avail-
able Blimp1 ChIP-seq data (Mackay et al., 2016) for completeness, we observed that Blimp1
could act as a direct but also as an indirect gene regulator, since not in all de-regulated genes
Blimp1 bindings were found, despite the presence of an altered chromatin status in the same
region for Blimp1ΔFoxp3 CNS Treg cells compared with wild-type CNS Treg cells (Figure 2.34).

Particularly the Dnmt3a locus, which showed several STAT3 bindings (Hirahara et al., 2015),
presented Blimp1 bindings coinciding with ATAC peaks as well, suggesting a direct regula-
tion of Dnmt3a by Blimp1 besides a IL-6-STAT3-dependent regulation (Figure 2.35). Inter-
estingly, Blimp1 was also found binding within the Stat3 locus and overlapping with ATAC
peaks (Figure 2.38), which could indicate a potential regulation of STAT3 by Blimp1.

The motif analysis carried out within the differential ATAC peaks found in Blimp1ΔFoxp3

CNS Treg cells versus wild-type CNS Treg cells allows to speculate the mechanisms by which
Dnmt3a could potentially be recruited to the CNS2 intronic element within the Foxp3 locus,
since the TF Ets, known to bind to CNS2 (Polansky et al., 2010) was found among the top
factors enriched in conditional Blimp1-deficient Treg cells.

Nevertheless, further experiments will be required to unravel the precise manner in which
Dnmt3a is recruited to the CNS2 intron and how Blimp1 transcriptionally regulates it and
other potentially relevant genetic loci to preserve Treg cells identity and function in an in-
flamed environment.
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2.3.2 List of processed samples

ID name type processing batch cell number

GS516 Spleen1.1 WT Tconv SPL Tconv WT 1 20k

GS517 Spleen1.2 KO Tconv SPL Tconv KO 1 20k

GS518 Spleen1.3 WT Treg SPL Treg WT 1 20k

GS519 Spleen1.4 KO Treg SPL Treg KO 1 20k

GS520 Spleen2.1 WT Tconv SPL Tconv WT 1 20k

GS521 Spleen2.3 WT Treg SPL Treg WT 1 20k

GS522 Spleen2.4 KO Treg SPL Treg KO 1 20k

GS523 Spleen3.1 WT Tconv SPL Tconv WT 1 20k

GS524 Spleen3.2 KO Tconv SPL Tconv KO 1 20k

GS525 Spleen3.3 WT Treg SPL Treg WT 1 20k

GS526 Spleen3.4 KO Treg SPL Treg KO 1 20k

GS527 CNS1.1 WT Tconv CNS Tconv WT 1 20k

GS528 CNS1.2 KO Tconv CNS Tconv KO 1 20k

GS529 CNS1.3 WT Treg CNS Treg WT 1 17k

GS530 CNS1.4 KO Treg CNS Treg KO 1 4.5k

GS531 CNS2.1 WT Tconv CNS Tconv WT 1 2618

GS532 CNS2.2 KO Tconv CNS Tconv KO 1 3295

GS533 CNS2.3 WT Treg CNS Treg WT 1 4184

GS534 CNS2.4 KO Treg CNS Treg KO 1 1159

GS830 GS830_9_CNS_Tconv_KO CNS Tconv KO 2 40k

GS831 GS831_11_SPL_Tconv_KO SPL Tconv KO 2 40k

GS832 GS832_12_SPL_Treg_KO SPL Treg KO 2 40k

GS833 GS833_13_SPL_Tconv_WT SPL Tconv WT 2 40k

GS834 GS834_14_SPL_Treg_WT SPL Treg WT 2 34k

TABLE 2.5: EAE samples from chimeric mice bone marrow (wild-type, WT, and
Blimp-1ΔFoxp3 cells, KO) processed for Omni-ATAC-seq.
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Chapter 3

General conclusions and future directions

With this work we aimed to contribute to a better understanding regarding the regulatory
circuitry behind abnormal health condition. To achieve that, we applied ATAC-seq to study
the chromatin accessibility and combined it in some cases with H3K27ac ChIP-seq to explore
enhancer and super-enhancer landscapes. In the course of this work we investigated three
different pathologies: AML, breast cancer and inflammation.

Chapter 2 is divided in three sections, each one focusing on one of the aforementioned
pathologies. Following, the main achievements and conclusions are briefly summarized, as
well as suggestions for future research are discussed.

In the first part of this work, we were able to successfully establish the experimental setup
to process AML patient-derived samples, including the optimization of protocols to gentle
thaw cells, enrich for blasts and further process them for ATAC-seq and H3K27ac ChIP-seq.

We characterized the regulatory landscape of 18 leukemic cell lines in terms of chromatin
accessibility and enhancer and super-enhancer landscape (Section 2.1.1). A broad regula-
tory heterogeneity regarding the considered epigenetic markers was observed among the
processed AML cell lines. This fact is in accordance with related literature, where AML het-
erogeneity at both genetic and epigenetic levels is well documented. Thus, the generated
data represent a valuable tool as in vitro model for future research.

For exploring in vivo the effects induced by the standard therapy used to treat the AML
condition, we worked with the PDX mouse model (Section 2.1.2). The results of our experi-
ments suggest that the regulatory differences caused by the application of the standard treat-
ment over several consecutive cycles is only minor and that these divergences become more
pronounced at later treatment stages, rather than after just one cycle of therapy. Indeed,
the chromatin changes induced by the therapy consisted mainly of regions opening up, i.e.,
increasing the accessibility, as treatment progressed.

Regarding AML patient-derived samples, we were able, in a preliminary experiment which
served as proof of principle, to capture with our experimental approach fundamental reg-
ulatory differences between first diagnosis and the corresponding relapse from the same
patient. In total, we processed samples derived from 12 AML patients. Since the number
of viable tumor cells which could be finally sorted was very sample dependent, we priori-
tized ATAC-seq and RNA-seq, and performed H3K27ac ChIP-seq in a subgroup of sample for
which enough blasts could be isolated.



Chapter 3. General conclusions and future directions 68

In a preliminary analysis of the generated ATAC-seq data, we confirmed the already doc-
umented AML heterogeneity, not being possible to identify clusters of samples attending
to the disease status, when performing a dimensionality reduction analysis. Moreover, this
analysis suggested that samples belonging to the same patient tended to group together, in-
dependently to the stage of the disease (Section 2.1.3.3). This observation made us change
the analysis strategy, so that we focus on analyzing patients independently to each other,
to afterwards try to find common regulatory patterns shared by all the cohort. Following
this strategy, we managed to identify some common relevant genes for a patient subgroup
in relapse (Section 2.1.3.4). Some of these candidate genes have been indeed reported in
the scientific literature to play a role in AML progression or response to therapy, as MUL1,
GADD45G and CSF2RB, confirming the validity of our approach to determine possible signif-
icant genes worthy to be further explored regarding their implication in the context of AML.
Indeed, within the generated list of potential AML-relevant genes, some of them with no well
documented link with AML yet, such as FCER1A, IKBKG or RGCC, could serve as promising
candidates to be further studied making use of the AML cell lines previously characterized
in this work. Nevertheless, none of the genes or pathways identified were common to all
the patients of the cohort, evidencing once more the intrinsic heterogeneity characteristic of
this disorder.

Definitely, a clear goal to be addressed in future research regarding AML would be to use
this collection of data as input in a broader project aiming to validate potential candidate
genes found to be relevant in the AML relapse stage, using for it the AML cell lines character-
ized in the present work.

Certainly there are other types of cancer in which relapse or other characteristic tumor
features represent major challenges hindering successful treatment. For this reason, in the
second part of this work, we studied breast cancer, where the appearance of metastases con-
stitute a frequent threat, affecting to 20-30% of all diagnosed patients and seriously threat-
ening the long-term patient survival.

We aimed to contribute to the research leaded by colleagues from the Institute of Stem
Cell Research, (Helmholtz Center Munich) exploring differences in chromatin accessibility
patterns through ATAC-seq in two breast cancer-derived cell subpopulations which showed
distinct tumor initiating capacity but were also different regarding their ability to irreversibly
undergo the epithelial-to-mesenchymal transition (Section 2.2). When applying a transient
EMT-inducing stimulus, one of the cell fractions, E-SSC, not only was resistant to undergo
EMT, but also showed a hybrid phenotype, displaying both epithelial and mesenchymal fea-
tures as long as the stimulus persisted, returning to the epithelial phenotype once it was over,
whereas the other fraction, M-SCC, was EMT sensitive and able to shift to a stable and irre-
versible mesenchymal phenotype. Applying ATAC-seq to both cell fractions allowed us to
get a deeper insight into the regulatory particularities of these two distinct cell types, since
we were able to observe fundamental differences in terms of chromatin accessibility among
them. Interestingly, the transcription factor ZEB1, known to play a role in EMT induction by
repressing certain epithelial genes, was found to be enriched in a subset of ATAC peaks cor-
responding to chromatin regions closing down upon EMT for the EMT-sensitive cell fraction
only, but not for the EMT-resistant cells.

Therefore, our results in the context of this research allowed us to identify distinct dy-
namics regarding the chromatin accessibility among both EMT-resistant and -sensitive cell
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fractions and contributed to strengthen the hypothesis that an insufficient ZEB1 expression
was responsible for preventing the EMT-resistant cells to undergo EMT and acquire a sta-
ble mesenchymal phenotype, characterized by cellular growth arrest. This kind of cells able
to withstand EMT actively maintaining epithelial traits, thus, present an increased ability to
cause distal metastatic outgrowths.

Nevertheless, cancer is not the only pathology where studying chromatin structure pat-
terns can offer a better understanding of the regulatory machinery underneath. Indeed, in
the third part of this work, we had the opportunity to collaborate with investigators from the
Experimental Neuroimmunology department in Klinikum rechts der Isar (Technical Univer-
sity of Munich) to study regulatory T cells in the context of inflammation (Section 2.3).

In this case, the transcription factor Blimp1 was previously identified to be indispensable
for the maintenance of Treg cells identity and function during inflammation. Data derived
from our ATAC-seq experiments, performed in wild-type and Blimp1 deficient EAE mice, in
combination with RNA-seq data, contributed to hypothesize potential underlying mecha-
nisms of action, contributing to a better understanding of the question. In this regard, the TF
Ets was found enriched in a particular ATAC peak subset characteristic for Blimp1 deficient
CNS Treg cells, suggesting that it could be relevant for the maintenance of the Treg iden-
tity. Even though more experiments would be necessary to fully unravel the mechanisms of
action by which Treg cells are able to maintain their function, our approach including ATAC-
seq (in combination with RNA-seq and ChIP-seq data) provided valuable information.

Definitely, as showed throughout this work, the study of chromatin accessibility patterns
in disease condition can provide valuable information and serve as basis to elaborate hy-
pothesis about the regulatory circuitry involved in the studied pathology. Even more, this
knowledge in combination with information about the enhancer and SE landscape could be
used to narrow down the wide spectrum of possible candidate genes critical for the disease
condition which could potentially be used as target for developing more effective therapies.
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Chapter 4

Materials and Methods

4.1 Materials

4.1.1 AML cell lines

name cat. number species origin FAB subtype

EOL-1 DSMZ ACC 386 homo sapiens acute myeloid (eosinophilic) leukemia M6

HL-60 DSMZ ACC 3 homo sapiens acute myeloid leukemia M3

K-562 DSMZ ACC 10 homo sapiens chronic myeloid leukemia in blast crisis -

KASUMI-1 DSMZ ACC 220 homo sapiens acute myeloid leukemia M2

KG-1a DSMZ ACC 421 homo sapiens acute myeloid leukemia M6

ME-1 DSMZ ACC 537 homo sapiens acute myeloid leukemia M4

MM-1 DSMZ ACC 252 homo sapiens acute monocytic leukemia M5

MM-6 DSMZ ACC 124 homo sapiens acute monocytic leukemia M5

MOLM-13 DSMZ ACC 554 homo sapiens acute myeloid leukemia M5

MV4-11 DSMZ ACC 102 homo sapiens acute monocytic leukemia M5

NB-4 DSMZ ACC 207 homo sapiens acute promyelocytic leukemia M3

OCI-AML3 DSMZ ACC 582 homo sapiens acute myeloid leukemia M4

OCI-AML5 DSMZ ACC 247 homo sapiens acute myeloid leukemia M4

PL-21 DSMZ ACC 536 homo sapiens acute myeloid leukemia M3

SD-1 DSMZ ACC 366 homo sapiens acute lymphoblastic leukemia -

SKM-1 DSMZ ACC 547 homo sapiens acute myeloid leukemia M5

THP-1 DSMZ ACC 16 homo sapiens acute monocytic leukemia M5

U-937 DSMZ ACC 5 homo sapiens histiocytic lymphoma -

TABLE 4.1: List of all AML cell lines used in this work. These AML cell lines
are commercially available (Leibniz Institute DSMZ-German Collection of Mi-
croorganisms and Cell Cultures GmbH) and were provided by AG Spiekermann
- (Medizinische Klinik und Poliklinik III, LMU). Cell lines K-562, SD-1 and U-
937 correspond to chronic myeloid leukemia (CML), the first one, and other
types of lymphoid leukemias, the second and third ones. The last column in-
cludes information about the AML subtype according to the FAB classification

(Bennet et al., 1985).



Chapter 4. Materials and Methods 71

4.1.2 PDX samples

sample ID PDX ID time point
additional

information

GS354 27224 control -

GS355 27226 control -

GS356 28675 control -

GS357 28676 control -

GS358 27227 C1 -

GS359 27077 C1 -

GS360 26697 control slow growing clone

GS361 28666 C3 -

GS362 28669 C3 -

GS378 32751 C3 -

GS379 32814 C3 -

GS420 29686 control -

GS421 29688 control -

GS422 26699 C1 -

GS423 26617 C3 -

GS424 27093 C1 slow growing clone

GS425 28658 C1 -

GS426 25831 C3 slow growing clone

GS427 28650 C1 -

GS428 26677 C1 -

GS429 30940 C3 -

TABLE 4.2: List of all PDX samples processed for ATAC-seq. All samples come
originally from one AML patient-derived sample isolated at the time of first re-
lapse. PDX samples were generated and provided by the Research Unit Apop-

tosis in Hematopoietic Stem Cells, Helmholtz Centre Munich.
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4.1.3 AML patient-derived samples

patient sample ID disease status

patient 1 (P1) HS09 primary diagnosis

HS08 relapse

patient 2 (P2) HS14 primary diagnosis

HS15 relapse

patient 3 (P3) HS16 primary diagnosis

HS17 relapse

patient 4 (P4) HS18 primary diagnosis

HS19 relapse

patient 5 (P5) HS20 primary diagnosis

HS21 relapse

patient 6 (P6) HS22 primary diagnosis

HS23 relapse

patient 7 (P7) HS25 primary diagnosis

HS26 relapse

patient 8 (P8) HS28 primary diagnosis

HS29 relapse

patient 9 (P9) HS31 primary diagnosis

HS32 relapse

patient 10 (P10) HS37 primary diagnosis

HS38 relapse

patient 11 (P11) HS40 primary diagnosis

HS41 relapse

patient 12 (P12) HS43 primary diagnosis

HS44 relapse

TABLE 4.3: List of AML patient-derived samples. All human samples were pro-
vided by AG Götze - Klinikum rechts der Isar, III. Medizinische Klinik, TUM
- and AG Metzeler and AG Subklewe - Medizinische Klinik und Poliklinik III,
LMU. A detailed data sheet containing additional information can be found at

the end of this work in Appendix A.
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4.1.4 Consumables and other material

4.1.4.1 Reagents and kits

reagent manufacturer cat. number

Agilent High Sensitivity DNA Kit Agilent 5067-4626

AMPure XP beads Beckman Coulter A63881

Buffer RLT Plus Qiagen 1053393

CD33 MicroBeads, human Miltenyi Biotec 130-045-501

Dead Cell Removal Kit Miltenyi Biotec 130-090-101

Digitonin Promega G9441

DNase I Thermo Fisher Scientific EN0521

Dynabeads Protein A Thermo Fisher Scientific 10002D

Formaldehyde Pierce 28906

Illumina DNA Prep Tagmentation Illumina FC-121-1030C

MinElute PCR Purification Kit Qiagen 28004

NEBNext Ultra II - DNA library Prep Kit Biolabs E7645S

NEBNext Master Mix Biolabs M0541S

Propidium Iodide (PI) Thermo Fisher Scientific BMS500PI

Protease Inhibitor Cocktail Sigma 04693159001

Proteinase K Thermo Fisher Scientific EO0491

Qubit dsDNA HS assay Invitrogen Q32854

RNase A Thermo Fisher Scientific EN0531

SensiMix SYBR No-ROX Kit Bioline QT650-05

TABLE 4.4: List of the most relevant reagents and kits, as well as corresponding
manufacturers.

4.1.4.2 Antibodies

target host type manufacturer cat. number purpose

H3K27ac rabbit polyclonal Diagenode pAb-174-050 ChIP-seq

BV421 CD33 mouse monoclonal Biolegend 303415 FACS

PerCP/Cyanine5.5 CD34 mouse monoclonal Biolegend 343521 FACS

TABLE 4.5: Detailed list of antibodies.
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4.1.4.3 Oligonucleotides for library preparation

A. Customed oligonucleotides for ATAC-seq

ID sequence

Ad1 AATGATACGGCGACCACCGAGATCTACACTCGTCGGCAGCGTCAGATGTG

Ad2.1 CAAGCAGAAGACGGCATACGAGATTCGCCTTAGTCTCGTGGGCTCGGAGATGT

Ad2.2 CAAGCAGAAGACGGCATACGAGATCTAGTACGGTCTCGTGGGCTCGGAGATGT

Ad2.3 CAAGCAGAAGACGGCATACGAGATTTCTGCCTGTCTCGTGGGCTCGGAGATGT

Ad2.4 CAAGCAGAAGACGGCATACGAGATGCTCAGGAGTCTCGTGGGCTCGGAGATGT

Ad2.5 CAAGCAGAAGACGGCATACGAGATAGGAGTCCGTCTCGTGGGCTCGGAGATGT

Ad2.6 CAAGCAGAAGACGGCATACGAGATCATGCCTAGTCTCGTGGGCTCGGAGATGT

Ad2.7 CAAGCAGAAGACGGCATACGAGATGTAGAGAGGTCTCGTGGGCTCGGAGATGT

Ad2.8 CAAGCAGAAGACGGCATACGAGATCCTCTCTGGTCTCGTGGGCTCGGAGATGT

Ad2.9 CAAGCAGAAGACGGCATACGAGATAGCGTAGCGTCTCGTGGGCTCGGAGATGT

Ad2.10 CAAGCAGAAGACGGCATACGAGATCAGCCTCGGTCTCGTGGGCTCGGAGATGT

Ad2.11 CAAGCAGAAGACGGCATACGAGATTGCCTCTTGTCTCGTGGGCTCGGAGATGT

Ad2.12 CAAGCAGAAGACGGCATACGAGATTCCTCTACGTCTCGTGGGCTCGGAGATGT

Ad2.13 CAAGCAGAAGACGGCATACGAGATATCACGACGTCTCGTGGGCTCGGAGATGT

Ad2.14 CAAGCAGAAGACGGCATACGAGATACAGTGGTGTCTCGTGGGCTCGGAGATGT

Ad2.15 CAAGCAGAAGACGGCATACGAGATCAGATCCAGTCTCGTGGGCTCGGAGATGT

Ad2.16 CAAGCAGAAGACGGCATACGAGATACAAACGGGTCTCGTGGGCTCGGAGATGT

Ad2.17 CAAGCAGAAGACGGCATACGAGATACCCAGCAGTCTCGTGGGCTCGGAGATGT

Ad2.18 CAAGCAGAAGACGGCATACGAGATAACCCCTCGTCTCGTGGGCTCGGAGATGT

Ad2.19 CAAGCAGAAGACGGCATACGAGATCCCAACCTGTCTCGTGGGCTCGGAGATGT

Ad2.20 CAAGCAGAAGACGGCATACGAGATCACCACACGTCTCGTGGGCTCGGAGATGT

TABLE 4.6: List of custom-made oligonucleotides used for ATAC-seq library
preparation.

B. Primers sets for ChIP-seq libraries

primer set manufacturer cat. number

NEBNext Multiplex Oligos for Illumina (Set 1) Biolabs E7335S

NEBNext Multiplex Oligos for Illumina (Set 2) Biolabs E7500S

TABLE 4.7: Primers sets used for ChIP-seq library preparation.
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4.1.4.4 Other material and equipment

name manufacturer cat. number

2100 Bioanalyzer Instrument Agilent G2939BA

S220 Focused-ultrasonicator Covaris 500217

AutoMACS Pro Separator Miltenyi Biotec 130-092-545

DynaMag-2 Magnet Thermo Fisher Scientific 12321D

DynaMag-PCR-Magnet Thermo Fisher Scientific 492025

FACS AriaFusion Becton Dickinson NA

QuadroMACS Separator Miltenyi Biotec 130-090-976

Qubit 4 Fluorometer Invitrogen Q33238

LS columns Miltenyi Biotec 130-042-401

microTUBE AFA Fiber Covaris 520045

TABLE 4.8: List of other relevant material and equipment used in the course of
this work.

4.2 Software and Algorithms

software and algorithms reference version

AffinityDesigner NA 1.5.3.69

Agilent 2100 Expert Software NA B.02.09.SI725

Bamliquidator Lin et al., 2016 1.2.0

bedtools2 NA 2.27.1

Bowtie1 Langmead et al., 2009 1.1.2

Cisco AnyConnect NA 4.9.01095

Coltron Federation et al., 2018 1.0.2

FACSDiva, BD NA 8.0

FastQC NA 0.11.7

FIMO Grant et al., 2011 4.91

Galaxy Afgan et al., 2018 ∗

HOCOMOCO Kulakovskiy et al., 2018 v11

TABLE 4.9: continued on next page
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software and algorithms reference version

HOMER Heinz et al., 2010a 4.9

IGV Robinson et al., 2011 2.6.1

Inkscape NA 1.0

LATEX/MiKTeX NA 2.9

NetworkX Hagberg et al., 2020 1.8.1

Notepad++ NA 7.9.1

Picard NA 2.18.16

PuTTY NA 0.72

Python NA 2.7.5

R NA 3.4.1

Regulatory Genomics
Toolbox: Hint

Li et al., 2019 2

ROSE Lovén et al., 2013; Whyte et al., 2013 2

RStudio NA 1.2.1335

Samtools Li et al., 2009 1.9

SFTP Net Drive Free NA NA

UCSCutils NA 3.4.1

TABLE 4.9: List of all software and tools used for data analysis, data visualiza-
tion, figure generation or in any other way needed for the completion of this

work. Note: main R packages used are presented separately in Table 4.10.
∗ Galaxy instance of LAFUGA: https://blum.galaxy.lafuga.genzentrum.lmu.de

4.2.1 R packages

R packages reference version

clusterProfiler Yu et al., 2012 3.14.3

ComplexHeatmap Gu et al., 2016 2.2.0

DESeq2 Love et al., 2014 1.26.0

edgeR McCarthy et al., 2012 3.28.1

TABLE 4.10: continued on next page
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R packages reference version

gdata Warnes et al., 2017 2.18.0

GenomicRanges Lawrence et al., 2013a 1.38.0

ggplot2 Wickham, 2016 3.3.3

graph3d Laurent et al., 2020 0.2.0

l2p Finney et al., 2020 0.0.1

org.Hs.eg.db Carlson, 2019 3.10.0

pathview Luo et al., 2013 1.26.0

PCAtools Blighe, 2019 1.2.0

rgl Adler et al., 2021 0.105.22

rGREAT McLean et al., 2010 1.18.0

Rtsne Krijthe, 2015 0.15

SummarizedExperiment Morgan et al., 2019 1.16.1

TCseq Wu et al., 2019 1.10.0

VennDiagram Chen, 2018 1.6.20

TABLE 4.10: Most relevant R packages required for the analysis performed.

4.3 Methods

4.3.1 Cell culture

For the completion of this work, the only cells I kept in culture and took care of person-
ally were AML cell lines, since HMLE cells used for the collaborative project documented in
Section 2.2 were directly provided by our cooperation-partners and ready to be processed.

AML cell lines listed in Table 4.1 were cultured with 80-90% of either alpha-MEM medium
or RPMI 1640 medium, supplemented with 10-20% of h.i. FBS, attending to the instructions
given by the provider and splitted according to the same instructions.

4.3.2 AML patient-derived samples pre-processing

In all cases, both AML samples, initial diagnosis and relapse belonging to the same patient,
were pre-processed together. When available, one freshly isolated healthy donor sample was
included in the pre-processing. Nevertheless, the timespan necessary for the pre-processing
made infeasible to work with more than three samples in parallel.
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4.3.2.1 Cell thawing

Vials containing frozen cells were warmed up for 1 min in water bath at 37°C. Content
of vials was then immediately transferred to a 50 ml falcon containing 20 ml of AML blasts
medium (alphaMEM + 12.5% h.i. FCS + 12.5% horse serum) and centrifuged (300 g, 10 min,
RT). The supernatant was discarded carefully, pipetting it out, and cell pellet was re-suspen-
ded in 10 ml of FACS buffer (PBS + 1% FBS + 5 mM EDTA + DNase I - 10 units/ml). In case
big clumps were observed, they were removed with the pipette tip, instead of filtering the
cell suspension, to avoid losing cells. At this point, cell number and viability were assessed
from a 10 µl aliquot of cell suspension which was mixed in a 1:1 ratio with trypan blue and
observed under an optical microscope in a Neubauer chamber. This step is important to
determine the amount of antibody (ab) to be used for FACS staining as well as the volume
of FACS buffer to re-suspend cells in. The rest of the cells were centrifuged again (300 g,
5 min, RT), re-suspended in the corresponding volume of FACS buffer (to achieve a final
concentration of 106 cells / 100 µl) and transferred to a 15 ml falcon. Cells were then ready
for FACS staining.

4.3.2.2 Fluorescence activated cell sorting, FACS

According to the recommendations of the core facility Flow Cytometry at BMC for the
sample preparation, AML patient-derived samples were stained with BV421 CD33 ab using
0.5 µg per Million cells in 100 µl, and control healthy donor-derived cells with CD34 ab using
1.25 µg per Million cells in 100 µl. Cells were incubated during 20 min at 4°C in the dark and,
after incubation, ab was eluted by adding 3 ml of FACS buffer (PBS + 1% FBS + 5 mM EDTA
+ DNase I - 10 units/ml) and cells were centrifuged (300 g, 10 min, 4°C) and re-suspended in
FACS buffer (from 500 µl to 1 ml, depending on cell number), then filtered and transferred
into a FACS sorting tube, previously coated with FACS buffer. Shortly before sorting cells,
Propidium Iodide (PI) was added to the cell suspension to exclude dead cells.

Cell sorting was performed on a FACS AriaFusion (Becton Dickinson) with BD FACSDiva
software v8.0. Viable CD33+ cells were identified as single, PI-CD33+ cells. Cells were sorted
with an 85 µm nozzle at 45 psi directly into FACS buffer (for ATAC- and ChIP-seq processing)
and into Qiagen RLT Plus buffer + 1% β-mercaptoethanol (for RNA-seq processing).

4.3.2.3 Magnetic cell sorting, MACS and autoMACS

Alternatively, for AML patient samples with high cell number and some PDX samples (for
these the cell number was never a limitation), magnetic sorting was applied to enrich for
blasts.

In all cases, a positive selection was performed, using CD33 MicroBeads (human, Mil-
tenyi Biotech) either manually with the QuadroMACS Separator (LS columns) or with the
AutoMACS Pro Separator (program POSSEL_S, prioritizing the cell recovery) - both form Mil-
tenyi Biotec. Cell labeling was carried out following the instructions of the manufacturer
with minor changes: cell suspension was first filtered in a 40 µl strainer to avoid clumps and
then pelleted and re-suspended in 60 µl of MACS buffer (PBS, 5% FCS h.i. and 2 mM EDTA)
to which 40 µl of CD33 MicroBeads were added and then incubated for 15 min in the dark
at 4°C. Cells were then washed to remove beads and finally re-suspended in 500 µl of MACS
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buffer previous to proceed with the positive magnetic separation as indicated by the manu-
facturer.

When necessary, the Dead Cell Removal Kit (Miltenyi Biotec) was also used to deplete both
dead, as well as dying cells.

4.3.3 Fast-ATAC-seq

Fast-ATAC-seq was done as described by Corces et al., 2016, which is an improved ATAC-
seq protocol based on Buenrostro et al., 2013 to perform better when processing hematopoi-
etic human cells. Briefly, 50× 103 cells (viability > 90%) were pelleted (500 rcf, 4°C, 5 min)
and washed once with PBS + protease inhibitor (EDTA free); after pelleting them again, su-
pernatant was discarded using two pipetting steps being careful to not disturb the cell pel-
let. Cells were re-suspended in 50 µl of transposase mixture (25 µl 2x TD buffer, 2.5 µl Tn5
transposase -both from Illumina Nextera DNA Library Preparation Kit-, 0.25 µl 2% digitonin
-Promega- and 22.25 µl H2O). Reactions were incubated for 30 min at 37°C in a ThermoMixer
shaking at low speed (300 rpm) and DNA was then purified using Qiagen PCR clean-up
MinElute kit (Qiagen) and eluted in 10 µl of elution buffer (10 mM Tris pH 8.0). Transposed
DNA was subsequently amplified in 50 µl reactions with custom primers as described by
Buenrostro et al., 2015. After 4 cycles of amplification, libraries were then monitored with
qPCR using for it 5 µl of PCR sample in a 15 µl reaction with the same primers. qPCR out-
put was checked for the ΔRN; 0.25 ΔRN cycle number was used to estimate the number
of additional cycles of the PCR reaction needed for the remaining PCR samples. Amplified
libraries were purified with the Qiagen PCR clean-up MinElute Kit and size selected for frag-
ments less than 600 bp using the Agencourt AMPure XP beads (Beckman Coulter). Library
concentration was measured using the Qubit dsDNA HS Assay Kit in a Qubit 3.0 Fluorome-
ter (Invitrogen) and library quality was finally assessed with the Agilent High Sensitivity DNA
Kit on Agilent 2100 Bioanalyzer (Agilent Technologies). Libraries were deep sequenced on a
HiSeq 1500 system according to the standard Illumina protocol for 50 bp single-end reads at
the Laboratory for Functional Genome Analysis (LAFUGA) in the Gene Center (LMU).

4.3.4 Omni-ATAC-seq

Improved ATAC-seq protocol, based on Corces et al., 2017, which uses detergents after cell
lysis to remove mitochondria from the transposition reaction, as well as PBS to improve the
signal-to-noise ratio. In brief, 50×103 cells (viability > 90%) were pelleted (500 rcf, 4°C, 5 min)
and re-suspended in ATAC re-suspension buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM
MgCl2) supplemented with 0.1% NP-40, 0.1% Tween-20 and 0.01% digitonin for lysis, incu-
bated on ice for 3 min and then 1 ml of ATAC re-suspension buffer supplemented with 0.1%
Tween-20 was added and the whole reaction was centrifuged (500 rcf, 4°C, 10 min) to collect
nuclei. Nuclei were subsequently re-suspended in 50 µl of transposase reaction containing
25 µl of in-house made (Appendix B) 2× TD buffer (20 mM Tris-HCl pH 7.6, 10 mM MgCl2,
20% dimethyl formamide, H2O), 2.5 µl Tn5 transposase, 5.25 µl H2O, 16.5 µl PBS, 0.25 µl of
2% digitonin and 0.5 µl of 10% Tween-20. Reactions were incubated for 30 min at 37°C in
a ThermoMixer shaking at high speed (900 rpm) and DNA was then purified using Qiagen
PCR clean-up MinElute kit. The library preparation from transposed DNA was performed
as described in the previous section and finally libraries were deep sequenced in LAFUGA
(50 bp, single-end reads).
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Note: for adherent cells, as it was the case in the collaboration described in Section 2.2,
cells were trypsinized for 5 min and then collected using a cell scraper and further pelleted as
previously described. When cell viability was observed to be <90%, dead cells were depleted
using the Dead Cell Removal Kit (Miltenyi Biotec), as described by the manufacturer.

Note II: as indicated in Section 2.1.3.2, the protocol version applied for processing samples
was initially Fast-ATAC-seq, until we switched to the more recent and efficient Omni-ATAC
version. Samples processed with the Fast-ATAC version comprised: all AML cell lines, all
PDX samples and the AML patient-derived samples HS08 and HS09. The rest of the samples
were processed with the Omni-ATAC version of the protocol.

4.3.5 Chromatin immunoprecipitation of histone modifications

Histone modifications ChIP-seq protocol is based on the original protocol by Dahl et al.,
2008. Suspension cells were harvested and then cross-linked in fixation solution pre-warmed
at 22°C, consisting either in cell medium (for AML cell lines) + 1% v/v methanol-free formalde-
hyde (ThermoFischer Scientific) or PBS + 10% FBS (for PDX cells, blast cells isolated from
patients or mice cells isolated from mixed bone marrow chimeras) + 1% v/v methanol-free
formaldehyde under gentle agitation for exactly 10 min at 23°C. Glycine at a final concen-
tration of 125 mM was added and cells were further incubated for 5 min at RT to quench
fixation under gentle agitation. Cells were washed twice with PBS + 10% v/v FCS after pel-
leting for 5 min at 1600 g and, at the final step, after discarding the supernatant, cell pellets
consisting in 1-2 Mio cells were flash frozen (when working with limited cell number or with
adherent cells, the procedure was slightly different, see next section and note at the end of
this section).

Frozen cell pellets were re-suspended in 100 µl of lysis buffer (50 mM Tris-HCl pH 8.0,
10 mM EDTA, 1% SDS and 1x cOmplete EDTA-free protease inhibitor cocktail tablets, Roche)
and incubated 5 min on ice. Then cells were transferred to a Covaris microTUBE AFA fiber
pre-slit snap-cap (Covaris) for sonication in the Covaris S220 with the following settings: duty
cycle, 2%; peak incident power, 105 Watts; cycles per burst, 200; temperature 4 °C; degassing
mode, continuous; processing time was adjusted every time depending on the amount of
cells sonicated to get a shearing with average sizes from 100 to 500 bp. After sonication, 900 µl
of IP buffer (10 mM Tris-HCl pH 7.5, 1 mM EDTA, 0.5 mM EGTA, 1% Triton X-100, 0.1% SDS,
0.1% Na-deoxycholate, 140 mM NaCl and 1x protease inhibitor cocktail) was added to cells
to reduce SDS concentration. Cells were centrifuged 10 min at 4°C using maximal speed.
The supernatant containing diluted shared chromatin was transferred to a clean low-binding
tube and the corresponding volume to 50×103 cells was set apart for DNA size check. The
rest was aliquoted to have the chromatin of 300×103 cells per aliquot and flash frozen.

10 µl of Dynabeads Protein A (Thermo Fischer Scientific) were transferred to a 0.2 ml PCR
tube. Beads were washed twice with 100 µl of ice cold IP buffer. Every time beads were
bound to a magnetic rack (Thermo Fisher Scientific) previous to discard the supernatant.
Finally, beads were re-suspended in 100 µl of IP buffer and 2.4 µg of anti-H3K27ac antibody
(Diagenode, Lot. A.7071-001P) was added to the tube. Antibody was bound to the beads in-
cubating them at 4°C during 1.5 h in a rotating wheel at 35 rpm. Beads-antibody complexes
were washed once with IP buffer, re-suspended finally in 150 µl of sheared chromatin and
incubated for 4 h at 4°C in a rotating wheel with 35 rpm. Immunoprecipitated chromatin
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was then washed 4 times with IP buffer and one last time with washing buffer (10 mM Tris-
HCl pH 8.0, 10 mM EDTA) for 10 min at 4°C and 20 rpm in the rotating wheel. Chromatin
was eluted from the beads-antibody complexes re-suspending them in 70 µl of elution buffer
(10 mM Tris-HCl pH 8.0, 300 mM NaCl, 5mM EDTA, 0.5% SDS) containing 20 µg of RNase A
(Thermo Fisher Scientific) for 30 min at 37°C in a ThermoMixer (900 rpm) and then adding
40 µg of Proteinase K (Thermo Fisher Scientific) and incubating 1 h at 55°C followed by 8 h to
overnight at 65°C at 900 rpm. Beads were finally bound to a magnetic rack (Thermo Fisher
Scientific) and supernatant was transferred to a clean low-binding tube. Additional 30 µl
of elution buffer were added to the beads for 1 min and then both eluates were combined
and incubated with 20 µg of Proteinase K for 1 h at 55°C with 600 rpm to digest remaining
proteins. Purification of DNA was performed using Agencourt AMPure XP beads (Beckman
Coulter) at a sample-to-beads ratio of 1:2, according to the manufacturer’s instructions, elut-
ing in 11 µl of elution buffer (10 mM Tris pH 8.0). Samples were stored at -20°C until library
preparation was performed.

Note: for adherent cells, as it was the case in the collaboration documented in Section
2.2, cells were cultured in 10 cm cell culture dishes and rinsed twice with RT PBS previous
to fixation. Then 8 ml of pre-warmed fixation solution consisting in cell medium + 1% v/v
methanol-free formaldehyde were added and dishes were incubated for 10 min at RT, as
previously described. Glycine was then added at a final concentration of 125 mM to stop
fixation and cells were further incubated for 5 min. Cells were rinsed twice with 10 ml of PBS
supplemented with 10% v/v FCS and finally 1 ml of wash buffer was added to the dish and
cells were harvested using a silicon cell scraper and transferred to a 15-ml falcon, containing
9 ml of wash buffer. Cells were pelleted for 5 min with 1600 g, supernatant was then discarded
and cells were re-suspended in 1 ml of wash buffer, transferred to a 1.5-ml tube and pelleted
again with the same conditions than previously. Finally, the supernatant was discarded and
cell pellets were flash-frozen ant stored at -80°C, when not immediately further processed.

4.3.6 Low-input chromatin immunoprecipitation of histone modifications

For limited number of starting material (≤ 106 cells), the previously mentioned protocol
was slightly modified. Cells were fixed as described before and then fixed cell pellet was
re-suspended in 75 µl of lysis buffer (50 mM Tris-HCl pH 8.0, 10 mM EDTA, 0.3% SDS, 1x
protease inhibitor cocktail) and incubated 5 min on ice. Cell lysate was transferred to a Co-
varis micro TUBE AFA Fiber and sonicated to shear the chromatin using same settings than
previously reported for 25 to 30 min, depending on the initial number of cells processed. Af-
ter sonication, sheared chromatin was transferred to a new tube and 75 µl of dilution buffer
(1 mM EGTA, 300 mM NaCl, 2% Triton x-100, 0.2% sodium deoxycholate, 1x protease in-
hibitor cocktail) and the necessary amount of IP buffer to be able to make aliquots of 300 k
cells in 150 µl were added to dilute SDS concentration. Chromatin was centrifuged 10 min at
4°C using maximal speed and the supernatant was aliquoted into clean PCR tubes.

Per IP, 10 µl of Dynabeads A and 2.4 µg of anti-H3K27ac ab were used. Pre-washed beads
were incubated with ab for 1.5 h at 4°C in a rotating wheel (35 rpm). Chromatin from 300 k
cells was pre-cleared by incubating it with 10 µl of pre-washed beads for the same time un-
der same conditions. Pre-coated beads were then incubated with the pre-cleared chromatin
for 4 h (4°C, 35 rpm). Immunoprecipitated chromatin was washed 6 times with IP buffer
(increasing the number of washing steps contributed to reduce the background) and one
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last time with washing buffer. If possible, two IPs were pooled together at this point to in-
crease the DNA yield and de-crosslinking and further cleaning were performed as previously
described.

4.3.7 ChIP library preparation and sequencing

ChIP-seq libraries were prepared with NEBNext Ultra II DNA Library Prep Kit for Illumina
(New England BioLabs) according to the manual. For libraries purification and size selec-
tion (fragments size from 100 to 600 bp), AMPure XP beads were used adjusting the ratio
sample:beads following manufacturer’s recommendations. Sample concentration was mea-
sured using the Qubit dsDNA HS Assay kit in a Qubit 3.0 Fluorometer (Invitrogen) and library
quality was finally assessed with the Agilent High Sensitivity DNA Kit on Agilent 2100 Bioan-
alyzer (Agilent Technologies).

Libraries were sequenced on a HiSeq 1500 system according to the standard Illumina pro-
tocol for 50bp single-end reads at LAFUGA in the Gene Center (LMU).

4.3.8 Bulk RNA library preparation

Bulk RNA-seq was performed by L. Wange (Anthropology and Human Genomics, Faculty
of Biology, LMU Munich) following a bulk version of the mcSCRB-seq (molecular crowding
single-cell RNA barcoding and sequencing) method (Bagnoli et al., 2018).

For RNA library preparation, samples were treated with 20 µg Proteinase K (Thermo Fisher
Scientific, cat. no. AM2546) and 1 µl 25 mM EDTA at 50°C for 15 min followed by heat inac-
tivation (75°C, 10 min). Samples were then cleaned using magnetic beads at a ratio of 1:2
of lysate to beads and treated with DNase I (Thermo Fisher Scientific, cat. no. EN0525) at
20°C for 10 min and heat inactivation at 65°C for 5 min. DNAse I treatment was performed
on-beads by re-suspending the beads in a mix containing DNAse I, DNAse I Buffer as well as
bead binding buffer (beads binding buffer 2x (total volume 5 ml): 1.1 g PEG, 1 ml 5M NaCl,
50 µl 1M, pH 8.0 Tris-HCl, 5 µl 10% Igepal, 25 µl sodium azide, double distilled H2O) to reduce
cleanup steps.

Samples were thus cleaned with the beads already present in the sample and RNA was
eluted with the reverse transcription mix, consisting of 25 units Maxima H-enzyme (Thermo
Fisher Scientific, cat. no. EP0753), 1x Maxima H-Buffer (Thermo Fisher Scientific), 1 mM
each dNTPs (Thermo Fisher Scientific), 1 µM template-switching oligo (IDT), 0.2 µM bar-
coded oligo-dT primers (IDT). The reaction was incubated at 42°C for 90 min.

Following cDNA synthesis, the samples were pooled, cleaned and concentrated with mag-
netic beads at a 1:1 ratio and eluted in 17 µl of double distilled H2O. Residual primers were
then digested using Exonuclease I (Thermo Fisher Scientific, cat. no. EN0581) at 37°C for 20
min followed by heat inactivation at 80°C for 10 min.

Pre-amplification mix, consisting of 1x KAPA HiFi Ready Mix (Roche, cat. no. 7958935001)
and 0.2 µM SingV6 primer (IDT), was added to the sample pool and incubated as follows:
initial denaturation at 98°C for 3 mins, denaturation at 98°C for 15 sec, annealing at 65°C for
30 sec, elongation at 68°C for 4 min, and a final elongation at 72°C for 10 min. Denaturation,
annealing, and elongation were repeated for 14 cycles. DNA was then cleaned using mag-
netic beads at a 1:0.8 ratio of DNA to beads and eluted with 10 µl of double distilled H2O. The



Chapter 4. Materials and Methods 83

quantity was assessed using a Quant-iT PicoGreen dsDNA assay kit (Thermo Fisher Scien-
tific, cat. no. P11496) and the quality was assessed using an Agilent 2100 Bioanalyzer with a
High Sensitivity DNA analysis kit (Agilent Technologies, cat. no. 5067-4626).

Following quality checks, tagmentation was performed using a Nextera XT Kit (Illumina,
cat. no. FC-131-1096) with 0.8 ng/µl of the DNA in a 20 µl reaction. Next, 5 µl of 5x Phusion
HF Buffer (NEB, cat. no. M0530S) were added to the reaction and incubated at RT for 5 min.
The Nextera Index PCR was then setup by adding 15 µl of PCR mix consisting 0.375x Phusion
HF Buffer, 0.8 U Phusion Polymerase, 0.2 mM dNTPs, 0.1 µM P5NextPT5 primer (IDT) and
0.1 µM i7 index primer (IDT) to a final volume of 40 µl. Index PCR was incubated as follows:
gap fill at 72°C for 3 min, initial denaturation at 95°C for 30 sec, denaturation at 95°C for
10 sec, annealing at 63°C for 30 sec, elongation at 72°C for 1 min, and a final elongation at
72°C for 5 min. Denaturation, annealing, and elongation were repeated for 13 cycles.

Libraries were then loaded onto a 2% Agarose E-Gel EX (Invitrogen, cat. no. G401002) and
were excised and cleaned using the Monarch DNA Gel Extraction Kit (NEB, cat. no. T1020).
Finally, libraries’ quality was quantified and qualified using the Agilent High Sensitivity DNA
Kit on Agilent 2100 Bioanalyzer.

4.4 Analysis

Note: for details about the software and packages used in the analysis (references, versions
and documentation), refer to Section 4.9, where all software used is listed.

4.4.1 ATAC-seq data analysis

4.4.1.1 Primary ATAC-seq analysis: reads alignment and peak calling

ATAC-seq data were first uploaded to the Galaxy server and the public server was used for
demultiplexing them and generating the corresponding fastq files. Demultiplexed fastq files
were then downloaded to the BMC HPC cluster and further analysis was performed there.
Single-end reads were aligned to the human genome hg38 using Bowtie1 with options -q -n
2 –best –chunkmbs 2000 -p 32 -m 1 -S. Duplicated reads were removed using picard MarkDu-
plicates and unwanted reads, like those mapping to mitochondrial DNA, were filtered out
from the output sam file. Needed files for further analysis were also generated: bam files,
bed files and BigWig files. A first quality control was carried out by visual inspection of the
mapped reads loading the BigWig file into the IGV genome browser. Moreover, Fastqc reports
were generated as quality control for the sequencing data. Next, ATAC peaks over input back-
ground were identified using HOMER findPeaks.pl with option -style factor. The generated
bed output from all samples (when analyzing groups of samples) were merged using bed-
tools and genomic feature annotation of merged found peaks was performed using HOMER
annotatePeaks.pl.

Note: the primary analysis is common for all samples processed by ATAC-seq.

4.4.1.2 Transcription factor binding sites prediction

Transcription factor binding sites (TFBS) prediction analysis was performed usually within
previously identified differential ATAC peaks (for whichever considered different conditions)
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with HOMER findMotifsGenome.pl, mostly using the HOCOMOCOv11 motifs database and
focusing mainly on the known motifs with the parameter -mknown.

4.4.1.3 PDX samples analysis

For the analysis of the PDX samples processed for ATAC-seq at three different treatment
time points (as detailed in Section 2.1.2) primary analysis, as previously described, was first
applied. The information generated in the annotatePeaks file was then used for creating in
R a triple Venn diagram representing the total number of ATAC peaks found for each sam-
ple group. Then, HOMER-normalized ATAC data were used for dimensionality reduction
analysis applying t-SNE and a 2D plot as well as a 3D plot were generated in R. A Summa-
rizedExperiment object, including all the experimental metadata, was created from the raw
annotatePeaks file and it was subsequently RPKM-normalized using the edgeR package. This
SummarizedExperiment object was then used for a time course clustering analysis using the
function timeclust from the TCseq R package.

4.4.1.4 AML patient-derived samples analysis

As for PDX samples, AML human samples processed for ATAC-seq were primarily analyzed
as previously described. An R SummarizedExperiment object, including all the experimental
metadata, was created from the raw annotatePeaks file. Previous to PCA, a scree-test was
performed to assess the contribution of each individual principal component to the data
variability, as well as the cumulative proportion of total variance. The correspondent scree-
plot including the first fifteen PCs was generated, as well. PCA plots were created with the R
package PCAtools using the function pairsplot for PC1-PC6, which presented a cumulative
proportion of total variance < 75%. This analysis was performed for the total amount of
human samples and for a subset not including healthy donor samples.

4.4.2 ChIP-seq data analysis

4.4.2.1 Primary ChIP-seq analysis: reads alignment and peak calling

Similarly than for ATAC-seq data, H3K27ac ChIP-seq data were first uploaded to the Galaxy
server for demultiplexing. Demultiplexed fastq files were then downloaded to the BMC HPC
cluster for further analysis. Single-end reads were aligned to the human genome hg38 us-
ing Bowtie1 with options -q -n 2 –best –chunkmbs 2000 -p 32 -m 1 -S. Duplicated reads were
removed using picard MarkDuplicates and unwanted reads were filtered out. bam, bed and
BigWig files were generated and BigWig files were used to check visually data quality in the
IGV genome browser. Fastqc reports for further quality control of the sequenced data were
also generated. Next, H3K27ac ChIP-seq peaks over input background were identified using
HOMER findPeaks.pl with option -style histone and genomic feature annotation of found
peaks was performed using HOMER annotatePeaks.pl. When analyzing groups of samples,
previous to the annotation, bed files resulting from peak calling were merged using bedtools.

Note: the primary analysis is common for all samples processed by H3K27ac ChIP-seq.
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4.4.2.2 Super-enhancers analysis of AML patient-derived samples with ROSE2

For the analysis of super-enhancers (SEs), ROSE2 (Rank Ordering of Super-Enhancers),
available at https://github.com/BradnerLab/pipeline, was used to map H3K27ac SEs. This
analysis was applied to five paired patient-derived samples and two healthy donor samples,
for which it was possible to collect enough cells for performing H3K27ac ChIP-seq. Bed files
containing enhancers positions were generated as previously described and then converted
into gff format. For each individual patient and condition, this gff file and the correspond-
ing bam file with aligned reads information were used as input for ROSE2 with default pa-
rameters, except for the exclusion of regions closer than 2500 bp to TSSs, to consider only
enhancer and not promoter regions. A 12.5 kb stitching window was defined to connect
proximal clusters of H3K27ac peaks into adjacent enhancer regions.

4.4.3 Integrated data analysis of AML patient-derived samples

AML patient-derived samples were processed for three different assays, namely, ATAC-
seq, (bulk) RNA-seq and H3K27ac ChIP-seq. In this section, the integrated data analysis
performed to combine in a meaningful way all data generated is described.

4.4.3.1 Integration of ATAC- and RNA-seq data

Note: this analysis was conducted in patients P2-P12, due to the lack of RNA-seq data for
patient P1.

Previously, two R SummarizedExperiment objects including all relevant metadata, were
created from the HOMER raw annotatePeaks ATAC-seq derived file as well as from the RNA-
seq derived count matrix, directly provided by L. Wange (Anthropology and Human Ge-
nomics, Faculty of Biology, LMU Munich).

Both SummarizedExperiment R objects were then normalized by using the DESeq2 R pack-
age, after organizing and structuring the original information with the GenomicRanges R
package. For each single patient, differential ATAC peaks between both disease stages, pri-
mary diagnosis and relapse, were determined. To select differential peaks, an arbitrary thresh-
old was set at a minimal fold enrichment of 2 for one condition over the other. Simul-
taneously, the same strategy was applied to the RNA-seq data to determine differentially
expressed genes. Then the rGREAT (Genomic Regions Enrichment of Annotations Tool) R
package was applied to find genes associated to the relevant genomic regions provided by
the previously found differential ATAC peaks, considering all possible features regardless to
their distance to TSS. The generated genes list was then filtered for keeping only differen-
tially expressed genes for both disease stages. Next, the l2p (list-to-pathway) R package was
applied, for gene set enrichment analysis over the genes found associated to the selected
differential genomic regions, with the following databases: GO, KEGG, PANTH, REACTOME,
C5 and C6. For this analysis, the genome annotation org.Hs.e.db was considered. Obtained
pathways were then filtered for pval < 0.05. Bed files containing the determined genomic
features of interest (chromosome, start position and end position) were also created for both
disease stages, to be used as input for transcription factor binding sites detection.

TF motif prediction was performed as previously described, and lists of known and de
novo HOMER predicted motifs were generated for each patient, associated to the found dif-
ferential genomic features between both disease stages.

https://github.com/BradnerLab/pipeline
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For detection of transcription factor binding sites (TFBSs), the Regulatory Genomics Tool-
box python library tool HINT (Hmm-based IdeNtification of Transcription factor footprints)
was used with standard parameters for ATAC-seq generated data, considering the human
genome hg38. As input, bed files were generated containing the previously determined dif-
ferential genomic features for each particular condition and patient. Motif matching for
footprints was then assessed using the HOCOMOCO database. For it, a merged bed file was
generated with the bedtools function intersect for each patient and each disease status, con-
taining the previous HINT output and the found differential genomic features. Next, the
HINT function rgt-hint differential was applied to compare and determine differential TF
binding sites in both disease stages for each patient.

4.4.3.2 Global data integration of ATAC-, H3K27ac ChIP- and RNA-seq data: transcrip-
tional regulatory networks

For the six patients we had a both ATAC- and H3K27ac ChIP-seq data (P1, P7, P9, P10,
P11 and P12), we performed data integration using the coltron phyton package, available at
https://pypi.org/project/coltron, for building transcriptional regulatory networks. It quan-
tifies the degree of inward (in) and outward (out) regulation of SE-regulated TFs. Based on
motif analysis, in-degree for a given TF is defined as the number of nodes with motifs found
in any enhancer assigned to regulate that TF, that is, the number of SE-regulated TFs bound
to its proximal SE. Out-degree is defined as the number of nodes in the network which is
regulated by an enhancer containing a motif for a certain TF, or in other words, the num-
ber of TF-associated SEs bound by a given SE-regulated TF (Chen et al., 2020; Ott et al.,
2018). The coltron python package presents an increased capacity to predict motif-based
TF binding, since it scans TF motifs within nucleosome-free-regions instead of considering
whole SE domains (Ramsey et al., 2010). The coltron package relies on following dependen-
cies: Bamliquidator (Lin et al., 2016, 1.2.0), Samtools (Li et al., 2009, 0.1.19), FIMO (Grant
et al., 2011, 4.91) and Networks (Hagberg et al., 2020, 1.8.1). Coltron was applied to each
sample in a recursive script with default parameters, as described in the package documen-
tation, with following inputs: -e, ROSE generated enhancer table (”_AllEnhancers.table.txt”),
-b, bam file containing the identified super-enhancers, -g HG38, -s, bed file containing the
ATAC peaks to use as subregions for motif search. Among the coltron outputs, the file ”_DE-
GREE_TABLE.txt”, containing the identified TFs, the number of in- and out-degree, as well
as the number of total connections, was used for identifying relevant TFs associated to either
primary diagnosis or relapse. For doing so, a matrix was created containing the samples in
the columns and in the rows all TFs found for any of the analyzed samples. For each sam-
ple and each TF, the number of total connections was considered, being zero if the factor
was not detected in a particular sample. The threshold for counting a specific TF was set
arbitrarily at >60 total connections, so TFs counting with less than 60 total connections were
discarded. The matrix was then subset for each patient and TFs unique for either diagnosis
or relapse were ranked according to their number of total connections. For each sample, the
top six unique TFs (not appearing in the other disease stage from the same patient) were fi-
nally selected and common factors among either the primary diagnosis or the relapse from
the analyzed patients subset were evaluated. For evaluating the expression of the common
TFs either in diagnosis or relapse over the entire patient cohort, a heatmap was created from
the corresponding RNA-seq data using the R package ComplexHeatmap (Gu et al., 2016).

For pathway analysis, the HOCOMOCO database was subset for each individual sample,

https://pypi.org/project/coltron
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selecting only the motifs corresponding to the previously assessed top differential TFs. Then
peak annotation using HOMER annotatePeaks.pl was performed considering as input the
ATAC peaks bed file generated during the primary analysis and as database, the correspond-
ing HOCOMOCO subset. This resulted in a txt file consisting of the annotation of those peaks
containing the motifs of interest. From the txt file containing the peak annotation, only genes
whose TSSs were closer than 50 kb to any peak, were considered. For each patient and each
disease stage, a txt file was created, including the list of genes associated to the peaks con-
taining the motifs of the previously identified differential TFs.

Next, excluding samples from patient P1 (for which no RNA-seq data were available), for
the rest of the samples from the patients’ subgroup, the already mentioned gene lists were
further filtered so that only differentially expressed genes for both diseases stages were kept
in each case. Finally, the R package l2p was applied for pathway analysis. Additionally,
emerged pathways were screened for terms of especial interest, like apoptosis-related terms,
and common pathways shared by different patients at the same disease stage were interro-
gated.
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Appendix A

Supplementary information

A.1 AML patient-derived samples processed - info sheet

sample ID/
clinical ID

disease
status

time to
relapse

tissue
origin

blast
count

karyotype age gender
sorting
marker

S-P
sep

experiments
performed

additional
considerations

HS09
17-1043

D BM 85% normal 52 F CD33 Hep
H3K27ac ChIP-seq

Fast-ATAC-seq
Mol: NPM1,

FLT3, ITD

HS08
17-1080

R < 1 y BM 48% normal CD33 Hep
H3K27ac ChIP-seq

Fast-ATAC-seq
NA

HS14
16-820

D BM NA normal 54 F CD33 Hep
Omni-ATAC-seq

RNA-seq
Mol: NPM1

HS15
17-1079

R 1 y BM NA normal CD33 Hep
Omni-ATAC-seq

RNA-seq
NA

TABLE A.1: continued on next page



A
p

p
en

d
ix

A
.

Su
p

p
lem

en
tary

in
fo

rm
atio

n
89

sample ID/
clinical ID

disease
status

time to
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HS16
15-776

D BM NA normal 59 M CD33 Hep
Omni-ATAC-seq

RNA-seq
Mol: no know

mutations

HS17
16-900

R 1 y BM NA normal CD33 Hep
Omni-ATAC-seq

RNA-seq
NA

HS18
15-1309

D BM 71% normal 74 M CD33 NA
Omni-ATAC-seq

RNA-seq

Mol: NPM1-,
FLT3-ITD- FLT3-TKD-,

MLL-PTD-

HS19
16-2607

R 1 y BM 38% normal CD33 NA
Omni-ATAC-seq

RNA-seq

Mol: NPM1-,
FLT3-ITD-, FLT3-TKD-,

KMT2A-PTD-
IDH1-, IDH2-

HS20
16-1225

D BM 44% complex 62 NA CD33 EDTA
Omni-ATAC-seq

RNA-seq

Mol: FLT3-TKD-,
NPM1-, FLT3-ITD-,

KMT2A-PTD-

HS21
16-3628

R < 1 y BM 56% complex CD33 EDTA
Omni-ATAC-seq

RNA-seq
patient never reached

complete remission

HS22
16-1692

D BM 68% normal 33 NA CD33 NA
Omni-ATAC-seq

RNA-seq

Mol: NPM1+, FLT3-TKD+
IDH1/IDH2-, FLT3-ITD-

KMT2A-PTD-

HS23
17-0097

R 1 y BM 39% normal CD33 NA
Omni-ATAC-seq

RNA-seq

Mol: NPM1+, FLT3-TKD+
KMT2A-PTD-,
IDH1-, IDH2-

TABLE A.1: continued on next page
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HS25
16-3421

D BM 72% normal 75 NA CD33 NA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

Mol: NPM1-A+,
FLT3-ITD (6bp),

FLT3-TKD-, KMT2A-PTD-
IDH1+, IDH2-, CEBPA-

HS26
17-4178

R 1 y BM 18% normal CD33 NA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

Mol: NPM1+,
IDH1+, IDH2-,

FLT3-TKD-

HS28
09-2782

D BM 74% NA 63 F CD33 Hep
Omni-ATAC-seq

RNA-seq
NA

HS29
16-0193

R 7 y BM 76% NA CD33 Hep
Omni-ATAC-seq

RNA-seq
NA

HS31
15-4027

D PB 94% NA 77 M CD33 Hep
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS32
16-1976

R 1 y PB 50% NA CD33 Hep
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS37
10-0573

D PB 8% NA 37 F CD33 Hep
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS38
15-0646

R 6 y BM 68% NA CD33 Hep
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

TABLE A.1: continued on next page
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HS40
16-0845

D BM 93% NA 58 F CD33 EDTA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS41
17-2100

R 1 y BM 99% NA CD33 EDTA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS43
16-3916

D BM 96% NA 65 M CD34 EDTA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

HS44
18-2177

R 2 y BM 82% NA CD34 EDTA
H3K27ac ChIP-seq

Omni-ATAC-seq
RNA-seq

NA

TABLE A.1: List of AML human-derived samples processed. All AML human-derived samples used in this work were provided
by AG Götze - Klinikum rechts der Isar, III; Medizinische Klinik, TUM - and AG Metzeler, AG Spiekermann and AG Subklewe -
Medizinische Klinik und Poliklinik III, LMU. Samples are grouped by pairs (primary diagnosis and relapse) isolated from the same
patient. Abbreviations: D, first diagnosis; R, relapse; y, year(s); BM, bone marrow; PB, peripheral blood; F, female; M, male; S-P sep,

serum-plasma separation; Hep, heparin; Mol, molecular genetics; NA, information not available.
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A.2 Healthy donor samples processed - info sheet

sample ID tissue of origin age gender sorting marker experiments performed

HS01 FH NA NA CD34
H3K27ac
ChIP-seq

HS03 FH NA NA CD34
H3K27ac
ChIP-seq

HS24 BM 30 F CD34
Omni-ATAC-seq

RNA-seq

HS27 BM NA NA CD34
Omni-ATAC-seq

RNA-seq

HS33 BM 71 M CD34
Omni-ATAC-seq

RNA-seq

HS36 BM 66 F CD34
Omni-ATAC-seq

RNA-seq

HS39 BM 42 F CD34
Omni-ATAC-seq

RNA-seq

HS42 BM 60 F CD34
Omni-ATAC-seq

RNA-seq

HS45 BM 66 F CD34
Omni-ATAC-seq

RNA-seq

TABLE A.2: List of healthy donor samples processed. Healthy donor human samples used in this work were provided by AG Götze
- Klinikum rechts der Isar, III; Medizinische Klinik, TUM - and AG Subklewe - Medizinische Klinik und Poliklinik III, LMU. Abbrevi-

ations: FH, femoral head; BM, bone marrow; F, female; M, male; NA, information not available.
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A.3 AML patient-derived samples - additional information

sample ID
number of

frozen cells [×106]
cell viability

after thawing
final number of

CD33+ cells recovered [×106]

HS09 10? 100%? 1.07

HS08 1.7? 100%? 0.465

HS14 100 58% 0.2

HS15 45 14% 0.066

HS16 38 55% 0.12

HS17 300 36% 6

HS18 30 34% 0.187

HS19 30 35% 0.176

HS20 40 58% 2.1

HS21 30 50% 1.4

HS22 30 20% 0.302

HS23 30 58% 0.182

HS25 48 76% 8.6

HS26 12 84% 0.674

HS28 30 15% 0.015

HS29 24 88% 0.17

HS31 34 82% 11

HS32 65 74% 0.45

HS37 21 83% 0.66

HS38 42 62% 3.2

HS40 20 81% 3.2

HS41 21 76% 3.1

HS43 50 19% 0.66

HS44 33 89% 0.32

TABLE A.3: Additional information about the AML patients-derived samples
received. Samples are grouped by pairs (primary diagnosis and relapse, in this
order) isolated from the same patient. ? Samples HS09 and HS08 were shared
with another research group and we received the indicated number of cells al-
ready thawed with depleted dead cells; these paired samples were the only ones
sorted with AutoMACS as proof of principle, all the rest samples were FACS

sorted.
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A.4 Supplementary information concerning the analysis of
AML patient-derived samples

chr 12:121,032,552-121,041,278

*BH, Bcl2 Homology

chr 9:76,454,105-76,463,166

P3 diagnosis
P3 relapse

relapse diagnosis

TF
ac
tiv
ity

pval

pval

pathway name

P3
re
la
ps
e

P3
di
ag
no
si
s

P3 diagnosis

P3 relapse

P3 diagnosis P3 relapse

RUNX3 pvalue = 1e-13
targets = 14.64%

GATA4 pvalue = 1e-13
targets = 10.36%

GATA1 pvalue = 1e-12
targets = 10.71%

ELF5

CEBPD

pvalue = 1e-5
targets = 34.78%

pvalue = 1e-5
targets = 17.39%

pvalue = 1e-5
targets = 19.57%

CEBPE

a c

eb

DRGX GATA1

BH* domain binding

negative regulation of DNA binding
coreceptor activity

positive regulation of cellular senescence
positive regulation of cell aging
secretory granule membrane
zymogen granule membrane
negative regulation of binding
response to methylmercury

senescence-associated heterochromatin focus assembly

response to platinum ion

phagolysosome assembly
inflammasomes

response to extracellular stimulus
regulation of mitochondrial depolarization

release of cytochrome c from mitochondria
extrinsic apoptotic signaling pathway
regulation of interleukin-6 production

homeostasis of number of cells within a tissue

d

extrinsic apoptotic signaling pathway in absence of ligand

FIGURE A.1: Integrative analysis of ATAC-seq and RNA-seq data for patient 3
(P3). a, l2p analysis showing the top 10 pathways associated with differen-
tial genomic features in combination with differentially expressed genes for
diagnosis (top) and relapse (bottom). b, Top three HOMER known predicted
transcription factor motifs for assessed differential genomic features. c, IGV
tracks showing differential ATAC peaks around loci GCNT1 and OASL for di-
agnosis and relapse. d, Waterfall plot based on HINT TF differential activity.
Each dot represents a TF; TFs showing significant differences in activity score
(pval < 0.05) are labeled and highlighted in red. e, Detail of ATAC-seq profiles

of diagnosis and relapse for motifs DRGX and GATA1.
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P4 diagnosis
P4 relapse

relapse diagnosis

TF
ac
tiv
ity

pval

pval

secretory granule membrane
specific granule membrane

specific granule
sterol binding

staphylococcus aureus infection
neutrophil degranulation

neutrophil activation
neutrophil mediated immunity

granulocyte activation

negative regulation of synapse assembly
ribosome, eukaryotes
viral mRNA translation

peptide chain elongation
selenocysteine synthesis

eukaryotic translation termination
major path. of rRNA in nucleolus & cytosol

eukaryotic translation elongation
NMD* independent of the EJC**

** EJC, Exon Junction Complex
* NMD, Nonsense Mediated Decay

cotranslational protein targeting to membrane

neutrophil activation involved in imm. resp.

pathway name

P4
re
la
ps
e

P4
di
ag
no
si
s

P4 diagnosis

P4 diagnosis P4 relapse

CEBPB pvalue = 1e-9
targets = 26.42%

DBP pvalue = 1e-5
targets = 16.98%

CEBPA pvalue = 1e-5
targets = 18.87%

FOSL2

FOSL1

pvalue = 1e-20
targets = 41.17%

pvalue = 1e-21
targets = 49.06%

pvalue = 1e-20
targets = 41.17%

JUN

a c

d

eb

PAX2 KLF13

P4 relapse

chr5:128,534,730-128,542,200 chr12:107,316,835-107,338,773

FIGURE A.2: Integrative analysis of ATAC-seq and RNA-seq data for patient 4
(P4). a, l2p analysis showing the top 10 pathways associated with differen-
tial genomic features in combination with differentially expressed genes for
diagnosis (top) and relapse (bottom); abbreviations: imm., immune; resp., re-
sponse; path., pathway. b, Top three HOMER known predicted transcription
factor motifs for assessed differential genomic features. c, IGV tracks show-
ing differential ATAC peaks around loci FBN2 and BTBD11 for diagnosis and
relapse. d, Waterfall plot based on HINT TF differential activity. Each dot rep-
resents a TF; TFs showing significant differences in activity score (pval < 0.05)
are labeled and highlighted in red. e, Detail of ATAC-seq profiles of diagnosis

and relapse for motifs PAX2 and KLF13.
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chr3:51,683,299-51,690,144

P5 diagnosis
P5 relapse

relapse diagnosis
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pval

pathway name
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P5 diagnosis

P5 diagnosis P5 relapse

FLI1 pvalue = 1e-4
targets = 31.25%

ETV5 pvalue = 1e-4
targets = 31.25%

ETV6 pvalue = 1e-4
targets = 21.88%

GATA4

GATA3

pvalue = 1e-2
targets = 21.05%

pvalue = 1e-3
targets = 26.32%

pvalue = 1e-2
targets = 26.32%

GATA1

a c

d

eb

LHX9 JUN

regulation of chromatin assembly or dissasembly
negative regulation of transport

blood vessel morphogenesis
VEGF* signaling pathway

cell adhesion molecules (CAMs)
regulation of viral entry into host cell

blood vessel development

response to vitamin D
vasculature development

coreceptor activity

fusion of virus memb. with host plasma memb.
1-phosphatidylinositol-4-phosphate 3-kinase activity

STK33_SKM_DN**
very-low-density lipoprotein particle clearance

response to clozapine
response to antipsychotic drug

regulation of phosphatidycholine catabolic process
regulation of AV node cell action potential

protein poly-ADP-ribosylation
pos. regulation of chromatin assembly or disassembly

*VEGF, vascular endothelial growth factor
**STK33_SKM_DN, from the C6 pathway collection,
oncogenic signature gene sets

chr22:26,358,380-26,365,397

P5 relapse

FIGURE A.3: Integrative analysis of ATAC-seq and RNA-seq data for patient 5
(P5). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: memb., membrane; pos., pos-
itive. b, Top three HOMER known predicted transcription factor motifs for as-
sessed differential genomic features. c, IGV tracks showing differential ATAC
peaks around loci TEX264 and SEZ6L for diagnosis and relapse. d, Waterfall plot
based on HINT TF differential activity. Each dot represents a TF; TFs showing
significant differences in activity score (pval < 0.05) are labeled and highlighted
in red. e, Detail of ATAC-seq profiles of diagnosis and relapse for motifs LHX9

and JUN.
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FIGURE A.4: Integrative analysis of ATAC-seq and RNA-seq data for patient 6
(P6). a, l2p analysis showing the top 10 pathways associated with differen-
tial genomic features in combination with differentially expressed genes for
diagnosis (top) and relapse (bottom). b, Top three HOMER known predicted
transcription factor motifs for assessed differential genomic features. c, IGV
tracks showing differential ATAC peaks around loci DAZAP1 and ETFDH for di-
agnosis and relapse. d, Waterfall plot based on HINT TF differential activity.
Each dot represents a TF; TFs showing significant differences in activity score
(pval < 0.05) are labeled and highlighted in red. e, Detail of ATAC-seq profiles

of diagnosis and relapse for motifs OLIG3 and NFYB.
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FIGURE A.5: Integrative analysis of ATAC-seq and RNA-seq data for patient 7
(P7). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: ac., activity. b, HOMER known
predicted transcription factor motifs for assessed differential genomic features.
c, IGV tracks showing differential ATAC peaks around loci MMP16, RABEPK and
HSPA5 for diagnosis and relapse. d, Waterfall plot based on HINT TF differen-
tial activity. Each dot represents a TF; TFs showing significant differences in
activity score (pval < 0.05) are labeled and highlighted in red. e, Detail of ATAC-

seq profiles of diagnosis and relapse for motifs BATF and CENPB.
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FIGURE A.6: Integrative analysis of ATAC-seq and RNA-seq data for patient 8
(P8). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: apop., apoptotic; path., path-
way; resp., response. b, Top three HOMER known predicted transcription factor
motifs for assessed differential genomic features. c, IGV tracks showing differ-
ential ATAC peaks around loci BGLAP and PLEKHA2 for diagnosis and relapse.
d, Waterfall plot based on HINT TF differential activity. Each dot represents a
TF; TFs showing significant differences in activity score (pval < 0.05) are labeled
and highlighted in red. e, Detail of ATAC-seq profiles of diagnosis and relapse

for motifs HXB8 and NFYC.
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FIGURE A.7: Integrative analysis of ATAC-seq and RNA-seq data for patient 9
(P9). a, l2p analysis showing the top 10 pathways associated with differen-
tial genomic features in combination with differentially expressed genes for
diagnosis (top) and relapse (bottom). b, Top three HOMER known predicted
transcription factor motifs for assessed differential genomic features. c, IGV
tracks showing differential ATAC peaks around loci GFRA3 and SCIMP for di-
agnosis and relapse. d, Waterfall plot based on HINT TF differential activity.
Each dot represents a TF; TFs showing significant differences in activity score
(pval < 0.05) are labeled and highlighted in red. e, Detail of ATAC-seq profiles

of diagnosis and relapse for motifs FOSL2 and CXXC1.
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FIGURE A.8: Integrative analysis of ATAC-seq and RNA-seq data for patient 10
(P10). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: targ., targeting; reg., regula-
tion; dev., development. b, Top three HOMER known predicted transcription
factor motifs for assessed differential genomic features. c, IGV tracks showing
differential ATAC peaks around loci MSR1, RAB1B and CNIH2 for diagnosis and
relapse. d, Waterfall plot based on HINT TF differential activity. Each dot rep-
resents a TF; TFs showing significant differences in activity score (pval < 0.05)
are labeled and highlighted in red. e, Detail of ATAC-seq profiles of diagnosis

and relapse for motifs RUNX1 and E4F1.
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FIGURE A.9: Integrative analysis of ATAC-seq and RNA-seq data for patient 11
(P11). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: act., activity; triphos., triphos-
phate; monophos., monophosphate; biosyn., biosyntesis; proc., process; met.,
metylation. b, Top three HOMER known predicted transcription factor motifs
for assessed differential genomic features. c, IGV tracks showing differential
ATAC peaks around loci SH3BP5 and EFCAB6 for diagnosis and relapse. d, Wa-
terfall plot based on HINT TF differential activity. Each dot represents a TF;
TFs showing significant differences in activity score (pval < 0.05) are labeled
and highlighted in red. e, Detail of ATAC-seq profiles of diagnosis and relapse

for motifs E4F1 and ID4.
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FIGURE A.10: Integrative analysis of ATAC-seq and RNA-seq data for patient 12
(P12). a, l2p analysis showing the top 10 pathways associated with differential
genomic features in combination with differentially expressed genes for diag-
nosis (top) and relapse (bottom); abbreviations: reg., regulation; ac., activity.
b, Top three HOMER known predicted transcription factor motifs for assessed
differential genomic features. c, IGV tracks showing differential ATAC peaks
around loci ARL4C and GAS6 for diagnosis and relapse. d, Waterfall plot based
on HINT TF differential activity. Each dot represents a TF; TFs showing signif-
icant differences in activity score (pval < 0.05) are labeled and highlighted in
red. e, Detail of ATAC-seq profiles of diagnosis and relapse for motifs GBX1 and

MEIS1.
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Appendix B

Protocols test

B.1 Testing different parameters to optimize the Omni-ATAC-
seq protocol

As described in Section 2.1.3.2, Chapter 2, the results obtained when comparing the Fast-
ATAC- and the Omni-ATAC-seq protocols, made us decide to switch protocols and apply
from that point on the latest Omni-ATAC version.

Moreover, in order to fine-tune the protocol for optimally performing in our concrete ex-
perimental context, we decided to check the impact of some parameters on the data quality,
namely:

1. the amount of Tn5 enzyme used for the transposition reaction (as indicated in the
protocol, 1 x Tn5, or double as much, 2 x Tn5),

2. the number of cells processed (50 x 103 or 10 x 103),

3. and the effect of using commercial TD buffer or in-house made TD buffer (as described
by Corces et al., 2017)

B.1.1 Tn5 enzyme amount

To analyze the impact that the amount of transposition enzyme has in the reaction, I per-
formed Omni-ATAC-seq on 50 x 103 MM-1 cells using the standard amount of Tn5 enzyme,
1 x Tn5, and 2-fold this amount, 2 x Tn5. In both cases, the number of peaks identified was
nearby the same: 93.5% of all peaks detected were common (Figure B.1, left), being the small
differences associated to peaks with low coverage. Checking the tracks from both experi-
ments (Figure B.1, right), it can be seen how similar they are, pointing out that the amount
of transposition enzyme used (in the range we tested) does not have any relevant impact on
the results.

B.1.2 Number of cells

The next point we wanted to test was the effect of scaling down the initial number of cells
processed. For it, I performed Omni-ATAC-seq on MV4-11 cells, using the standard cell num-
ber, 50 x 103, and 5-fold less, i.e., 10 x 103 cells. In this case we observed a difference of
around 7% of more called peaks when processing 50 x 103 cells compared to scaling down
the amount of starting material. Nevertheless, 90% of all peaks detected were called for both
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chr21:34,816,691-34,941,806
[0-50]

FIGURE B.1: left, Venn diagram showing the number of peaks called by HOMER
for Omni-ATAC-seq on MM-1 cells using standard amount of transposition en-
zyme or 2-fold this amount; right, IGV region around the RUNX1 locus showing
the Omni-ATAC signal for MM-1 cells using the standard amount of transposi-

tion enzyme (upper track) or 2-fold this amount (bottom track).

conditions (Figure B.2, left). The biggest impact of scaling down the number of processed
cells was found to be the number of PCR cycles needed to appropriately amplify the library:
for a standard Omni-ATAC-seq reaction with 50 x 103 cells processed, usually 8-9 cycles are
needed (four initial cycles prior to the side qPCR reaction + 4 or 5 more cycles -see Section
4.3.4 for a detailed description-), whereas 14 cycles in total were needed when processing 10
x 103 cells (Figure B.2, right).
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FIGURE B.2: left, Venn diagram showing the number of peaks called by HOMER
for Omni-ATAC-seq on MV4-11cells using standard number of cells, 50 x 103

and 5-fold less, i.e., 10 x 103 cells.; right, plot showing the fluorescence curve
from the side-qPCR reaction to estimate the needed number of cycles the li-

braries should be further amplified after four initial amplification cycles.

B.1.3 TD buffer

The last test I carried out was motivated by the convenience of using in-house made TD
buffer, if performing the same, instead of using the commercial one. In this case, I did not se-
quence the generated libraries, since the pre-sequencing controls, especially the side-qPCR
reaction plot, were enough for us to judge the performance of the buffer. The qPCR reac-
tion showed that the same number of cycles were needed for amplification, no matter which
buffer was used (Figure B.3).
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FIGURE B.3: Plot showing the fluorescence curve from the side-qPCR reaction
to estimate the needed number of cycles the libraries should be further ampli-
fied after four initial amplification cycles. Conditions tested: Omni-ATAC with

commercial TD buffer or in-house made buffer.

B.1.4 Conclusions

After all tests and comparisons carried out, the main conclusions drawn and their impli-
cations were:

• The Omni-ATAC protocol performs significantly better in terms of number of peaks
detected and data quality

=⇒ use preferentially this version of the protocol for ATAC-seq experiments

• Almost no impact on the results was observed by using the recommended amount of
transposition enzyme or double as much of it

=⇒ use always the standard amount of enzyme, scaling it down when less cells are
processed to maintain the ratio Tn5 enzyme-DNA constant

• No differences were observed when using commercial TD buffer or in-house made
buffer

=⇒ perform transposition reaction using self-made TD buffer

• Minimal reduction of found peaks were observed when reducing the number of cells
used as starting material from 50 x 103 to 10 x 103 cells

=⇒ process, when possible, always 50 x 103 cells, being acceptable to use fewer in
case of limited cells availability
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Appendix C

Scripts

During the course of this work, I contributed to the improvement and fine tuning of some
scripts. Among them, the most used scripts were the bash scripts for primary analysis, which
includes alignment and cleaning-up, as well as peak calling, used for both ATAC- and ChIP-
seq data. As the amount of sequencing data increased, we had the need of processing batches
of data simultaneously. With this purpose, a loop for parallel-processing of data from an ex-
ternal input file was built-in, increasing the efficiency of the original script and speeding up
the running time. Both mentioned scripts are included below.

#0_main.sh

#Main script to call the secondary script called 0_alignment.sh, which is the

actual alignment and cleaning-up script. The external file 1_samples.txt is

a tab separated two columns file containing in the first column the samples

ID and in the second one, the path to the correspondent fastq file.

while read ID fastq

do sbatch 0_alignment.sh $ID $fastq

done < 1_samples.txt

#1_alignment.sh

#load needed modules

module load ngs/FastQC/0.11.7

module load ngs/bowtie1/1.1.2

module load ngs/Homer/4.9

module load ngs/samtools/1.9

module load ngs/UCSCutils/3.4.1

ID=$1

fastq=$2

genome= #hg38, mm10

#creating a directory for each sample

mkdir $ID
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#generating fastqc report for all fastq files; if the input is double (because

the sample was re-sequenced and there are two fastq files), only the first

one will be considered

if [[ $fastq == *","* ]]; then

var=$(echo $fastq | cut -d',' -f 1)

else

var=$fastq

fi

fastqc $var

#moving all fastqc derived files to the correspondent folder

mv *_fastqc.html $ID/

mv *_fastqc.zip $ID/

#alignment without considering multimapping reads

bowtie -q -n 2 --best --chunkmbs 2000 -p 32 -m 1 -S $genome $fastq

$ID\/$ID\_m1.sam

#checking unwanted reads

awk ' $3 == "chrM" {chrM++};

END {

print "reads mapping to chrM: " chrM;

}' $ID\/$ID\_m1.sam

awk ' $3 == "chrY" {chrY++};

END {

print "reads mapping to chrY: " chrY;

}' $ID\/$ID\_m1.sam

#filtering out those unwanted reads

sed '/chrM/d;/random/d;/chrUn/d;/chrY/d;/chrEBV/d' $ID\/$ID\_m1.sam >

$ID\/$ID\_m1_filtered.sam

#generating BAM files

samtools view -bS $ID\/$ID\_m1_filtered.sam | samtools sort -o

$ID\/$ID\_m1_filtered.bam

samtools index $ID\/$ID\_m1_filtered.bam

#removing duplicates

java -jar picard.jar MarkDuplicates I=$ID\/$ID\_m1_filtered.bam

O=$ID\/$ID\_m1_filtered_nodups.bam M=$ID\/dups.txt REMOVE_DUPLICATES=true

samtools index $ID\/$ID\_m1_filtered_nodups.bam

#generating HOMER TagDirectory

samtools view $ID\/$ID\_m1_filtered_nodups.bam >

$ID\/$ID\_m1_filtered_nodups.sam

makeTagDirectory $ID\/$ID\_m1_filtered_nodups/ $ID\/$ID\_m1_filtered_nodups.sam

-format sam -genome $genome



Appendix C. Scripts 109

#generating bigWig files

makeBigWig.pl $ID\/$ID\_m1_filtered_nodups $genome -webdir . -url . -norm 1e7

-normLength 100 -fragLength 150 -update

mv $ID\_m1_filtered_nodups.ucsc.bigWig $ID/

#removing sam files

rm -f $ID\/*.sam

#compressing all fastq files

gzip $fastq

#2_peakCalling.sh

#Script to find ATAC peaks (-style factor) or ChIP-seq peaks (-style histone)

using HOMER; if several samples are analyzed together, the ouputs will be

merged and finally the peaks annotation will be generated

#load needed modules

module load ngs/Homer/4.9

module load ngs/bedtools2/2.28.0

#1_samples.txt file must include two columns, tab separated, with sample ID and

path to the Tag Directory

#parameters

genome= #hg38, mm10

TDI= #path to input tag directory

TDlist=$(awk '{print $2}' < 1_samples.txt | paste -s -d \ )

#Finding peaks (substitute -style factor by histone, when analyzing ChIP-seq

peaks)

while read ID TD

do

findPeaks $TD -style factor -o $ID\_peaks.txt -i $TDI

sed 1,40d $ID\_peaks.txt > $ID\_peaks_2.txt

pos2bed.pl $ID\_peaks_2.txt > $ID\_peaks.bed

done < 1_samples.txt

#remove *_2 temporary files

rm *_2.txt

#putting files together

cat *_peaks.bed > multi_ATAC.bed #change name accordingly when ChIP-seq; this

is valid for all code lines below

#sorting

sortBed -i multi_ATAC.bed > multi_ATAC_sorted.bed
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#merging files

bedtools merge -i multi_ATAC_sorted.bed > multi_ATAC_merged.bed

#annotatePeaks from HOMER

annotatePeaks.pl multi_ATAC_merged.bed $genome -d $TDI $TDlist >

annotatePeaks_ATAC.txt

#annotatePeaks raw

annotatePeaks.pl multi_ATAC_merged.bed $genome -raw -d $TDI $TDlist >

annotatePeaks_ATAC_raw.txt

All bash scripts were run in the HPC cluster (BMC, LMU).
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Appendix D

Collaboration research

Therapy resistance in Acute Myeloid Leukemia linked to
deficient KDM6A expression

This appendix briefly describes our contribution to a research project performed by AG
Spiekermann1, whose results were finally published (Stief et al., 2019). The purpose of the
project was to evaluate the impact of the reduction or loss of KDM6A expression in the con-
text of therapy resistance in AML.

Analyzing paired diagnosis and relapse samples derived from AML patients, they previously
observed acquisition of KDM6A mutations associated with the relapse stage and identified
KDM6A as a novel relapse-related gene relevant in the progression of AML (Greif et al., 2018).
Histone lysine demethylase 6a (KDM6A) encodes a histone demethylase, specifically medi-
ating the removal of repressive trimethylation from lysine 27 of histone H3 (H3K27me3) and
activating, thus, target gene expression. They observed that reduced or absent KDM6A ex-
pression was correlated with increased resistance to the standard chemotherapy, consisting
in a combination of AraC (cytarabine) and daunorubicin, and could probe that AraC resis-
tance was caused by a reduction of the membrane transporter ENT1 (equilibrative nucleo-
side transporter 1), encoded by the gene SLC29A1, which mediates both influx and efflux of
nucleosides across the cytoplasmic membrane.

The experiments we performed to complement the mentioned research project included
ATAC-seq and ChIP-seq of following histone markers, H3K27ac (characteristic of promoters
and active enhancers), as well as H3K27me3 (distinctive of repressed or silenced chromatin),
using several AML cell lines.

On the one hand, I processed the AML sister cell lines MM-1, which expresses normal
levels of KDM6A, i.e., it is KDM6A WT, and MM-6, both derived from the same patient at
relapse but presenting the last one, as it is also the case for cell line THP-1, KDM6A exon
deletion mutations and displaying, thus, reduced KDM6A expression; on the other hand,
I processed the above mentioned THP-1 cells and the myeloid cell line K-562. K-562 cells
were genetically engineered using the CRISPR/Cas9 genome editing strategy for knocking-
out the expression of KDM6A and, together with the THP-1 cell line, it was also manipulated
to re-express KDM6A through a doxycycline inducible PiggyBac transposon (PB) KDM6A ex-
pression system.
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They evaluated the proliferation capacity of both AML sister cell lines MM-1 and MM-
6 when subjected to AraC treatment and observed a clear evidence that the KDM6A mutant
MM-6 cell line was less sensitive and, thus, showed a significant growth advantage compared
to KDM6A WT MM-1 cells under those circumstances. Moreover, they were able to identify
the membrane transporter ENT1 as key candidate gene involved in the AraC metabolism,
since the cytotoxic AraC effect is conditioned to the drug to be transported inside the cell,
and could demonstrate that decreased ENT1 expression was linked to KDM6A reduction or
loss. In line with these results, both ATAC-seq and H3K27ac ChIP-seq signals for AML cell
lines MM-1 and MM-6 at the promoter region of the SLC29A1 locus, encoding ENT1, show a
decrease in the KDM6A mutant MM-6 compared with the KDM6A WT MM-1, whereas no dif-
ferences can be detected between both cell lines regarding the repressive marker H3K27me3
(Figure D.1).

Moreover, the H3K27ac ChIP signal in the same genomic region studied previously, i.e.,
at the locus SLC29A1, for cell lines K-562 and THP-1 (genetically engineered as previously
described) shows a significantly decrease upon KDM6A deletion for the K-562 cell line com-
pared to K-562 WT but it is restored again when KDM6A is re-expressed upon doxycycline
treatment. The same pattern was confirmed for the cell line THP-1, for which the H3K27ac
signal also increased upon KDM6A re-expression when doxycycline treatment was applied
(Figure D.2).
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FIGURE D.1: IGV region showing from top to bottom ATAC-, H3K27ac ChIP-
and H3K27me3-ChIP-seq signals (in red, green and blue, respectively) for the
AML cell lines MM-1 and MM-6 in the region of interest at the SLC29A1 locus
(left panel). As control regions with no significant differences in the signals
displayed, regions around the loci CLN5 and FBXL3 are shown (right panel).
Differential peaks of interest are highlighted at the promoter region of the ENT1

locus.
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Our experiments contributed to confirm their results and supported the reached conclu-
sions with complementary evidences. Taken all together, the research project concluded
that KDM6A loss contributes to therapy resistance in AML, being the membrane transporter
ENT1 involved in this process.
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FIGURE D.2: IGV region at SLC29A1 locus showing H3K27ac ChIP-seq signal
corresponding to cell lines K-562 (green) and THP-1 (magenta). For K-562 cells
and from top to bottom, displayed tracks correspond to KDM6A WT, KDM6A
KO PB KDM6A before doxycycline treatment and KDM6A KO PB KDM6A after
doxycycline treatment. For THP-1 cells the first track coincides with PB KDM6A
before doxycycline treatment and the second one with cells after doxycycline
treatment. Cells were treated with media enriched with 0.5 µg/mL of doxycy-
cline every 24 h for a period of 72 h in total (for more details, see Stief et al.,

2019.
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