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Abstract

Since its inception, fluorescence microscopy has been a key source of discoveries in cell
biology. Advancements in fluorophores, labeling techniques and instrumentation have made
fluorescence microscopy a versatile quantitative tool for studying dynamic processes and
interactions both in vitro and in live-cells. In this thesis, I apply quantitative fluorescence
microscopy techniques in live-cell environments to investigate several biological processes. To
study Gag processing in HIV-1 particles, fluorescence lifetime imaging microscopy and single
particle tracking are combined to follow nascent HIV-1 virus particles during assembly and
release on the plasma membrane of living cells. Proteolytic release of eCFP embedded in the
Gag lattice of immature HIV-1 virus particles results in a characteristic increase in its
fluorescence lifetime. Gag processing and rearrangement can be detected in individual virus
particles using this approach. In another project, a robust method for quantifying Forster
resonance energy transfer in live-cells is developed to allow direct comparison of live-cell
FRET experiments between laboratories. Finally, I apply image fluctuation spectroscopy to
study protein behavior in a variety of cellular environments. Image cross-correlation
spectroscopy is used to study the oligomerization of CXCR4, a G-protein coupled receptor on
the plasma membrane. With raster image correlation spectroscopy, I measure the diffusion of
histones in the nucleoplasm and heterochromatin domains of the nuclei of early mouse embryos.
The lower diffusion coefficient of histones in the heterochromatin domain supports the
conclusion that heterochromatin forms a liquid phase-separated domain. The wide range of
topics covered in this thesis demonstrate that fluorescence microscopy is more than just an
imaging tool but also a powerful instrument for the quantification and elucidation of dynamic

cellular processes.
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1. Introduction

The use of microscopy is instrumental to our modern understanding of the structure and
organization of cells. The development of the light microscope opened up a new world on the
cellular and sub-cellular level, making possible the discovery and observation of cells by
Robert Hook [1] and Antoni Van Leeuwenhoek in the 17" century [2]. This eventually led to
the formulation of cell theory, the idea that cells formed the basic unit of structure and
organization in all living organisms, by Schwann and Schleiden in 1838 [3, 4]. This remains a
central concept in cell biology. Since then, advances in microscopy has continually enabled the
observation of previously unobservable structures and phenomena in cells and microorganisms,
whether it is by staining otherwise transparent structures or improving the resolving power of
the microscope. More recently, the application of computational analysis has even allowed us
to overcome the optical resolution limit or extract information that is not readily apparent in

the raw image.

The advent of fluorescence microscopy marked a change in how light microscopy is performed,
as it involved a switch from observing transmitted light to measuring photon emission from
fluorescent molecules. Although fluorescence is an ubiquitous phenomenon, most molecules
in the cell have very low absorption and emission efficiencies in the visible spectrum. The
emission from fluorophores - compounds with high fluorescence quantum yields - appear very
‘bright’ in comparison. Fluorescently-labeled structures can therefore be imaged with much
higher contrast than what is possible with traditional light microscopy. Over the years, the
concurrent development of new fluorophores, labeling techniques and instrumentation mean
that we now have access to a wide repertoire of tools for visualizing proteins and other
biomolecules with high specificity and sensitivity. Many of these methods can also be
performed in living cells or organisms, allowing for the visualization of dynamic biological

processes with high spatial and temporal resolution.
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In this work, I apply several advanced fluorescence microscopy techniques in live-cells, with
a focus on the observation and quantification of dynamic biological processes. In Chapter 2, I
start with a short introduction to fluorescence and the types of fluorescence microscopy used
in this work. In Chapter 3, I introduce several methods used to analyze fluorescence emission,
with an emphasis on the methods used in this work, such as fluorescence fluctuation
spectroscopy, image fluctuation spectroscopy, fluorescence lifetime analysis and single
particle tracking. The subsequent chapters describe the application of these methods in live-

cell environments, with a focus on the observation and quantification of dynamic processes.

The measurement of fluorescence emission is not limited to that of the signal intensity alone.
Other intrinsic parameters of fluorescence such as the fluorescence polarization and the
fluorescence lifetime can be measured with specialized instruments. In particular, the
fluorescence lifetime of certain fluorophores is sensitive to the local microenvironment
including pH, charge and its proximity to other molecules. One such fluorophore is the
fluorescent protein eCFP, whose fluorescence lifetime decreases when in close proximity to
other eCFPs or proteins. In Chapter 4, this is used to follow the dynamics of Gag processing in
nascent HIV-1 particles through a combination of fluorescence lifetime imaging (FLIM) and

single particle tracking (SPT).

The fluorescence intensity can also encode additional information that is not immediately
apparent in an image. The analysis of fluorescence intensity can be used to measure Forster
resonance energy transfer (FRET), in which, instead of emitting a photon, an excited donor
fluorophore transfers its energy to a nearby acceptor fluorophore, resulting in fluorescence
emission from the acceptor instead. Because of the sensitivity of FRET to the donor-acceptor
proximity, it is frequently used as a tool for detecting protein-protein interactions and

measuring distances on the nanometer scale. In Chapter 5, a new, robust method for



quantitative FRET in live-cell imaging is described based on concepts first developed in single-

molecule FRET analysis.

Fluctuations in fluorescence intensity, both temporally and spatially, can also be used to extract
information about the labeled species including its concentration, diffusion and interaction with
other labeled molecules. Unlike traditional biochemical methods, fluorescence fluctuation
spectroscopy and its imaging derivatives can be performed directly in living cells, without the
need to lyse or fix the cells. This is demonstrated in Chapters 6 and 7, where I apply image
fluctuation spectroscopy to study the behavior and interaction of proteins in various cellular
compartments. In Chapter 6, I look at the oligomerization of a G-protein coupled receptor
(GPCR) on the plasma membrane with image cross-correlation spectroscopy (ICCS) and FLIM.
Finally, in Chapter 7, the diffusion of histones in the nuclei of mouse embryos is measured by
raster image correlation spectroscopy (RICS), revealing the liquid-liquid phase separation that
accompanies heterochromatin formation in early mouse embryonic development. The wide-
ranging nature of these projects demonstrate the power and flexibility of fluorescence

microscopy for quantitative biological experiments.



2.  Fluorescence Microscopy

Advances in fluorescence microscopy have enabled the detection of weak fluorescence signals
with single molecule sensitivity. The development of a wide range of organic fluorescent dyes
and fluorescent proteins, in combination with highly specific methods of labelling
biomolecules, has led to the widespread application of fluorescence as a sensitive, selective
and accessible readout for biological and medical measurements. In this chapter, I will begin
by giving a brief introduction to the phenomenon of fluorescence, followed by a description of
the microscopy techniques and some of the more advanced technologies relevant to the

quantitative imaging carried out in this work.

2.1. Introduction to Fluorescence

Fluorescence is the emission of light from a substance after excitation by light or other
electromagnetic radiation. When a molecule absorbs light, it can enter a short-lived excited
electronic singlet state, which has a chance to emit a photon when returning to the ground state.

Molecules with high probability of photon emission are known as fluorophores.
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Figure 2.1. Jablonski diagram showing the common excitation and relaxation pathways of a fluorophore.



The process of fluorescence is often described by the Jablonski diagram (Figure 2.1). So, S1 and
S> are the singlet ground state and the first and second electronic excited states respectively.
Within each electronic state, the fluorophore can also exist in one of a number of vibrational
energy levels, denoted as 0, 1, 2, etc. Furthermore, every vibrational sublevel has a number of
rotational states, creating a quasi-continuum of states within every electronic state. Upon
absorbing a photon of a specific wavelength (or energy), the fluorophore undergoes a transition
from ground state So to an excited state Si or S>. The transition occurs on the femtosecond
timescale and therefore the nuclear coordinates remain unchanged. As a result, the transition
probabilities from the vibronic ground state of So to the different vibronic states of Si or Sz are
determined by the overlap of the vibronic wave functions (Franck-Condon principle) [5-7]. The
excited fluorophore quickly (1072 s or less) relaxes to the vibronic ground state of S in a
process called internal conversion. The transition back to So occurs from the vibronic ground
state of S; and therefore the fluorescence emission spectrum is independent of the excitation
wavelength (Kasha’s rule) [8]. As the vibronic wave functions of S; and So are similar, the
fluorophore transitions back to excited vibronic states of Sp (10° to 10® s) with similar
transition probabilities as for absorption. As a result of the above transitions, the fluorescence
emission spectrum is mostly symmetrical to the absorption spectrum, and the energy of the
emitted photon is reduced leading to a shift of the emission spectrum to longer wavelengths
(Stokes shift, Figure 2.2) [9]. This property is exploited in fluorescence microscopy to separate
excitation light from fluorescence emission by using special filters and polychroic mirrors,

which transmit certain wavelengths but reflect or absorb others.
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Figure 2.2. The absorption (b/ue) and emission (green) spectra of Atto 488 with ~20 nm Stokes shift.

Several additional pathways exist for the transition from S1 to So. Non-radiative pathways
include, for example, internal conversion followed by vibrational relaxation to the ground state,
dynamic quenching by collision with another molecule (the quencher), as well as static
quenching by the formation of a non-fluorescent complex. Additionally, molecules in S; can
also undergo an intersystem conversion to the triplet state 71, from which decay to the ground
state can occur with emission at longer wavelengths (lower energy). This conversion requires
the inversion of the spin of the excited state electron and is theoretically forbidden, but becomes
more likely if the vibrational levels of the two states overlap. As both the Si-71 and 71-So
transitions are spin forbidden, emission via this pathway, known as phosphorescence, occurs

at much slower rates (10° to 10° s'') compared to fluorescence.

Two additional characteristics of a fluorophore are of particular interest in fluorescence
microscopy: the fluorescence quantum yield and the fluorescence lifetime. The fluorescence
quantum yield is the ratio of the number of photons emitted to the number of photons absorbed.
The fluorescence lifetime is the average time a fluorophore spends in the excited state before
decaying to the ground state. As the internal conversions take place on a much faster timescale

(1072 s or less) than the S; to Sy transition (10 to 1078 s), fluorescent decay can be simplified



into a first-order process, where the quantum yield Q and fluorescence lifetime 7 are defined

as:
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where I is the radiative decay rate and k,,- is the sum of the non-radiative decay rates. The

measurement of fluorescence lifetime is discussed further in Chapter 3.4.

One phenomenon of particular importance to the application of fluorescence as a quantitative
tool is Forster resonance energy transfer (FRET) [10]. It is a mechanism of energy transfer
between two light-sensitive molecules, a donor and an acceptor, through non-radiative dipole-
dipole interactions (Figure 2.3). The efficiency of this process depends on the distance
separating the donor and acceptor, the spectral overlap of the donor emission spectrum and the
acceptor absorption spectrum and the relative orientation of the donor and acceptor dipole

moments.
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Figure 2.3. Jablonski diagram of the FRET process. When an excited donor fluorophore is in close
proximity to an acceptor, there is a probability that, instead of emitting a photon, the energy released
from the relaxation of the donor is transferred to the acceptor through dipole-dipole interactions. The
acceptor becomes excited and can subsequently emit a photon.



FRET efficiency, E, can be expressed as the ratio of the FRET rate and the total decay rate

(radiative, FRET and other non-radiative processes):

k
FRET (3)

E =
kFRET +I+ Z kothers

E also shows a power of six dependence on the separation distance, , between the donor and
acceptor:

Rg

=—— (4)
RS + ¢

where Ry is the Forster radius, which is the distance at which the probability of FRET is 50%.

The Forster radius is specific to each donor-acceptor pair and is given by:

1
9000(In 10)x2¢ 6 5
Ro = ( 12875N,n* DJ(A)) ®

where #? is an orientation factor that depends on the relative orientation of the donor and
acceptor transition dipoles, ¢p is the quantum yield of the donor, N, is Avogadro’s number, n
is the refractive index of the medium, and J(/) is the overlap integral of the donor emission and

acceptor absorption spectra. The orientation factor, 2, is defined as:

k% = (cos Oy — 3 cosBp cos ;) (6)
where 07 1s the angle between the donor emission dipole moment and the acceptor absorption
dipole moment, and 6p and 64 are the angles between the respective dipoles and the vector
joining the donor and acceptor. For freely rotating dyes with rotation times below 1 ns and

lifetimes of around 4 ns, x° is usually averaged over all possible values to 2/3.

J(2) depends on the normalized emission spectrum of the donor fooo Fp(A)dA =1 and the

absorption spectrum of the acceptor expressed in terms of the extinction coefficient €4(1):
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J(A) =f Fpr(Dey (D)A1*da (7)
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A dye pair with a known Forster radius can be used as a molecular ruler as we can determine
the distance separation between the donor and acceptor by measuring its FRET efficiency in a
sample. This can be done through two main approaches: one based on measuring the donor
fluorescence lifetime (see Chapter 3.3) and the other based on measuring changes in donor and

acceptor fluorescence intensity (see Chapter 5.1).

The measurement of fluorescence emissions is frequently carried out on a microscope. In the

following sections, I will give an overview of the microscopy techniques used in this work.

2.2. Widefield Fluorescence Microscopy

One of the most common and basic forms of fluorescence microscopy is widefield fluorescence
microscopy, in which the entire field of view is illuminated by the light source. The resulting
image could be viewed through the eyepiece or captured on a camera. Most widefield
fluorescence microscopes are built so that the excitation light travels through the objective lens
to illuminate the sample, and the fluorescence emission is collected by the same objective. This
type of microscopy is known as epifluorescence microscopy (Figure 2.4). Typically, the
excitation beam is focused at the back focal plane of the objective to produce a large collimated
beam with a gaussian intensity profile. For quantitative analyses that require even illumination,
the usable field of view is restricted to around 40 um in diameter around the center of the
illumination beam. This is sufficient for typical applications but newer methods have been
developed to meet the demands of cameras and quantitative imaging applications with larger

fields of view [11].
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Figure 2.4. Principle of a widefield epifluorescence microscope. A collimated excitation beam (cyan)
is focused onto the back focal plane of the objective, which results a collimated beam exiting the
objective lens to illuminate the sample. Fluorescence emission (green) is collected by the same
objective, passes through the beam splitter and is projected onto a camera to collect the image.

One important drawback of widefield fluorescence is the illumination of out-of-focus planes,
resulting in high background, obfuscation of in-focus features, and low axial resolution. The
microscopy methods in the following sections, as well as methods outside the scope of this
work (such as light sheet microscopy [12-14]), primarily address the problem of out-of-focus
illumination, either by restricting illumination to a certain plane, or by filtering out the out-of-

focus emission.

2.3. Total internal reflection fluorescence microscopy

Total internal reflection fluorescence microscopy (TIRFM) uses the phenomenon of total
internal fluorescence to illuminate only the fluorophores close to the surface of the coverslip
[15, 16]. When light travels from a medium with high refractive index (n;) to a medium of low

refractive index (n,), it is either refracted in the second medium or reflected at the interface
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depending on the incidence angle (Figure 2.5). For refraction, the relationship between the

refractive indices and angles is given by Snell’s law:

Tll Sln 91 = le Sln 92 (8)
When the incidence angle is equal to the critical angle 6., the refracted beam travels parallel to
the interface between the two media (62 = 90°). The critical angle can be calculated from Snell’s

law:

n
6, = sin"1 = 9)
ny

For incidence angles above 6., Snell’s law cannot be fulfilled and the beam is completely
reflected at the interface. This phenomenon is known as total internal reflection. However, a
portion of the energy of the incident light is converted into an evanescent wave that penetrates
into the second medium perpendicular to the interface. The evanescent wave has the same
frequency as the incident light and its amplitude / decays exponentially with distance z from

the interface:

1(z) = I, exp (— 2) (10)

where [y is the intensity of the wave at the interface (z = 0) and the penetration depth d is defined

by

Ao
d=
4‘7'[\/7112 Sin 01 - nzz

(11

where Ao is the wavelength of the incident beam in vacuum. The penetration depth of this

evanescent wave is typically in the range of ~100-200 nm [16].
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Figure 2.5. Behaviour of light at the interface of two media with different refractive indices #; and no.
In both cases, n1 > n. Refraction (left) occurs when the incidence angle 6, is smaller than the critical
angle ., and total internal reflection (right) occurs when 6, is larger than ..

Therefore, by illuminating the sample such that the incidence angle of the excitation beam at
the coverslip-sample boundary, TIRFM restricts illumination to the sample surface
immediately adjacent to the coverslip. There are two main microscopy configurations to
achieve total internal reflection: prism-type and objective-type TIRFM [17, 18]. For prism-
type TIRFM (Figure 2.6A), the excitation beam is directed into a quartz prism so that it strikes
the prism-sample interface at an incidence angle above the critical angle. The total internal
reflection of the beam generates an evanescent field below the prism where the sample is
located. The fluorescence emission is collected by an objective placed on the opposite side of
the coverslip with respect to the prism. For objective-type TIRFM (Figure 2.6B), the excitation
beam is focused off-axis on the back focal plane of a high numerical aperture objective (NA
1.4 or higher). The beam exits the objective at an angle sufficient for total internal reflection to
occur at the coverslip-sample interface. The evanescent wave is generated above the coverslip
and the same objective collects the fluorescence emission. In this work, objective-type TIRFM
is used as it allows easy access and manipulation of the live-cell samples. Additionally, with
the use of a translational stage, one can also switch between TIRF and widefield illumination

modalities.
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Figure 2.6. TIRFM excitation modes. (A) A schematic of prism-type TIRFM. The excitation beam is
reflected at the prism-sample interface. (B) A schematic of objective-type TIRFM. The excitation beam
is focused off-axis on the back focal plane of the objective, creating a collimated beam that exits the
objective at an angle. The beam is then reflected at the coverslip-sample interface.

TIRFM is therefore suitable for experiments where the focal plane of interest lies close to the
reflection interface, such as when the fluorophores are immobilized on the surface [19, 20], or
when imaging the plasma membrane of cells attached to the surface of the coverslip [21]. It is
highly effective at minimizing the background signal from out-of-focus planes as they are
simply not illuminated. This also greatly reduces phototoxicity in the case of live-cell imaging.
However, the shallow penetration depth of the evanescent wave also means TIRFM cannot be

used to image objects further away from the coverslip surface.

A Nikon Eclipse Ti microscope with homebuilt excitation and detection pathways [22] was
used for the widefield and TIRF imaging in this work. The setup features 6 continuous wave
laser diodes (445 nm, 488 nm, 514 nm, 561 nm, 594 nm, 642 nm) and 3 EMCCD cameras
(DU-897, Andor). The lasers are coupled to an acousto-optic tunable filter (AOTF, PCAOM
LFVISS, Gooch & Housego) controlled by a field programmable gate array (FPGA, cRIO-

9074, National Instruments). This enabled laser switching on the millisecond timescale and
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also allowed camera exposure to be synchronized to the laser excitation. The image acquisition

parameters for each project are explained in the respective chapters and publications.

2.4. Confocal Microscopy

Another microscopy method aimed at reducing out-of-focus signal is confocal microscopy,
invented in 1957 by Marvin Minsky [23]. Instead of illuminating the entire sample as in wide-
field microscopy, a confocal microscope focuses light to a small spot in the focal plane. In the
original prototype, Minsky achieved this by placing a pinhole in the path of the light source.
Modern confocal microscopes generally use a collimated light beam for excitation. A second
pinhole is placed in the conjugate focal plane (hence the term ‘confocal’) in front of the detector
to eliminate out-of-focus signal, which arises from illumination of the sample by light cones
before and after the focal plane (Figure 2.7). The result is that a small observation volume is
achieved. This confocal observation volume is often described as a point spread function (PSF),
which describes how a point emitter is seen in an imaging system. The confocal PSF is the
product of the excitation and detection PSFs and is commonly approximated as a 3D Gaussian

function:

xZ + 2 ZZ
PSF(x,y,z) < exp [—2 ( Zy + —2>l (12)
W7 w2

where o and o are respectively defined as the lateral and axial distances from the center at

which the intensity decreases to 1/e? of the maximum.

The diffraction image of a point emitter is described by the Airy disk [24]. The lateral resolution

limit  according to the Rayleigh criterion can be given as:

. 0.611 (13)
NA
NA = nsina (14)
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where 4 is the excitation wavelength and N4 is the numerical aperture of the objective, which
is in turn defined by the refractive index n and the maximum half-opening angle of the objective
a. The resolution limit given here describes the minimum distance at which two point emitters
can be distinguished by the microscope. The Rayleigh criterion [25] defines this as the distance
where the maximum of the Airy disk of the first emitter overlaps with the first minimum of

that of the second emitter.
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Figure 2.7. Principle of a confocal microscope. A diffraction-limited collimated laser beam is focused
onto the sample by the microscope objective. Fluorescence emission from the focal point passes through
the pinhole in the conjugate focal plane. Out-of-focus light is blocked by the pinhole.

As a confocal microscope collects fluorescence from only one focal point at a time, either the
sample or the focus needs to be moved to generate an image. Moving the sample can be
implemented via a motorized stage, such as a piezoelectric scanning stage, but this results in
relatively slow scan speeds. Alternatively, the focus can be moved by using scanning mirrors
to change the incident angle at the back focal plane, as is done in confocal laser scanning
microscopes (CLSM). To avoid changing the position of the beam at the objective during the
scan, a relay system, such as telescope lenses, is set up between the scanning mirror and the

objective (Figure 2.8). If the focal planes of the lenses coincide, tilting the scanning mirror only

15



changes the angle but not the position of the incident beam at the back focal plane of the
objective. Additionally, the scanning mirror and relay system are placed after the excitation-
emission dichroic, such that the fluorescence emission collected from the sample travels in the
same path as the excitation beam to reach the dichroic mirror in a process known as descanning.
The emission will always reach the pinhole in the same position regardless of the position of

the scanning mirror.

Focal plane Focal plane Back focal plane Image plane

Tilt C

Scanner Mirror Lens Lens Objective

Figure 2.8. Schematic of confocal laser scanning. The scanner mirror and a telescope relay system are
setup so that the focal planes of the lenses coincide with the mirror and the back focal plane of the
objective. When the scanner mirror is tilted, the focus is translated only along the image plane.

The mechanism by which the mirrors are tilted largely determines the maximum scanning
speed. Piezoelectric mirrors can tilt in both axes, but are quite slow and do not significantly
improve scanning speed compared to piezoelectric stages. Instead, most CLSMs use a pair of
galvanometric mirrors positioned very close to each other, with each mirror controlling tilt in
one axis [26, 27]. Such systems can achieve line scan frequencies of around 1kHz,
corresponding to a maximum frame rate of 1-10 frames per second, depending on the number

of lines scanned per image.

2.5. Time correlated single photon counting

The measurement of photon arrival time with high temporal resolution is essential for many of

the methods described in this work, such as pulsed interleaved excitation (Chapter 2.6) and the
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measurement of fluorescence lifetime (Chapter 3.3). This can be achieved with time correlated
single photon counting (TCSPC), a detection method that enables the measurement of the
arrival time of single photons with picosecond accuracy [28]. The method measures the time
between a synchronization signal, which is used to drive the lasers, and a photon detection
event, which is an electronic pulse from counting detectors such as photomultiplier tubes
(PMTs) or avalanche photodiodes (APDs). It is commonly paired with confocal microscopy,
where the small observation volume facilitates the detection of single photon events even at
relatively high fluorophore concentrations, and where the use of counting detectors is also

common.

The TCSPC timing information is split into two parts, the macro-time and micro-time. The
macro-time is measured as the number of synchronization periods that have passed since the
start of the measurement, whereas the micro-time is the delay between the last synchronization
signal and photon detection event. The sum of the macro- and micro-time gives the exact arrival
time of the photon. The micro-time is measured to picosecond accuracy by the time-to-
amplitude converter (TAC). The TAC is a linear voltage ramp generator that can be started by
one signal and stopped by another. In most cases, the photon signal is used as the start signal
and the synchronization signal is used as the termination signal, as photon events are generally
much rarer than synchronization ticks and this setup reduces the effects of the dead time of
TAC:s thereby allowing for higher measurement frequencies. The arrival time of the signals is
measured using a constant-fraction discriminator (CFD) that provides an intensity-independent
timing of the detected pulse. The voltage from the TAC is digitized by an analog-to-digital

converter (ADC) that determines the maximum obtainable timing resolution.
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Figure 2.9. TCSPC detection scheme. The TCSPC card is synchronized with the pulsed laser via the
synchronization pulses. The timing between the laser pulse and detected photon is measured with
picosecond resolution, referred to as the micro-time. The precise photon arrival time is the sum of the
macro-time and micro-time.

2.6. Pulsed interleaved excitation

An application of TCSPC in multi-color fluorescence microscopy is pulsed interleaved
excitation (PIE), in which laser excitation pulses are interleaved within a single TCSPC
synchronization period [29-31]. Two or more pulsed lasers, usually of different colors, are
triggered at an identical frequency by the synchronization signal. However, one or more lasers
are delayed with respect to the first one, such that the fluorescence emission generated by each
pulse is complete before the next excitation pulse arrives. In this way, in addition to sorting the
photons by the detection channel (using dichroic mirrors and filters to direct them to a specific
detector), one can use the micro-time information to assign photons to their excitation source
(Figure 2.10).

In a two-color PIE experiment, three PIE channels can be defined based on the detection
channel and the micro-time information: green emission after green excitation (GG), red
emission after green excitation (GR) and red emission after red excitation (RR). Usually, no
signal is detected in the green channel after red excitation as the emission spectrum of the red
fluorophore generally has negligible overlap with the emission filter of the green detector.

Hence the PIE channel RG can be omitted. The PIE channels GG and RR contain the
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fluorescence of the green and red fluorophores after direct excitation by their respective lasers.
GR, on the other hand, contains signal from the spectral crosstalk of the green dye, direct
excitation of the red dye by the green laser, as well as FRET-sensitized acceptor emission from

the red dye.

The use of PIE greatly increases the sensitivity of fluorescence cross-correlation methods
(described in Chapter 3.1.2) [32]. Separation of the emissions in GR from those in RR makes
fluorescence cross-correlation spectroscopy (FCCS) and its imaging derivatives more sensitive
to weaker interactions and allows quantitative cross-correlation analysis of complexes that

undergo FRET.
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Figure 2.10. Pulsed interleaved excitation (PIE). (A) The excitation and detection scheme of two-color
PIE. In each synchronization period, two lasers (green and red) are triggered with a delay with respect
to the synchronization signal. The delay for the red laser is longer compared to that for the green laser,
so that the emission after green excitation is complete before the red excitation pulse arrives. The
emissions are detected by two detectors. Three types of detection events are illustrated: green emission
after green excitation (GG), red emission after green excitation (GR) and red emission after red
excitation (RR). (B) Micro-time histograms of a two-color PIE measurement showing the fluorescence
decays in the PIE channels GG, GR and RR.

PIE is conceptually related to a method known as alternating laser excitation (ALEX) [33],
which achieves alternating excitation on the microsecond to millisecond timescales using
continuous wave lasers. The method was initially developed for single-molecule FRET

analysis [33-35] and involves the rapid switching between two excitation lasers using fast
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shutters and capturing the resulting emission in both channels after each laser is triggered (for
an example see Chapter 6.2.1 and Figure 6.2A, top panel). This produces four emission
channels that are equivalent to the PIE channels described earlier. PIE allows the calculation
of fluorescence correlation functions down to the sub-microsecond regime, whereas in ALEX
this would be limited to the timescale of the alternation period. Like ALEX, PIE can also be
applied to single molecule FRET experiments [30], where, by virtue of being an extension of
TCSPC, it is also able to provide fluorescence lifetime information not available using ALEX.
However, the pulsed excitation of PIE results in higher peak power densities of the lasers and

therefore higher photostress and bleaching rates compared to ALEX.

A home-built CLSM with PIE and TCSPC was used for the FLIM and RICS experiments in
this work. The setup has been previously described [31, 36] and has been recently rebuilt with
newer optical and electronic components [37]. The confocal excitation pathway features 5
pulsed diode lasers (LDH series, Picoquant) driven by a laser driver (PDL 828 Sepia II,
Picoquant). Up to 3 lasers can be simultaneously driven at up to 80 MHz in a synchronized
manner for PIE. However, a synchronization frequency of 40 MHz or lower is normally used
for dual-color PIE so that there is sufficient temporal range to separate the fluorescence decay
from each excitation pulse on the photon arrival microtimes. The fluorescence emission is
focused on a 80 pm pinhole and recollimated with an identical achromatic lens (AC254-100-
A, Thorlabs) before being spectrally separated by beamsplitters for detection on single photon
avalanche diodes (PDM series, PicoQuant) or APDs (Count® Blue and Count® Series, Laser
Components). Each detector is connected to a separate TCSPC card (SPC-140, Becker &
Hickel). Detailed image acquisition parameters for FLIM (Chapter 4) and RICS (Chapter 7)

are explained in the respective publications of each project (Appendices I and III respectively).
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3. Fluorescence Microscopy and Spectroscopy Methods

With the development of highly sensitive and accurate electronic equipment and advanced data
analysis techniques, fluorescence microscopy has developed into a versatile tool for
investigating a wide variety of physical and chemical properties. In this chapter, I introduce
the techniques used in this work for the analysis of live-cell fluorescence data, including
fluorescence fluctuation spectroscopy, fluorescence lifetime imaging, and single particle

tracking.

3.1. Fluorescence Fluctuation Spectroscopy

Fluorescence fluctuation spectroscopy (FFS) is a collection of techniques that analyzes the
intensity fluctuations of a fluorescence signal [38, 39]. By measuring the fluorescence signal
from a sufficiently small volume containing only a few molecules, one can extract information
about the distribution and kinetic parameters of the species present. In experiments with much
larger observation volumes (such as in a cuvette), the fluctuations are averaged out and this
information is lost. Therefore, confocal and two-photon microscopy are ideal signal acquisition
methods for FFS, as they can achieve the small observation volumes below 1 pm?. In the
following section, I will focus on fluorescence correlation spectroscopy, which analyzes the

temporal aspects of the fluctuations.

3.1.1. Fluorescence Correlation Spectroscopy

Fluorescence correlation spectroscopy (FCS) is an analysis of the temporal fluctuations of
fluorescence intensity [40-42]. The temporal self-similarity of the fluorescence signal as a
function of the time lag, 7, can be accessed by calculating the auto-correlation function (ACF).
From the ACF, information regarding the photophysics, diffusion and binding kinetics of a

fluorescent species in solution can then be extracted.
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The temporal ACF can be expressed as:

_ (I(t) - I(t+ 1)) 1o (8I1(t) - SI(t + 1))

(15)
(1) (I1(1))?

G(1)

where G(7) is the correlation amplitude at time lag 7, /(¢) and /(¢ + 7) is the fluorescence intensity
at a certain time point ¢ or ¢ + 7 respectively, and the angled brackets represent the average over
all possible time points t. Alternatively, the equation can be expressed as a function of intensity

fluctuations (dI(t) = I(t) — (I(t))).

Fluctuations in fluorescence intensity can occur due to a combination of factors. At extremely
short timescales (1071° to 10® s), we observe antibunching (I in Figure 3.1) [43, 44], where the
emission of a second photon is delayed due to fluorescence lifetime, which is 1-4 ns for most
fluorophores. This results in sub-Poissonian statistics and thus decreases the auto-correlation
amplitude. A second fast process observable in FCS is molecular rotation (Il in Figure 3.1) [45,
46], which can range from a few hundred picoseconds for small fluorophores [47] to about 50
ns for fluorescent proteins [48]. The rotation of the fluorophore results in intensity fluctuations
because the probability of excitation depends on the alignment of the polarization of the
excitation light with the fluorophore’s dipole moment. At timescales of 107 to 107 s,
photophysical effects, such as blinking from intersystem crossing to a triplet state, dominate as

the cause of intensity fluctuations (III in Figure 3.1) [49-52].

At slower timescales of 107 to 107! s, fluorophores diffusing in and out of the observation
volume are mainly responsible for the intensity fluctuations (IV in Figure 3.1) [40]. At these
timescales, FCS is sensitive to the fluctuations in the number of fluorescent particles within the
observation volume. As the time lag, 7, increases, it becomes more and more likely that
molecules would diffuse into or out of the observation volume, resulting in fluctuations in the
fluorescence signal relative to the original time point (z = 0) and thus a decrease in the ACF

amplitude. Eventually, enough time passes that the intensity fluctuations relative to the original
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time point become essentially random and the correlation amplitude decays to zero. The faster

the molecule diffuses, the more quickly the ACF decays.
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Figure 3.1. Sketch of an autocorrelation curve depicting the fluctuation sources at different timescales.
I: antibunching. II: molecular rotation. III: photophysical effects. IV: translational fluctuations.

The decay of the ACF at the microsecond and slower timescales can be modeled as a function
of the diffusion coefficient of the fluorescent species and the size of the observation volume
(Figure 3.2). For free diffusion through a 3D Gaussian volume (which approximates the

confocal detection volume), the ACF can be modelled as [40]:

1
2
Y 1 1 (16)
D) =—| ——— || ——
N 14 4-D2T 14 4D21'
W5 Wz

where N is the average number of particles in the detection volume, D is the diffusion
coefficient and o: and o, respectively define the lateral and axial sizes of the Gaussian volume

(see Chapter 2.4). The shape factor, vy, accounts for the fact that the Gaussian volume is not a
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step function with clear borders, but gradually decreases in intensity from the center. For a 3D

3
Gaussian, y is equal to 2 2.

weighted
residuals

107° 107 107 107
time lag = [s]

Figure 3.2. An FCS curve of Atto488-COOH at 23 °C acquired on a confocal microscope with a 60x
water-immersion objective. Pluses (blue) represent the calculated ACF using the measured data and the
solid line (black) is a fit using equation (16). The weighted residuals are shown in the upper plot.

FCS has been widely applied to measure diffusion changes as a result of structural and size
changes of the labeled molecule, both in vitro [53-55] and in live-cell experiments [56, 57].
However, this approach has limited sensitivity for detecting changes in molecular weight. The
diffusion coefficient for spherical particles is directly proportional to the hydrodynamic radius,
which in turn scales with the cube root of molecular mass. Therefore, a doubling of molecular
mass (such as when binding to an interaction partner) would only result in a 26% change in
diffusion time. While such a change can still be detected by FCS, it would be harder to quantify
interactions that result in a mixture of bound and unbound species, or interactions that produce

even smaller changes in molecular mass. Fluorescence cross-correlation spectroscopy (FCCS),
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introduced in the next section, can be very helpful in overcoming the limitations of FCS when

measuring interactions between two species.

3.1.2. Fluorescence Cross-Correlation Spectroscopy

Fluorescence cross-correlation spectroscopy (FCCS) is an extension of FCS from correlating a
signal with itself to the correlation of two different signals. The temporal cross-correlation
function (CCF) for two signals i and j can be written as:

17
0 00) ()

Gij(7) =

The fluorescence signal from a sample could be separated in a variety of ways to obtain the
two fluorescence signals used for FCCS. One can discriminate the signal based on parameters
such as fluorescence lifetime [58] or polarization [59, 60]. Most commonly, the fluorescence

signal is spectrally separated in what is known as dual-color FCCS [61-63].

Dual-color FCCS is useful for detecting interactions between two differently labeled species.
When correlating the fluorescence signals of two spectrally-separated fluorescent dyes, the
CCF will only show a non-vanishing amplitude in the case of conjoined movement of both
dyes, i.e. interaction between the two species. It is important that there is little to no spectral
crosstalk between the two signals, as such crosstalk would be correlated. With conventional
excitation methods, it can be difficult to completely eliminate spectral crosstalk for dyes with
significant spectral overlap. However, when measuring fluorescence with PIE (Chapter 2.6),
spectral crosstalk and the primary fluorescence emissions can be separated into different
channels based on photon arrival time. With PIE, one can obtain fluorescence signals
containing only the emissions after direct excitation by the respective laser. The CCF of such
fluorescence signals gives an unambiguous and quantifiable readout for interaction. The CCF

amplitude at T = 0 is directly proportional to the concentration of dual-color species, but is
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inversely proportional to the average particle concentration in each individual channel. We can
extract the fraction of dual-color species by taking the ratio of the cross-correlation to auto-

correlation amplitude [64].

N;;

Heer (N; + N;j) - (N; + N;;)
Goacr(0) = —— (19)
Gijecr(0) Ny 20)

Giacr(0) N; +N;;
where N; and N, are the average number of particles in the detection volume for the non-
interacting fractions of the species i and j, and N is the average number of interacting

molecules. Note that this is also applicable to the spatial correlation methods discussed later.
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3.2. Image Fluctuation Spectroscopy

The techniques discussed so far in this chapter use temporal correlations to extract information
from fluorescence signals. Similar correlation techniques can be applied to images, which
consist of fluctuations of the fluorescence signal in space, giving rise to image correlation
spectroscopy and its derivative methods. By correlating the signal spatially, we can extract
information about the spatial distribution of the fluorescent species and thereby infer its

concentration within the sample.

3.2.1. Image Correlation Spectroscopy

Image correlation spectroscopy (ICS) [65-68] is the spatial equivalent to FCS. Instead of
correlating the signal temporally, the correlation is performed in the two spatial dimensions of

the image:

(li(6y) T+ &y +)) o (6L y) 8i(x+$y + )

— 21
EAIRTC)) MeAIRTCE)) @b

G Y) =

, where x and y are the dimensional coordinates of the image, and ¢ and y are the corresponding
spatial lags in pixels. / denotes the intensity of the signal at the corresponding pixel coordinate.

The angled brackets indicate an average over all spatial position of the image.

For images that contain randomly distributed particles that are significantly smaller than the

size of the focus, the spatial ACF can be fit by a 2D Gaussian function:

wf

2., 2 2
G(§,9) =3+ exp <—6T +y )> 22)

where o, is the distance at which the PSF amplitude decays to e of the maximum value, N is
the average number of particles in the focus, y is the shape factor (22 for 3D and 2! for 2D
Gaussian focus profile) and or is the pixel size. Figure 3.3 shows an example of a spatial ACF

and the fitted Gaussian function.
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Figure 3.3. ICS of palmitoylated-GFP-mCherry in HEK293T cells. On-axis (left) and surface
(middle) of the spatial ACF for GFP, as well as the surface plot of the fit to the ACF (right) using
equation (22), colored according to the weighted residuals of the fit.

The spatial autocorrelation function represents the average size and concentration of the
observed particles. Thus, sufficient sampling is necessary to obtain a correlation function that
is representative of the underlying distributions. In a single image, the number of pixels
available for correlation is limited by the pixel density of the cameras as well as the size of the
sample. This would often result in under-sampling of the statistics and therefore introduce noise
or artefacts in the spatial correlation function. To overcome this problem, multiple frames of
the same sample would be taken and their individual spatial correlation functions are averaged

to produce the final correlation function.

As the correlation amplitude is inversely proportional to the average number of fluorophores
in the focus, we can extract the density or concentration of particles from the spatial ACF

(SACF). In addition, using the average intensity (I), we can determine the molecular brightness

(I)
=7 (23)
TN

When the shape factor y is accounted for and when all emitters are of the same brightness, €
represents the intensity of a single emitter at the center of the focus. We can then use the
molecular brightness to determine the fluorophore stoichiometry and by extension the

oligomerization state of the sample.
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When the particle size exceeds that of the focus, o becomes the convolution of the focus and

particle dimensions. This, in turn, enables the measurement of particle size through ICS.

Similar to FCS and FCCS, ICS can be extended to two different images in image cross-
correlation spectroscopy [69]. The resulting spatial CCF (SCCF) has a non-vanishing
amplitude when there are similarities in the spatial fluctuations of the two images. Most
commonly this can be applied to images of differently labeled species, where a cross-

correlation would only occur when they colocalize.

3.2.2. Raster Image Correlation Spectroscopy

Raster image correlation spectroscopy (RICS) is an extension of ICS that is specifically applied
to images recorded with a confocal laser scanning microscope [70-73]. Unlike widefield
microscopy images recorded with a camera, the confocal microscope generates an image by
performing a raster scan to create the image. In such a scan, the focus is moved along the x-
axis (continuously or stepwise for each pixel) until the end of the line, upon which the focus is
retracted to the starting position, shifted one pixel in the y-direction, and a new line is scanned.
This is repeated until a complete image is formed. This method of imaging introduces a time
delay in the acquisition of each pixel, which encodes temporal information in the resulting
spatial correlation. Additionally, the time delay differs depending on the direction of the spatial
pixel lag — the pixel-to-pixel time lag in the x-axis is determined by the pixel dwell time t, and
is several orders of magnitude smaller than the corresponding time lag for the y-axis, which is
determined by the line time 1. RICS extracts information from this temporal component to

investigate processes that occur on the timescale of image acquisition.

The correlation algorithm for RICS is the same as for ICS, but the fit function has to be adjusted
to account for the temporal component. For free diffusion in a 3D Gaussian focus, the spatial

correlation function can be written as:
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where N is the average number of particles in the focal volume, D is the diffusion coefficient
and y is the shape factor, w: and w, define the size of the focus in the lateral and axial
dimensions respectively (see Chapter 2.4, equation (12)), Jr is the pixel size, 7, and 7; represent

the pixel and line times respectively.

W. Res.
- I{Jl:ll\l.h

0), G(0,+)

Gls

O =g i STk c = -3

-15 -10 -5 0 5 10 15
Pixel Lag & «

Figure 3.4. EGFP diffusion in a HEK293T cell as measured by RICS. Slices along the ¢ and y spatial
lag axes (left) and surface plot (middle) of the SACF. Surface plot of the fit to the SACF using
equation (24) is shown on the right, colored according to the weighted residuals of the fit.

Cross correlation experiments can be performed using RICS based on the same principles to
FCCS and ICCS [73, 74]. An amplitude for the SCCF is only observed when the two measured
species show concerted movement, such as when they bind to each other. This enables the
detection and quantification of molecular interactions by simply imaging a sample in which
each potential interaction partner is tagged by a different fluorophore. An example of cross-
correlation RICS performed on samples where EGFP and mCherry are in a tandem construct
(palmitoylated-EGFP-mCherry) or diffusing separately (CD86-EGFP/CD86-mCherry) is

shown in Figure 3.5.
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Figure 3.5. 2-color RICS on HEK293T cells expressing palmitoylated-EGFP-mCherry tandem
construct (top row) and CD86-EGFP/CD86-mCherry (bottom row), which is a monomeric membrane
associated protein. The data was averaged over 150 frames.

Wavelength dependent lateral focus shift, which is noticeable in the SCCF of the EGFP-
mCherry tandem construct, can be accounted for by adapting the fit equation. The addition of
shift parameters dx and Jy accounts for the spatial shift of the observation volume while leaving

the temporal correlation untouched:

1
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Note that the use of achromatic lenses can largely correct this focus shift. For the CLSM used

in this work, this was implemented in a recent upgrade of the setup [37].

3.2.3. Arbitrary Region RICS

The classical algorithm used for RICS and ICS analyses as discussed up to this point requires
a square region-of-interest (ROI) and only performs well when there is a relatively high

homogeneity within the ROI. These requirements pose significant limitations when dealing
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with images from live-cell imaging experiments, as living cells contain many complex and
inhomogeneous structures. While one could decrease the size of the ROI and position it over a
relatively homogenous area, it can be difficult to find such an area while still having a
sufficiently large ROI for an accurate spatial correlation analysis, as limited statistics reduce
the accuracy of the spatial correlation analysis below n = 64 [75]. Moreover, many cellular
structures, such as the endoplasmic reticulum (ER) or mitochrondria, have complex and

dynamic shapes that are not satisfactorily handled by a square ROI.

An adapted version of the RICS algorithm, known as arbitrary-region RICS (ARICS), has been
developed so that ROIs of any shape can be accepted for the spatial correlation analysis [75].
An arbitrarily shaped binary mask, R(x, ), is generated, for which pixels inside the ROI have

a value of 1 and those outside have a values of 0:

_( 1 (inside) 2
R(xy) = { 0 (outside) (26)
The image is then masked by an elementwise multiplication with R:
Ir(x,y) = R, y)I(x,y) (27)
The fluctuation image is then defined as:
81g(x,y) = R(x, ¥){Ir (x,¥) — {Ir(x, ¥))ros} (28)

where (Iz(x,V))ro; is the mean intensity of all pixels included in the ROI Then the

unnormalized SACF can be written as:

(Olg(x,y) - SIg(x + &,y + 1)) (29)
(R(x,y) R(x+ &y +1))

G Y) =

where the correlation in the denominator represents the number of times a particular spatial lag

has been sampled, so that each pixel lag in the SACF is averaged by the number of times it was
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observed in the ROI. The SACF is then normalized by the averaged intensity of all pixels in

the ROL (Iz(x,y))? and averaged over all frames.

The ROI can be generated in several ways. It can be generated by manually drawing over the
image to specify an area to be included or excluded. Alternatively, certain pixel characteristics
can be used for defining the ROI, such as the absolute or relative intensity or intensity variance.
By setting a threshold for such parameters, one could for example filter out large bright
aggregates or dark vesicles moving through the imaged area. In addition, the ROI could also
be generated from another color channel of the same image series, where a particular structure
could be labelled. Overall, there is a lot of flexibility in the generation of the ROI and this could

be adapted according to the needs of the experiment.

For live-cells, it is often necessary to remove slow fluctuations and spatial inhomogeneities
from the raw image data before performing a RICS analysis. This can be achieved by

subtracting a moving average of the pixel intensities:

Ipics(e,y, ) =100y, f) =1, Y, f)ar + (9, 1)) (30)
Here, I(x, y, f) is the intensity of pixel (x, y) in frame f, (I(x,y, f))ar is @ moving average of
the pixel intensities from frames (f — AF) to (f + AF). {I(x,y, f)) is the mean intensity of all
pixels in all frames. For images acquired on a CLSM, a value of 1 is usually used for AF to
generate a moving average over 3 frames. Additionally, when performing the temporal average,
pixels that were excluded from the ROI in the time window (f + AF) must also be excluded
from the ROI of frame f. The moving average decreases the amplitude of fluctuations in the
original image, as this image itself is also included in the moving average and subtracted from
the original data. This decreases the amplitude of the resulting SACF. It is therefore necessary

to correct the SACF by rescaling it:
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3.3. Fluorescence Lifetime Analysis

The signal intensity is not the only parameter that can be measured in a fluorescence experiment.
The fluorescence lifetime can provide information about the fluorophore or its surroundings
that are unavailable from intensity measurements alone. Fluorescence lifetime is not only
determined by the intrinsic properties of the fluorophore but also dependent on its local
microenvironment and can be affected by factors such as pH, charge, FRET, and so on.
Additionally, we can perform spatially resolved fluorescence lifetime measurements. In
fluorescence lifetime imaging microscopy (FLIM), the lifetime of each individual pixel of an
image is determined, revealing the spatial distribution of parameters affecting the fluorescence

lifetime [76-80].

As described in Chapter 2.1, fluorescence is a first-order process. This in turn means that the
fluorescence decay of a single fluorescent species is a single exponential. Multiple exponentials
are observed only when the sample contains multiple fluorescent species. This could be caused
by different fractions of the sample being quenched to a different degree, which is a parameter
of interest in many measurements such as FRET measurements. Some fluorophores, such as
EGFP, may also naturally exhibit and transition between multiple states with different

fluorescent properties. These fluorophores will always exhibit a multi-exponential decay.

From Equation (2), we know that the fluorescence lifetime depends on the radiative and non-
radiative decay rates. For a given fluorophore and solvent, the radiative decay rate I is
relatively stable and depends on the excitation and emission spectra. The local
microenvironment, however, can heavily influence the non-radiative decay rates. A common

example of this is Forster resonance energy transfer (FRET), which is a form of quenching in
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a donor-acceptor system. In FRET, energy can be transferred from a donor fluorophore to an
acceptor via dipole-dipole interactions. This creates a non-radiative decay pathway and reduces
the fluorescence lifetime by increasing k,,,.. As FRET requires the acceptor to be in close
proximity to the donor (within 10 nm), when the donor and acceptor are placed on different
molecules or different parts of a larger molecule, we can resolve interactions or conformational

changes using the donor lifetime as a readout for the distance between the donor and acceptor.

The distance dependence of the efficiency of energy transfer in FRET can be used to accurately
measure the distance between a donor-acceptor fluorophore pair. From Equations (2) and (3)

we can derive FRET efficiency, E, as an expression of donor fluorescence lifetime:

_ TFRET
To

E=1 (32)

where 7, is the native fluorescence lifetime of the donor in the absence of the acceptor and

Trrer 18 the lifetime measured in the presence of the acceptor.

3.3.1. Fluorescence lifetime measurements

Two approaches for measuring fluorescence lifetime are in widespread use: time-domain

measurements and frequency-domain measurements.

In time-domain measurements, the sample is excited with a pulse of light, whose width is made
as short as possible and ideally much shorter than the fluorescence lifetime t of the sample.
The time dependent intensity /(f) is measured following the excitation pulse, and the
fluorescence lifetime of the sample can be extracted by fitting the intensity decay (Figure 3.6).
The intensity decays are often measured through a polarizer oriented at the magic angle of 54.7°
from the vertical axis in order to avoid the effects of rotational diffusion and anisotropy on the

intensity decay.
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In a confocal microscope, a single pulse is not enough to measure the fluorescence lifetime.
The small focal volume includes only a few fluorophores that could be excited at a time. Since
each fluorophore only emits a maximum of one photon per excitation pulse, the number of
photons detectable per pulse is too low for an accurate determination of the fluorescence
lifetime. To overcome this problem, TCSPC detection is used in modern confocal microscopes
(Chapter 2.5). By synchronizing the detectors to the excitation pulse and registering the precise
arrival time (down to a few picoseconds) of each photon relative to the pulse, we can
reconstruct the fluorescence decay by building a histogram of the photon arrival times over

many excitation cycles.

Accurate analysis of the fluorescence decay data recorded by TCSPC detection must also
consider the instrument response function (IRF). Ideally, the sample is excited by an
instantaneous laser pulse resulting in a sharp increase in emitted photons followed by a gradual
decay (Figure 3.6, cyan dashed line). However, in practice, laser pulses have a non-vanishing
pulse width, and the electronics involved in photon detection and timing exhibit a small amount
of temporal jitter. These cause even infinitely short signals to be detected with some temporal
width, known as the instrument response function (IRF, Figure 3.6, magenta dotted line). The
measured photon signal (Figure 3.6, blue solid line) is therefore always a convolution of the

actual decay by the IRF.
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1.2 — Simulated decay with IRF
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Figure 3.6. Simulated TCSPC data for the fluorescence decay of a fluorophore with a 4 ns lifetime.
The simulated decay (blue solid line) with an IRF of 250 ps full-width half maximum (magenta dotted
line) are shown normalized to their individual maximums. The theoretical decay for an instantaneous

IRF (cyan dashed line) is scaled so that the tail matches the simulated decay.

Alternatively, fluorescence lifetime can be measured using the frequency-domain or phase-

modulation method. Here, the sample is excited with intensity-modulated light, typically with

a sine-wave. The intensity of the excitation light is modulated at high frequency (typically near

100 MHz) so its reciprocal frequency is comparable to the fluorescence lifetime. When a

fluorophore is excited in this way, the emission responds with the same modulation frequency.

The lifetime of the fluorophore causes the emission to be delayed with a decrease in amplitude

compared to the excitation modulation (Figure 3.
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Figure 3.7. Schematic illustration of a frequency-domain fluorescence lifetime measurement. The
definitions of phase shift and modulation are shown. The modulation frequency is 80 MHz and the
simulated lifetime of the fluorophore is 4 ns.

The phase shift @, and modulation M,, depend on the circular modulation frequency ® and the

fluorescence lifetime T:
tan®, = wty (33)

M, = (1+w2) (34)
From the phase shift and demodulation, two apparent lifetimes 7o and zm can be calculated. In
the case of a mono-exponential decay, the two values will be equal. When the signal contains
more than one exponential decay, the phase- and modulation-lifetimes will differ depending
on the modulation frequency, the lifetimes of the fluorescent species and their fractional

intensities.

3.3.2. Phasor FLIM

A phasor plot is a graphical way of analyzing fluorescence lifetime decays [81, 82]. For

frequency-domain lifetime measurements, each lifetime measurement can be represented as a
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vector whose angle to the abscissa corresponds to the phase shift ®, and whose length
corresponds to the modulation M,. The Cartesian coordinates s and g of the phasor (a
contraction of the term phase vector) represent, respectively, the first sine and cosine Fourier

coefficients of the signal:

S, =M, -sin®, = f 1(t) - sin(a)t)dt/f 1(t)dt (35)
0 0

9o =My, - cosd, = f 1(t) - cos(wt)dt/f 1(t)dt (36)
0 0

where I(¢) represents the fluorescence intensity at time ¢ and @ is the angular modulation

frequency. Each phasor is specific to the frequency at which it was measured.

The shift to Fourier space simplifies the analysis and representation of lifetime data as certain
complicated mathematical relationships in regular time space are simplified in Fourier space.

Most importantly, phasors show the following behavior:

1. Mono-exponential decays lie on the universal circle centered at (0.5, 0) with radius 0.5.

2. The phasor of a mixture is the sum of the phasors of the components of the pure species,
weighted by their fluorescence fraction in the mixture.

3. A convolution in time space leads to a change of base in Fourier space. This results in

a rotation and rescaling of the coordinate system.
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Figure 3.8. Behavior of fluorescence lifetime decays on the phasor plot. (A) The lifetimes of the species
A and B with mono-exponential decays lie on the universal circle indicated by the dotted line. The
lifetime of a mixture of A and B, Mas, is the fractional sum of the phasors for A and B and therefore
lie on the line connecting the phasors. (B) To account for the IRF, a new reference base (Sref, rer) 1S
chosen for the measured phasor Prr such that it is at the expected position in the new base.

Although the phasor approach is based on principles rooted in frequency-domain analysis, it
can also be applied to time-domain data using pulsed excitation, as repeated excitation pulses
at a specific frequency is also a form of (non-sinusoidal) modulation. The only difference is
that the IRF needs to be corrected for. As the IRF is a convolution of the time-domain signal
in time space, it essentially results in a change of base or axes in Fourier space. The measured

phase shift and demodulation can be expressed as:

My, = Pgr - q)sample (37)
D, = Dprr + chample (38)
Therefore, accounting for the IRF becomes simple as long as the phase shift ®;rr and

demodulation Mrr caused by the instrument is known:

(o]

J I(t)-sin(wt—dDIRF)dt/J I(H)dt (39
0 0

M
W .
Ssample = M ) Sln(cbw — Dpp) =
IRF IRF

o)

f I(t)-cos(wt—(DIRF)dt/f 1(t)dt (40)
0 0

M,
Isample = m cos(P,, — Prpp) = Minr

For TCSPC data, which is not continuous but binned, the above equations need to be adjusted
for the calculations at each pixel:
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In practice, the base change induced by the IRF can be mapped by measuring a sample with
known lifetime and choosing a new base such that the measured phasor is mapped onto its

expected position in the new coordinate system (Figure 3.8B).

Compared to fitting the fluorescence decay with a model decay function, the phasor analysis
has several advantages, particularly for live-cell imaging experiments. First, the phasor analysis
does not require prior knowledge or assumptions regarding the decay characteristics (e.g. single
or double exponential decay) of the sample. It is common for fluorescent proteins used in live-
cell experiments to exhibit complex decay behavior. This may also change depending on the
cellular microenvironment around the protein. In such situations, choosing the appropriate fit
function without over-fitting the data can be difficult. Additionally, relatively few photons
(~1000 or less) are collected per-pixel, making it difficult to even distinguish a single
exponential decay from a double exponential decay by fitting. Second, fitting each pixel of an
image is computationally taxing, as there are 10°~10° pixels in one frame and potentially
hundreds or even thousands of frames. Comparatively, the requirements for computing a
phasor plot is much lower per pixel as it is directly calculated from the data and does not require

iterative regression fitting. Therefore, the phasor analysis is well-suited for large FLIM datasets.

3.4. Particle tracking methods

Advances in fluorescence microscopy has made it possible to observe a wide range of dynamic
processes at the cellular and molecular level. The imaging of living organisms and cells
generates a wealth of spatial and temporal information. The increase in the amount and

complexity of image data has necessitated the development of automated object tracking
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methods as it is practically impossible to manually follow hundreds to thousands of cells or
particles through hundreds to thousands of frames. These methods generally involve two steps:
1) the identification and separation of objects of interest from the background (the detection
step) and 2) the association of detected objects in a series of image frames to form tracks (the

linking step).

3.4.1. Particle detection

Particle tracking focuses on tracking objects that are much smaller than the resolution of optical
microscopy (typically 200 nm or higher). These objects would appear as diffraction-limited
spots (foci) in the images. When there is sufficient contrast between these foci and the
background, they can be detected simply by intensity thresholding and their position can be
localized to nanometer precision by computing the centroid position of the spot or by fitting it
to a model of the point spread function. However, in live-cell imaging, the contrast is often
poor and the background often non-uniform, necessitating the use of more sophisticated

methods for accurate particle detection.

The particle detection framework can be divided into three general steps: 1) noise reduction, 2)
signal enhancement, and 3) signal thresholding [83]. In practice some of the steps are optional
or can be combined. In the first step, the input image is pre-processed by noise reduction
techniques such as Gaussian smoothing to increase the signal-to-noise ratio (SNR) and improve
image quality and object visibility. Subsequently, signal processing techniques are used to
enhance the denoised fluorescence signal only in the regions where the actual particles are, as
well as simultaneously suppress the signal from background structures. Lastly, the filtered and
enhanced image is thresholded on signal magnitude to obtain a binary map of disjoint clusters

of connected pixels, which corresponds to the detected objects and can be mapped to pixels in
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the original image for subsequent analysis. A second threshold may also be applied to the size

and/or shape of the clusters to further filter the detected objects.

The particle tracking implementation in PAM uses wavelet decomposition for particle
detection [84, 85]. In this method, the image is first denoised using an isotropic undecimated
wavelet transform (IUWT). Specifically, the B3-spline version of an a trous algorithm is
applied [84, 86]. The algorithm decomposes the original image into K wavelet planes (also
known as detail images) and a smoothed image, all with the same size as the original image. In
the first step (k = 1), the original image /o(i, ) is convolved row by row and then column by
column with the kernel [1/16, 1/4, 3/8, 1/4, 1/16] to produce the smoothed image /1(i, j). The
wavelet plane W1(i, j) (also termed detail image) is computed as W, (i, j) = 1,(i,j) — 1, (i, ]).
The same process is repeated recursively from the smoothed images at each scale k by inserting
2%1.1 zeros between every two taps of the convolution kernel. For example, at k = 2, the
convolution kernel becomes [1/16, 0, 1/4, 0, 3/8, 0, 1/4, 0, 1/16]. We thus generate a set of K
wavelet planes, W= W1, ..., Wk, and the final smoothed image /x. The general decomposition

formula can thus be written as:

Wil ) = () = Lea (i) 0<k <K (43)

The reconstruction can be performed by summing the wavelet planes and the smoothed image:

K
IoGi,)) = LG, f) + Z W, (i, j) (44)
k=1

The wavelet decomposition allows separation of the components of an image according to their
size. The wavelet planes correspond to objects and structures at larger values of £ (k> 3, with
larger values corresponding to larger structures) while at small values of & they correspond to
noise. A denoising step can be performed by applying a threshold 7, to each wavelet plane and

using the modified images W, (i, j) = T;(W,,) in the reconstruction.
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In the original wavelet multiscale product algorithm [84], a signal enhancement step can be
performed after image decomposition. Instead of summing the images, the detail images are

multiplied to produce the multiscale product image:

K
P = | [Wilip (45)
k=1

This exploits the fact that real objects are represented by wavelet coefficients that are correlated
across multiple resolution levels (scales), whereas the wavelet coefficients of noise do not
correlate. To improve detection performance, the algorithm also applies a threshold to each

detail image before multiplication:

O, Wk(l,]) < kdo-k

.. oo (46)
Wk(l,]), Wk(Lr]) = kdo-k

Ta(Wii.)) = {

where oy is the standard deviation of the wavelet coefficients in the detail image and 4y is a
multiplication factor set to 3 by default. A separate, user-defined threshold is then applied to
the product image Pk to produce a binary image, where connected pixels are considered to be

detected objects.

The detection approach implemented in PAM is a modified version of the wavelet multiscale
product algorithm. Instead of computing the product of the wavelet planes, the user selects one
of the wavelet planes and the binary image is directly computed from this plane by applying a
user-defined threshold [85]. The appropriate wavelet plane depends on the size of the tracked
objects on the image. This detection approach is able to efficiently detect objects with a
consistent size. The detected objects can be further filtered based on properties such as size or

eccentricity.
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3.4.2. Particle linking

After objects are detected in each frame, the particle tracking algorithm must establish the
correspondence between particles in consecutive frames to generate complete tracks. The
simplest approach to link particles to each other is the nearest-neighbor approach [87]. Every
detected particle in a given frame is linked to the nearest particle in the next frame. Although
‘nearest’ usually refers to spatial distance, other parameters such as differences in intensity,
size, shape and other features may also be included in the calculation of assignment cost. The
source particle is assigned to the particle with the lowest assignment cost in the next frame, and
the target particle is then removed from the pool of potential assignments for all subsequent
assignments. Thresholds may be applied to reject assignments that are considered too far apart
to be correct. The procedure is then repeated for every detected particle in every frame. While
the nearest neighbor approach is sufficient at low particle densities and uncomplicated tracking
conditions, it has difficulties dealing with high particle densities, particle disappearance
(caused by detection failure or particles moving out of focus), as well as track merging and
splitting (due to the separation distance between two or more particles being below the
resolution limit of the instrument). These are conditions that commonly occur in biological
imaging. Therefore, the nearest neighbor approach often produces unreliable results and require

additional input or manual intervention [88, 89].

Many algorithms have been developed to deal with high particle density and the issues of
particle merging or splitting. A global solution to the tracking problem can be achieved through
the multiple-hypothesis tracking (MHT) approach [90, 91]. In MHT, all particle positions for
every frame are considered at the same time, constructing all possible particle paths that
conform to the expected particle behavior. The optimal solution is the largest non-conflicting
set of paths, i.e. no paths share the image of the same particle in any frame. This solution is

globally optimal in both space and time. However, it is computationally prohibitive even for
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problems involving tens of particles in tens of frames. Therefore, most tracking algorithms
attempt to approximate the MHT solution by taking a greedy approach, that is, they take a
series of locally optimal solutions to reduce computational complexity [92-96]. particles in
consecutive frames are linked step-by-step before seeking a globally optimal solution to the

linking of the resulting track fragments.

The algorithm used in this work, developed by Jagaman, et a/ [97], employs the mathematical
framework of the linear assignment problem (LAP). The approach was shown to provide robust
tracking when applied to live-cell time-lapse images with high particle density while remaining
computationally feasible. In this framework, a cost matrix C is computed, where c(i, ) is the

cost of assigning the detected particle i in a given frame to the particle j in the subsequent frame:

Cl,l e Cl,q
C:[ P ] (47)

C C

p1 p.q

The cost of linking may depend not just on spatial distance but also other parameters such as
differences in intensity, size, shape and other features. The optimal solution to the assignment
problem is one in which the total cost of the assignments is minimized and is computed with
the Hungarian algorithm [98]. In this way, the particles in consecutive frames are first linked
step-by-step in a locally optimal, but temporally greedy manner. Gap closing, track merging
and track splitting are not considered in the first step. A second pass links the ends of the
resulting track fragments by generating a similar cost matrix containing the costs of assigning
the end of each fragment to the start of another. Here, gap closing, merging, splitting and track
termination events all have associated costs and are in competition with one another. Therefore,
while the first assignment pass is temporally greedy, the second pass linking track fragments
takes a globally optimal approach, but remains computationally feasible as it only considers

the start and end of each fragment.
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4. Dynamics of Gag Processing during HIV-1 Maturation

The polyprotein Gag is the primary structural protein of the human immunodeficiency virus
(HIV-1). Proteolytic processing of Gag by the HIV protease triggers structural rearrangements
within the virus particle that mark the transition from immature virions to mature, infectious
viruses. This project uses the sensitivity of the fluorescence lifetime of eCFP to the
environment along with single virus tracing to observe Gag processing in HIV-1 virus-like
particles (VLPs). We established the fluorescence lifetime of eCFP as a marker for Gag
processing and were able to directly observe and measure the kinetics of Gag rearrangements
in individual HIV-1 particles during maturation. The published paper is included in Appendix

L

Dynamics of HIV-1 Gag Processing as Revealed by Fluorescence Lifetime Imaging
Microscopy and Single Virus Tracking by Chen Qian, Annica Flemming, Barbara Miiller

and Don C. Lamb. Viruses 14(2), 340 (2022).

4.1. Motivation

Assembly, release and maturation are critical steps in the late phase of the HIV-1 replication
cycle. The viral structural polyprotein Gag plays an important role throughout the entire
process. The various domains of Gag are required for membrane targeting (matrix, MA),
protein-protein interactions (capsid, CA), packaging of the viral RNA genome (nucleocapsid,
NC), and recruitment of ESCRT machinery components that facilitate virion release (p6) [99-
101]. Gag also recruits the GagProPol polyprotein, which is expressed by ribosomal
frameshifting and comprises the viral protease (PR), reverse transcriptase (RT) and integrase
(IN) into the nascent particle. During or shortly after virus release, PR mediates proteolytic
cleavage of GagProPol and Gag, triggering the morphological rearrangements that yields the

characteristic conical capsid core of the mature virus (Figure 4.1) [102].
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Figure 4.1 Schematic of immature and mature HIV-1. Proteolytic cleavage by PR triggers a
rearrangement of Gag components leading to the formation of the conical capsid encapsulating the viral
genetic material.

Productive maturation of HIV-1 relies on the coordination of Gag proteolysis and assembly
and on the sequential cleavage of specific sites within Gag and GagProPol in an ordered
processing cascade. The timing and kinetics of this process are not fully understood.
Experiments involving in vitro processing of Gag or VLPs by purified PR identified the order
of proteolytic events [103-105], but does not faithfully recapitulate processing by the
endogenous viral PR in situ. Protease inhibitor (PT) wash out or the use of a photodestructible
PI has been employed to synchronize Gag processing within the context of virus-like particles

(VLPs) [106-108]. However, these approaches uncouple proteolytic maturation from assembly.

Here, I applied a combination of FLIM and single virus tracing (introduced in Chapters 3.3 and
3.4) to analyze the assembly and maturation of HIV-1. Using CLSM with TCSPC detection, I
imaged eCFP-tagged HIV-1 VLPs both in vitro and in cells producing the VLPs. Individual
virus particles were then tracked using a combination of approaches and the average lifetime
of each tracked particle was extracted using the phasor approach. Proteolytic release of eCFP
from the Gag lattice of the immature virion resulted in a change in its fluorescence lifetime, as
the eCFP fluorescence lifetime is sensitive to the close proximity of other eCFP molecules
[109-112]. This enabled the observation of asynchronous Gag processing in relation to the

assembly process with high time resolution.
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4.2. Key results

4.2.1. The fluorescent lifetime of eCFP as a marker for the maturation of HIV

We first established that the fluorescence lifetime of eCFP can be used as a marker for HIV-1
maturation. For this, I performed FLIM on HIV-1 derivatives (HIVS“? [113] and HIV*tP)
carrying an eCFP moiety between the MA and CA domains. In HIVS“F?, the fluorophore has a
single PR cleavage site (amino acid sequence SQNY |PIV) at its C-terminus, so it will remain
attached to the envelope-bound MA domain post PR processing. HIV*!? carries an additional
cleavage site at the N-terminus of the fluorophore, allowing for release of the free fluorophore
after PR processing (Figure 4.2A). In both cases, proteolytic processing results in a change of
the environment of the fluorophore from its packed arrangement within the immature shell.
Since mature MA remains associated with the viral membrane and was recently observed to
retain a modified lattice arrangement [114], the change in the local microenvironment of eCFP
is expected to be less pronounced for HIVS!? compared to HIVF?| where the released
fluorophore would be able to distribute within the particle volume. eCFP-labelled VLPs were
produced in the presence or absence of the PI lopinavir (LPV), the addition of which would
block viral maturation by inhibiting PR activity. The VLPs were purified from the supernatant
of transfected HEK293T cells and imaged at room temperature. Fluorescence lifetimes were

extracted using the phasor approach [81] (see Chapter 3.3.2).

Two distinct populations were observed in the eCFP fluorescence lifetime distribution,
corresponding to the mature and immature populations (Figure 4.2C-E). Immature particles
showed comparable eCFP fluorescence lifetimes for both virus derivatives (2.21 ns for HIV¢F?
and 2.18 ns for HIV'*“*P). Mature HIV**“F? particles in which the eCFP moiety should be
completely released from Gag showed an average increase of 0.45 ns to 2.63 ns compared to

immature particles. For the HIV“*? variant, where the eCFP moiety remains associated with
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the MA layer, the difference between immature and mature particles was smaller (0.20 ns),
with an average lifetime of 2.43 ns for mature particles (Figure 4.2F). The lifetime of eCFP in
the HIVI*CF? particles is still lower than that of free eCFP (3.34 ns, Figure 4.2C), suggesting
that the lifetime of eCFP is sensitive to the high density of protein within the mature virus
(based on an average number of 2,400 Gag molecules per virion [115], the estimated

concentration of eCFP is in the range of ~0.5 mM for an equimolar ratio of Gag and Gag.eCFP).
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Figure 4.2. Fluorescence lifetime of eCFP in purified HIV-1 particles. (A) Scheme of the HIV-1 Gag
polyprotein, with eCFP inserted between the MA and CA domains and flanked by one (Gag.eCFP, top)
or two (Gag.ieCFP, bottom) PR cleavage sites. Arrows indicate PR cleavage sites flanking the eCFP
domain. Schematic drawing of immature and mature HIV“*" and HIV**“*" particles. (B) Confocal
images and (C) phasor plots of immature and mature HIVeCFP or HIVieCFP particles. A red ‘+
indicates the lifetime of free ECFP measured on the same setup. VLPs were produced in transfected
HEK293T cells grown in the presence (immature) or absence (mature) of 2 uM LPV. Particles were
adhered to borosilicate coverslips and imaged by CLSM using TCSPC detection. Measurements were
conducted at 23°C. The lifetime determined for individual VLPs is represented according to the
indicated color scale. Scale bar 5 um. (D-E) Histograms of fluorescence lifetimes of the immature (cyan)
and mature (magenta) particle populations extracted from the phasor analysis. Solid lines show the
fitted Gaussian distribution function (sum of 2 Gaussians). The mean of each Gaussian component is
shared between the corresponding pair of LPV-treated and untreated virus particles. n=500 particles
each. (F) Mean and SD of the fluorescence lifetime distribution peak from three independent
experiments.
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To investigate why we have less contrast with Gag.eCFP, we measured the lifetime of eCFP
alone and attached to MA in the cytosol of live cells at 37°C. Cytosolic MA-eCFP showed a
lower lifetime (2.51 + 0.04 ns) compared to cytosolic eCFP (2.70 + 0.13 ns), suggesting that
the presence of the MA domain influences the lifetime of eCFP. As the HIV“*® provided
higher contrast in the lifetime changes between immature and mature virions, we proceeded to
focus on this variant in subsequent live-cell experiments, where we followed Gag assembly
and processing in individual HIV-1 particles. HeLa Kyoto cells were transfected with

equimolar ratios of pCHIV/pCHIV**“** and imaged on the same CLSM setup at 37°C.
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Figure 4.3. Measurements of the fluorescence lifetime of eCFP in HelLa Kyoto cells expressing
HIVieCFP and grown in the presence or absence of 2 um LPV. Cells were imaged 24 hpt at 37°C by
CSLM. (A) Fluorescence lifetime images of assembly sites and trapped particles of HIVieCFP (top
panels) and released HIVieCFP particles detected adjacent to transfected cells (lower panels).
Measurements were performed in the absence or presence of LPV. Scale bar 5 um. (B) Histogram of
fluorescence lifetime of patches of trapped or cell-associated HIVieCFP particles and a fit to a single
Gaussian distribution (solid lines). n=3196 particles from 7 cells treated with LPV and n=2999 particles
from 9 non-treated cells. (C) Histogram of the fluorescence lifetime of cell-free HIVieCFP particles,
fitted to a sum of two Gaussians (solid lines), where the mean of each Gaussian is shared between both
fits. n=250 particles each from LPV-treated and non-treated cells.

We tracked individual VLPs and determined the fluorescence lifetime of the individual

particles, as well as released VLPs adhered to the coverslip in the vicinity of these cells (Figure

52



4.3). The distribution of lifetimes of membrane localized assemblies in cells grown in the
absence of LPV was not notably different from the LPV+ condition (Figure 4.3A, top panels
and B). In contrast, cell-free particles observed in the vicinity of the particle producing cells
did display the difference in average lifetime as expected for immature vs. mature VLPs (Figure
4.3A, bottom panels and C). This observation suggests that maturation occurs relatively late in
the assembly process such that potential signals corresponding to maturing VLPs at the plasma
membrane is obscured by the immature background of newly assembled immature VLPs. We
therefore could not look at the population as a whole but rather have to analyze individual

traces to look for assembly and maturation events.

4.2.2. Observation of Gag assembly and processing in individual HIV-1 particles

We then proceeded to analyze the intensity and lifetime changes of individual VLP traces as
extracted by SPT from the FLIM images. Both incorporation of eCFP into the Gag lattice
during assembly and its subsequent cleavage from the lattice during maturation resulted in

measurable changes in the fluorescence lifetime of the fluorophore.
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Figure 4.4. Gag assembly kinetics at the plasma membrane of HeLa Kyoto cells producing HIVf? at
16 hpt. Plots of (A) fluorescence intensity and (B) fluorescence lifetime measured at individual
assembly sites in cells grown in the absence of LPV. Mean values and SD are shown (n=170 sites from
4 cells). Plot of (C) fluorescence intensity and (D) fluorescence lifetime measured at individual
assembly sites in cells grown in the presence of LPV. Mean values and SD are shown (n=51 sites from
2 cells). Black lines represent fits to single exponential equations.

From a set of 489 traces with a minimum length of 60 frames (corresponding to 10 min), 354
traces showed an increase in fluorescence intensity over time (Figure 4.4A), as expected for
nascent assembly sites [22]. As the number of eCFP incorporated in a VLP increases, we
anticipated a decrease in the fluorescence lifetime as observed for immature particles. Indeed,
170 out of the 354 traces displayed a decrease in fluorescence lifetime within the time window
of observation (Figure 4.4B). To extract the rate of assembly, I aligned the traces to the onset
of intensity increase and averaged the fluorescence intensities and lifetimes. The resulting

averages could be fitted with a saturating exponential function. The same analysis procedure
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was applied to 105 traces from cells grown in the presence of LPV, of which 86 showed an
intensity increase indicative of assembly (Figure 4.4C) and 51 showed an additional
concomitant decrease in fluorescence lifetime (Figure 4.4D). The assembly kinetics measured
here are consistent with previously reported values recorded using other microscopy techniques

[22, 116, 117].
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Figure 4.5. Particles showing eCFP lifetime changes indicative of maturation. (A) Lifetime, intensity,
and velocity plots of an individual particle showing lifetime changes indicative of maturation following
assembly. The lifetime plot is colored according to the state of the particle (red: assembly, yellow:
plateau phase, blue: maturation). Images of the corresponding particle recorded at the indicated times
are shown with an overlay of the particle trajectory up to that time point. (B) Mean and SD of
fluorescence lifetime of maturing particles in pCHIV**“*? transfected HeLa Kyoto cells. The lifetime of
each particle was aligned at the start point of maturation (Time = 0 s) for each trace before averaging.
Dotted lines indicate the apparent time range over which the lifetime change occurs. n=11 traces from
4 cells.

Among the 170 traces used for the analysis of assembly kinetics in cells grown in the absence
of LPV, 11 traces (6.5%) showed an increase of ~0.4 ns after assembly was complete. This
change was similar to the mean shift in lifetime observed between purified mature and
immature HIV'*‘*F particles. An exemplary trace is shown in Figure 4.5A. No such increase in
fluorescence lifetime after assembly was observed for traces from cells grown in the presence
of LPV (n=51). The same held true when we ignored assembly and looked at the full set of 105

LPV+ traces.

To estimate the timescale of Gag processing, the lifetime data for the 11 identified traces were

aligned to the starting point of the lifetime increase and averaged (Figure 4.5B). On average,
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the lifetime increase indicative of Gag processing occurred over a period of ~100 s in an
approximately sigmoidal fashion. The mean delay between the start of assembly and
maturation as detected by FLIM was 837 (£542) s. However, it is likely that, for the majority
of VLPs, Gag processing is further delayed with respect to viral assembly. The lifetime
measurements on VLPs isolated from the tissue culture supernatant (Figure 4.2E) and recently
released VLPs detected in the vicinity of particle producing cells (Figure 4.3C) indicated that
the vast majority of VLPs produced eventually underwent Gag processing under the conditions
of our experiments. Nevertheless, a distinct shift in lifetime indicative of processing was
observed only for a minority of nascent assembly traces during the observation period in the
live-cell measurements. Based on this, we can infer that, for most VLPs, Gag processing is
delayed with respect to viral assembly and occurred beyond the period of observation in our

SPT experiments.

4.3. Additional information: the particle tracking approach

Two particle tracking approaches were adopted in this study: a wavelet tracking approach
developed in-house [85] (described in Chapter 3.4.1), and the Autoregressive Motion algorithm
in the spot detection module of Imaris (Bitplane AG, Zurich, Switzerland). The wavelet
tracking approach was initially applied to tracking virus particles in vitro. The Imaris algorithm
was used to identify traces for the analysis of assembly and maturation kinetics, as it could
apply a semi-automatic filter for traces that showed the appropriate intensity characteristics of
nascent assembly sites. However, the overall Imaris tracking process was relatively time
consuming and there was a possibility that the small number of control traces (LPV+) caused
us to miss potential Gag processing events. We therefore applied the wavelet tracking approach
to the live-cell data to generate additional traces to confirm the lack of maturation traces in

LPV-treated cells.
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The wavelet tracking algorithm performs an a trous wavelet decomposition on each image to
denoise the fluorescence signal before detection of the VLPs by thresholding. The 3" wavelet
plane (K = 3) was used for particle detection as the spot size corresponded well to the size of
the VLPs. The thresholded binary image was passed to the MATLAB function regionprops to
extract information about the spot, including its intensity, eccentricity, and centroid. A filter
was then applied to remove spots that do not fall under the specified intensity or eccentricity

thresholds.

The centroid positions of the detected spots were used for the next step, particle linking. This
was done over two stages. The first pass linked detected spots on each frame with those on the
subsequent frame using the Hungarian algorithm [97, 98]. The second pass performed end-to-
end joining for tracks generated by the first pass, where the end of each track was linked to the
start of another track, provided the two ends were within the user-defined distance (< 5 pixels)
and frame-skip (< 5 frames) thresholds. The tracks were then filtered so that only those of a
sufficient length (> 30 frames) were selected for further analysis. The pixel positions of the
generated tracks were used to extract the particle-wise phasor information using an intensity-

weighted average.

Outlook

In this project, we showed that the fluorescence lifetime of eCFP can be used in conjunction
with SPT to detect Gag processing in an asynchronous virus population in a live-cell
environment. Our approach can potentially be combined with other imaging and cell culture
techniques. It is possible that FLIM in a microfluidic system can give a better picture of the
overall kinetics of Gag processing post-release. Imaging particles at different distances from
the cells in a microfluidic chamber where there is constant flow of the buffer in one direction
would, in theory, provide a snapshot of their maturation status at the corresponding time-lags

after release. Alternatively, a spheroid cell culture system could be used to trap the released
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particles and thus allow the tracking algorithm to follow them over a longer period of time. As
fluorescence lifetime is sensitive to a wide range of physical properties, our approach of
combining SPT with FLIM also has the potential for broader applications in studying other

viral processes in addition to protease cascades.
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5.  Quantitative FRET measurements in live-cells

This project aims to adapt the analytical methods of single molecule FRET studies to live-cell
imaging to facilitate the comparison of FRET efficiency values from datasets generated by
different instruments in different laboratories. It defines the necessary correction factors for
quantitative FRET imaging and establishes a single-step calibration method for obtaining these
correction factors. To prove that the obtained FRET efficiencies are comparable between
different setups, I performed quantitative live-cell imaging with widefield microscopy to
provide independently acquired data for comparison against the data from the primary authors.

The published paper is included in Appendix II.

QuanTI-FRET: a framework for quantitative FRET measurements in living cells by
Alexis Coullomb, Cécile M. Bidan, Chen Qian, Fabian Wehnekamp, Christiane Oddou,

Corinne Albiges-Rizo, Don. C. Lamb and Aurélie Dupont. Sci Rep 10, 6504 (2020).

5.1. Motivation and Key Results

The development of FRET-based biosensors, along with advances in optics, has enabled the
observation of biochemical activity in living cells with high spatial and temporal resolution.
Two main approaches exist for measuring FRET in biological specimens. The first is based on
measuring fluorescence intensity and the second is based on measuring the donor fluorescence
lifetime. While fluorescence lifetime measurements are generally quantitative and relatively
straightforward to calibrate, they require sophisticated instrumentation and analysis [118].
Among intensity-based methods for measuring FRET, the most widely applied strategy for
quantitative FRET imaging in live-cells is sensitized acceptor emission, in which the
fluorescence of the acceptor is measured after donor excitation and the FRET efficiency is
calculated as the ratio of acceptor emission as a result of FRET to the sum of donor and acceptor

emissions after donor excitation. However, the collected fluorescence intensity is heavily
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affected by instrumentation — the excitation wavelength and power, the filters used, the camera
sensitivity, and so on can all affect the detected fluorescence intensity and therefore the
calculated FRET efficiency. Numerous approaches have been developed to correct for them
[119, 120]. In particular, the 3-cube strategy [119] was widely adopted to allow the correction
for spectral crosstalk in the form of donor emission bleedthrough in the acceptor channel and
direct excitation of the acceptor by the donor excitation light source. Despite this, the apparent
FRET index varies with fluorophore concentration and direct comparison of independently
obtained FRET values remains difficult even after normalization [121]. A number of other
factors make FRET particularly challenging for fluorescent protein pairs, which are commonly
used for live-cell FRET measurements. For example, some fluorescent proteins, such as
mCherry, exhibit inefficient protein maturation leading to dark states [122, 123]. Fluorescent
proteins also have inherently low FRET efficiency due to their relatively large size - the
minimum center-to-center distance is ~5 nm for two fluorescent proteins, which is on par with
the Forster radius of most fluorescent protein pairs used for FRET measurements. Fluorescent
proteins also generally have much poorer brightness and photostability compared to organic
dyes. Experimental determination of the correction factors pose further challenges as existing
methods require known FRET efficiency [124], known concentration [125], or additional

experiments using acceptor photobleaching [120].

In this work, the theory of single-molecule FRET studies [34] was adapted to live-cell imaging.
The method, known as Quantitative Three-Image FRET (QuanTI-FRET), can determine all
necessary correction factors after measuring at least 2 samples with known stoichiometry and
varying FRET efficiencies. This can be achieved directly on the sample of interest or through
the use of FRET standards. The stoichiometry additionally acts as an indicator for data quality,
where pixels that deviate from the expected stoichiometry can be discarded. Two sets of

independently acquired live-cell imaging data were analyzed using QuanTI-FRET and the
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results were compared to confirm the quantitative, instrument-independent nature of the
method. I generated a second dataset (dataset [B]) for comparison against the primary dataset
(dataset [A]) using independently acquired expression plasmids and separately cultured cell
lines and imaging on a microscope with different instrumentation compared to the one used for

dataset [A].

In the three-cube imaging approach, the sample sequentially illuminated at the donor and
acceptor excitation wavelengths and the emission is split into two camera channels (Figure

5.1A). This results in the collection of four images:
Ipp: intensity in the donor channel after excitation at the donor wavelength.
Ip4: intensity in acceptor channel after excitation at the donor wavelength.
144: intensity in acceptor channel after excitation at the acceptor wavelength.
Lyp: intensity in donor channel after excitation at the acceptor wavelength.

Lyp 1s discarded as it generally contains no relevant information. /p4 contains the FRET signal
but it must be corrected for contributions from bleedthrough (or spectral crosstalk) and direct

excitation:

IB%TT = IDA—OIBTIDD _6DEIAA (48)
The correction factors for bleedthrough o’ and direct excitation 6”* can be determined by
measuring donor-only and acceptor-only cells.

The corrected FRET efficiency, E, and stoichiometry, S, can be written as:

ICOT'T'
= corr 24 M (49)
Ipy " +v"Ipp
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. Ig?qrr + }’MIDD (50)
IS+ Mo + 44/ g

where yM is the correction factor for the differences in detection efficiencies and ¥ is correction

factor for the excitation efficiencies.

To determine Y and ¥, Equation (50) can be rewritten as

BXyMipp + BXIFYT = EIAA (D

which is the equation of a plane in the 3D space with Ipp, 5% "and L4 as the principle axes.
Therefore, one could obtain y* and p¥ by fitting experimental data with known stoichiometry
(Figure 5.1B). A sample with one FRET efficiency £ will form a straight line in the 3D space,
so a minimum of two samples with sufficiently different FRET efficiencies are required to
determine the correction factors. For this work, three FRET standards consisting of a pair of
fluorescent proteins Cerulean (donor) and Venus (acceptor) separated by an amino acid linker
sequence of varying length were used for calibration. The standard samples used were C5V,

C17V and C32V [125, 126], which contained a linker of 5, 17 and 32 amino acids respectively,

were used. FRET efficiency was expected to decrease as the linker length increases.
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Figure 5.1. The QuanTI-FRET approach. (A) Schematic illustration of the widefield fluorescence
microscopy setup used for image acquisition. A set of three images are acquired: donor emission after
donor excitation (/pp), acceptor emission after donor excitation (/p4), acceptor emission after acceptor
excitation (Ipp). The fourth channel, donor emission after acceptor excitation (Z4p) is discarded as it
contains no relevant information. (B) A scatter plot of all pixel values from all cells imaged in dataset
[A]. The three FRET standards form three distinct lines parallel to the plane defined by y and p* (grey)
Inset: in-plane view of the same plot.

The FRET efficiencies obtained from the two independently acquired datasets, one from the
primary authors of the paper (dataset [A]) and the other from the author of this thesis (dataset
[B]), were in good agreement (Table 5.1). The crosstalk correction factors are close and reflect
the same fluorophore pair and similar filter sets used. The difference between ¥ and y™ are
larger, which are expected given the different illumination intensities and detection efficiencies

of the two different setups.

Table 5.1. Comparison of correction factors and FRET efficiencies (in percentages) obtained by
QuanTI-FRET method in two independently acquired datasets. For dataset [A], n = 10 cells for a®’,
12 cells for 6°%, 26 cells for C5V, 25 cells for C17V, 27 cells for C32V. For dataset [B], n = 12 cells
for a®”, 12 cells for 6%, 10 cells for C5V, 12 cells for C17V and 12 cells for C32V.

a®f? oPE BX M cs5v C17V C32v

Dataset [A] [0.421 +0.002|0.1100 + 0.0008|1.167 = 0.008 |2.10 + 0.02{50.3 +0.4 [41.7+0.8 |35.1+£0.8

Dataset [B] [0.467 +0.001/0.101 £0.003 |2.03 £0.07 1.35+0.07/50.2+ 1.7 [43.0+1.6 |[329+1.5
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The definitions of FRET efficiency and stoichiometry used here are mathematically equivalent
to those previously introduced by Chen et al. [127] (y™ = G and B%X = 1/(G - k)) and Lee et
al. [34] (y™ = y and BX = B). Therefore, the robustness of QuanTI-FRET was compared to
these two methods. In Chen et al., ¥ (or G) was determined from two constructs with defined
and well-separated FRET efficiencies. The second parameter k£ was calculated from a FRET
standard with known stoichiometry in combination with G determined in the first step. For Lee
et al., the raw FRET efficiency E . and stoichiometry Srw are calculated with only spectral
crosstalk corrections. The linear relationship between 1/ Sraw and E, was fitted to obtain y and
. When analyzing dataset [A], both methods yielded similar results to QuanTI-FRET. Chen e¢
al. produced similar correction factors and FRET efficiencies to QuanTI-FRET. Lee ef al., on
the other hand, produced similar correction factors but the resulting FRET efficiencies were
systematically lower than those produced by QuanTI-FRET by 3%. However, analysis of
dataset [B] saw Chen et al. producing different correction factors from QuanTI-FRET: G =
3.63 £ 1 compared to y = 1.35 + 0.07 and 1/(G-k) = 1.02 £ 7 compared to f¥=2.03 + 0.07.
This yielded FRET probabilities that deviated from the expected values by 30%, 24% and 16%
for C5V, C17V, and C32V respectively. The two-step calibration approach of Chen et al.
appeared to be less robust when dealing with the smaller and less homogenous dataset [B],
which had less cell-containing pixels for the calibration. Analysis of dataset [B] with the Lee
et al. method also yielded FRET values that are lower by 8% compared to those obtained from
QuanTI-FRET. Overall, it appears that the three methods can produce quantitative FRET
efficiencies that are in good agreement with each other when dealing with ideal, homogenous
data but only QuanTI-FRET produced consistent results when presented with a smaller and

less homogenous dataset.
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5.2. Outlook

QuanTI-FRET establishes a new framework for quantitative FRET imaging in live-cells that
produces consistent results across two independently collected datasets in different microscopy
systems. Although the microscopes used to produce the datasets seen here are relatively
sophisticated, the imaging requirements can in principle be fulfilled on a simple multi-channel
epifluorescence microscope. The calibration requirements are relatively simple, requiring
measurements of donor-only, acceptor-only, and a minimum of two FRET samples with known
stoichiometry and well-separated FRET efficiencies. The approach of obtaining correction
factors by fitting a plane through the plotted pixel intensities is also straightforward and
remains consistent even when dealing with inhomogeneous and limited calibration data.
Overall, the method promises a widely applicable, robust and quantitative approach to

performing live-cell FRET analysis.
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6. Detection of CXCR4 and US28 heteromerization with Image

Cross-Correlation Spectroscopy

Oligomerization of G-protein coupled receptors (GPCRs) have been reported to regulate ligand
binding, signaling and receptor trafficking. The human cytomegalovirus (HCMV) encode viral
GPCRs that interfere with cell signaling to facilitate the spread of the virus. Here, I determined
the oligomerization between the human cytokine receptor CXCR4 and the HCMV-encoded

GPCR US28 with image cross-correlation spectroscopy (ICCS).

6.1. Motivation and Introduction

GPCRs are the largest group of membrane receptors in eukaryotic cells and are involved in a
diverse range of cellular functions. Structurally, they consist of 7 transmembrane a-helices
(Figure 6.1). As the name implies, GPCRs interact with G proteins in the plasma membrane.
Ligand binding to the receptor triggers a conformational change which subsequently activates

the associated G protein. The activated G protein can then activate further downstream

signaling pathways.

Figure 6.1. X-ray crystal structure of the human chemokine receptor CXCR4, a member of the GPCR
family (PDB ID: 30DU) [128]. The protein exists as a homodimer. (A) Side view showing the
transmembrane helixes 1 to 7 colored red, orange, yellow, green, cyan, blue and magenta in that order.
(B) Top view with labels indicating the position of each helix. Helices 4 and 5 form the dimerization
interface.
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Certain herpesviruses, such as HCMV, Epstein-Barr virus (EBV) and Kaposi’s sarcoma
associated herpesvirus (KSHV) express viral GPCRs [129, 130]. These GPCRs resemble
human GPCRs in structure and function and are likely to have been derived from homologues
within the human genome. Having acquired certain unique properties, such as constitutive
activity and the ability to bind a wide range of human chemokines, these viral GPCRs are able
to interfere with host cell signaling for the benefit of the virus, aiding in immune evasion and
viral dissemination [131]. HCMV-encodes four GPCRs US28, US27, UL33 and UL78, of
which US28 is the best characterized. US28 is constitutively active and binds a wide range of
chemokines [132]. By doing so, it competes with human chemokine receptors for chemokine
binding and potentially reduces immune responses at the site of inflammation [133]. The
constitutive activity of US28 may also modulate intracellular signaling to aid in virus
replication. One of its downstream effects is the activation of the HCMV immediate-early
promoter/enhancer [134]. Additionally, US28 can act as a HIV coreceptor in certain cell types

[135-138].

The human chemokine receptor CXCR4 is a promising target for manipulation by HCMV-
encoded GPCRs as it is expressed on the target cells of HCMV infection [139]. CXCR4
activation is associated with cell migration and proliferation of non-hematopoietic cells [140].
It is also the principal HIV-1 entry coreceptor [141-144]. CXCR4 has been shown to form
homodimers (Figure 6.1) [128, 145, 146] as well as various heterodimers [147, 148]. A study
of US28 and CXCR4 by Frank et al. [149] showed that US28 attenuated CXCR4 receptor
function and surface expression, but failed to conclusively show heteromerization between the
two GPCRs using bioluminescence complementation (BiLC) and bioluminescence energy
transfer (BRET) assays. These assays involved the use of Renilla luciferase to detect protein-
protein interactions. In BiLC, the proteins-of-interest are tagged with split fragments of

luciferase. Upon interaction of the tagged proteins, the luciferase fragments combine to form a
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functional luciferase, whose chemiluminescence can be measured [150, 151]. BRET involves
a process similar to FRET, except the donor molecule is luciferase, a chemiluminescent
molecule, rather than fluorophore. The acceptor is a fluorescent protein (YFP or GFP) [152].
Emission in the acceptor channel upon luciferase activation indicates binding between the two
labeled species. For Frank et al., BiLC suggested a weak interaction between US28 and
CXCR4, but BRET did not detect an interaction [149]. However, it remains unclear if these
assays are sensitive enough to detect an interaction between US28 and CXCR4, especially

when it is in competition with the homodimerization of CXCRA4.

Here, I measured the interaction between CXCR4 and US28 using ICCS. I optimized the
exposure scheme for ICCS on a home-built TIRF microscope. Using this exposure scheme, I
imaged the ventral plasma membrane of HEK293T cells expressing various combinations of
GFP- or mCherry tagged CXCR4 and US28. ICCS analysis confirmed the homo-dimerization

of CXCR4 as well as the heteromerization of US28 and CXCRA4.

6.2. Key results

6.2.1. Optimization of exposure scheme for ICCS

In ICCS, images from two fluorescence channels are spatially cross-correlated. Interaction
between two differently labeled species results in a non-vanishing cross-correlation amplitude.
To avoid cross-correlation of the signals due to spectral crosstalk, the laser excitations must be
alternated to obtain crosstalk-free images in both channels. This is achieved through ALEX on
the millisecond timescale and a typical excitation/exposure scheme is shown in Figure 6.2A
(top panel). However, ALEX was initially created for single-molecule FRET studies [33-35]
and consequently both cameras are triggered together each time either one of the lasers are
activated. This introduces a delay between the green and red exposures due to the time it takes

for 1) the exposure in a channel to complete and ii) the camera to readout the image recorded
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on its sensor. This delay decreases the spatial cross-correlation amplitude as the labeled species
would move during this period. This was undesirable, especially since there were already other
factors at play which would limit the potential cross-correlation amplitude, such as the
potentially weak interaction between US28 and CXCR4, competition from CXCR4
homodimerization, as well as incomplete maturation of mCherry leading to a fraction of the
labeled species existing in a dark state [123]. Therefore, to improve the sensitivity of ICCS, the

time delay between the exposures in each color channel must be minimized.

To avoid crosstalk, the exposure in each channel to be completed before the exposure in the
other channel can begin, so the green-red delay due to the exposure time of each frame is
unavoidable. However, the delay introduced by the camera readout can be reduced. The Andor
EMCCD cameras used in this project (see Section 6.4.3) feature a frame-transfer mode [153]
in which, instead of directly reading out the charge from the sensor area, the accumulated
charge on the sensor is rapidly shifted to a masked storage region that is then read out by the
camera. This masked region therefore acts as a buffer, allowing the sensor to be cleared of
accumulated charges and readied for the next exposure in a few milliseconds instead of having
to wait for the readout to complete, which takes ~30 ms for a full-sized 512-by-512 pixel image.
However, in this mode the minimum exposure time or repetition rate is still limited to the
readout rate, as the camera must wait for the readout of the buffer region (the previous frame)

to complete before transferring charges from the sensor region (the current frame).

We therefore created a modified ALEX scheme specifically optimized for ICCS. Unlike typical
ALEX, the green and red cameras are not simultaneously exposed when either laser is triggered.
Rather, the exposure of each camera was synchronized to its respective laser, so that the red
laser and camera was triggered immediately after the green camera exposure was complete
(Figure 6.2A). An additional delay was introduced between frames to allow for camera readout
to be completed. This scheme allowed an arbitrarily low delay (as low as the green exposure
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time) between the green and red exposures to be achieved. Unlike ALEX with frame-transfer
mode, arbitrarily low exposure times can be used regardless of the image size. The reduction

in green-red delay improves the normalized cross-correlation amplitude (Figure 6.2B).

A Typical ALEX (no frame transfer): B
Laser, Laser, Laser, Laser, 0.6
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Figure 6.2. Optimization of the excitation scheme for ICCS. (A) Excitation and exposure schemes for
typical ALEX (fop) and the modified exposure scheme (bottom). For ALEX, the minimum delay
between green and red exposures is the sum of the exposure time and readout time. In the modified
scheme, red exposure begins immediately after green exposure is finished, without waiting for the
readout of the green camera to finish. (B) Mean and SEM of the normalized spatial cross-correlation
amplitude of HEK293T cells transfected with palm-GFP-mCherry at different exposure times using the
modified excitation scheme. The spatial cross-correlation amplitude (Gecr) was normalized against the
spatial auto-correlation amplitudes in green (Gg 4cr) or red (Gy.4cr). n = 4 cells.

6.2.2. Detection of CXCR4 homo- and heteromerization using ICCS

To detect CXCR4 homo- and heteromerization, I performed ICCS on TIRF images of
HEK293T cells co-expressing various combinations of CXCR4-GFP, CXCR4-mCherry US28-
GFP and US28 mCherry fusion proteins. The cells were imaged at 37°C in Fluorobrite DMEM
(Invitrogen). The cells co-transfected with CD86-GFP and CD86-mCherry were used as the
negative control, as the protein is known to exist as a monomer [154, 155]. Cells transfected
with palm-GFP-mCherry were used as the positive control. An example of each type of
transfected cell is shown in Figure 6.3A. The fraction of the red and green fluorescent species
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involved in cross-correlation was calculated by normalizing the SCCF amplitude (Gccr)
against the SACF amplitude in green (Ggucr, Figure 6.3B) and red (G 4cr, Figure 6.3C)
respectively (see equation (20), Chapter 3.1.2). Note that this was only done to account for
variations in the expression levels of the GFP- and mCherry-tagged species across different
cells and repeats. Quantification of the actual fraction of bound species would require knowing
the relative fractions of the fluorescent and dark states of the fluorescent proteins [64],
particularly that of mCherry, which is known to exhibit a dark state due inefficient maturation
[123]. Determination of the fraction of the dark state was not feasible with our experimental
setup, but the normalizations nevertheless facilitate comparisons across the different

combinations of proteins.

A positive SCCF amplitude could be detected on cells co-transfected with CXCR4-
GFP/CXCR4-mCherry, which confirmed its existence as a homodimer (Figure 6.3B and C).
The negative control CD86-GFP/CD86-mCherry showed no detectable cross-correlation,
suggesting that the image post-processing prior to ICS analysis (see Chapter 6.4.4) were
effective. The positive control palm-GFP-mCherry showed a much higher amplitude. This is
not surprising, as the control consisted of a covalently linked GFP-mCherry pair, while the
CXCR4-GFP/CXCR4-mCherry homodimerization would inevitably be in competition against
same-color homodimers (CXCR4-GFP/CXCR4-GFP and CXCR4-mCherry/CXCR4-
mCherry). The calculation fraction of interacting species is much lower than 1 in all cases,
including the positive control, which is expected due to incomplete maturation of mCherry and

the green-red camera delay as discussed in the previous section.
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Figure 6.3. CXCR4 homo- and heteromerization detected by ICCS. (A) Examples of HEK293T cells
transfected with (from top to bottom) palm-GFP-mCherry, CD86-GFP/CD86-mCherry, CXCR4-
GFP/CXCR4-mCherry, CXCR4-GFP/US28-mCherry and US28-GFP/CXCR4-mCherry. For each
example, (from left to right) the composite color image of the cell, the SACF in green (GFP), the SACF
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in red (mCherry), and the SCCF are shown. (B) and (C) Plots of the mean and SEM of the spatial cross-
correlation amplitude (Gccr) normalized against the spatial auto-correlation amplitudes in (B) green
(Ggucr) or (C) red (Grucr). n = 16 for CD86-GFP/CD86-mCherry, 25 for palm-GFP-mCherry, 24 for
CXCR4-GFP/CXCR4-mCherry, 25 for CXCR4-GFP/US28-mCherry, 21 for US28-GFP/CXCR4-
mCherry, 8 for CD86-GFP/US28-mCherry and 8 for US28-GFP/CD86-mCherry. Dunnett’s
comparison test were performed between each protein pair involving at least one CXCR4 and the
negative controls involving at least one CD86 (ns: p > 0.05; *: p < 0.05; **: p <0.01; ***: p <0.001;
*EEE p <0.0001).

Cells co-transfected with US28-GFP/CXCR4-mCherry and CXCR4-GFP/US28-mCherry also
showed an average normalized SCCF amplitude that was significantly higher than the negative
control CD86-GFP/CD86-mCherry (p < 0.0001) as well as the additional controls pairing
US28 with CD86 (p values range from p < 0.001 to p < 0.05 depending on the datasets
compared). This suggests that US28 shows preferential binding to CXCR4 compared to the
control partner CD86. The fraction of bound CXCR4 was comparable between US28-
GFP/CXCR4-mCherry and CXCR4-GFP/CXCR4-mCherry homodimerization pair (p > 0.05,
Figure 6.3B). For the reciprocal case of CXCR4-GFP/US28-mCherry, the average fraction of
bound CXCR4 exceeded that of the CXCR4-GFP/CXCR4-mCherry (p < 0.01, Figure 6.3C).
These results suggest that US28 is acting in competition against CXCR4 homodimerization,

and has equivalent or higher binding affinity to CXCR4 than the homodimerization reaction.

6.3. Outlook

In this study, ICCS was used to perform interaction studies for viral and human GPCRs in the
membrane of living cells. Despite the inherent inhomogeneity in the image data of membrane
proteins, the image correction methods adapted from ARICS proved effective in removing
correlation artefacts while preserving real interactions, as seen in the consistency of the results
for the negative and positive controls. We were also able to detect CXCR4 homodimerization,
which is consistent with the established literature for this protein [128, 145, 146]. In addition,
our results also show that the viral GPCR US28 binds to CXCR4 in competition against the
homodimerization reaction of the human GPCR. These results contradict the previous

conclusions by Frank ef al. that US28 does not directly bind to CXCR4 based on BRET assays
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[145]. However, as the remainder of our results are consistent with the available literature, we
argue that our data, obtained by direct imaging of individual living cells, are more likely to
reflect the actual behavior of US28 than the bulk measurements by Frank et al. Our results are
also more consistent with the track record of US28 in its prolific binding with other human
chemokines [132]. ICCS here proves itself to be a capable technique for detecting protein
interactions in situ. The image acquisition and processing techniques developed here are also

widely applicable to other interaction studies, particularly those involving membrane proteins.

6.4. Methods

6.4.1. Plasmids

The palm-GFP-mCherry plasmid was created by subcloning the palmitoylation sequence of
p63RhoGEF (coding sequence for amino acids 1-29) [156] into the Agel site of the peGFP-
mCherry plasmid, which was previously reported [31] and based on peGFP-C1 (Clontech,
France). The CXCR4-GFP, CXCR4-mCherry, CD86-GFP, CD86-mCherry, US28-GFP and
US28-mCherry fusion protein expression plasmids were based on the pcDNAS backbone and

provided by Nuska Tschammer.

6.4.2. Cell culture and transfection

HEK 293T cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM GlutaMAX;
Gibco) supplemented with 10 % fetal bovine serum (FCS; Thermo Fisher Scientific). Cells
were seeded on Labtek II slides (Thermo Fisher Scientific) coated with poly-L-lysine at a
density of 3 x 10* cells per well in 400 pl culture media 24 h prior to transfection. Xtreme-
Gene 9 transfection reagent (Roche) was used for transfection according to the manufacturer’s
protocol. 20 ng of plasmid DNA was transfected for palm-GFP-mCherry and 100 ng for the

CXCR4 constructs. For co-transfections a total of 200 ng of plasmid DNA was used per well
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at a 1:1 ratio. At 20-24 hpt, the culture media was replaced with FluoroBrite DMEM and the

slides were transferred to the microscope for imaging.

6.4.3. Fluorescence imaging for ICCS

Images were acquired on a Nikon Eclipse Ti microscope with home-built excitation and
detection pathways. A 100x oil immersion objective (Apo-TIRF 100x Oil/NA 1.49, Nikon)
was used for all measurements. Samples were excited with 488 nm (MLD, Cobolt) and 561 nm
(Jive, Cobolt) diode lasers coupled to an AOTF (PCAOM LFVISS, Gooch & Housego)
controlled by a FPGA unit (cRIO-9074, National Instruments). The fluorescence emission was
separated from excitation pathway with a triple line 488/561/642 beamsplitter. The donor and
acceptor emission were separated using an additional 561 longpass beamsplitter and were then
spectrally filtered using 525/50 and 630/69 bandpass filters respectively before being detected
on separate EMCCD cameras (DU-897, Andor). The camera exposure was synchronized to
laser excitation through the FPGA unit and a self-written Labview program. The samples were
excited for 20 ms at 488 nm followed immediately by 20 ms at 594 nm. An additional 40 ms
delay was introduced between frames to allow camera readout to be completed. 300 frames

were acquired in each color for each cell.

6.4.4. Image post-processing for ICCS

Cell membranes contain inherent inhomogeneity, which create artefacts on correlation
functions. To minimize artefacts introduced by cellular inhomogeneity in the image, I adapted
the ARICS approach (Chapter 3.2.3) to ICS. A 20-frame moving average correction was
applied to remove relatively static structures in the image. In addition, a per-frame intensity
threshold was applied to exclude the background as well as particularly bright or dark spots in
the image of the cell. The frame range of 20 used for the moving average was larger than that

of ARICS (typically 3) as the frame rate in these experiments (60 ms per frame) are much faster
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than that of typical CLSM frame rates (around 1 s per frame). In theory, what remains are the
dynamic, fast fluctuations in the fluorescence signal as a result of diffusion or other dynamic
processes (Figure 6.4). The post-processing and correlation spectroscopy was performed using
the Microtime Image Analysis (MIA) module of the software package PIE analysis with

MATLAB (PAM) [157].
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Figure 6.4. Effect of corrections on the SACF of the mCherry channel in a cell transfected with palm-
GFP-mCherry.
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7. Measuring histone diffusion in live mouse embryos using

RICS

This project studies the phase separation of mouse heterochromatin in the early stages of
mammalian embryogenesis. Together with Manuel Guthmann and Irene Gialdini, I performed
live-cell imaging on fertilized mouse embryos at the 2-cell stage. Using ARICS analysis, we
extracted the diffusion coefficient and concentration of histone H3.1 inside and outside
pericentromeric heterochromatin, which was identified by tagging and imaging in a second

color channel simultaneously. A copy of the submitted manuscript is included in Appendix III.

A phase transition accompanies heterochromatin formation in mouse embryos by Manuel
Guthmann, Chen Qian, Irene Gialdini, Tsunetoshi Nakatani, Andreas Ettinger, Igor
Kukhtevich, Robert Schneider, Don C. Lamb, Adam Burton & Maria-Elena Torres-Padilla.

Manuscript submitted for publication. (2021)

7.1.  Motivation and Key Results

The majority of eukaryotic genomes exist in the form of heterochromatin, a highly compacted
structure that suppresses the expression and mutational potential of the genetic sequences
within. In mammals, heterochromatin formation at pericentromeric regions of the
chromosomes is accompanied by a spatial reorganization into domains containing multiple
chromosomes, known as chromocenters. The major satellite repeats that constitute the
pericentromeric heterochromatin in mice undergo a dramatic remodelling in their shape and
nuclear positioning during the 2-cell stage, changing from a ring-like configuration around the
nucleoli precursors into spherical chromocenters [158-160]. This organization persists

subsequently throughout development and differentiation.

While several molecular pathways are known to contribute to heterochromatin formation, the

potential contributions of its biophysical properties to this process is unknown. In Drosophila
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embryos, heterochromatin displays condensation behavior via liquid-liquid phase separation
(LLPS) [161]. Whether mammalian heterochromatin displays similar properties has been
debated [162-165]. In mouse embryos, the changes in the shape of heterochromatin during the
formation of chromocenters result in the formation of spherical domains that are characteristic
of LLPS. We thus sought to quantify the biophysical properties of pericentromeric chromatin

after fertilization.

As part of the study, RICS was employed to measure the concentration and diffusion
coefficients of histone H3.1, which is a component of pericentromeric chromatin [166]. Phase
separation of embryonic heterochromatin should result in a distinct change in H3.1
concentration and diffusion coefficient within pericentromeric chromatin compared to the
surrounding nucleoplasm [161, 167]. To distinguish pericentromeric chromatin from the
surrounding nucleoplasm, TALE-MajSat-mClover was co-expressed with SNAP-H3.1 in 2-
cell stage mouse embryos. SNAP-Cell 647-SiR (NEB) was used to label SNAP-H3.1 prior to
imaging with CLSM. TALE-MajSat-mClover bound to the major satellite repeats (MajSat) in
heterochromatin and provided a means of delimiting the heterochromatin domains using an
intensity threshold (Figure 7.1A). The resulting masks were then used for the ARICS analysis
of SNAP-H3.1 in the respective regions. We found that the SNAP-H3.1 diffusion coefficient
is lower in the heterochromatin domain compared to the nucleoplasm (Figure 7.1B) and its
concentration was higher inside the heterochromatin domain (Figure 7.1C). These results

support the idea of pericentromeric heterochromatin being a phase-separated domain.
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Figure 7.1. RICS analysis of histone H3.1 in 2-cell mouse embryos. (A) An example of the RICS
analysis procedure on images of a mouse embryo. An exclusion mask (red overlay) was generated by
intensity thresholding in the mClover channel (left column) and applied to the H3.1 channel (right
column) for arbitrary-region RICS. Plots of the corresponding SACFs in the respective image regions
and the fitted free-diffusion function are shown on the right. Violin plots of (B) SNAP-H3.1 diffusion
coefficient and (C) concentration in the nucleoplasm and pericentromeric heterochromatin (MajSat)
regions at the 2-cell stage. Horizontal lines indicate the 25", 50™ and 75™ percentiles in the violin plots.
n = 54 cells. Statistical analysis was performed using the two-sided Mann—Whitney U-test (***: p <
0.001).

The RICS data is also consistent with fluorescence recovery after photobleaching (FRAP)
experiments conducted by our collaboration partners. Here, H3.1 showed slower recovery
kinetics inside the pericentromeric heterochromatin region compared to the nucleoplasm,
despite there being a similar mobile fraction of H3.1 in both regions. In combination with the
RICS data, this suggested that embryonic heterochromatin forms a liquid phase-separated

domain in the early stages of embryonic development.
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7.2. Outlook

The study provided novel insights into chromatin organization in the early stages of
embryogenesis. Arbitrary-region RICS provided a means to directly observe and quantify the
diffusion and concentration of labelled histone H3.1 inside the nuclei of living mouse embryos,
thereby giving information about the surrounding liquid environment with high spatial
resolution. This observation would be otherwise difficult or impossible to achieve with other

biochemical methods.
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8. Summary and Conclusion

The central theme of this thesis is the application of quantitative fluorescence microscopy to
follow dynamic processes in living cells. Living cells present a significant challenge for
quantitative imaging in general, as the noisy, inhomogeneous and highly variable cellular
background often masks the objects and signals that one is interested in. In addition, to reduce
the effects of phototoxicity and photobleaching, live-cell fluorescence imaging is often
performed with lower laser powers compared to in vitro equivalents, especially when imaging
the same sample over extended periods of time. This reduces the signal-to-noise and a fine

balance must be achieved to meet the requirements of both the cells and the methodology.

As a result of the complexities in live-cell imaging, we are often required to computationally
process the images to extract the relevant regions for analysis. This is a common theme through
all the projects in this thesis. In Chapter 4, I used a combination of FLIM and SPT to follow
Gag processing and rearrangement in individual HIV-1 particles. It was necessary to track the
HIV-1 assembly sites and nascent particles before extracting the fluorescence lifetime from the
corresponding positions in the lifetime images. This gave us information about the behavior of
individual particles as they journeyed through the various stages of assembly and release.
Compared to the in vitro imaging of HIV-1 particles in the same project, where populations of
mature and immature viruses were easily distinguishable, the live-cell experiments carried an
additional layer of complexity. However, it was only through the live-cell experiments that we
were able to obtain information regarding the timing and dynamics of Gag processing and

rearrangement in an asynchronous virus population.

In Chapter 5, I helped to develop a method for quantitative FRET measurements in live-cells.
The plethora of processing and corrections necessary for FRET quantification, as well as the

additional complexities introduced by imaging fluorescent proteins in live-cells, make the
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comparison of results across different experiments, instruments, and laboratories difficult. A
number of methods have been proposed to quantify FRET in live-cell imaging experiments,
but there is no consensus on which method produces FRET efficiencies that are comparable
across different instruments. By adapting the theory of single-molecule FRET studies, where a
consensus exists on the method of correction, we introduced a FRET quantification method
that has simple instrumentation and calibration requirements, is robust, and produces FRET

efficiencies that are comparable across different setups.

In Chapters 6 and 7, ICS and RICS were used respectively for the analysis of live-cell images.
In Chapter 6, I adapted previously established correction methods for ARICS to ICS, applying
a moving average subtraction to remove static structures in the images as well as intensity
thresholds to restrict the analysis to only the regions of interest. With this, I was able to measure
the homodimerization of the human GPCR CXCR4 as well as its interaction with the viral
GPCR US28. In particular, previous bulk biochemical assays failed to detect any interaction
between US28 and CXCR4, but ICCS provided unambiguous proof that such an interaction
exists in a live-cell environment. In Chapter 7, ARICS was applied to study histone diffusion
in mouse embryos. The ability to segment the image by applying intensity thresholds in one
channel and performing RICS on the resulting arbitrarily-shaped regions in a second channel
was particularly useful here. It allowed us to identify the different diffusion behaviors of
histones in- and outside of the heterochromatin regions, supporting the conclusion that

embryonic heterochromatin is in a liquid phase-separated domain.

In summary, this thesis highlights the power of fluorescence microscopy in studying dynamic
cellular processes and addresses some of the challenges posed by the complexities of a live-
cell environment. Advanced fluorescence microscopy methods such as FLIM and RICS are
combined with computational image processing and segmentation to extract quantitative
information about the dynamic behavior of viruses and proteins in a wide range of cellular

82



environments. As fluorescence technologies continue to develop alongside new biological and
biochemical tools, fluorescence microscopy will no doubt continue to provide important and

unique insights into the internal working of cells and viruses.
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Abstract: The viral polyprotein Gag plays a central role for HIV-1 assembly, release and maturation.
Proteolytic processing of Gag by the viral protease is essential for the structural rearrangements
that mark the transition from immature to mature, infectious viruses. The timing and kinetics of
Gag processing are not fully understood. Here, fluorescence lifetime imaging microscopy and single
virus tracking are used to follow Gag processing in nascent HIV-1 particles in situ. Using a Gag
polyprotein labelled internally with eCFP, we show that proteolytic release of the fluorophore from
Gag is accompanied by an increase in its fluorescence lifetime. By tracking nascent virus particles in
situ and analyzing the intensity and fluorescence lifetime of individual traces, we detect proteolytic
cleavage of eCFP from Gag in a subset (6.5%) of viral particles. This suggests that for the majority of
VLPs, Gag processing occurs with a delay after particle assembly.

Keywords: HIV; maturation; gag processing; fluorescence lifetime; single virus tracking

1. Introduction

Assembly, release and maturation are critical steps in the late phase of the HIV-1
replication cycle. The viral structural polyprotein Gag plays an important role throughout
the entire process. Independently folded domains of Gag are required for membrane
targeting (matrix, MA), protein-protein interactions (capsid, CA), packaging of the viral
RNA genome (nucleocapsid, NC), and recruitment of ESCRT machinery components that
facilitate virion release (p6) [1-3]. Gag also recruits the GagProPol polyprotein, which
is expressed by ribosomal frameshifting and comprises the viral enzymes PR, reverse
transcriptase (RT) and integrase (IN) into the nascent particle. During or shortly after virus
release, the mature form of PR generated by autoprocessing from GagProPol mediates
proteolytic cleavage of GagProPol and Gag, triggering the morphological rearrangements
that yield the characteristic cone-shaped capsid core of the infectious virus [4].

Productive maturation relies on coordination of Gag proteolysis and assembly and on
sequential cleavage of specific sites within Gag and GagProPol in an ordered processing
cascade [5]. The timing and kinetics of this process are not fully understood. In vitro pro-
cessing of Gag or virus-like particles using purified PR identified the order of proteolytic
events [5-7], but does not faithfully recapitulate processing by the endogenous viral PR in
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situ. Protease inhibitor (PI) wash out of photodestructible PI has been employed to syn-
chronize Gag processing within the context of virus-like particles (VLPs) [8-10]. However,
this approach uncouples proteolytic maturation from assembly.

Here, we describe the application of fluorescence lifetime imaging microscopy (FLIM)
and single virus tracking (SVT) to the analysis of the assembly and maturation of HIV-1.
Inserting the fluorophore eCFP as an additional domain into the Gag polyprotein allowed
us to monitor changes in its fluorescence lifetime as a readout for proteolytic release. This
enabled us to detect Gag processing in relation to the assembly process with high time
resolution. We employed confocal laser scanning microscopy (CLSM) with time-correlated
single photon counting (TCSPC) to image the assembly and maturation of eCFP-tagged
HIV-1 VLPs. Increase of fluorescence intensity was used as a readout to monitor recruitment
of Gag.eCFP to nascent assembly sites at the plasma membrane, as described earlier for
eGFP [11]. In addition, we exploited sensitivity of the eCFP fluorescence lifetime to the
close proximity of other eCFP molecules [12-15]. By tracking individual assembly sites and
VLPs, we show that both incorporation of eCFP into the Gag lattice during assembly and
its subsequent cleavage from the lattice during maturation result in measurable changes in
the fluorescence lifetime of the fluorophore. Using this method, we were able to observe
the timing and kinetics of Gag processing and rearrangement in relation to the assembly
process in individually tracked VLPs.

2. Materials and Methods
2.1. Compounds and Antibodies

Lopinavir was obtained through the AIDS Research and Reference Reagent Program,
Division of AIDS, NIAID, National Institutes of Health. Sheep polyclonal anti-CA anti-
serum was raised against recombinant HIV-1 CA and rabbit polyclonal anti-GFP antiserum
was raised against recombinant GFP (both in house).

2.2. Plasmids

All HIV-1 plasmids used in this study were based on the non-replication competent
derivative pCHIV, which expresses all HIV-1 NL4-3 proteins except for Nef under the
control of a CMV promotor and lacks the viral long terminal repeat regions [16]. Plas-
mids pCHIVE“FP and pCHIVICFP are fluorescently tagged derivatives with the eCFP
coding sequence inserted between the MA and CA region of the gag ORF. pCHIV®tT
has been described previously [17]. pCHIV*“T is a derivative of the previously reported
pCHIVSNAP [18]. It was generated by replacing the Mlul/Xbal fragment encoding the
SNAP-tag by a PCR fragment encoding eCFP flanked by two SQNYPIV protease recog-
nition sites (primer sequences: ggcge cACGC GTatg gtgag caagg gcgag gage, cgggc ctcta
gactt gtaca gctcg tccat gecga g).

peCEP, eCFP on a pcDNA 3.1 mammalian expression vector was purchased from
Invitrogen (Carlsbad, CA, USA). pMA-eCFP was generated by inserting the MA sequence
of pCHIV in the Nhel/Xhol restriction sites (underlined in the primer sequence) of the
peCFP multiple cloning site (MCS) (primer sequences: GATAT AGCTA GCATG GGTGC
GAGAG CGTCG G, GGTGC TCGAG TCACT TGTAC AGCTC GTCCA TGCCQG).

2.3. Cell Lines

HEK293T and HeLa Kyoto cells were cultured in Dulbecco’s modified Eagle’s medium
(GlutaMAX, Invitrogen) supplemented with 10% fetal calf serum (FCS; Biochrom), 100 IU/mL
penicillin and 100 pg/mL streptomycin at 37 °C and 5%. The HeLa,cps cell line was
generated by Miicksch, et al. [19]. The medium for cultivation of HeLa,cpg cells was
supplemented with 2 ug/mL Puromycin and 5 pug/mL Blasticidin. Identity of all cell lines
has been authenticated using STR profiling (Promega PowerPlex 21 Kit; carried out by
Eurofins Genomics, Ebersberg, Germany). Cells were monitored regularly for mycoplasma
contamination using the MycoAlert mycoplasma detection kit (Lonza Rockland, MA, USA).
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2.4. HEK293T Cell Transfection and Virus Particle Production

HEK293T cells (4 x 10° cells per well) were seeded on a six-well plate 24 h before
transfection with the indicated plasmids using a standard polyethyleneimine (PEI) trans-
fection procedure, using 2 ug DNA per well of equimolar mixtures of pCHIV and its
labeled derivative (pCHIVeCFP or pCHIVieCFP) and 6 pL 1ug/uL PEL A final concentration
of 2 uM lopinavir (LPV; 10mM) was added to the tissue culture medium at the time of
transfection for production of immature particles. At 44 h post transfection (h.p.t.), tissue
culture supernatant was collected and cleared via a 0.45 pm nitrocellulose filter. Particles
were concentrated from the filtrate by ultracentrifugation through a 20% (w/w) sucrose
cushion (TL-100 Ultracentrifuge with TLA 45 rotor (Tabletop), Beckman Coulter, Brea, CA,
USA, 44.000 rpm for 45 min). Pelleted particles were resuspended in phosphate-buffered
saline (PBS). and stored in aliquots at —80 °C.

2.5. Quantitative Immunoblot Analysis

Samples were separated by SDS-PAGE (17.5% acrylamide, acrylamide:bisacrylamide
200:1) and transferred to a nitrocellulose membrane by semi-dry blotting. Membranes were
blocked with Li-Cor blocking buffer diluted 1:3 in tris-buffered saline with 0.05% (m/V)
Tween 20 (TBS-T) and incubated with in-house polyclonal sheep antisera raised against
recombinant HIV-1 CA or against recombinant GFP, respectively. Bound antibodies were
detected with an Odyssey infrared scanner (Li-Cor, Lincoln, NE, USA), using secondary
antibodies, protocols and ImageStudio software provided by the instrument manufacturer.
For quantitation of anti-CA reactive bands, purified recombinant HIV-1 CA protein (kindly
provided by R. Sahm, University Hospital Heidelberg) was analyzed in parallel.

2.6. Virus Particle Preparation for Microscopy

For imaging of free VLPs, 20 uL of HIV-1 particles in PBS were transferred onto the
coverslip (Labtek II chambered coverglass, Thermo Scientific, Waltham, MA, USA) and
incubated at 23 °C for 15 min. The samples were then washed carefully by removing the
storage buffer, adding 20 pL of Dulbecco’s phosphate-buffered saline (DPBS, Gibco) and
incubating for 10 min. The wash buffer was then replaced by fresh DPBS for imaging
at23°C.

2.7. Live Cell Sample Preparation

For microscopy experiments, HeLa Kyoto cells (2 x 10* per well) were seeded on
8-well Lab-Tek II chambered coverslides (Thermo Scientific) and incubated at 37 °C for 24 h.
Cells were then transfected using Fugene HD DNA transfection reagent (Roche) according
to manufacturer’s instructions. An equimolar mixture of pCHIV and its labeled derivative
pCHIVieCFP (in total 70 ng DNA per well) was transfected. The plasmids pMA-eCFP (70 ng
DNA per well) or peCFP (20 ng DNA per well) were transfected in a similar manner. Where
indicated, a final concentration of 2 uM LPV (kindly provided by Jan Konvalinka) was
added at the time of transfection.

To synchronize the start of HIV-1 particle assembly, we used HeLa,cpg cells [19].
HeLa,cps cells are modified HeLa Kyoto cells in which the concentration of phosphoinosi-
tide phosphatidylinositol 4,5-bisphosphate (PI1(4,5)P;) in the plasma membrane can be
controlled via a modified form of the phosphatase 5Ptase. Using a reversible chemical
dimerizer, rCD1, 5Ptase is recruited to the plasma membrane where it dephosphorylates
PI(4,5)P;. The depletion of PI(4,5)P; in the plasma membrane inhibits the assembly of HIV-1
and also leads to the dissociation of pre-assembled Gag lattices at the plasma membrane.
By competing out the dimerizer with FK506, cellular hemostasis quickly restores PI1(4,5)P;
in the plasma membrane and HIV-1 assembly begins almost immediately. HeLa,cpg cells
were seeded and transfected as described above with the additional treatment of 1 uM rCD1
(kindly provided by Carsten Schultz, EMBL Heidelberg) 6 h post transfection (hpt) to inhibit
assembly. Prior to imaging, culture medium of transfected cells was replaced with imaging
medium (DMEM Fluorobrite, Thermo Fisher Scientific) 20-22 h post transfection. Imag-
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ing was performed at 37 °C. For HeLa,cps cells, 1uM FK506 (kindly provided by Carsten
Schultz, EMBL) was added to induce virus assembly immediately before image acquisition.

2.8. Fluorescence Imaging

Fluorescence imaging was performed on a home-built confocal laser scanning micro-
scope, as described elsewhere [20]. A NA = 1.49 oil immersion objective (Apo-TIRF 100x
Oil/NA 1.49, Nikon, Tokyo, Japan) was used for all measurements. A 440 nm pulsed diode
laser (LDH-P-C-440, PicoQuant, Berlin, Germany) was used for excitation at a laser power
of between 1-2 uW before objective. Fluorescence emission was detected using a single
photon avalanche diode (PDM series, PicoQuant) after a 480/40 nm emission filter. A
30 x 30 um area divided into 500 lines was scanned over 5 s for each frame. An additional
delay of 5 s between each frame was introduced for some cells to reduce photobleaching
and phototoxicity over the imaging time.

Raw photon data was processed and analyzed with the software package PIE analysis
with MATLAB (PAM) [21]. The pixelwise decay data were transformed using the phasor
approach [22,23] (see Text S1). An aqueous solution of Atto425-COOH was measured at
23 °C and used as a reference to correct for the instrument response function of the system.
To simplify representation and analysis, the phase and modulation-derived lifetimes (tp
and T\ respectively) were averaged to produce a single lifetime value.

2.9. Single Virus Tracing and Analysis

Raw data was processed by FIJI [24] with a 1-pixel median filter and a 50-pixel
rolling ball background subtraction prior to analysis. Particle detection and tracking was
performed using Imaris” Spot detection module (Bitplane AG, Zurich, Switzerland). Within
this process, the background was not subtracted and the estimated diameter for spot
detection was set to 360 nm. The quality parameter for spot detection was set to 1. Tracking
was performed using the Autoregressive Motion algorithm, assuming a maximum distance
between frames of 60 nm, allowing for a maximum gap size of 1 and a track duration above
600 s. Filling gaps was disabled. Positions of each detected particle over time were exported
to Excel. Exported particle coordinates were subsequently imported into the PAM software
to generate image subregions containing each particle, from which the particle-wise phasor
values and lifetimes could be extracted.

Mean assembly kinetics were calculated from a selected subset of particle traces.
For each trace, the starting point of assembly was manually identified from the intensity
increase and fitted with a saturating exponential function. Tracks that can be satisfactorily
fitted were selected and synchronized at the starting point of assembly. To obtain the mean
assembly kinetics, the mean intensity and lifetime at each frame were calculated and again
fitted with the saturating exponential function,

Y = (Amax — Ao)[1 — exp(—kt)] + Ao, 1)

where Ay is the maximum fluorescence intensity, Ay is the initial fluorescence intensity,
k is the rate of fluorescence increase and t is the amount of time that has passed since the
start of assembly.

3. Results

We first set out to show that the fluorescence lifetime of eCFP can be used to monitor
the status of the Gag lattice. For this, we used virus variants carrying an eCFP moiety
inserted between the MA and CA domains of Gag. HIV-1 derivatives carrying a fluorophore
at this position have been employed previously to track assembly of viral budding sites
at the plasma membrane [25]. In HIVeCFP [17], the fluorophore is flanked by a single
PR cleavage site (amino acid sequence SQNY|PIV) at its C-terminus, so that the label
will remain attached to the lipid envelope bound MA domain in the mature form of the
virus. HIVI®“FP comprises a duplication of this processing site at the N-terminus of eCFP,
allowing for release of the free fluorophore upon processing. In both cases, proteolytic
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processing would result in a change of the environment of the fluorophore from its packed
arrangement within the immature shell. Since mature MA remains associated with the
viral membrane and was recently observed to retain a modified lattice arrangement [26],
the change in the local microenvironment of eCFP is expected to be less pronounced for
HIVECFP compared to HIVCFT, where the released fluorophore would be able to distribute
within the particle volume (Figure 1A). To maintain wild-type assembly properties, eCFP-
tagged HIV-1 plasmids were co-transfected with their untagged counterpart (pCHIV) in
an equimolar ratio [27]. To determine the effect of virion maturation on the fluorescence
lifetime of the particle associated fluorophore, we produced eCFP-labeled viral particles
in the presence or absence of the PI lopinavir (LPV). Mature and immature VLPs were
purified from the supernatant of transfected HEK293T cells and analyzed by immunoblot
with antisera raised against GFP and CA to confirm the inhibition of Gag.eCFP processing
by LPV (Figure S1).
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Figure 1. Fluorescence lifetime of eCFP in purified VLPs. (A) Scheme of the HIV-1 Gag polyprotein,
with eCFP inserted between the MA and CA domains and flanked by one (eCFP, top) or two (ieCFP,
bottom) PR cleavage sites. Arrows indicate PR cleavage sites flanking the eCFP domain. Schematic
drawing of immature and mature HIVECFP and HIVeCH? particles. (B) Fluorescence lifetime images
and (C) phasor plots of immature and mature HIVE“FP or HIVICFP particles. A ‘+ indicates the
lifetime of free ECFP measured on the same setup. VLPs were produced in transfected HEK293T
cells grown in the presence (immature) or absence (mature) of 2 uM LPV as described in materials
and methods and Text S1. Particles were adhered to borosilicate coverslips and imaged by CLSM
with TCSPC. Measurements were conducted at 23 °C. The lifetime determined for individual VLPs is
represented according to the indicated color scale. Scale bar 5 pm. (D,E) Histograms of fluorescence
lifetimes of the immature (cyan) and mature (magenta) particle populations extracted from the phasor
analysis. Lines show the fit of the lifetime distributions to the sum of two Gaussians. n = 500 particles
each. (F) Mean and SD of fluorescent lifetime distribution peak from three independent experiments.
Statistical analysis was performed using a Welch'’s t-test (***: p < 0.001).
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Particle preparations were then analyzed by FLIM at room temperature using a home-
built CLSM (described elsewhere) [20] (Figure 1B) and fluorescence lifetimes were extracted
from the TCSPC photon data using the phasor approach [22,23]. An averaged fluorescence
lifetime was calculated for each particle. Two distinct populations were observed based on
the eCFP fluorescence lifetime, which we assigned to the mature and immature populations
(Figure 1C-E). Immature particles showed comparable eCFP fluorescence lifetimes for both
virus derivatives (2.21 (+0.02) ns for HIVE“*Y and 2.18 (£0.01) ns for HIV€P) Mature
HIVeCF? particles in which the eCFP moiety should be completely released from Gag
showed an average increase of 0.45 ns to 2.63 (£0.07) ns compared to immature particles.
For the HIVeCEP variant, where the eCFP moiety remains associated with the MA layer, the
difference between immature and mature particles was smaller (0.20 ns), with an average
lifetime of 2.43 (£0.01) ns for mature particles (Figure 1F). The lifetime of eCFP in the
HIVCEP particles is still lower than that of free eCFP (3.34 ns, Figure 1C), suggesting that
the lifetime of eCFP is sensitive to the high density of protein within the mature virus (based
on an average number of 2400 Gag molecules per virion [28], the estimated concentration
of eCFP is in the range of ~0.5 mM for an equimolar ratio of Gag and Gag.eCFP).

We also repeated the FLIM experiments on HIVI*“fY VLPs produced in cells trans-
fected with different ratios of pCHIVi¢“fT to pCHIV DNA. When the protein density
of eCFP within the VLPs was changed by altering the ratio of Gag.ieCFP to unlabeled
Gag, we observed a corresponding change the fluorescence lifetime (Figure S2). The
mean ratio of labeled to unlabeled Gag protein in VLPs was assessed by immunoblot
(Figure S2A,B). Mean eCEFP lifetimes of the major VLP population determined for immature
HIVECFP and HIVICET | as well as mature HIVI*CFP increased with decreasing proportions
of Gag.ieCFP:Gag (Figure S2C,D). Therefore, in addition to the Gag processing state, eCFP
lifetime is sensitive to the eCFP molecule density within the particles.

To establish the suitability of HIVI*“fT as a detection system for Gag processing in
situ, we characterized the effect of temperature on the fluorescence lifetime of eCFP. We
measured a set of HIVE“FT and HIVI€“FT particles at two different temperatures, 23 °C and
37 °C (Figure S3). The fluorescence lifetime of eCFP showed a general decrease when the
temperature was increased from 23 °C (Figure S3A,B) to 37 °C (Figure S3C,D), with the effect
being greater for mature particles (At ~ —0.3 ns) than for immature ones (At ~ —0.2 ns).
Nevertheless, the mature and immature populations could still be clearly distinguished
for HIV“FP particles at 37 °C (Figure S3D). We also measured the fluorescence lifetime of
eCFP alone and attached to MA in the cytosol of live cells at 37 °C (Figure 54). The lifetime
of MA-eCFP (2.51 £ 0.04 ns) was lower than that of eCFP (2.70 & 0.13 ns), suggesting an
influence of the matrix domain on the lifetime of eCFP.

We now focus on the HIVI“FF variant for live-cell imaging experiments as it provides
higher contrast in the lifetime changes between immature and mature virions. FLIM
of nascent HIVI*“FP particles was conducted in HeLa Kyoto cells transfected with an
equimolar mixture of pCHIV/ pCHIVieCFP (Figure 2A). The coexpression of labeled and
non-labeled Gag was confirmed by immunoblot (Figure S5). We first determined the
fluorescence lifetime of the particle assemblies at the ventral plasma membrane. The
distribution of lifetimes of membrane localized assemblies in cells grown in the absence of
LPV was not notably different from the LPV+ condition (Figure 2B,C). In contrast, cell-free
particles observed in the vicinity of the producing cells did display the difference in average
lifetime as expected for immature vs. mature VLPs (Figure 2D-F). This observation suggests
that maturation occurs relatively late in the assembly process such that potential signals
corresponding to maturing VLPs at the plasma membrane is obscured by the immature
background of nascent or newly assembled VLPs in these still images.
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Figure 2. Measurements of the fluorescence lifetime of eCFP in HeLa Kyoto cells. HeLa Kyoto cells
were transfected with an equimolar mixture of pCHIV /pCHIV'*“F” and grown in the presence or
absence of 2 uM LPV. Cells were imaged 24 hpt at 37 °C by CSLM. (A) Fluorescence lifetime images
of assembly sites and trapped particles of HIVI*“FF in cells measured in the absence or presence of
LPV. (B) Histogram of fluorescence lifetime of trapped or cell-associated HIV'*CFT particles and a fit
to a single Gaussian distribution (solid lines). n = 3196 particles from 7 cells treated with LPV and
n = 2999 particles from 9 non-treated cells. (C) Mean and SD of the fitted Gaussian functions in (D).
(D) Fluorescence lifetime images of released HIVI“FP particles detected adjacent to transfected cells
(cell-free particles). (E) Histogram of fluorescence lifetime of cell-free HIVieCFP particles and a fit to a
sum of two Gaussians (solid lines). n = 250 particles each from LPV-treated and non-treated cells.
(F) Mean and SD of the fitted Gaussian functions in (E). The peak of the major species was used. The
fluorescence lifetime images are colored according to the ‘jet” colormap with a range of 1.8 ns-3.0 ns.
Scale bars 5 um. Statistical analysis was performed using a Welch’s t-test (n.s.: non-significant,
p > 0.05; ***: p < 0.0001).

We proceeded to apply single virus tracing (SVT) to follow the assembly of individual
VLPs at the plasma membrane (Figure 3A). The combination of SVT with FLIM allowed us
to monitor both the fluorescence intensity and lifetime of individual nascent virus buds
during assembly of HIV*“fT" in Hela Kyoto cells. From a set of 489 traces with a minimum
length of 60 frames (corresponding to 10 min), 354 traces showed an increase in fluorescence
intensity over time, as expected for nascent assembly sites [11]. As the number of eCFP
incorporated in a VLP increases, we anticipate a decrease in the fluorescence lifetime as
observed for immature particles. Indeed, 170 out of the 354 traces displayed a decrease in
fluorescence lifetime within the time window of observation.
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Figure 3. Live-cell imaging of the assembly process at the plasma membrane of HeLa Kyoto cells.
(A) Time lapse images of Gag-ieCFP assembly recorded at the plasma membrane of a transfected
HeLa Kyoto cell grown in the absence of LPV recorded at the indicated times after onset of microscopic
observation. Plots of (B) fluorescence intensity and (C) fluorescence lifetime measured at individual
assembly sites as detected in (A). Mean values and SD are shown (n = 170 sites from 4 cells);
black lines represent fits to single exponential equations. (D) Time lapse images recorded at the
plasma membrane of a transfected HeLa Kyoto cell grown in the presence of 2 uM LPV. Plot of
(E) fluorescence intensity and (F) fluorescence lifetime measured at individual assembly sites as
detected in (D). Mean values and SD are shown (1 = 51 sites from 2 cells); black lines represent fits
to single exponential equations. HeLa Kyoto cells were co-transfected with equimolar amounts of
pCHIV wt and pCHIVI®CFP and imaged at 16 hpt. Cells were imaged every 5 s for 1-2 h. Scale bars:

5 pum.
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For analysis, we averaged fluorescence intensities as well as fluorescence lifetimes
from these 170 traces upon alignment to the onset of intensity increase and fitted the average
intensity and lifetime with a saturating exponential function. The rate of assembly, deter-
mined from fitting the plot of the average intensity versus time, was 4.1 (£0.3) x 1073571,
yielding a half time, t; /5, of 169 s (Figure 3B). The average lifetime decreased with a rate
of 7.9 (£1.9) x 1073 s~ 1 (14 /2 = 88 s, Figure 3C), i.e., similar to the rate extracted from the
average intensity. The same analysis procedure was applied to 105 traces from HIVieCFT
expressing cells grown in the presence of LPV during transfection and imaging (Figure 3D).
Of these, 86 traces showed an intensity increase indicative of assembly. Out of the 86 traces,
51 also showed a concomitant decrease in fluorescence lifetime. The rate of assembly
determined by fitting the average intensity of the 51 traces for fluorescence intensity was
6.5 (£2.2) x 1073 s71 (14 /2 = 106 s, Figure 3E); fluorescence lifetime decreased with a
similar rate of 4.6 (3.6) x 1073 s~! (14 s2 = 151 s, Figure 3F). The assembly kinetics as
measured here by CLSM are consistent with previously reported values recorded using
other microscopy techniques [11,29,30].

The remaining traces, which showed only an increase in intensity but not a concomitant
decrease in lifetime, were analyzed in a similar way. The intensity-derived rate of assembly
was 5.7 (0.6) x 1073 s~ for the 184 traces from cells grown in the absence of LPV, and
10.1 (£3.1) x 1073 57! for the 35 traces from cells grown in the presence of LPV (Figure S6).
The mean lifetimes of the traces were 2.1 ns and 2.0 ns respectively. These are comparable to
the lifetimes of cell-associated particles (Figure 2A-C), suggesting that the lifetime change
was complete before these particles were detected.

Based on our comparison of immature and mature VLPs described above, we proposed
that Gag processing and conformation changes in the virion by PR should lead to an increase
in fluorescence lifetime in individual particles. Among the 170 traces used for the analysis
of assembly kinetics in cells grown in the absence of LPV, 11 traces (6.5%) showed an
increase of ~0.4 ns after assembly was complete. This change was similar to the mean shift
of lifetime between mature and immature HIV'*CFP virions observed in purified VLPs. An
exemplary trace is shown in Figure 4A and in Movie S1 (with additional examples shown
in Figure S7). In contrast, no such increase in fluorescence lifetime after assembly was
observed for traces from cells grown in the presence of LPV (1 = 51). The same held true
when we ignored assembly and looked at the full set of 105 LPV+ traces. (Table S1). To
exclude the possibility that the small number of LPV+ traces caused us to miss potential
fluorescence lifetime increase events, we analyzed more cells grown in the presence of LPV.
In addition, we applied a newly developed wavelet tracking algorithm [31,32] to generate
a large number of traces. Even with the ~1700 traces analyzed using this new approach, we
did not observe any traces that showed a lifetime change indicative of Gag in the presence
of LPV, while 46 out of 1992 (2.3%) of the traces recorded in the absence of LPV displayed
the characteristic increase in fluorescence lifetime (Table S2).
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Figure 4. Particles showing eCFP lifetime changes indicative of maturation. (A) Lifetime, intensity,
and velocity plots of an individual particle showing lifetime changes indicative of maturation
following assembly. The lifetime plot is colored by the identifiable state of particle (red: assembly,
yellow: plateau phase, blue: maturation). Still images from the movie analyzed for this graph
recorded at the indicated times are shown. See Movie S1. (B) Mean and SD of fluorescence lifetime of
maturing particles in pCHIV /pCHIV*¢CFT (1:1) transfected HeLa Kyoto cells. The lifetime of each
particle was aligned at the start point of maturation (Time = 0 s) for each trace before averaging.
Dotted lines indicate the apparent time range over which the lifetime change occurs. n = 11 traces
from 4 cells. Scale bar: 1 um.

To estimate the timescale of Gag processing, we analyzed the lifetime signal of the
11 traces identified above where the assembly process was observable. The starting points
of the lifetime increase were aligned, and the average lifetime plotted at each time point.
On average, the increase in lifetime indicative of Gag processing occurred over a period of
~100 s in an approximately sigmoidal fashion (Figure 4B). We note that the kinetics of Gag
cleavage most likely depends on the sequence and surrounding context of the cleavage site.

The mean delay between the start of assembly and maturation as detected by FLIM
was 837 (£542) s. However, it is likely that for the majority of VLPs Gag processing is
further delayed with respect to viral assembly. The lifetime measurements on VLPs isolated
from the tissue culture supernatant (Figure 1E) and recently released VLPs detected in the
vicinity of particle producing cells (Figure 2D-F) indicated that the vast majority of VLPs
produced eventually underwent Gag processing under the conditions of our experiments.
Nevertheless, a distinct shift in lifetime indicative of processing was observed only for a
minority of nascent assembly traces during the observation period in the live measurements.
Based on this, we can infer that for most VLPs, Gag processing is delayed with respect to
viral assembly and occurred beyond the period of observation in our SVT experiments.

4. Discussion

We have thus successfully generated and established a system to follow Gag processing
in the relation to particle assembly in a live-cell environment. Our results show that the
assembly and proteolytic maturation of HIV-1 VLPs induce changes in the fluorescence
lifetime of eCFP when it is integrated as part of the Gag lattice. During assembly, the
fluorescence lifetime of eCFP decreased concomitantly with the increase in fluorescence
intensity, corresponding to an increase in the packing density of eCFP as more and more
Gag molecules are recruited to the assembly site. We were also able to detect an increase
in lifetime when viral particles transitioned from the immature to the mature state in
live-cell SVT experiments. The magnitude of the lifetime change corresponded well with
the lifetime difference of 0.4-0.5 ns between immature and mature HIV-1 VLPs measured
in vitro.



Viruses 2022, 14, 340

11 of 13

In our SVT experiments, a small portion of assembly traces (6.5%) showed lifetime
changes that indicate maturation, whereas imaging of virions in the vicinity of virus pro-
ducing cells indicates that the vast majority of virions would eventually mature under our
measurement conditions. This is consistent with many EM studies where mature HIV VLPs
are observed near the plasma membrane or even in synapses [33-35]. The low proportion
of maturation associated lifetime changes observed in the SVT experiments suggests that
Gag processing primarily occurs after release of the viral particles, which was observed to
occur 20—45 min after the onset of assembly in similar experimental setups [11,25]. Due to a
combination of several factors such as photobleaching, viral particles moving into regions
with dense particle concentrations (Figure 2A) and increased particle mobility following
release [11], the tracking algorithm loses the majority of individually tracked particles be-
fore or shortly after release. Hence, only the particles that rapidly undergo Gag processing
will be detected. The average delay between the onset of assembly and Gag processing for
these traces (837 s or 14 min) is biased towards short time scales. However, the low fraction
of traces showing maturation suggests that the actual average delay between assembly and
maturation is longer.

The increase of lifetime ascribed to proteolytic eCFP release was observed to occur in
a relatively short timeframe (~100 s). This is considerably faster than processing kinetics
analyzed previously using in vitro systems or purified VLPs [5,8-10,36]. However, these
measurements employed recombinant Gag or cell free particles, and the readout was com-
pletion of the final processing event within Gag (processing at the CA-Sp1 processing site)
in the bulk population. In contrast, the proteolytic release of eCFP from Gag monitored here
represents a single step in a complex processing cascade and the subsequent redistribution
of the marker protein, representing only a part of the overall process.

In summary, we show that the fluorescence lifetime of eCFP can be used in conjunction
with SVT to detect viral polyprotein processing in real-time in situ in an asynchronous
virus population. As fluorescence imaging and SVT techniques continue to develop, we
believe our approach has the potential for further applications in studying the kinetics of
viral protease cascades.
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Effect of the matrix domain on the fluorescence lifetime of eCFP. Figure S5: Coexpression of Gag
and Gag.ieCFP in HeLa Kyoto cells verified by immunoblot. Figure S6: Mean intensity and lifetime
of assembly traces that did not show a lifetime decrease corresponding to the intensity increase;
Figure S7: Additional examples of particles showing eCFP lifetime changes indicative of maturation;
Table S1: Summary of particle traces used for analysis; Table S2: Additional single virus tracing
analysis using wavelet tracking method; Movie S1: Movie of maturing VLP shown in Figure 4A;
Movies 52-S4: Movies of maturing VLPs shown in Figure S7.
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Forster Resonance Energy Transfer (FRET) allows for the visualization of nanometer-scale distances

and distance changes. This sensitivity is regularly achieved in single-molecule experiments in vitro but
is still challenging in biological materials. Despite many efforts, quantitative FRET in living samples

is either restricted to specific instruments or limited by the complexity of the required analysis. With
the recent development and expanding utilization of FRET-based biosensors, it becomes essential to
allow biologists to produce quantitative results that can directly be compared. Here, we present a new
calibration and analysis method allowing for quantitative FRET imaging in living cells with a simple
fluorescence microscope. Aside from the spectral crosstalk corrections, two additional correction
factors were defined from photophysical equations, describing the relative differences in excitation and
detection efficiencies. The calibration is achieved in a single step, which renders the Quantitative Three-
Image FRET (QuanTI-FRET) method extremely robust. The only requirement is a sample of known
stoichiometry donor:acceptor, which is naturally the case for intramolecular FRET constructs. We show
that QuanTI-FRET gives absolute FRET values, independent of the instrument or the expression level.
Through the calculation of the stoichiometry, we assess the quality of the data thus making QuanTI-
FRET usable confidently by non-specialists.

The theory behind Forster Resonance Energy Transfer (FRET) was first successfully described in 1946 but its
application to biological systems, particularly in living cells, has only become popular in the late 1990s with
the cloning of fluorescent proteins. Since the first cloning of the Green Fluorescent Protein (GFP), fluorescence
microscopy has rapidly become a standard tool in cell biology. Fluorescence labelling allows the localization of
a protein of interest in space and time in a biological specimen, from cells to animals. The labelling of several
proteins in the same sample has been used to address protein-protein interactions in terms of colocalization.
However, using standard fluorescence microscopy, determination of protein-protein distance is limited by the
diffraction of light i.e., to hundreds of nanometers. Forster Resonance Energy Transfer (FRET) methods circum-
vent this barrier by allowing the detection of distances below 10 nanometers between a donor fluorophore and
an acceptor through non-radiative energy transfer mediated by dipole-dipole interactions. FRET measurements
can distinguish between two proteins being in the same compartment or in direct contact. Moreover, the ability
to measure nanometric variations allows for the detection of protein conformational changes'~. A large class of
fluorescent biosensors have been engineered based on FRET to monitor protein function (kinase*®, GTPase®),
calcium signals’, or more recently, forces on the molecular scale®'°. The most common design relies on a molec-
ular recognition element coupled with two fluorescent proteins (FPs) expressed in the same amino-acid sequence
(intramolecular FRET sensor). An intermolecular FRET design is also possible where the FPs are inserted on
two independent moieties. In this case, the apparent stoichiometry can strongly vary, which makes a quantitative
analysis much more difficult.

There are two main approaches for measuring FRET in living cells: one is based on the change in fluores-
cence intensity and the other on the change in the donor fluorescence lifetime'". Fluorescence Lifetime Imaging
Microscopy (FLIM) requires sophisticated instrumentation and analysis, and is often recognized as a quantitative
method for live-cell measurements. Different strategies have been developed to measure FRET efficiency via the
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Figure 1. The QuanTI-FRET approach. (A) A schematic of a widefield epifluorescence setup used for the
validation of the framework is shown. Three images are acquired in two snapshots by automatically alternating
the laser excitation and splitting the camera in two detection channels corresponding the donor and acceptor
channels. (B) Framework for quantitative FRET analysis. The analysis requires three images combining

the detection in the donor and the acceptor channels with the excitation of the donor and the acceptor. A
calibration step allows the determination of four factors correcting for the crosstalks and the relative excitation
and detection efficiencies of the donor and acceptor fluorophores. As a result, instrument-independent FRET
probabilities and stoichiometries are calculated. Scale bar: 20 ym.

fluorescence intensity of the donor and/or of the acceptor, some involving the total photobleaching of one fluoro-
phore or specific instruments for spectral imaging'?-'*. The most compatible method with dynamic quantitative
FRET imaging and live-cell imaging is based on the sensitized-acceptor emission. Because the collected fluores-
cence intensity depends strongly on numerous instrumental factors (excitation, filter set, camera sensitivity etc),
this approach requires several corrections to calculate an instrument-independent FRET efficiency. The literature
is rich of different correction factors and mathematical expressions of FRET indices'>'¢. The idea of correcting
for spectral crosstalks and at least for the difference in detection efficiency between donor and acceptor chan-
nels emerged concomitantly in the single-molecule'”'® and in the live-cell imaging fields'*-?'. It is now generally
accepted that bleedthrough of the donor emission in the acceptor channel and direct excitation of the acceptor
by donor excitation channel must be corrected by substracting their contributions. This requires the acquisition
of three different signals, also called 3-cube strategy in live-cell imaging®. As such, the apparent FRET index
varies with the fluorophore concentration and, even with additional normalization, the direct comparison of
FRET values obtained independently is not possible?’. To account for photophysical artifacts, we need to go back
to physical equations and determine the origin of the signal in each channel. The next obstacle is the experimen-
tal determination of the correction factors. Existing methods require samples with known FRET efficiency® or
known concentration® or even an additional experiment using acceptor photobleaching?'.

In this work, we clarify the theory coming from single-molecule studies®® and adapt it to live-cell imaging.
We present a new method to determine all the correction factors in a robust manner without any additional
photobleaching experiment or external calibration of the FRET efficiency. The only requirement for calibration
is knowledge of the donor:acceptor stoichiometry, which is in general known by construction. The calibration
can thus be achieved directly on the sample of interest or with FRET standards®®. While the stoichiometry can be
accurately measured in the last case, this information can always be used as a quality factor to discard aberrant
pixels. No specialized microscope is required as the QuanTi-FRET (Quantitative Three-Image) method can be
applied to any epifluorescence triplet of images acquired with commercial instruments. Here, we demonstrate
that QuanTI-FRET allows for absolute FRET measurements that are independent of the instrumental setup and
of the fluorophore concentration. Being robust and including an inherent data quality check, the method can be
used confidently by non-specialists, especially for FRET-based biosensors applications.

Theory

The FRET efficiency, E, is defined as the percentage of energy transferred from the donor fluorophore to the
acceptor fluorophore and increases as the donor-acceptor distance decreases. To properly calculate E from
the images, factors influencing the relative excitation and detection efficiencies need to be taken into account.
To determine the correction factors and obtain as much information as possible from the sample, we follow a
multiple excitation scheme as introduced by Kapanidis and colleagues for single molecule spectroscopy'® and
close to the three-cube method in live-cell imaging'®. Here, we used a rather sophisticated setup (Fig. 1). But, the
only requirement is the capability to excite separately the donor and the acceptor fluorophores and to image both
channels, preferably with an image splitting device for highly dynamic samples. This requirement also applies to
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three-cube imaging approaches. By switching rapidly between both excitation sources, and splitting the emission
into two channels on the camera, we acquire in two successive snapshots four images:

Ipp: the detected signal in the donor channel after excitation at the donor wavelength,

Ip: the detected signal in the acceptor channel after excitation at the donor wavelength,

I,4: the detected signal in the acceptor channel after excitation at the acceptor wavelength.

The fourth image I, , contains no information, only noise, and is discarded. In principle, only I, and I, , are
sufficient to calculate the transfer efficiency. That would be the case if the photons coming from the donor and the
acceptor had the same detection efficiency. In practice, it is not possible to have such an instrument and, several
corrections must be considered to get unbiased quantitative FRET efficiencies. The third image, I, ,, is independ-
ent from the FRET efficiency but is required to calculate all the necessary correction factors.

One can write the intensity of the three types of signals as a function of the photophysical and instrumental
parameters, the number of donor, nP , and acceptor, nA, fluorophores in the considered pixel and the FRET prob-
ability, E:

Ar A A
IAA =hn LAUAex¢AnAdZT (1)
D; D D
Ipp = n"Lpop, (1 — EWD%,;Z? (2)
D; D A D; D D A; A A
Ipy=n LDUDexEd)AT]A;;:l + 1 Lpope (1 — E)¢D77A;; +n LD“Dex‘f’ATIA;; 3)

where L, is the excitation intensity at the wavelength chosen for excitation of fluorophore i, o;/ is the absorption
cross section of j at the excitation wavelength of i, ¢, is the quantum yield of i and 77,-j is the detection efficiency of
photons emitted by j in the detection channeli. The expression of I, , is the simplest as it only depends on species
A (acceptor). For I, one has to take into account the probability to transfer energy to the acceptor, E, as acceptor
photons are not detected in this channel. Finally, to express I}, ,, the FRET image, not only the signal coming from
FRET events must be taken into account but also the two crosstalk terms: (i) the bleedthrough of photons emitted
by the donor into the acceptor channel and (ii) the direct excitation of acceptor molecules with the donor specific
wavelength. Some of the parameters in the above equations are difficult to measure. We follow a pragmatical
approach and avoid the systematic determination of all twelve unknowns. First, we can simplify the expressions
by defining a bleedthrough correction factor as «®” and a direct excitation correction factor as 6°%. Additionally,
a correction factor for the different detection efficiencies in both channels is defined as v*!, and similarly a correc-
tion factor for the different excitation efficiencies in both channels is defined as 3%

Dem A Aem A
BT __ ader 6DE _ LDODex M _ ¢AnAdet d X _ LAUAex
a = Dem - A - Dem ﬂ - D
WDdet LAUAex ¢D77Ddet LDUDex (4)

Hence, the notation is simplified and by inverting the previous set of equations (see Supplementary
Information), we obtain the FRET probability:
Ips — o’y — 6771,

E=
BT DE ]
Ipg — o Ipp — 67 s + v pp (5)

In addition, as in Lee et al.”*, we define the stoichiometry as the relative amount of donor molecules with
respect to the total number of fluorophores in each pixel:

D

n
§—_"
nP 4t (6)

From Egs. (1) and (2), we derive expressions for n” and n* and insert them into Eq. (6). By simplifying with
the excitation correction factor 3% defined in Eq. (4), Eq. (6) reduces to:

1
5= 14+ 1 (1 _p
Inp gXyM (7)

To decouple stoichiometry and FRET probability, we replace E by the expression given in Eq. (5). Finally the
stoichiometry reads:

BT DE M
S — Ipa— o Ipp = 8771y + 7" Ipp

Iny — & Iy — 671,y + Y MIpp + I, B (8)

By including the crosstalk corrections into a corrected FRET image, I = I, — o®'I,, — 6PF1, ,, we
obtain two master equations defining the FRET probability and the stoichiometry in each pixel:
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ICOW
—_ T
YMipp + Iy 9)
_ VMIDD + Ipy
YMIpp + I + L/ B* (10)

Both E and S can be calculated from the three experimental images, I, I, and I, ,, and the four parameters,
T, §PE fyM and 3 X All four correction factors are derived from the detailed expressions of the collected fluo-
rescence intensities in the three different channels. The notations were chosen according to the consensus in the
single-molecule field*” with a supplemental superscript for a direct understanding of the role of each correction
factor. The crosstalk correction factors are already widely used in the 3-cube approaches! and are straightforward
to calibrate. Imaging a donor-only sample, in vitro or in cellulo, provides a®; similarly, imaging an acceptor-only
sample provides 6°F. o® depends only on the donor emission spectrum, the filter set and the spectral response
of the camera. §° depends on the acceptor excitation spectrum but also on the ratio of the illumination power in
the two channels. Under the same experimental conditions (same fluorophores, same filter set and illumination
intensities), the crosstalk corrections to be brought to I, , depend only on the quantity of both fluorophores, given
by I, and I, , while o®" and §°* are unchanged.

The two other correction factors, v (“M” for Emission) and 3% (“X” for Excitation), are more difficult to
determine. v accounts for the difference in the measured fluorescence emission when the same number of
donor or acceptor molecules are excited. Hence, it is related to the quantum yield and to the detection efficiency
of the setup in each channel. 3* accounts for the difference in energy absorption for each channel. Hence, it is
related to the illumination intensity and the absorption cross-section of each fluorophore. 4 has already been
described, in single molecule'” and in live-cell imaging?!. Several indirect strategies have been developed to deter-
mine the value of 4 acceptor photobleaching?! %, the use of a FRET sample with known FRET efficiency®, an
interpolation from two constructions with very different FRET values® or a fit of the relation between 1/S and
E”. 3¥ has been introduced by Lee et al.> for single molecule experiments and a similar parameter has also been
empirically introduced by Chen et al. for cellular experiments®. If 3% and v are determined independently, 3%
has no effect on the FRET efficiency but just on the stoichiometry (see Egs. (9) and (10)). Since the stoichiometry
in single molecule studies is often limited to donor only, acceptor only and donor:acceptor complexes, S does not
need to be known accurately and 3% is not necessary. On the other hand, we will show that S can be very useful in
live-cell experiments even when the FRET construction has a well-defined stoichiometry.

Calibration of the correction factors. Having described the theory directly from the physical parameters
of the fluorophores and of the experimental setup, the difficult part to achieve the calculation of quantitative
FRET is to determine the four correction factors. As mentioned previously, the crosstalk correction factors are
measured from donor-only and acceptor-only cells, and calculated as the ratios

Idonar-only
= gfnor-only and 6DE = acceptor-only
Ipp Tya (11

acceptor-only
OéB T I DA ?

These ratios are calculated in each pixel of all the imaged cells and the median value is taken. The correction
factors v™ and 3% cannot be determined from the donor-only or acceptor-only samples where the FRET proba-
bility is equal to zero (or not defined). Another piece of information is necessary and is found in the stoichiome-
try. Equation (10) can be rewritten as

X M X S
By Ipp + B Ipy = HIAA’ (12)

corr

which is the equation of a plane in the 3D space defined by {I,,, I, I, 4}. If the stoichiometry is known, the
strategy is to fit the experimental data {I;,p,, 2%, I, ,} to a plane and thereby determine 3%~ and 3%. If the FRET
sample of interest has an unknown stoichiometry, another calibration experiment has to be made with a defined
stoichiometry FRET probe. Practically, the pixel values of a whole dataset (N cells) are gathered in the vectors
X = [Ipp 27 and Y = [I,,] and the matrix A = [y"3%, 3¥]is determined using XA = Y by a least-square
fitting approach. If the sample shows only one FRET value E with different fluorescence intensities (i.e. fluoro-
phore concentrations), the pixel values will form a straight line in the 3D space{I,,p,, I54 > I, 4} (Fig. 2). As a result,
an infinite number of planes can fit the dataset. For a good determination of 3% and v", it is therefore necessary
that the FRET values of the dataset are sufficiently spread. The visualization and the calculation of the correction
factors in the 3D space{I,p, I}y > I4,} is the originality of this work. We compare our approach with the two other
related methods in the last section.

Results

Validation of QuanTI-FRET using FRET standards. To test the proposed method in live-cell exper-
iments, we utilized the FRET standards developed by Thaler et al.’* and Koushik et al.?®. The FRET standards
consist of a pair of fluoroscent proteins, a donor (Cerulean) and an acceptor (Venus), separated by an amino-acid
sequence of variable length. Three standards were used in the present work to calibrate the experimental setup:
C5V, C17V and C32V, where the linker between donor and acceptor consisted of 5, 17 and 32 amino-acids
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Figure 2. FRET measurements on the three FRET standards, C5V, C17V and C32V. (A) Triplet fluorescence
images are shown for exemplary cells transfected with the three FRET standards: C5V (short linker), C17V
(medium linker) and C32V (long linker). The calculated FRET maps for the individual cells are shown on the
right plotted using the same color scale. The highest FRET is observed for the shortest linker construct C5V and
decreases to the lowest FRET construct C32V. Scale bar: 20 ym. Color bar: FRET efficiency in %. (B) A scatter
plot of all pixels values from all cells imaged in the {I;,,, I5;", I, ,} 3D-space and the fitted plane, side view as
inset. The three FRET standard populations forming three distinct clouds are all lying in the plane defined by g%
andv™. (C) Boxplot gathering cellwise FRET values of C5V, C17V and C32V measured independently in two
different labs ([A] and [B]). After calibration, the same FRET median values were obtained.

respectively. The construct with the shortest linker, C5V, was expected to exhibit the highest FRET efliciency and
the FRET efficiency to decrease as the linker length increases®. The FRET standards were expressed in Hela cells
and imaged on the setup described in Fig. 1.

As a first step for the calibration, the crosstalk corrections corresponding to the donor, Cerulean, and the
acceptor, Venus, must be determined. Hence, Cerulean-only cells and Venus-only cells were imaged. Using
Eq. (11), the bleedthrough for Cerulean was calculated as aBT = 0.421 + 0.002 (10 cells) and the direct excita-
tion of Venus as §°F = 0.1100 + 0.0008 (12 cells). Here, with about 10 cells, a very good uncertainty was
obtained. As a rule of thumb, one should at least consider 5 different cells and verify on the pixelwise distribution
of the correction factors values that a single peak is well-defined. The pixelwise distributions of a”" and 6”F
obtained in this work are shown in Supplementary Information (Fig. S1). The second step consists in the deter-
mination of v* and 3%, the factors correcting for the difference in detection and excitation efficiencies in the
different channels. The three necessary fluorescence images, I, I, and I, ,, of three exemplary cells transfected
with C5V, C17V and C32V are shown in Fig. 2A. All the pixel values {I,,,, I,,, I, 4} of all cells expressing the three
constructs were gathered as one dataset and fitted with the plane Eq. (12) (Fig. 2B). A mask of each cell was
obtained and only the pixels coming from within the cells were kept. This equation has an additional unknown,
S. An assumption on S is necessary at this step. By design, the CxV constructs should have on average one donor
for one acceptor, i.e. S = 0.5. This assumes the maturation efficiency of the donor and the acceptor are close to 1.
We will discuss the influence of maturation in the next section. For S = 0.5, the plane equation reduces to:

HXVMIDD + 5XILC)T = L4 (13)

A given set of experimental conditions (laser power, filter set, fluorophores, stoichiometry) corresponds to one
plane, and in this plane, a given FRET efficiency corresponds to a line. As seen in Fig. 2B, the scatter plots of the
three standards appear as linear clouds lying on the same plane defined by 4* and v and the assumed stoichi-
ometry S (S = 0.5, 1 donor:1 acceptor). Here, the least squares fitting of the plane yielded 8% = 1.167 + 0.008
andy™ = 2.10 & 0.02 with a coefficient of determination R*> = 0.995.

Once all the correction factors are determined, the FRET probability can be measured. Since this dataset was
used for calibration with the hypothesis of S = 0.5, the stoichiometry cannot be an output for this calibration
dataset. Nevertheless, no assumption was made concerning E, and therefore, the FRET probability can be calcu-
lated on the same dataset as the one used for calibration. If the experiment of interest presents a sufficiently broad
distribution of FRET probabilities to determine the plane in 3D, there is no need for a different experiment with
FRET standards for calibration. Hence, calibration can be achieved on-the-fly on samples with known
stoichiometry.

More than 25 Hela cells expressing one CxV construct were measured. The median FRET probability was
Ecsy = 51.1 (s. d = 12.2, 26 cells) for C5V, Eg,;, = 43.1 (s. d = 11.8, 25 cells) for C17V and E,, = 35.1
(s. d = 11.5, 27 cells) for C32V, calculated over more than3 - 10° pixels. The uncertainty comes rather from the
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cell to cell variability than from the pixel statistics. Hence, the median FRET value per cell was taken (Fig. 2C,
dataset [A]) and the uncertainty calculated as the standard error of the mean yielding: E.;, = 50.3 + 0.4,
Ecy;y = 41.7 £ 0.8and E5,,, = 35.1 % 0.8. To verify that the FRET probability was independent of the fluores-
cence intensity, the Spearman’s rank correlation coefficient was calculated between E and I, ,, the only channel
not affected by FRET and just related to the fluorophore concentration. Gathering the data from all three stand-
ards (N = 5 - 10°), the resulting Spearman’s coefficient was p = 0.04, confirming the absence of a correlation
between the fluorescence intensity and the calculated FRET probability. This is also true pixelwise on a single cell
basis (see Supplementary Fig. S2) and cellwise comparing all cells expressing one FRET standard (see
Supplementary Fig. $3). Similarly, we questioned the effect of the correction factor ™ by calculating the
Spearman’s coefficient between E and the total donor fluorescence intensity (v™I,,, + I5") without the correc-
tion, p = 0.111 (%™ = 1, N = 5 - 10°), and with the correction p = 0.045 (v = 2.10, N = 5 - 10°). Hence,
correcting for the different detection efficiencies decreases the correlation by a factor 2.5 between the donor fluo-
rescence intensity and the calculated FRET probability.

The goal of the QuanTI-FRET method is to enable the comparison of FRET-based experiments from different
studies i.e., obtained independently in different laboratories in the world. To test this, we performed the same
experiments a second time in a completely independent way: with a different instrument, in a different country,
by a different team on another cell culture with fresh constructs ordered directly from Addgene. Compared to the
setup described in Fig. 1, the second setup used a larger magnification objective (100x versus 40x), a different
laser source (two continuous-wave lasers versus a supercontinuum white light laser) and used two EMCCD cam-
eras instead of a SCMOS camera for detection. The experimental data was analyzed with the exact same proce-
dure. The calibration gave the following correction factors a®’ = 0.467 & 0.001 (12 cells) and
§PE = 0.101 + 0.003 (12 cells) for the crosstalks and 8% =2.03 £ 0.07and fyM = 1.35 £ 0.07 (R* = 0.82) for
the excitation and emission correction factors. The FRET probability was measured for the three FRET standards
giving Ey, = 50.2 & 1.7 (10 cells), E¢y,y = 43.0 £ 1.6 (12 cells) and E5,,, = 32.9 £ 1.5 (12 cells) (Fig. 2C,
dataset [B]). For an easier comparison, correction factors and FRET probabilities from lab [A] and [B] are gath-
ered in Supplementary Materials (Table S1). The variability in this second dataset was larger as seen by the smaller
coefficient of determination (R* = 0.82) of the 3D fitting and the standard deviation of the FRET probability for
each construct. Nevertheless, the FRET values obtained were in excellent agreement with the first dataset ([A]).
Hence, we show that measuring FRET with the QuanTI-FRET method is quantitative: the absolute FRET values
are meaningful and can be compared from one lab to another.

Taking advantage of S.  So far, the stoichiometry value was used only to calibrate the system. However, once
the experimental system has been calibrated, the QuanTI-FRET analysis can determine both E and S inde-
pendently. In this case, additional information can be extracted from S. As in single molecule studies, the 2D
histogram combining the stoichiometry and FRET probability histograms (Fig. 3A) is a useful tool. In theory, the
standard constructs with 1 donor for 1 acceptor should appear as a cloud corresponding to their average FRET
efficiency, E, and S = 0.5. A known stoichiometry of 1:1 donor:acceptor is also reasonable for a biosensor con-
struct that contains both donor and acceptor fluorescent proteins that fold and mature with high efficiency.
However, when looking for interactions between different proteins, a fraction of donor only and/or acceptor only
constructs are expected. If free acceptors are also present in the image, the apparent FRET probability stays con-
stant but the stoichiometry drops (Fig. 3A). On the contrary, if free donor is present with the 1:1 construct, both
S and E are affected. This variation can be described theoretically. If a solution containing a donor-acceptor con-
struct, ng, with an average FRET efficiency of E,, is mixed with free donor, n//*, the apparent FRET probability
and the apparent stoichiometry are given by (see Supplementary Information):

PP 1+ 17E0+n?’ee/n(? Kid I/SO + Vljlrfee/f’loD
E, (14)

We can now write an analytical formula describing this mix in the E-S histogram:
5 = E/E,pp ,
P 1Sy + EglE,,, — 1 (15)
which is sketched in Fig. 3A. In Egs. (2) and (3), we assumed that all donors were able to FRET i.e., had an accep-
tor partner. If this is not the case and free donors exist, then E becomes an apparent FRET probability E app 85 IN
Eq. (14). If the experimental E-S histogram can be fitted to Eq. (15), the FRET probability, E of the 1:1 construct
can be extracted. The presence of free donors can result from the poor efficiency of the acceptor fluorophore to
fold. As demonstrated above, this case can easily be seen and treated with the QuanTI-FRET method. The pres-
ence of free acceptors does not affect the FRET efficiency once the system is calibrated. If free acceptors are pres-
ent in the calibration samples, one should at least evaluate and take into account the effective stoichiometry in
order to obtain a reliable calibration and avoid the propagation of biases to the measurements of interest. If both
free donors and free acceptors are present, the situation is more complicated due the ensemble measurement
made in each pixel. But fortunately, most of FRET-based biosensors are formed with variants of GFP, in particular
of the pair CFP/YFP, which fold well***!.
The observation of the E-S 2D histogram gives a hint about the quality of the calibration. In theory, for a sam-
ple with a fixed stoichiometry, the FRET probability and the stoichiometry should be uncorrelated resulting in
horizontal clouds in the 2D histogram. Figure 3B shows the experimental data from this work with crosstalk

SCIENTIFIC REPORTS |

(2020) 10:6504 | https://doi.org/10.1038/s41598-020-62924-w



www.nature.com/scientificreports/

A B G0 RAW Cmo corrected
100 O . Cerulean g Cerulean ) :
S +@ Eo S=50 Lo - w8
> = =
= . . g 60 g 60
= ~& S S
2 T S 203 S 10
) 9 9 o
9 +® & 5 3
[ 20 20

0 V -l 1>
0 50 E, 100 % 20 40 60 80 100 % 20 40 60 80 100
FRET probability [%] FRET probability FRET probability
D

20 40 60
Stoichiometry

30
Position [um]

Figure 3. The influence of free donor or free acceptor in the sample. (A) A theoretical S-E histogram with
trajectories corresponding to the addition of free donor or free acceptor to a construct with 1:1 donor to
acceptor ratio. The blue disk represents the area where pure donor samples would appear, whereas the green
ellipse is where free acceptor samples would appear. (B) Experimental histogram of S versus E for constructs
showing different FRET values (C32V and C5V) or different stoichiometries (CVC and VCV) as well as pure
donor (Cerulean) and pure acceptor (Venus). This histogram was calculated using only the crosstalk correction
factors and concatenating results from different experiments. (C). The same experimental E-S histogram with
the complete calibration including v and 5%. In the completely corrected 2D histogram, the stoichiometry and
FRET probability are uncorrelated (p = 0.02, N = 5 - 10°). (D) An exemplary triplet of images showing a cell
expressing C32V with a low signal-to-noise ratio, Scale bar 15 ym. (E) The corresponding RAW E and S maps
and the FRET map for the images in panel D after filtering with a weigthed gaussian filter. (F) The
corresponding stoichiometry histogram and the weights (W) as a function of the stoichiometry (line). For the
weighting function, we used a Gaussian with a mean stoichiometry of S = 0.5 and a variance oy = 0.1 (Eq. 16).
The corresponding map of weights W is shown in (G). (H) Line profiles corresponding to the three maps shown
in panel (E). Due to high intensity background in an endosome, the FRET efficiency drops (thin grey line). This
anomaly is also observable in the stoichiometry (blue). By weighting the image with the measured
stoichiometry, such artifacts can be recognized (magenta).

correction but with 5% and 4™ both set equal to 1. The constructs C5V and C32V do not lie on a horizontal line
whereas they should have the same stoichiometry. On the contrary, with the complete calibration of 3% and v
(Fig. 3C), the two clouds lie on a horizontal line corresponding to S = 0.5 (Spearman’s correlation coeflicient
between Eand S: p = 0.02, N = 5 - 10° for C5V-C17V-C32V).

Once the system has been calibrated with FRET probes with a known stoichiometry, the stoichiometry
becomes an output of the QuanTi-FRET analysis. Two additional FRET standards were imaged under the same
conditions as before, CVC (2 donors:1 acceptor) and VCV (1 donor:2 acceptors)?. As these two constructs were
not used to determinate v and 3%, no assumption was made with respect to their stoichiometry. Both constructs
were built with the same fluorophore pair and imaged using the same conditions (filter set, laser power, camera),
hence, the calibration was still valid. Practically, the experimental results gave S = 68.9 & 0.2 for CVC (24 cells),
with an expected value of 66%, and S = 35.1 £ 0.2 for VCV (9 cells), with an expected value of 33%

SCIENTIFIC REPORTS |

(2020) 10:6504 | https://doi.org/10.1038/s41598-020-62924-w



www.nature.com/scientificreports/

(Supplementary Fig. S4). Importantly, CVC and VCV experiments are well calibrated, appearing as horizontal
clouds in the E-S histogram (Fig. 3C). On the same histogram, the acceptor-only (Venus) population was found
at a very low stoichiometry value (S = 7 % 2, 10 cells, Supplementary Fig. S4) as expected and the donor-only
population is also found where it is expected with a stoichiometry close to 1 (S = 98.7 & 0.4, 10 cells,
Supplementary Fig. S4).

In the case of a fixed stoichiometry sample, as is the case for most FRET-based biosensors, S can still bring an
important piece of information about the confidence. The usual way to determine the uncertainty about a pixel is
to rely on the photon statistics: if the fluorescence signal is high, then a high confidence is assumed. This is cer-
tainly true for pure fluorescence imaging but, in the case of FRET, there are cases where a high fluorescence
intensity occurs in pixels where the FRET is biased. For instance, FRET can be affected by the local chemical
environment (pH), the local crowding or by any unequal effect on the fluorescence of the donor and acceptor. An
example is shown on Fig. 3D where a lower-than-expected FRET efficiency was observed in certain bright intra-
cellular vesicles. The corresponding raw results of the pixel-based analysis is shown in Fig. 3E (S,,,, and E,,,,) and
line profiles are plotted (Fig. 3H). For this example, the spot pointed to by the arrow has a high fluorescence
intensity in the three channels but the stoichiometry differs from the expected 50% (close to 65%). Similarly, dark,
out-of-cell regions of the image also show deviations from the expected stoichiometry. We define a confidence
index W as:

_(5=8y)°
W=e 25 , (16)

where S is the expected S and oy is a parameter to tune the sensitivity. W renders the deviation from an expected
stoichiometry as a score between 0 and 1 (S = §,) with a gaussian shape (Fig. 3F). This confidence index can be
used directly to display FRET maps with color-coded FRET values and brigthness-coded W. To go one step fur-
ther, the confidence index can be inserted in a spatial filter. Indeed, FRET maps often need to be spatially aver-
aged, the actual resolution being limited by the diffusion of the FRET species and is typically larger than the pixel
size. A weighted gaussian filter was therefore designed where the effect of a Gaussian kernel, G (typically 7 x 7
pixels?) was locally weigthed with W (Fig. 3G) as follows:

£ _ (WoE) x G
WG (17)

where * denotes a convolution and ° the Hadamard product, E and W are dealt as matrices corresponding to the
raw FRET image and the weights as defined in Eq. (16), E, being the filtered FRET map. As the gaussian distri-
bution never reaches zero, an additional threshold was applied based on the local weight of the considered pixel.
An example is shown on Fig. 3E, the application of the weighted gaussian filter (o5 = 0.1, 0;,,,,, = 1.5 and thresh-
old on W, W,, = 0.5) totally eliminates the background around the cells and also very dim areas inside cells as well
as the bright vesicle with anomalous stoichiometry (Fig. 3H).

Discussion

The definitions of FRET probability and stoichiometry used in QuanTI-FRET are mathematically equivalent to
what was introduced previously by Chen et al.? (Y™ = Gand 8¥ = 1/(G - k)) and Lee et al.> (v = ~ and
(% = B). Therefore, we compared the performances of QuanTI-FRET to these two particular other methods. In
the work by Chen et al.?, the physical origin of the parameters was not described in detail as v was already
introduced by Zal and Gascoigne®' and the second parameter, k, was rationally defined from the y*-corrected
intensities to account for the stoichiometry. The proposed calibration was achieved in two separated steps. First,
two constructs with defined and well-separated FRET efficiencies were needed to determine v (a.k.a G). Second,
a FRET standard with known stoichiometry was measured to calculate the other parameter, k, using G deter-
mined in step 1. In Chen’s work, the calibration was achieved by imaging the FRET standards C5V and CTYV,
where the linker T is the 229 amino-acid TRAF domain of the TRAF2 protein*’. However, the observation of the
3D representation of all the standards, including CTV, imaged in the present work, shows that CTV does not lie
on the same plane as C5V, C17V and C32V (Supplementary Fig. S5). This is also visible in the E-S 2D histogram
where the CTV cloud is tilted (Supplementary Fig. S5). These observations are in agreement with the later work
of Koushik and Vogel*? and demonstrate the utility of the 3D representation of the fluorescence intensities as well
as the E-S 2D histogram to proofread the quality of the experimental data. The analysis of the experimental data-
set [A] with Chen’s method gave results close to the QuanTI-FRET method: G = 2.19 £ 0.02 to compare with
M =210 & 0.02and1/(G - k) = 1.135 = 0.005 to compare with 3 = 1.167 & 0.008 (see Table 1). However,
the analysis of the second dataset [B] gave different results between the two methods: G = 3.63 & 1to compare
with»™ = 1.35 + 0.07and1/(G - k) = 1.02 + 7 to compare with 3* = 2.03 + 0.07 yielding less reliable FRET
probabilities (respectively 16%, 24% and 30% for C32V, C17V and C5V). This discrepancy results from the data-
set being less homogeneous and the limited number of cell-containing pixels where the two-step calibration of G
and k is less robust than the single-step fit of the QuanTi-FRET method. In the work of Lee et al.?*, the calibration
consists of first calculating E, ., and S, with only spectral crosstalk corrections and then fitting the linear rela-
tion between1/S,,, and E,,,,, while assuming a 1:1 stoichiometry (see Supplementary Information). This method
yielded very similar results to QuanTI-FRET: v = 2.37 £ 0.05 to compare with M =210 £ 0.02 and
B = 1.13 £ 0.01 to compare with 3% = 1.167 + 0.008, resulting in FRET values slightly lower for the FRET
standards (AE = 3%). The second dataset ([B]) was also used to test Lee’s method leading to a decrease in the
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Bx ~M C5V C17v Cc32v
QuanTI-FRET 1.167 £+ 0.008 | 2.10 £ 0.02 | 50.3 = 0.4 |41.7 0.8 |35.1 = 0.§
Lee et al.”® 1.13 + 0.01 2.37 £ 0.05 |47.5+ 0.4 |38.9+0.8 |32.4+0.8
Chen at al.”® 1.135 £ 0.005 | 2.19 £ 0.02 | 49.4 = 0.4 |40.8 0.8 |34.2 +0.§

Table 1. Systematic comparison of QuanTI-FRET method with previous work from Lee et al.” and Chen

et al” Dataset [A] was analyzed with the three methods, the resulting correction factors and FRET probabilities
for C5V, C17V and C32V are given in this table, with the uncertainty on 4* and v resulting from a different
bootstrap analysis.

FRET values of AE = 8% with a relative difference of 11% for 3% and 28% for 4. The correction factors and
resulting FRET values for the three FRET standards are summarized in Table 1. The average FRET probabilities
are in very good agreement between QuanTI-FRET and Chen’s methods, a systematic difference of about 3% is
observed with Lee’s method. The three methods can all be considered as quantitative.

To further test the relative robustness of the three methods, a systematic bootstrap testing on experimental
data ([A] with C5V, C17V and C32V) was performed. The whole experimental dataset was randomly divided to
produce artificially smaller datasets and give access to statistical errors on the correction factors determination (as
given so far). The standard deviation of fyM was around 0.12 (QuanTI-FRET and Chen’s) and 0.23 (Lee’s) for the
minimum tested sample sizes between 1000 and 1300 points. The standard deviation of 3% was found to be
around 0.04 (QuanTI-FRET and Chen’s) and 0.07 (Lee’s) for the same range of sample sizes. Over the whole range
of sample sizes (from 10° to 10° pixels), the standard deviation of both correction factors obtained by Lee’s method
remained larger than the ones obtained by Chen’s and QuanTI-FRET (see Supplementary Fig. S6). This analysis
demonstrates that Lee’s method is less robust to dataset length, probably due to the fitting 0f1/S, which diverges
for small S values.

A different test was performed by reducing the FRET range of the calibration dataset by taking alternatively
only two of the three standards (C5V-C17V, C17V-C32V and C5V-C32V) into account. In this case, Chen’s
method was not valid anymore for the C5V-C17V and C17V-C32V pairs resulting in relative variations of 76%
for G and 38% for 5% (see Supplementary Fig. $6). Indeed, as Chen’s method relies purely on the comparison
between the average intensities of two populations, the uncertainty grows as the FRET distance decreases.
QuanTI-FRET and Lee’s methods, by fitting the total distribution, perform well in this bench test (relative varia-
tions of 14% and 22% for 4 respectively with QuanTI-FRET and Chen’s, and 7% and 12% respectively for 3%,
see Supplementary Fig. S5).

Allin all, even if the three methods are quantitative in the best case scenario, QuanTI-FRET was demonstrated
to be more robust to dataset dispersity, length and FRET range. The single-step calibration in a 3D I, I5), L4
representation, on a continuous distribution of FRET efficiencies allows for the calibration on-the-fly of the sam-
ple of interest itself, provided a defined stoichiometry and a distribution of FRET efficiencies in the range of the
bench test (at least 5%). Taking inspiration from single-molecule literature, we can further exploit stoichiometry
to provide a quality check of the experimental data and thereby filter the resulting FRET images.

Conclusion

Building upon the previous contributions from live-cell and single-molecule FRET experiments, we present a new
framework allowing for quantitative FRET imaging in living cells with a simple multi-channel epifluorescence
microscope. Here, we demonstrated the consistency of the method on two different microscopy systems in dif-
ferent laboratories. The QuanTI-FRET method does not require specific instrumentation for determining spectra
or lifetime nor specific hardware development. Image-splitting devices and LED excitation are now commercially
available and allow for the same image acquisition protocols as the experimental system used in this work. The
QuanTI-FRET calibration does not require acceptor photobleaching, purified proteins or known FRET samples.
The only requirement is a known stoichiometry sample (as other quantitative methods) with a broad FRET distri-
bution, which can be obtained directly from the FRET construct of interest (intramolecular-FRET-based biosen-
sors for instance). Nevertheless, an independent calibration using FRET standards is recommended as it allows
one to evaluate FRET efficiency and stoichiometry independently. The QuanTI-FRET method was demonstrated
to be quantitative and robust, with the additional benefit of having an inherent data quality check.

Methods

Cells and plasmids. All plasmids were gifts from Steven Vogel: C5V (Addgene plasmid # 26394), C17V
(Addgene plasmid # 26395), C32V (Addgene plasmid # 26396), mVenus N1 (Addgene plasmid # 27793), mCe-
rulean C1 (Addgene plasmid # 27796), VCV (Addgene plasmid # 27788), CVC (Addgene plasmid # 27809)
and CTV (Addgene plasmid # 27803). Plasmids were amplified in E.Coli (DH5«) and purified using the
NucleoBond Xtra kit from Macherey-Nagel GmbH (http://www.mn-net.com). Hela cells were cultured in high
glucose Dulbecco’s Modified Eagle Medium supplemented with Foetal Bovine Serum (10%), GlutaMAX (Gibco)
and Penicillin/ Streptomycin (1%). Cells were transfected with Lipofectamine 2000 (Invitrogen) and Opti-MEM
(Gibco), then incubated in Fluorobrite DMEM medium (Gibco) overnight and finally imaged in Leibovitz’s L-15
medium (Gibco) without phenol red.

Microscopic image acquisition, Grenoble, setup [A]. Imaging was done with a widefield imaging system
based on an Olympus IX83 inverted microscope body equipped with a home-made image splitter coupled to a
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sCMOS camera (ORCA Flash V2, Hamamatsu) as sketched in Fig. 1. Excitation was done in epifluorescence mode
by a supercontinuum white light laser (Fianium) coupled to a high power AOTF (Fianium), which was controlled
through an FPGA-RT unit (National Instruments) coded with Labview. This unit synchronized the alternated laser
excitation with the camera acquisition. Images were acquired at 37 °C with Micromanager and a 40x objective. The
donor fluorophore was excited at 442nm (power 200 muW), the acceptor at 515nm (power 240 muW). The fluo-
rescence emission was first separated from the excitation via a triple line beamsplitter (Brightline R442/514/561
Semrock) in the microscope body. The fluorescence emission was further splitted with a beamsplitter at 510nm
(Chroma) and filtered with a 475/50 filter (BrightLine HC, Semrock) for the donor channel and a 519/LP long-
pass filter (BrightLine HC, Semrock) for the acceptor channel. Hence, in two camera snapshots, four images were
obtained with all combinations of donor/acceptor excitation and donor/acceptor emission.

Microscopic image acquisition, Munich, setup [B]. Images were acquired on a Nikon Eclipse Ti inverted
microscope with home-built epifluorescence excitation and widefield detection pathways. A 100x oil immersion
objective (Apo-TIRF 100x Oil/NA 1.49, Nikon) was used for all measurements. Samples were excited with 445nm
(MLD, Cobolt) and 514nm (Fandango, Cobolt) diode lasers coupled to an AOTF (PCAOM LFVIS5, Gooch &
Housego) controlled by a FPGA unit (cRIO-9074, National Instruments). The fluorescence emission was separated
from the excitation pathway with a triple line 445/514/594 beamsplitter. The donor and acceptor emission were sep-
arated using an additional 514LP beamsplitter and were then spectrally filtered using 480/40 and 555/55 bandpass
filters respectively before being detected on separate EMCCD cameras (DU-897, Andor). Each cell was excited for
300 ms at 445 nm (power 340 muW) followed by 300 ms at 514 nm (power 139 muW). The camera exposure was
synchronized to laser excitation through the FPGA unit and a self-written Labview program. This produced four
images over two exposure periods capturing donor and acceptor emissions at each excitation wavelength.

Image analysis.  All the image analysis calculations were coded in Python, figures and plots were done in
Python except for the boxplots obtained with PlotofPlots**. Raw fluorescence images were pre-treated by sub-
stracting the dark count of the camera and flattened by dividing with a fluorescence image obtained from a uni-
form fluorescent sample (Chroma slide). An essential step is then the registration between the two channels
obtained on each half of the camera or between cameras. Brightfield images of beads randomly and densely
spread on a coverslip were used for calibration. By calculating the image cross-correlations in local regions of the
image between the two channels, a displacement map was obtained and hence a transformation matrix was cal-
culated (accounting for translation, rotation, shear and magnification). This transformation matrix was system-
atically applied to I,, to match I, and I, , before any calculation. Calibration of the system with QuanTI-FRET
was done as explained in the main text. Visualization of the 3D fit was done in Paraview to explore all view angles.
All calculations were done pixelwise. Parameters for the weighted gaussian filter are chosen as for standard gauss-
ian filtering. Here, the spatial filtering is principally used to filter out pixels with an aberrant stoichiometry, i.e. S
larger than 0.6 or smaller than 0.4 as estimated from the S-E histograms. The spatial gaussian enveloppe is
designed to avoid adding noise in this operation, as S is subjected to stochastic pixel-to-pixel noise just as E is.
The data that support the findings of this study are available from the corresponding author upon request.
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Abstract

The majority of our genome is composed of repeated DNA sequences, which assemble into
heterochromatin, a highly compacted structure that constrains their mutational potential.
How heterochromatin forms during development and how its structure is maintained is not
fully understood. Here, we show that mouse heterochromatin phase separates after
fertilization, during the earliest stages of mammalian embryogenesis. Using high resolution,
quantitative imaging and molecular biology approaches we show that pericentromeric
heterochromatin displays liquid-like properties at the 2-cell stage, but it transitions into a
more solid-like or gel-like state at the 4-cell stage, when chromocenters mature and
heterochromatin becomes silent. Disrupting the condensates results in altered transcript
levels of pericentromeric heterochromatin, suggesting a functional role for phase separation
in heterochromatin integrity. Thus, our work shows that mouse heterochromatin forms
membrane-less compartments with biophysical properties that change during development
and provides new insights into the self-organization of chromatin domains during

mammalian embryogenesis.



Main text

Mammalian development starts upon fertilization of an oocyte by the sperm. Following
fertilization, the two parental genomes undergo a major process of epigenetic
reprogramming, which involves the establishment of chromatin domains (7). How chromatin
forms at the beginning of development remains a fundamental question in biology. In
particular, how heterochromatin acquires its silencing signatures is poorly understood.
Several molecular pathways contribute to the establishment of heterochromatin, however,
the potential contribution of its biophysical properties to this process remains completely

unknown.

In mammals, heterochromatin formation at pericentromeric regions of the chromosomes is
accompanied by a spatial reorganization into multichromosomal domains, the
chromocenters. The major satellite repeats that constitute the pericentromeric
heterochromatin in mice undergo a dramatic remodelling in their shape and nuclear
positioning during the 2-cell stage, changing from a ring-like configuration around the
nucleoli precursors into spherical chromocenters (Fig. 1A) (2-4). This organization persists
subsequently throughout development and differentiation. Functionally, silencing of
pericentromeric heterochromatin occurs concomitantly with chromocenter formation and

requires changes in nuclear organization (2-4).

In Drosophila embryos, heterochromatin displays condensation behaviour via liquid-liquid
phase separation (LLPS)(5). Whether mammalian heterochromatin displays similar
properties has been debated (6-9). Differences in the cellular systems used may explain
some of the apparent discrepancies observed, but also, studying the biophysical properties
of chromatin in a cellular environment remains technically challenging. Notwithstanding, the
dynamic properties of mammalian embryonic heterochromatin in vivo have not been studied.
Whether state transitions of heterochromatin occur in the mammalian embryo and whether

such transitions are required for heterochromatin formation remains unknown.

Considering the significant changes in the shape of heterochromatin leading to the formation
of chromocenters (Fig. 1A), we reasoned that large scale changes in their biophysical
properties may take place after fertilization. Indeed, these morphological changes result in
the formation of spherical domains (Fig. 1A)(3), a hallmark of LLPS (70, 11). We thus
established imaging conditions with high spatial and temporal resolution to investigate and
quantify the biophysical properties of pericentromeric chromatin after fertilization and verified

that these do not impair development (Fig. 1B and Fig. S1A-B).



We focused on five key features to determine the biophysical state of pericentromeric
domains: i) events of fusion and fission; changes in ii) sphericity and iii) volume over time; iv)
the diffusion coefficients of its components inside and outside the domain, and v) the
presence of a boundary constraining the diffusion of its components. To image
pericentromeric heterochromatin in embryos, we used the TALE-based Genome
Visualization (TGV) system that we developed previously, which uses fluorescent TALEs to
specifically visualise the major satellites (72).We visualised nuclei by co-injection of mMRNA
for histone H2B and imaged heterochromatin for ~24 hours in more than 90 embryos (Fig.
1B and S1C). Over this time period, we observed the formation of bright, condensed
pericentromeric foci, reflecting chromocenter formation (Fig. S1C)(3, 13). We then
performed quantitative image analysis in 3D by implementing a segmentation and denoising
pipeline (Fig. S1D and Methods). We observed both fusion and fission of pericentromeric
domains in 2-cell stage embryos (Fig. 1C top and bottom panels, respectively) and an
increase in their sphericity over time (Fig. 1D). Interestingly, pericentromeric domains initially
increased in volume, but then started to decrease in size prior to a sharp increase in
sphericity (Fig. 1E and 1F). This is not due to our long-term imaging, as we reproduced this
result when imaging embryos during the late 2-cell stage only (Fig. S2A-B). We also
validated the increase in volume at early stages using DNA FISH for major satellites (Fig.
S2C-D). This suggests that events of fusion and fission underlie the changes in shape
undergone by pericentromeric chromatin. Indeed, volume changes were consistently related
to changes in sphericity, with most pericentromeric domains shifting from larger and less
spherical to smaller domains of higher sphericity towards the end of the 2-cell stage (Fig.

1G), indicating partitioning of heterochromatin domains into smaller, more rounded clusters.

Interestingly, we did not observe the dynamic changes in volume and sphericity of
pericentromeric chromatin at the 4-cell stage when chromocenters are already formed (Fig.
S2E-G), indicating that such changes specifically accompany the period of heterochromatin
maturation into chromocenters. To address whether the progressive changes in sphericity
that we observed are a general feature of other nuclear bodies in early embryos, we imaged
the embryonic nucleoli (referred to as nucleolar-like bodies or NLBs)(74, 15) (Fig. 1H, | and
Fig. STE). Nucleoli are known to undergo LLPS in other developmental settings and
correspondingly, display highly spherical shapes (10, 16). As expected, NLBs exhibited high
sphericity, but their sphericity remained relatively constant throughout the 2-cell stage (Fig.
S2H). Thus, pericentromeric chromatin undergoes fission and fusion and displays specific

changes in shape in early mouse embryos, which are consistent with condensate properties.



If embryonic heterochromatin is in a phase-separated state, we would expect distinct
diffusion of its internal components within the condensate compared to the surrounding
nucleoplasm (5, 17). To address this, we adapted RICS (Raster Image Correlation
Spectroscopy)(78) to mouse embryos to measure diffusion coefficients inside and outside
pericentromeric heterochromatin (Fig. 2A). We performed RICS for H3.1, which is a
component of pericentromeric chromatin in 2-cell stage embryos (Fig. S3A)(19). To
distinguish pericentromeric chromatin in live embryos, we co-expressed TALE-MajSat-
mClover to delimit the heterochromatin domains (Fig. 2A). We found that the H3.1 diffuses
at a significantly different rate in the pericentromeric domain compared to the nucleoplasm
(Fig. 2A), suggesting that embryonic heterochromatin is phase-separated. In agreement, the
concentration of H3.1 was significantly higher inside the heterochromatin domain (Fig. S3B).
Next, we reasoned that if heterochromatin is in a liquid-like state, a boundary that partitions
heterochromatin and the nucleoplasm should be present, resulting in different recovery
kinetics of its internal components compared to the surrounding nucleoplasm. To test this,
we performed FRAP (Fluorescence Recovery After Photobleaching) inside and outside
heterochromatin at the 2-cell stage. For the former we measured H3.1 dynamics at both,
NLB-associated and chromocenter domains as a mixture of both are present at this
timepoint (Fig. 2B). H3.1 displayed high mobility in the nucleoplasm of 2-cell stage embryos
(Fig. 2C, D and Table S7), consistent with previous work (20, 27). In addition, H3.1 was also
highly mobile inside the pericentromeric domains, both when associated to the NLBs or in
chromocenters (Fig. 2C, D and Table S17), in line with the RICS data. While the H3.1 mobile
fraction did not differ significantly between the nucleoplasm and the pericentromeric domains
(Fig. 2D and Table S1), the recovery kinetics at heterochromatin were significantly slower,
particularly at NLBs (Fig. 2E and Table S1). Remarkably, at the 4-cell stage, when
chromocenters are fully matured (3, 713), both the mobility and recovery kinetics of H3.1 are
similar between heterochromatin domains and the surrounding nucleoplasm (Fig. S3C-E
and Table S1). Thus, all the above support the interpretation that embryonic
heterochromatin displays condensate properties that change during development. Initially
heterochromatin displays liquid-like features during the process of chromocenter formation,
including high sphericity, fusion/fission, and distinct recovery kinetics and diffusion of its
internal components. However, the similar recovery kinetics inside and outside the
heterochromatin domains when chromocenters are fully mature suggest a transition into a
more solid-like or gel-like state. Overall, we conclude that pericentromeric chromatin forms
membrane-less compartments with evolving biophysical properties during this time of

development.



The formation of membrane-less compartments is promoted by weak hydrophobic
interactions, which are primarily characteristic of LLPS (77, 22). Thus, we next probed
whether weak hydrophobic interactions are necessary for chromocenter integrity and their
biophysical properties by exposing embryos to 1,6-Hexanediol (23). Because NLBs
displayed LLPS features in mouse embryos (Fig. 1/, S3F-H), we first identified conditions in
which 1,6-Hexanediol disrupted the number of NLBs (Fig. S4A). To address whether 1,6-
Hexanediol disrupts the pericentromeric compartment, we measured H3.1 mobility, as
above. FRAP analysis after 1,6-Hexanediol treatment showed that the recovery kinetics of
H3.1 in and outside of the pericentromeric domains became equalised (7.7+2.4 and
7.8+1.88, respectively), in contrast to the controls (6.2+1.6 at pericentromeric domain versus
10.413 in the nucleoplasm) (Fig. 2F and Table S1). These data suggest that liquid-liquid
demixing of pericentromeric heterochromatin at the 2-cell stage is enabled through weak
hydrophobic interactions. In line with this, DNA FISH for major satellites revealed a severe
alteration in the nuclear localization of pericentromeric heterochromatin after 1,6-Hexanediol
treatment, which led to the dispersion of the heterochromatin domains (Fig. 2G). Live
imaging of pericentromeric domains recapitulated this observation (Fig. 2H). This behaviour
was similar to that observed for the NLBs (Fig. 2/). Notably, 1,6-Hexanediol treatment at the
4-cell stage did not affect major satellite localization (Fig. S4B), suggesting that mature, fully
formed chromocenters do not depend upon weak hydrophobic interactions. These
observations, together with our findings showing that H3.1 kinetics are similar between the
pericentromeric domains and the surrounding nucleoplasm at the 4-cell stage point towards
a transition of heterochromatin from a liquid-like state to a more gel- or solid-like state during

this early developmental period.

To examine the functional consequences of perturbing condensate integrity upon 1,6-
Hexanediol treatment, we measured the transcript levels of major satellite repeats as a
proxy for heterochromatin silencing. Pericentromeric heterochromatin is actively transcribed
in zygotes and 2-cell stage embryos (3) and this transcriptional activity is thought to promote
heterochromatin formation and chromocenter formation (2, 19). Treatment with 1,6-
Hexanediol led to a significant reduction of major satellite transcripts as detected by RNA
FISH and RT-gPCR (Fig. 2J,K), but not of control, B-actin transcripts (Fig. S4C), suggesting

defective heterochromatin integrity.

Next, to investigate the molecular basis of our observations, we screened for proteins
expressed in embryos with a potential to phase separate and a functional role in

heterochromatin(24, 25). Of note HP1a is not expressed prior to the blastocyst stage (26).



Our previous work identified ATRX as a protein with a potential to phase separate (24).
ATRX is required for heterochromatin integrity in oocytes and lack of ATRX in female
gametes leads to chromosomal instability in pre-implantation embryos (27-30). ATRX
contains a large intrinsically disordered domain (IDR) and a C-terminal prion-like domain
(PLD)(24) which, are commonly found in proteins that promote or are enriched in phase
separated compartments (22, 37-36). Immunostaining for ATRX revealed enrichment in foci
at the pericentromeric chromatin around the NLBs in zygotes (Fig. 3A), in agreement with
previous work (28, 29). At the 2-cell stage ATRX displayed a marked pericentromeric

heterochromatin enrichment, exclusively at chromocenters but not around NLBs (Fig. 3A).

To address whether ATRX is involved in the biophysical and morphological changes of the
pericentromeric heterochromatin during this time of development, we performed acute
protein depletion of ATRX using Trim-away (37), which led to efficient ATRX degradation in
2-cell stage embryos (Fig. S5). Depletion of ATRX did not affect the early changes in
volume of heterochromatin domains (Fig. 3B). However, depletion of ATRX completely
prevented the partitioning into smaller rounded heterochromatin domains observed in control
embryos at the late 2-cell stage (Fig. 3B). This data suggests that the initial heterochromatin
phase transition is independent of ATRX function, but that ATRX is required for later
maturation into chromocenters. In agreement, ATRX depletion did not affect the recovery
kinetics of H3.1 inside the heterochromatin domains or in the nucleoplasm (Fig. 3C),
suggesting that ATRX is not required for the integrity of the pericentromeric condensate.
Phase separated condensates rely on scaffold proteins for the integrity of the condensate,
and on client proteins, which interact with the components of the condensate through low
valency interactions (38). Because our data indicate that ATRX is not required for the
condensate integrity, we thus tested whether ATRX acts as a client protein in the process of
heterochromatin formation in the early embryo. Indeed, we found the specific localization of
ATRX at chromocenters at the 2-cell stage was highly sensitive to 1,6-Hexanediol treatment
(Fig. 3D). Overall, our data suggest that ATRX recruitment to heterochromatin depends on
weak hydrophobic interactions, and that ATRX is subsequently required for the

morphological and biophysical changes that lead to chromocenter formation.

The lack of partitioning into smaller heterochromatin domains in the absence of ATRX that

we observed is in line with the known defects in aneuploidy resulting from maternal depletion
of ATRX (27, 28). While all our observations are compatible with embryonic heterochromatin
displaying condensate features, it is also plausible that ATRX may contribute additional roles

through its ability to bind and remodel chromatin (39-41) by biochemical, rather than



biophysical means. However, we note that the contribution of both is plausible and in line

with the complexity of in vivo, cellular developmental systems.

Our work suggests a model whereby dynamic changes in biophysical properties underlie
heterochromatin formation at the beginning of mammalian development (Fig. 4). While
heterochromatin displays properties of a liquid-like state initially during development,
heterochromatin maturation into chromocenters is accompanied by a phase transition into a
more solid- or gel-like state. These data imply that the phase separation features of
heterochromatin are cell-type variable and could potentially be linked to cellular plasticity, in

this case in a developmental setting.

Overall, our data provide novel insights into self-organization of chromatin domains at the
beginning of mammalian development and indicates that the physical state of

heterochromatin may change depending on the biological cellular context.
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Figure Legends

Fig. 1. Live imaging of pericentromeric heterochromatin in mouse embryos.

(A) DAPI stained nuclei of the corresponding mouse preimplantation embryo stage to
visualise the nucleolar-like bodies and chromocenters. Right: schematic representation of
the centromeric regions of a typical mouse chromosome. Scale bars, 10um.

(B) Experimental design for visualising pericentromeric heterochromatin in live embryos.

(C) Still images of a single Z-plane of one nucleus from live imaging of a 2-cell stage embryo
in the major satellite channel at the corresponding time in minutes. Arrows point to events of
fusion (top row, cyan) and fission (bottom row, magenta). The black square in the 2-cell
schematic depicts the imaged area. Scale bars, 5um.

(D) Mean sphericity of major satellite regions in one nucleus represented with a dotplot and
a locally estimated scatterplot smoothing (LOESS) curve (left) or a boxplot (right) .

(E) Z-scores of the volume of pericentromeric domains per nucleus during the 2-cell stage
plotted as in Fig1.D.

(F) LOESS curves for the z-scores of sphericity and volume of major satellites per nucleus
across the 2-cell stage.

(G) Density plot showing the sphericity and volume of individual pericentromeric domains
across 4 different time windows covering the 2-cell stage. The small schematic shows the
expected position of small spherical versus large irregular objects.

(H) Experimental design for live imaging of nucleolar-like bodies at the 2-cell stage.

() Still images of a single Z-plane from live imaging of one 2-cell stage nucleus in the NPM2
channel at the corresponding time in minutes. The black square in the 2-cell schematic

depicts the imaged area. Scale bars, 10um.

Fig. 2. Pericentromeric heterochromatin phase separates in mouse embryos.

(A) Experimental design of Raster Image Correlation Spectroscopy (RICS) of histone H3.1
at pericentromeric heterochromatin. Representative confocal microscopy images of TALE-
MajSat and SNAP-H3.1 used for RICS analysis. Box plot of diffusion coefficients for H3.1-
mRFP in the nucleoplasm (Nuc.) and at major satellites (MajSat) where each dot represents
one nucleus. MeanzSEM values are 5.5+0.21 in the nucleoplasm versus 4.310.22 at
pericentromeric domain. The black square in the 2-cell schematic depicts the imaged area.
Scale bar, 5pm.

(B) Experimental design for Fluorescent Recovery After Photobleaching (FRAP) analysis of
histone H3.1 at the 2-cell stage. Schematics and still images of FRAP performed in the

nucleoplasm or inside pericentromeric heterochromatin, either when around the NLBs or at



chromocenters. The black square in the 2-cell schematic depicts the imaged area. Bleach
regions are represented by a red circle. Scale bars, 8um.

(C) Recovery curves of H3.1-mRFP in the specified regions. The individual points are the
mean+SEM. The curve is a double exponential fit of all individual points for each region.

(D) MeantSEM of the estimated H3.1-mRFP mobile fraction from fitting a double
exponential to each individual FRAP experiment.

(E) Mean+SEM of estimated H3.1 fast recovery kinetics from fitting a double exponential to
each individual FRAP experiment.

(F) Experimental design, mobile fraction and fast recovery kinetics of H3.1-mRFP in the
nucleoplasm or at pericentromeric heterochromatin after 1,6-Hexanediol treatment,
measured by FRAP.

(G) Experimental design and representative images of major satellite DNA FISH after 1,6-
Hexanediol treatment at the 2-cell stage. The panels show the DAPI and the major satellite
channels, a merge of both channels and an inset with a higher magnification of one of the
two nuclei in the major satellite channel. White dashed lines demarcate the nuclear
membrane. Scale bars, 5um.

(H) Experimental design and still images from live imaging of pericentromeric
heterochromatin with 1,6-Hexanediol. Images show the major satellite and H2B channels at
the corresponding timepoints in minutes. The black square in the 2-cell schematic depicts
the imaged area. Scale bars, 15um.

(I Experimental design and still images from live imaging of nucleolar-like bodies (NLB) with
1,6-Hexanediol. Images show the merge of the NPM2 and H2B channels at the
corresponding timepoints in minutes. The black square in the 2-cell schematic depicts the
imaged area. Scale bars, 15um.

(J) Experimental design and results of quantification of major satellite transcripts by RNA
FISH after 1,6-Hexanediol treatment. Mean, intensity, volume and number of FISH foci per
nucleus are shown.

(K) RT-gPCR analysis of major satellite transcripts after 1,6-Hexanediol treatment. Data are

normalized against Gapdh mRNA and shown as log2 fold change to controls.

Fig. 3. Liquid-like dependent ATRX recruitment to pericentromeric chromatin
mediates chromocenter maturation.

(A) Representative confocal section of ATRX immunostaining in zygotes and late 2-cell
stage embryos.

(B) Experimental design for the analysis of pericentromeric heterochromatin in live embryos

after ATRX depletion by Trim-Away. LOESS curves for the z-score of sphericity and volume



of pericentromeric domains per nucleus across the 2-cell stage for control IgG and ATRX
knockdown conditions.

(C) Experimental design and quantification of fast recovery kinetics of H3.1-mRFP in the in
the specified regions after ATRX Trim-Away, measured by FRAP in late 2-cell stage
embryos.

(D) Experimental design and representative confocal section of ATRX immunostaining after
1,6-Hexanediol treatment. The panels show the results of untreated embryos and 2 types of
phenotypes observed after 1,6-Hexanediol treatment and their frequency.

Scale bars, 10um.

Fig. 4 Model summarizing our findings on the phase state transition of embryonic
heterochromatin and the role of ATRX in this process. Pericentromeric heterochromatin
transitions from a liquid-like to a more solid or gel-like state during the process of
chromocenter formation. ATRX is required for chromocenter formation but not for the initial

heterochromatin phase transition.

Supplementary Figure Legends

Fig. S1. Live imaging protocol and pipeline to study the dynamics and biophysical
properties of pericentromeric heterochromatin in mouse embryos.

(A) Experimental design and representative bright-field images of embryos 3 days after
microinjection with H2B-tdiRFP, TALEMajSat-mClover and mRuby-NPM2 mRNA. Scale
bars, 100um.

(B) Proportion of embryos that reached the blastocyst stage after 3 days of culture.

(C) Representative images of 3D-reconstructions of Z-stacks acquired during live imaging of
a 2-cell stage embryo in the major satellite and H2B channels at the corresponding time in
minutes. The black square in the 2-cell schematic depicts the imaged area. Scale bars,
15um.

(D) Diagram of the image analysis pipeline developed to calculate the volume and sphericity
of 3D-reconstructed pericentromeric heterochromatin domains and nucleolar-like bodies
(NLBs) from live imaging. The major satellite channel is denoised with the Rudin-Osher-
Fatemi algorithm and subsequently segmentation and calculation of volume and sphericity
for major satellites and NPM2 was performed using Imaris software. The black square in the

2-cell schematic depicts the imaged area.



(E) Representative images of 3D-reconstructions of Z-stacks acquired from live imaging of a
2-cell stage embryo in the NPM2 and H2B channels at the corresponding time in minutes.

The black square in the 2-cell schematic depicts the imaged area. Scale bars, 15um.

Fig. S2. Changes in volume and sphericity of heterochromatin domains are specific to
the 2-cell stage.

(A) Mean sphericity of pericentromeric regions per nucleus over time, as determined using
live imaging in the late 2-cell stage plotted as in Fig. 1D.

(B) Volume analysis of pericentromeric heterochromatin per nucleus over time, as
determined based on live imaging at the late 2-cell stage plotted as in Fig. 1E.

(C) Sphericity of individual pericentromeric heterochromatin regions at the corresponding
timepoints, quantified using superresolution microscopy of major satellite DNA FISH with
stimulated emission depletion microscopy (STED).

(D) Volume of individual pericentromeric heterochromatin regions at the corresponding
timepoints, calculated from major satellite DNA FISH imaged with STED.

(E) Mean sphericity of pericentromeric heterochromatin domains per nucleus from live
imaging in 4-cell stage embryos plotted as in Fig.1D.

(F) Volume of pericentromeric heterochromatin per nucleus, calculated from live imaging
during the 4-cell stage plotted as in Fig. 1E.

(G) Density plot showing the sphericity and volume of individual pericentromeric domains
across 4 different time windows during the 4-cell stage. The small schematic shows the
expected position of small spherical versus large irregular objects.

(H) Sphericity of nucleolar-like bodies (NLBs) and pericentromeric heterochromatin obtained

from live imaging in 2-cell stage.

Fig. S3. The liquid properties of pericentromeric heterochromatin resemble those of
nucleolar-like bodies and are specific to the 2-cell stage.

(A) Representative confocal section of a single nucleus of a late 2-cell stage embryo after
immunostaining for SNAP-H3.1 and H3K9me3 after Triton X-100 pre-extraction to detect
chromatin bound H3.1. Scale bar, 10pum.

(B) SNAP-H3.1 concentration at nucleoplasm (Nuc.) and at pericentromeric heterochromatin
(MajSat) at the 2-cell stage as measured by RICS. Mean+SEM is 1.17x10°+1.19 x107 in the
nucleoplasm and 1.35 x10°+9.41 x10°® at pericentromeric domain.

(C) Experimental design and FRAP recovery curves of H3.1-mRFP at the 4-cell stage in the
specified regions. The individual points are the meant SEM. The curve is a double

exponential fit of all individual points for each region.

10



(D) Mean+SEM of estimated H3.1 mobile fractions from fitting a double exponential to each
individual FRAP experiment at the 4-cell stage.

(E) MeantSEM of estimated H3.1 fast recovery kinetics from fitting a double exponential to
each individual FRAP experiment at the 4-cell stage.

(F) Experimental design and still images of FRAP for NPM2 in the nucleolar-like bodies
(NLBs) at the 2-cell stage. Bleach region is represented by a red circle. The black square in
the 2-cell schematic depicts the imaged area. Scale bar, 8um.

(G) Mean+SEM of NPM2 mobile fraction and recovery kinetics at the 2-cell stage.

(H) Experimental design and still images of photoconversion experiments for NPM2 in
nucleolar-like bodies at the 2-cell stage. The black square in the 2-cell schematic depicts the
imaged area. Scale bars, 8um.

All statistical analysis was performed using the two-sided Mann—-Whitney U-test.

Fig. S4. Conditions for 1,6-Hexanediol at the 2-cell stage and effect of 1,6-Hexanediol
on pericentromeric heterochromatin localization at the 4-cell stage.

(A) Experimental design to determine the effective concentration of 1,6-Hexanediol in mouse
embryos. Embryos were treated at the indicated concentrations of 1,6-Hexanediol, fixed and
the number of nucleolar-like bodies was determined using confocal imaging of DAPI-stained
embryos. The left SINA plot shows the number of nucleolar-like bodies per embryo under
different 1,6-Hexanediol concentrations. The right SINA plot shows the area of the pronuclei,
measured in the Z-section of their maximal diameter, after incubation with the indicated 1,6-
Hexanediol concentrations.

(B) Experimental design and representative images of major satellite DNA FISH after 1,6-
Hexanediol treatment at the 4-cell stage. White dashed lines demarcate the nuclear
membrane. Scale bars, 10um.

(C) RT-gPCR analysis of Actb transcripts after 1,6-Hexanediol treatment. Data are

normalized against Gapdh mRNA and shown as log2 fold change to controls.
Fig. S5. ATRX is efficiently degraded by Trim-Away at the 2-cell stage.

Representative single confocal section of an embryo immunostained for ATRX after Trim-

Away with anti-ATRX antibody or IgG control. Scale bars, 10um.
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Material and Methods

Plasmid construction and mRNA production

The TALEMajSat-mClover, H2B-tdiRFP and mGFP plasmids were previously characterised
and are available in Addgene (12, 42); 47878, 47884). For the mRuby-NPM2 and mEOS3.2-
NPM2 plasmids, we replaced eGFP for either mRuby or mEOS3.2, which was amplified
from a plasmid obtained from the Burtscher lab (43) in a eGFP-NPM2 construct kindly
provided by F. Aoki (75). The mCherry-Trim21 plasmid was obtained from Addgene
(105522,(37)) and the pRN3P.Trim21 plasmid was generated by removing the mCherry
sequence. The H3.1 plasmid was constructed from the pRN3P.H3.1.GFP plasmid (79) by
replacing the GFP sequence by mRFP. The SNAP-H3.1 plasmid contains an N-terminal
SNAP tag sequence. mRNAs were transcribed in vitro using eithera T3 ora T7
MMESSAGE mMACHINE kit (Ambion) or mMMESSAGE mMACHINE ultra kit (Ambion).

Embryo collection, microinjection and culture

Animal experiments were carried out in compliance with local regulations (Government of
Upper Bavaria). For the ATRX immunostainings, CD1 female mice (4—-8 weeks old) were
mated with CD1 male mice (3—6 months old), and zygotes and 2-cell stage embryos were
collected at 17h and 40h post-coitum, respectively. For all other experiments, embryos were
collected from 5-6-week-old F1 (C57BL/6JxCBA/H) females mated with F1 males (3—-6
months old) after hormonal induction with pregnant mare serum gonadotropin (Intervet, 5 1U)
and human chorionic gonadotropin (hCG; Intervet, 7.5 1U) 46—48-h later. Embryos were
collected at the following time points after hCG injection: zygotes were collected between
18h and 21h post-hCG except for Fig. 3.A when it was collected at 25h post-hCG; 2-cell
stage embryos were collected at 48h post-hCG for Fig. 3A. Zygotes were microinjected with
1-2pl of the indicated mMRNA or antibody. Embryos were cultured in K-modified simplex
optimized medium (KSOM) microdrops under paraffin oil at 37 °C, 5% CO.. For the analysis
of H3.1 localization in Fig. S3A, in vitro-transcribed mRNA of SNAP tagged H3.1 (50ng/uL)
was injected into zygotes at 17-18hphCG. Injected embryos were cultured until 47.5hphCG
and treated with 5uM SNAP-Cell Oregon Green (NEB, S9104S) for 30 min in KSOM.
Embryos were subject to triton pre-extraction to detect incorporated SNAP tagged H3.1 (44).

Immunostaining and confocal microscopy

Embryos were fixed as previously described (45). Briefly, the zona pellucida was removed
with Acid Tyrode solution, followed by two washes in PBS and fixation for 20 min in 4%
paraformaldehyde, 0.04% Triton, 0.3% Tween-20, 0.2% sucrose at 37 °C. Embryos were
then washed with PBS and permeabilized with 0.05% Triton X-100 for 20min. After
permeabilization, embryos were washed three times in PBST (0.1% Tween 20 in PBS),

quenched in 2.6mg/ml freshly prepared ammonium chloride, washed three times in PBST,
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blocked for 3—4h at 4 °C in blocking solution (3% BSA in PBST) and incubated with primary
antibodies in blocking solution. Antibodies used were as follows: anti-ATRX (Cell Signaling,
8729, 1:250 dilution). After overnight incubation at 4 °C, embryos were washed three times
in PBST, blocked and incubated for 3h at room temperature in blocking solution containing
secondary antibodies labelled with Alexa-488 fluorophore (Invitrogen A32731, 1:500
dilution). After washing, embryos were mounted in Vectashield (Vector Laboratories)
containing DAPI. Confocal microscopy was performed using a plan-Apo 63x NA 1.4 oil
immersion objective on a TCS SP8 inverted confocal microscope (Leica). Z-sections were
taken every 0.5—-1um. Image analysis was performed using FIJI (46). For all experiments,
acquisition parameters were set to obtain fluorescence intensity signals in the linear range of
hybrid detectors. These detectors have negligible detector noise and linearly amplify
incoming photons into photoelectrons, thereby allowing the counting of measured photons,
provided the detector is not saturated. Hence, given identical acquisition settings, the

recovered fluorescence signal accurately reflects the level of antigen present in the sample.

Live imaging of Major Satellite (MajSat) regions and Nucleolar-Like Bodies (NLBs)

For live imaging, embryos were microinjected with 1-2pl of the following combinations of
mRNAs: 1) 600 ng/ul of TALEMajSat-mClover mRNA and 200 ng/pl of H2B-tdiRFP mRNA
for MajSat visualization; 2) 600 ng/ul of TALEMajSat-mClover mRNA, 200 ng/pl of H2B-
tdiRFP mRNA and 100 ng/ul of mRuby-NPM2 mRNA for imaging NLBs. Embryos were
cultured in microdrops of KSOM until the start of the live imaging, when they were
transferred to an imaging chamber containing micrometric wells with 1mL of in KSOM
covered with 1mL of paraffin oil prior the beginning of the live imaging. We used either a
custom-made chamber (for most imaging experiments) or the Embryo Immobilisation Chip
(Dolomite Microfluidics). Each of our custom-made chamber consists of two functional
elements: a layer with wells for single embryo isolation and imaging; a wall around the wells,
which allows media keeping and exchange. The layer with wells was made as a sandwich of
a coverslip and a layer of Ostemer 322 (Mercene Labs AB, Sweden) with holes, which was
bonded on top of the coverslip. The holes in Ostemer 322 were formed using a
polydimethylsiloxane (PDMS) master mold, which was produced using standard soft
lithography. Briefly, a master mold for replication in PDMS was fabricated from SU-8
photoresist (MicroChem, USA) spin-coated on a Si wafer. The SU-8 master mold was then
used to produce the PDMS master mold from Sylgard 184 (Dow Corning, USA). In total,
there are 361 wells with 200 um diameter and 110 um height in each chamber. The wall was
3D printed from High Temp Resin (Formlabs, USA) using 3D printer Form 2 (Formlabs,
USA). The outer diameter of the wall is 35 mm, the inner area is 16x16 mm, and the height

is 10 mm. The layer with wells and the wall were centered to have the wells within the inner

13



area of the wall and then bonded to each other using Ostemer 322. Each chamber was
extensively washed in distilled water and under sonication to remove residual non-cross-
linked materials. Live imaging experiments were performed using a plan-Apo 100x NA 1.35
silicon oil immersion objective on a dragonfly 304 spinning disc system attached to a Nikon
Ti-2microscope. Images were acquired on a Andor iXon 888 live EMCCD camera.
Temperature was maintained at 37 °C with a microscope enclosure incubator (Ololab, Italy)
and 5% CO.was supplied by a gas mixer into a stage-top chamber with magnetic holder for
35 mm dishes (Okolab, Italy). For imaging of MajSat and NPM2 in early and late 2-cell
stage embryos, live imaging was started between 40 and 42 h or 48h post-hCG respectively.
For the 4-cell stage imaging live imaging was started between 54 and 55h post-hCG. Note
that live imaging procedure may result in some developmental delay and therefore the post-
hCG timepoints should be considered relative. To generate the 2-cell and 4-cell stage
datasets, Z-sections were taken every 3um and for live imaging of NPM2, Z-sections were
taken every 8.33um. For all the live imaging experiments images were taken every 20

minutes.

Image Analysis and Processing

The MajSat channel was first denoised using the Rudin-Osher-Fatemi algorithm (47, 48)
with a denoising weight of 10. The NPM2 or MajSat channel was then segmented using
Imaris software (Bitplane). For segmentation a smoothing parameter of 0.4um was applied
and a size threshold of 0.674um? for the MajSat channel and of 10um? for the NPM2
channel. The values of sphericity and volume of the different segmented objects were

selected from Imaris. All statistical analysis was done using Rstudio.

Fluorescence Recovery After Photobleaching (FRAP) and Photoconversion

For H3.1 FRAP at MajSat regions, zygotes were microinjected with 600ng/ul of
TALEMajSat-mClover and 300ngpl of H3.1-mRFP mRNAs. For FRAP and photoconversion
of NPM2 at the NLBs, zygotes were microinjected with 100ng/pl of mRuby-NPM2 or
100ng/ul of MEOS3.2-NPM2 mRNAs, respectively. FRAP and photoconversion was
performed on a Nikon Ti-e microscope equipped with a Bruker Opterra 2 confocal system
using a plan-Apo 100x NA 1.4 oil immersion objective. Images were acquired on a
Photometrics EVO EMCCD camera. Temperature was maintained with a microscope
enclosure incubator adjusted to 37°C at the sample (In Vivo Scientific). Embryos were
placed in drops of KSOM medium on a glass-bottom dish covered with paraffin oil. A circular
region of interest of 2.28um?was selected either in the nucleoplasm or in the region
comprising the MajSat domains as determined by the TALEMajSat-mClover signal, or inside

the NLBs as determined using the NPM2 signal, and was subjected to FRAP or
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photoconversion. Acquisition was started with images taken every 0.1s for 4s during which
bleach was performed. Subsequently, images were acquired every 1s for 10s and then

every 5s for 50s.

FRAP curve fitting and statistical analysis

The FRAP raw data were processed with FIJI (ImageJ). All analyses were done on
background-subtracted values, which were normalized by the average H3.1 or total NPM2
fluorescence intensity in the nucleus or NLB respectively. The curves obtained were
normalized using the full-scale normalization method so that the first post-bleach frame was
set to 0. Normalized curves were then subjected to curve fitting. Experimentally obtained
and normalized recovery curves were fit using Rstudio. A two-phase exponential association
equation, Y=Ymax1 x [1 — e(- K1 x X)] + Ymax2 x [1 — e(- K2 x X)], was used to obtain
mobile fractions and reaction rates of H3.1, as this has been previously described to be
appropriate for nuclear proteins (20, 49). A single exponential association equation Y =
Ymax x [1 — e(- K x X)] was used to obtain the mobile fraction and reaction rate of NPM2.
Unpaired wilcoxon-tests were used for statistical comparisons. Ymax2 values were used for
mobile fraction estimation of H3.1, as they reflect the steady-state protein pool, unless

otherwise stated.

DNA and RNA FISH

DNA FISH was performed as previously described (50), using a protocol that preserves the
nuclear 3D structure of embryos. Briefly, the zona pellucida was removed with Acid Tyrode
solution, followed by two washes in PBS and fixation in 4% paraformaldehyde, 0.05% Triton-
X at RT for 15 min. Embryos were then permeabilised in 0.5% Triton-X 100, 0,02% RNAseA
for 1h at RT and treated with HCI solution (0.1N HCI, 0.7 Triton-X 100 and 1 mg/ml PVP in
water) for 3min at RT. Embryos were washed into prehybridization buffer (50% formamide,
2x SSC, 10% Dextran, 1 mg/ml PVP, 0.05% TritonX, 0.5 mg/ml BSA) and incubated at 55 °C
for 3 h. Embryos were then incubated 10 min at 80 °C and transferred into drops of 0.2 pl
hybridization buffer containing the MajSat probe (4) at 5 ng/ul, which was previously
denatured at 80 °C for 10 min. After overnight hybridization at 42 °C, embryos were washed
once in 2x SSC at room temperature followed by washing three times 10 min in in 0.1x SSC
at 42 °C and transferred in drops of Vectashield containing DAPI. Super resolution STED
microscopy was performed using a plan-Apo 100x NA 1.4 oil immersion objective on a TCS
SP8 inverted confocal microscope (Leica). STED was performed with a 775 nm pulsed
laser. Z-sections were taken every 0.1um. For RNA FISH, the zona pellucida was removed
with Acid Tyrode solution, followed by two washes in PBS and fixation in 4%

paraformaldehyde, 0.05% Triton-X at RT for 15 min. Embryos were then permeabilised in
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0.5% Triton-X 100 for 1h at RT. Embryos were washed into prehybridization buffer (50%
formamide, 2x SSC, 10% Dextran, 1 mg/ml PVP, 0.05% TritonX, 0.5 mg/ml BSA) and
incubated at 55 °C for 3 h before being transferred into drops of 0.2 pl hybridization buffer
containing the MajSat probe at 5 ng/pl, which was previously denatured at 80 °C for 10 min
under oil. After overnight hybridization at 42 °C, embryos were washed once in 2x SSC at
room temperature followed by washing three times 10 min in in 0.1x SSC at 42 °C and
mounted in Vectashield (Vector Laboratories) containing DAPI. Confocal microscopy was
performed using a plan-Apo 63x NA 1.4 oil immersion objective on a TCS SP8 inverted
confocal microscope (Leica). Z-sections were taken every 0.5-1um. DNA and RNA FISH
signals were analysed using Imaris software (Bitplane). The nucleus was first segmented
based on the DAPI channel with a smoothing parameter of 0.6. The MajSat signal was then
segmented with a smoothing parameter of 0.2 and a size threshold of 0.674pym?®. The values
of sphericity, volume and intensity of the different segmented objects were obtained from

Imaris. Statistical analyses were performed using Rstudio.

Raster Image Correlation Spectroscopy (RICS)

Zygotes were microinjected with 600ngul of TALEMajSat-mClover and 20ngul of SNAP-H3.1
mRNA. Embryos were cultured in microdrops of KSOM until the start of the SNAP tagging,
at 44 h post-hCG, at which time embryos were first incubated with a tagging medium
(100nM of SNAP-tagcell647 in KSOM) for 30 minutes followed by 2 washes and a 30 min
incubation in KSOM without dye. Embryos were then washed 3 times in M2 medium (Sigma)
and then transferred to an imaging chamber containing micrometric wells with 1mL of M2
covered with 1mL of paraffin oil. RICS measurements were performed at 37 °C on a home-
built confocal laser scanning microscope (CLSM), as described elsewhere (57). 470 nm and
635 nm pulsed diode lasers (LDH-P-C-470 and LDH-P-C-635M, PicoQuant) were used for
the pulsed-interleaved excitation (52) of TALEMajSat-mClover and H3.1-SNAP-647-SiR at a
laser power of 10 yW before the objective. A 100x oil immersion objective (Apo-TIRF 100x
Oil/NA 1.49, Nikon) was used for all measurements. The descanned fluorescence emission
was separated from the excitation pathway with a quad-line 405/488/561/635 beamsplitter
(Semrock). The fluorescence emission of TALEMajSat-mClover and H3.1-SNAP-647-SiR
was then separated with a 565DCXR beamsplitter (AHF) and spectrally filtered with 420/40
nm bandpass (Chroma) and 635 nm longpass (AHF) emission filters respectively before
being detected with avalanche photodiode detectors (Count® Blue and Count® Series,
Laser Components).The alignment of the system was routinely checked by measuring an
aqueous mixture of ATTO488-COOH and ATTO655-COOH with fluorescence correlation
spectroscopy. Per each embryo, 300 frames of 12x12 ym, divided into 300 lines, were

acquired with a frame time of 11=1 s, line time, 1= 3.33 ms, pixel dwell time 1,=11.11 s,
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and pixel size dr=40 nm. Image calculation from raw photon data and subsequent analyses
were performed with PIE Analysis in MATLAB (PAM)(63). The RICS measurements were
corrected for slow fluctuation and cellular movement by applying a moving average
correction prior to image correlation (57). To analyse H3.1-SNAP-647-SiR fluctuations in
different cellular regions we selected arbitrary ROI based on the TALEMajSat-mClover
signal, to distinguish between inside and outside the chromocenters. Subsequently the
correlation functions were determined using the Arbitrary RICS (ARICS) algorithm (718). The
spatial autocorrelation functions (SACFs) were fitted with a one-component free diffusion

model assuming a 3D Gaussian focal shape:
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in which ¢ and y indicate the spatial lags in pixels along the fast and slow scanning axes,
respectively, and w: and w; represent the lateral and axial focus sizes, respectively. The
shape factor y is 2732 for a 3D Gaussian. D represents the diffusion coefficient and N the
average number of fluorescent particles in the observation volume. The correlation at zero
lag time was omitted from analysis due to the contribution of uncorrelated shot noise. The

concentration (C) of H3.1 was calculated according to the equation:

1
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With Gg being the correlation amplitude and equal to y/N, NA the Avogadro number and Vs

the effective detection volume (54), equal to:

3
Verr = Ym2wiw,

1,6-Hexanediol Treatment

To determine the effective concentration of 1,6-Hexanediol (Alfa Aesar, A12439) zygotes
were incubated for 1h with 0.01% to 3.5% of 1,6-Hexanediol in KSOM prior to fixing and
staining with DAPI. The number of NLBs and the pronuclear area was calculated in 3D using
Imaris (Bitmap). For the DNA and RNA FISH experiments, embryos were incubated 1 hour
in 3.5% 1,6-Hexanediol in KSOM prior to fixation. For the experiments in which embryos
were analysed under live imaging, embryos were put in the imaging chamber containing
micrometric wells with 1mL of 3.5% 1,6-Hexanediol in KSOM covered in oil and imaged
directly. For FRAP, embryos were incubated for 10 minutes in 3.5% 1,6-Hexanediol in

KSOM and then photobleached. For all the experiments at the 2-cell and 4-cell stage,
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embryos were incubated in KSOM until 48h and 54h post-hCG, respectively, prior to 1,6-

Hexanediol treatment.

Trim away for ATRX

For FRAP, zygotes were first microinjected with 1 mg/ml of either ATRX or IgG antibodies
with 0.33% of Cascade blue (Invitrogen, D1976) or rhodamine B dextran (Invitrogen,
D1841), to monitor the success of injection, at 18h pHCG. After 4 h, zygotes were
microinjected a second time with the following mRNAs: 130 ng/ml Trim21 with 600ngul of
TALEMajSat-mClover and 300ngul of H3.1-mRFP. Embryos were placed in a 37 °C and
5%CO: incubator until the beginning of the experiment at the 2-cell stage. For live imaging,
the same procedure was followed, except that the second microinjection was done with the
following mRNAs: 200 ng/ml mCherry-Trim21 with 600ngpul of TALEMajSat-mClover and 200
ng/ul of H2B-tdiRFP. For the RNA FISH and qPCR experiments, the second microinjection
included 200 ng/ml mCherry-Trim21 and 200 ng/ml mRNA for mGFP as a positive control for

microinjection.

Quantitative RT-qPCR

Single embryo RTgPCR was performed as previously described (55). Control, 1,6-
Hexanediol treated or ATRX and IgG Trim-away embryos were washed in PBS and snap
frozen in 5 pl of 2x reaction buffer at -80°C (CellsDirect One-Step gRT-PCR kit, 11753100,
ThermoFisher) at 49 h post-hCG. TagMan Gene Expression assays (20x Applied
Biosystems), were pooled to a final concentration of 0.2x for each of the 3 assays. To each
of the single-cell samples in 2x reaction buffer, 2.5 pl of 0.2x assay pool, 0.5 yl RT/Taq
enzyme (CellsDirect One-Step qRT-PCR kit, 11753100, ThermoFisher) and 2.3 ul of water
were added. Cell lysis and sequence-specific reverse transcription were performed at 50 °C
for 20 min. The reverse transcriptase was inactivated by heating to 95 °C for 2 min. The
resulting cDNA was diluted tenfold before analysis with Universal PCR Master Mix and 1x
TagMan Gene Expression assays (Applied Biosystems). qPCR analysis was carried out with
an initial denaturing at 95 °C for 5 min followed by 45 cycles of denaturing at 95 °C for 15s
and then annealing and amplification at 60 °C for 1 min. All raw Ct values were normalised to
Gapdh for all conditions. The delta-delta Ct and then fold change were calculated compared
to the mean of the control for the 1,6-Hexanediol experiment and to the mean of the IgG
Trim-away for the Atrx Trim-away experiments. Box plots of the resulting dataset were

generated using the ggplot2 R package.

Statistical Analysis
Statistical significance based on the two-sided Mann—-Whitney U-test was performed for all

the analysis except for the RICS experiment where a two-sided Wilcoxon signed-rank test

18



was performed. All data derive from at least 3 independent biological experiments. All
boxplots show the median and interquartile range; whiskers span the range of the data,
while extending no further than 1.5x the interquartile range. N corresponds to the number of
independent experiments and n to the total number of embryos analyzed. P values are
designated as *P < 0.05, **P < 0.01, and ***P < 0.001. Non-significant values are indicated

as n.s.
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Table S1. Estimated fractions and recovery kinetics of H3.1-mRFP obtained by FRAP in

different conditions and compartments

E;’;i:i' Treatment Localization Ymax1 Ymax2 K1 K2
Nucleoplasm 56.27 + 1.42 26.60 + 1.50 6.70 £ 0.72 0.519 + 0.061
2-cell CTL MajSat; chromocenters 51.98 + 1.59 29.21+1.72 5.50+1.10 0.338 + 0.042
MajSat; NLBs 52.21 +£1.95 28.64 + 1.58 3.97+0.34 0.1.87 + 0.023
d-cell CTL Nucleoplasm 46.62 *+ 2.56 26.05 + 2.04 12.02 + 2.01 0.646 + 0.107
MajSat 41.11 £ 2.47 27.05 + 2.91 11.68 + 2.47 0.481 £ 0.100
CTL Nucleoplasm 51.36 + 3.08 29.93 + 3.14 10.80 + 3.34 0.478 £ 0.138
2-cell after MajSat 45.34 + 3.98 26.19 £5.32 6.26 + 1.63 0.443 £ 0.125
1,6-HD Hex Nucleoplasm 51.81 + 3.03 28.25 + 2.65 7.85 + 1.88 0.463 + 0.133
MajSat 43.35+4.17 33.89 £ 5.32 7.73 +2.44 0.376 £ 0.117
Nucleoplasm 58.16 £ 2.29 23.91 1+ 2.60 6.05 + 0.50 0.385 £ 0.071
19G MajSat; chromocenters 46.72 + 4.25 28.84 + 5.21 5.74 +0.73 0.353 +0.110
2_cell after MajSat; NLBs 49.73 £ 3.24 29.90 + 3.59 5.22 +1.07 0.329 £ 0.087
Trim-Away Nucleoplasm 56.99 + 1.96 24.77 £ 1.96 6.11 + 0.68 0.375 + 0.073
ATRX MajSat; chromocenters 4574 +2.20 27.79 £ 1.77 6.47 £1.00 0.324 £ 0.057
MajSat; NLBs 48.06 £ 2.10 31.22+2.54 5.14 +0.85 0.294 £ 0.054

Mean + SEM of the diffusive fraction (Ymax1), the mobile fraction (Ymax2), the fast kinetics (K1) and

slow kinetics (K2) of H3.1-mRFP. The different experiments shown correspond to the FRAP

experiments shown in Figs. 2B-E (2-cell), Figs.S3C-E (4-cell), Fig.2F (2-cell after 1,6-Hexanediol)
and Fig.3C (2-cell After Trim-Away).
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