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## Zusammenfassung

Robustheit ist die Fähigkeit eines Systems die Charakteristik seiner Dynamik gegen äußere Einflüsse zu bewahren. Im Kontext biologischer Systeme kann das Verständnis der Ursachen von Robustheit dazu beitragen ein System zu kontrollieren, seine Funktionalität zu beeinflussen, und Einsichten in Entstehung und Evolution geben. Wie die Robustheit eines Systems von dessen Interaktionsnetwerk beeinflusst wird ist ein vielfältiges Forschungsgebiet.
In dieser Dissertation untersuche ich am Beispiel der antisymmetrischen Lotka Volterra Gleichung wie die Robustheit eines dynamischen Systems von der Topologie seiner Interaktionen beeinflusst wird. In der antisymmetrischen Lotka Volterra Gleichung, der Replikator-Gleichung für Nullsummenspiele im Bereich der evolutionären Spieltheorie, ist die Intensität paarweiser Interaktionen von Strategien durch eine antisymmetrische Matrix festgelegt. Typischerweise sterben einige Spezies aus, während bei den verbleibenden Spezies komplexe Schwingungen zu beobachten sind. Koexistenz von allen Spezies tritt auf wenn die Interaktionsmatrix einen strikt positiven Kernvektor hat. Kernvektoren können mithilfe der pfaffschen Determinante berechnet werden, einer für antisymmetrische Matrizen definierte Funktion ähnlich der Determinante. Die Repräsentation antisymmetrischer Matrizen durch gewichtete Netzwerke ermöglicht eine graph-theoretische Charakterisierung der pfaffschen Determinante und damit der Kernvektoren. Dadurch ist es möglich, den Zusammenhang von Koexistenz aller Spezies und der Topologie des Interaktionsnetzwerkes zu untersuchen.
In dieser Arbeit diskutiere ich Koexistenznetzwerke, Netzwerktopologien in denen Koexistenz von allen Spezies robust ist gegen beliebige Störungen der Interaktionsstärke. Mithilfe der pfaffschen Determinante werden einfache graph-theoretische Regeln hergeleitet die die Identifikation und Konstruktion von Koexistenznetzwerken beliebiger Größe ermöglichen. Für Koexistenznetwerke ist das qualitative Verhalten der Dynamik, robuste Koexistenz aller Spezies, eine Konsequenz der Netzwerktopologie. Meine Arbeit zu Koexistenznetzwerken kann möglicherweise dazu beitragen robuste Netzwerkmotive in Ökosystemen zu identifizieren.
Die einem Koexistenznetzerk entsprechende antisymmetrische Matrix hat einen strikt positiven Kernvektor der die mittlere Massenverteilung im System beschreibt, sodass auch quantitative Eigenschaften der antisymmetrischen Lotka-Volterra Gleichung und ihre Robustheit untersucht werden können. In der Analyse eines großen Koexistenznetwerks, bestehend aus zusammengefügten Netzwerkmotiven wie dem Schein-Schere-Papier-Zyklus,
finde ich einen topologischen Phasenübergang der quantitativen Dynamik. Topologische Zustände werden als Polarisation der Masse sichtbar, und es kann gezeigt werden dass das System in der Symmetrieklasse $D$ der Klassifizierung topologischer Supraleiter ist. Diese Polarisierung ist robust gegen Störungen der Interaktionsstärke und bleibt sogar bestehen wen die Netzwerktopologie verändert wird. Die Beschreibung von topologischen Phasen in Lotka-Volterra Gleichungen weitet das Forschungsgebiet der topologischen Phasenübergänge auf nichtlineare dynamische Systeme mit biologischen Anwendungen aus. Die Ergebnisse dieser Dissertation zeigen, dass in der Dynamik der antisymmetrischen Lotka-Volterra Gleichung robuste Koexistenz und robuste Polarisierung aufgrund von Netzwerktopologie möglich ist. Netzwerktopologie kann also sowohl das qualitative als auch das quantitative Verhalten eines nichtlinearen dynamischen Systems mitbestimmen.

## Abstract

Robustness is a systems ability to preserve the characteristics of its dynamics against external influences. In the context of biological systems, understanding sources of robustness can help to either guide, manipulate or secure a systems function, or give insight into its evolutionary origins. The interplay between robustness of a system and the interaction network of its variables is a focus of ongoing research.
In this thesis, I investigate how robustness of a dynamical system is influenced by the coupling topology of its interaction network using the example of the antisymmetric Lotka Volterra equation, the replicator equation of zero-sum games in evolutionary game theory. The antisymmetric Lotka Volterra equation is a nonlinear dynamical system, in which the strengths of pairwise interactions between species are defined by an antisymmetric matrix. In the mass-conserving dynamics typically some species go extinct over time, while the other species survive and perform complex oscillations. However, when the antisymmetric interaction matrix has a strictly positive kernel vector, all species coexist for all times. Exploiting the equivalence of antisymmetric matrices and directed networks, the kernel vector of an antisymmetric matrix can be characterized by network topological properties through the Pfaffian, a determinant like function for antisymmetric matrices. This allows for a discussion of coexistence of all species in terms of network topology.
I find coexistence networks, that is, interaction network topologies in which survival of all species is robust against arbitrary perturbations of the interaction strengths and initial conditions. With help of the connection between kernel vectors and the Pfaffian, simple graph-theoretical rules are derived by which coexistence networks of arbitrary size can be identified and constructed. For coexistence networks, the qualitative behavior, namely robust coexistence of all species, is a consequence of the network topology. The work on coexistence networks may help to identify robust network motifs arising, for example, in ecology.
The antisymmetric matrices corresponding to coexistence networks have strictly positive kernel vectors which characterize the average mass distribution in the system, such that also the quantitative behavior of the antisymmetric Lotka Volterra equation dynamics and its robustness can be discussed. In an analysis of large coexistence networks obtained by concatenation of simple network motifs such as rock-paper-scissors cycles, I find a topological phase transition of the quantitative dynamics. The topological states become manifest as polarization of the average mass, and it can be shown that the system lies in the symmetry class $D$ within the 'ten-fold way' classification of 1D superconductors. The polarization
is robust against perturbations of the interaction strength and can even withstand changes in the network topology. The analysis of topological phases in Lotka-Volterra systems extends the study of topological phases to nonlinear dynamical systems in biological context. In total, the results of this thesis show that in the dynamics of the antisymmetric Lotka Volterra equation, network topology can lead to robust coexistence of all species, and can give rise to robust polarization as known from topological phase transitions. Hence, topology of the interaction network can influence both the qualitative and the quantitative behavior of a nonlinear dynamical system.

## Structure of this thesis

In this thesis we present a comprehensive study of the role of network topology for the longtime dynamics of the antisymmetric Lotka Volterra equation. After a general introduction and mathematical background information, this thesis contains three chapters with the main results. Although the chapters are successively based on each other, they can be read independently. Therefore, each chapter contains an appendix with further details that are specific to the chapter.

## 1 Introduction: Robustness of coexistence in the antisymmetric Lotka Volterra equation

The first chapter introduces the main theme of this thesis, robustness and its connection to network topology, and the dynamical system that we explore, the antisymmetric Lotka Volterra equation (ALVE). We provide a non-technical introduction to the ALVE and motivate its derivation from the evolutionary game theory of zero sum games such as the rock-paper-scissors game. Additionally, we present a survey of other branches of physics where the ALVE has relevance.

## 2 Mathematical properties of the ALVE

Here we define the ALVE and derive its mathematical properties. We show that condensates can be identified from properties of the antisymmetric interaction matrix. When the interaction matrix has a strictly positive kernel vector, no states become extinct (coexistence of all states). Furthermore, in case the strictly positive kernel vector is unique, its entries contain key information about the non-equilibrium steady state of the ALVE. The main results in this chapter are reproduced from the work of Johannes Knebel, Markus F. Weber, Torben Krüger and Erwin Frey [1, 2, which served as inspiration and starting point for the original work presented in the later chapters.

## 3 Networks and real antisymmetric matrices

This chapter contains an overview of basic properties of antisymmetric matrices, and how each antisymmetric matrix can be represented by a weighted network. We introduce concepts from graph theory and show how they can be used to characterize the kernel of antisymmetric matrices.

4 Topologically robust coexistence and coexistence networks with Johannes Knebel and Erwin Frey [49]
In this chapter we identify and characterize coexistence networks, that is, antisymmetric matrices for which the position of positive and zero values secures a strictly positive kernel vector. As such matrices can be represented by directed networks, this property is a direct consequence of the network topology. We define coexistence networks, present network characteristics to identify and construct coexistence networks of arbitrary size and discuss in length possible interpretations and applications. For the ALVE, coexistence networks are relevant as for these networks no extinction takes place: all states are part of the dynamics for all times. In addition, the strictly positive kernel vector characterizes the complex dynamics in these coexistence networks. Apart from the ALVE, coexistence networks have interesting implications for game theory as topologically robust zero sum games, and they are a generalization of Pfaffian orientation.

5 Topological phase transition in coupled rock-paper-scissors cycles with Johannes Knebel and Erwin Frey 50
Here we analyze the dynamics and mass distribution of the ALVE on a specific coexistence network that can be interpreted as a one-dimensional chain of rock-paper-scissors cycles. Dependent on one control parameter, a ratio of two rates which we call 'skewness', robust polarization is observed that bears all characteristics of a topological phase transition as known from condensed matter. We show that the antisymmetric interaction matrix indeed undergoes a topological transition that translates to the ALVE dynamics through the strictly positive kernel vector. This chapter discusses topological phase transitions in the context of linear algebra, and its effects for a system from population dynamics.

## 6 Topological phases beyond rock-paper-scissors

The results from the previous chapter are generalized to more complex one-dimensional chains. We show that the topological phase transition of the rock-paper-scissors chain is robust against changes of the network topology. The topological invariant and with it the topological phase transition is easily identified using the methods from the previous chapter. Polarization strength is determined as the asymptotics of linear recursive sequences that arise from graph-theoretical properties of the chains. As a new feature, extinction is observed in the topologically non trivial phase. Finally, for one dimensional chains at the point of the topological transition, we derive differential difference equations which admit solitary waves.

## 7 Conclusion, discussion and outlook

The final chapter contains a discussion of the results of this thesis and their significance. We comment on the limitations of the model, possible augmentations and potential paths for future research.
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## Chapter 1

## Introduction

In the natural sciences, networks are a common and convenient way to visualize and analyze complex systems [3, 4, 5]. The nodes and edges of a complex network can have various meanings: Ecosystems consist of different species (nodes) preying on or cooperating with each other (edges) [6, 7], in the brain neurons (nodes) are interconnected (edges) [8]. The complex workings in a cells can be represented as genes (nodes) that activate or inhibit each other (edges) [9, 10, chemical reactants (nodes) can react and transform (edges) [11]. In all of these examples the complex system is be represented by its network topology: a collection of nodes that are connected by edges. Network topology often is either a byproduct of elaborate analysis or (relatively) simple obtainable, inviting the following questions:
What is the role of the network topology for the properties or dynamics of the system? Does the network topology constrain, support, secure its function?
These questions have inspired a wide array of fascinating research, studying drastically simplified yet still functional models that strongly rely on network topology [12, 13, 14, the influence of interaction network topology on attractors [15, 16] to elaborate graph theoretical conditions for robustness of chemical networks [11, 17, 18].

In this thesis, we investigate the role of network topology for robustness of complex dynamics in the context of the antisymmetric Lotka Volterra equation, a dynamical system that models the population dynamics of networks of competing species [19, 20]. Generally, in this population dynamics some species die out, other species become isolated and some groups of species survive and interact indefinitely [1]. The guiding question of this thesis is if and to what extend the set of surviving species is robust against perturbations of the interaction strength. Here, we show that for the antisymmetric Lotka Volterra equation there are network topologies which predetermine robustness of coexisting species their distribution. We introduce network theoretical criteria that secure coexistence of all species, and show how robust population structure can emerge on the basis of network topology.

We start this thesis by introducing the antisymmetric Lotka Volterra equation as the replicator equation of zero sum games, illustrating its phenomenology and discussing its relevance beyond population dynamics.

### 1.1 The antisymmetric Lotka Volterra equation (ALVE): Replicator equation for zero sum games

In game theory, a game is called zero sum if in each round the gain of the winner equals the loss of the loser. Pictorially speaking, the loser gives some amount of money to the winner, such that the total amount of money in the game is unchanged, hence the name zero sum game.

### 1.1.1 The rock-paper-scissors (RPS) game

The most famous zero sum game is the rock-paper-scissors game (RPS), a game that is widely known in various versions all around the world [21]. In this game there are three strategies, rock (R), paper (P), and scissors (P). Each strategy wins against one of the others and is beaten by the third strategy: rock blunts scissors (win) and is wrapped by paper (loss), paper wraps rock (win) and is cut by scissors (loss), scissors cuts paper (win) and is blunted by rock (loss). It is convenient to formalize this list of interactions in the so-called payoff-matrix: The own strategy corresponds to the rows of the matrix, the opponents strategy to the columns. For example, when $A$ chooses rock and $B$ plays paper, player $A$ looses, receiving a payoff of $a_{R P}=a_{12}=-1$. Reversing the roles, in the same encounter player $B$ wins $a_{P R}=a_{21}=+1$. In case of a draw both players receive a payoff of 0 , translating to $a_{R R}=a_{11}=0$, and so on. For this zero sum game, the win equals the $\operatorname{los}\left\{^{1}\right.$, such that the payoff matrix is antisymmetric. The payoff matrix $A_{R P S}$ is

$$
A_{R P S}=\left(\begin{array}{ccc}
\mathrm{R} & \mathrm{P} & \mathrm{~S}  \tag{1.1}\\
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right) \begin{aligned}
& \mathrm{R} \\
& \mathrm{P} \\
& \mathrm{~S}
\end{aligned}
$$

which is visually presented as a directed cycle in Figure 1.1.
In this matrix notation, the above example yields the payoff of $A$ playing rock (written as the strategy vector $\boldsymbol{s}_{A}^{T}=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$ ) against $B$ 's paper (that is $\boldsymbol{s}_{B}^{T}=\left(\begin{array}{lll}0 & 1 & 0\end{array}\right)$ ) as

$$
\boldsymbol{s}_{A}^{T} A_{R P S} \boldsymbol{s}_{B}=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right) A_{R P S}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=-1=-\boldsymbol{s}_{B}^{T} A_{R P S} \boldsymbol{s}_{A} .
$$

A major goal of game theory is to find a strategy that maximizes one players outcome in a series of repeated games. Assuming logical players, a predictable strategy (e.g., always choose 'rock') will always loose as the opponent can tailor his replies accordingly (e.g., always reply with 'paper'), making a random, stochastic strategy necessary. With the probability $p_{A, R}$ of player $A$ choosing strategy 'rock', and so on, the stochastic strategy of player $A$ is expressed as $\boldsymbol{p}_{A}=\left(p_{A, R}, p_{A, P}, p_{A, S}\right)^{T}$. The average payoff for player $A$ against
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Figure 1.1: Examples for the evolutionary dynamics of the RPS cycle. The matrix $A_{R P S}$ can be represented as a directed cycle topologically robust zero sum games (a). Both the trajectory $\boldsymbol{x}(t)$ (green) and its temporal average $\langle\boldsymbol{x}\rangle_{t}$ (grey) are shown for different choices of the interaction rate $a_{P R}(\mathrm{~b})-(\mathrm{d})$. The trajectory $\boldsymbol{x}(t)$ lies on a limit cycle (green) which is fixed by the initial condition (black cross), while the temporal average $\left\langle x_{\alpha}\right\rangle_{T}$ (grey) approaches the systems fixed point (red cross), the Nash equilibrium. Depending on the rates, the trajectory in the system is skewed towards the boundaries of the simplex. Nonetheless, for all choices of weights that preserve the network topology no species goes extinct.
the mixed strategy of player $B, \boldsymbol{p}_{B}$, is then $\boldsymbol{p}_{A}^{T} A_{R P S} \boldsymbol{p}_{B}$. Each player can always force the opponents payoff to zero simply by copying her strategy, $\boldsymbol{p}^{T} A_{R P S} \boldsymbol{p}=0$. The optimal strategy for $A$, the Nash equilibrium, is the strategy that performs best against every choice of the opponent, $\boldsymbol{p}_{B}$ (or, equivalently, the strategy that minimizes the earnings of player $B$ [22]). Since an average gain is not possible, the Nash equilibrium is the kernel vector of $A_{R P S}$, the vector $A_{R P S} \boldsymbol{r}=\boldsymbol{r}^{T} A_{R P S}=0$. When one player chooses this strategy, the average gain is always $\boldsymbol{r}^{T} A_{R P S} \boldsymbol{p}_{B}=0$ for every choice of the opponents strategy $\boldsymbol{p}_{B}$.

### 1.1.2 Evolutionary game theory of zero sum games

At the heart of evolutionary game theory stands the idea that interactions between different phenotypes or behavioral programs are encoded in a game between species in a population. Instead of single agents that choose (probabilistic) strategies, we assume that all individuals of the population 'play' a pure strategy that identifies them as a member of a species. If an individual adopts another strategy, it also changes the species ${ }^{2}$. The game acts as a standin for complex biological and ecological interactions, struggles and competitions. Examples are outperformance by agility or fertility, advantage due to resistance against environmental factors, or direct competition due to predation. All interactions are condensed into the game matrix that describes the fitness advantages between different species [23, 24, 25, 20, 26].

For zero sum games, such as the rock-paper-scissors game, one assumes that the advantage of one species is another species disadvantage, for example one species is consumed by the other. This is captured by the antisymmetry of the payoff matrix $A_{R P S}=-A_{R P S}^{T}$. Of course it is highly unlikely that all interaction strengths are equal, such that the entries
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Figure 1.2: Survivors and extinct states depend on both the network topology and the rates. The position of positive and zero entries define the network topology (a). Varying one rate, $4 \xrightarrow{y} 1$ can change the outcome drastically. Depending on the value of $y$, either three interacting (b), four interacting (c) oder three non-interacting species (d) survive. When the surviving species interact and form a network of coexisting species, complex oscillations are observed (b)-(c).
of the game matrix differ from +1 and -1 as in equation (1.1).
Due to the differing fitnesses of the species, the composition of the population, $\boldsymbol{x}=$ $\left(x_{R}, x_{P}, x_{S}\right), x_{R}+x_{P}+x_{S}=1$ changes, creating a dynamics of the population. Each species grows relative to its abundance, $\left(\partial_{t} x_{\alpha}\right) / x_{\alpha}$, with a growth rate according to its fitness advantage over the rest of the population. The fitness of species $\alpha$ is determined by $\left(A_{R P S} \boldsymbol{x}\right)_{\alpha}$ and thus depends on the rest of the population. A species that is less fit than the rest of the population is outperformed and decreases, while a fitness advantage results in growth. For the RPS game, the populations average fitness is $\boldsymbol{x} \cdot A_{R P S} \boldsymbol{x}=0$ (as $A_{R P S}=-A_{R P S}^{T}$ ), resulting in the following example of the antisymmetric Lotka Volterra equation (ALVE) [25],

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}(t)=x_{\alpha}(t)\left(A_{R P S} \boldsymbol{x}\right)_{\alpha} \tag{1.2}
\end{equation*}
$$

The interaction matrix $A_{R P S}$ defines number $S=3$ of dynamic variables $x_{\alpha}$ and the topology and rates of their interactions, see Figure 1.1 .

The ALVE for the RPS game is a popular model for population dynamics with cyclic dominance. There is not one strongest species, and success is only temporary, leading to oscillations as shown in Figure 1.1. Starting from some initial configuration (black cross), the composition of the population oscillates, leading to a majority of rock followed by paper followed by scissors, followed by rock and so on in a circular fashion (green line). The shape of this limit cycle depends on the values of the transition rates, but the qualitative dynamic behavior, coexistence of all states despite competition, remains unchanged. For large times $T$, the temporal average $\left\langle x_{\alpha}\right\rangle_{T}:=1 / T \int_{0}^{T} \mathrm{~d} t x_{\alpha}$ approaches the fixed point of the dynamics (grey line and red cross) that coincides with the Nash equilibrium of the game.

### 1.1.3 Characteristics of the ALVE dynamics

In this thesis, we are interested in the role of network topology for the ALVE dynamics. For this purpose the interaction matrix $A_{R P S}$ in equation (1.1) is replaced with an
arbitrary antisymmetric matrix $A$, resulting in a differential equation for $S$ states. Each antisymmetric matrix can be represented as a weighted network by interpreting a positive entry $a_{\alpha \beta}=-a_{\beta \alpha}>0$ as an edge $\beta \rightarrow \alpha$ with weight $\left|a_{\alpha \beta}\right|$, as discussed in detail in Chapter 3. We consider weighted networks of different size $S$, where in addition to links with arbitrary weight also neutral interactions are possible, that is, a species is not necessarily in competition with all other species.

Numerical analysis of the ALVE dynamics on general networks shows condensation [1, 2]: Starting from an initial condition where all states are present, the mass in the system retracts into a subset of all states. Which strategies survive and which die out generally depends on both on the network topology and the interaction rates, but is independent from the initial conditions.
This behavior is exemplified in Figure 1.3. For a fixed network topology with $S=5$ species (a), by varying one interaction strength, $4 \xrightarrow{y} 1$, we achieve drastically different outcomes (b)-(d). While for (b) and (c), the surviving states interact with each other, yielding a dynamical behavior for all times, in (d) the extinction of intermediary states leaves the survivors disconnected. Notably, in (d) also the purely dominated state 5 survives since its dominator goes extinct fast enough. The mathematical details of this example are presented in Section 2.2.2.

In summary, in the ALVE dynamics, species either survive or die out. Which states survive is independent from the initial condition and a consequence of both network topology and transition rates. The surviving states can either be isolated or in contact with other survivors. In this latter case, survivors form a network in which all coexisting states interact dynamically despite their competition for all times. The goal of this thesis is to work out the role of network topology for such networks of condensates.

### 1.2 Overview of this thesis

The above introduction of the basic concepts for the ALVE allows for an overview of the results presented in this thesis:
Comparing the two examples of the ALVE dynamics on networks, we find that in Figure 1.3 different states die out dependent on the rates, while for the RPS cycle in Figure 1.1 all three states survive for every choice of interaction strengths. This property of topological robustness of the RPS cycle, that is survival of all states for every choice of interaction strength, is discussed in Chapter 4. There, we identify simple graph-theoretical rules by which networks that are topologically robust can be identified and constructed.
For the RPS system presented in Figure 1.1 the temporal average $\left\langle x_{\alpha}\right\rangle_{T}$ approaches the kernel vector of $A_{R P S}$ for large times $T$. This is the case for all topologically robust networks constructed with the methods that we introduce in Chapter 4 Hence, we can study how the long-time behavior of the ALVE is influenced by variation of rates. In Chapter 5, we show that a one dimensional chain constructed from RPS cycles undergoes a topological phase transition: the temporal average mass shows robust polarization. Finally, Chapter 6 discusses the robustness of the topological phase transition in the RPS chain
against changes in the network topology. Changing the network topology can also break topological robustness such that extinction occurs, as in Figure 1.3 . Before introducing the necessary mathematical concepts needed to make the results outlined above, we discuss applications of the ALVE.

### 1.3 Relevance of the ALVE

This thesis focuses on mathematical properties of the ALVE, such as coexistence of all states and stability of long-time behavior. In particular, we do not aim to describe or model the behavior of a specific biological system. Nonetheless, we hope that the properties of ALVE dynamics discussed in this thesis are robust enough to carry over to less restricted systems, or inspire and stimulate studies on robustness in different biophysical contexts.
In the following, we give an overview of the areas in physics where the ALVE has interpretations and applications. and discuss its relevance there.

### 1.3.1 Population dynamics

The ALVE can be viewed as a special case of two prominent and closely related models in population dynamics. The generalized Lotka-Volterra equation (gLVE) is defined as [25]

$$
\begin{equation*}
\frac{\mathrm{d} x_{\alpha}}{\mathrm{d} t}=x_{\alpha}(\boldsymbol{r}+M \boldsymbol{x})_{\alpha} . \tag{1.3}
\end{equation*}
$$

Each species $\alpha$ duplicates or dies as described by the growth rate $r_{\alpha}$, and interacts with the other species through the interaction matrix $M$ as $\sum_{\beta}(M)_{\alpha \beta} x_{\beta}$. The dynamics of the gLVE can be varied from fixation to heteroclinic orbits [25]. The total mass in the system, $\sum_{\alpha} x_{\alpha}$, is not fixed. By a change of variables to $x_{\alpha} /\left(\sum_{\alpha} x_{\alpha}\right)$ one obtains a set of differential equations for the composition of the population, which has the form of a replicator equation [25].

In the replicator equation one assumes that every fraction of the population replicates according to its fitness advantage over the rest of the population. It has the form [25]

$$
\begin{equation*}
\frac{\mathrm{d} x_{\alpha}}{\mathrm{d} t}=x_{\alpha}\left((M \boldsymbol{x})_{\alpha}-\boldsymbol{x}^{T} M \boldsymbol{x}\right) \tag{1.4}
\end{equation*}
$$

where $x_{\alpha}$ is the fraction of species $\alpha$ in the population. As for the rock-paper-scissors dynamics above, the relative growth of species $\alpha, \partial_{t} x_{\alpha} / x_{\alpha}$, is decided by its fitness advantage over the rest of the population. The relative fitness in comparison to other species is defined with the so-called community matrix $M$. As the replicator describes the dynamics of the composition of a population the overall mass is conserved, $\sum_{\alpha} \partial_{t} x_{\alpha}=0$. Also, each replicator equation can be mapped onto a gLVE 1.3 with the variables $x_{\alpha} / x_{S}$ [25].

The ALVE is a special case of both of this dynamics [27, 28, 2, 29, 30]: The ALVE is the restriction of the gLVE to the case where species only interact by predation on each
other: the win of one species is the other species loss (zero sum game, $M=-M^{T}$ ). There is no additional dynamics such as birth or death $(\boldsymbol{r}=0)$. Alternatively, the ALVE is the most simple example of the replicator equation, as the interaction matrix alone ensures that the average fitness is zero, $\boldsymbol{x}^{T} A \boldsymbol{x}=0$.

Although being a special case of already simplified models for ecosystems, the ALVE is a suitable toy model to explore the population dynamics of competing species. It shows a rich phenomenology resembling features known from ecosystems, such as extinction and coexistence of competing species, and complex oscillations [28, 2]. Due to its simplicity, an analysis of the ALVE over the limitations of linearization around fixed points is possible, allowing an investigation of mechanisms of stability in competitive systems.

### 1.3.2 Chemical systems, stochastic population dynamics

In contrast to the heuristic models introduced above, the ALVE can also be derived from microscopic reactions, either in the context of population dynamics, where interactions of individual agents are phrased as reactions [2], or in the context of chemical reactions [31, 32, 33].
Consider reactions of the kind

$$
\begin{equation*}
\alpha+\beta \xrightarrow{r_{\alpha \beta}} \beta+\beta, \tag{1.5}
\end{equation*}
$$

where $r_{\alpha \beta}$ is the reaction rate. In the population dynamics context, such a reaction describes an encounter between two individuals of different species $\alpha$ and $\beta$ (i.e., different evolutionary strategies). The defeated agent is replaced by a copy of the winning agent [2]. In the context of chemistry, this is an autocatalytic reaction scheme [32].
In a well-mixed setting, this reaction scheme can be used to derive the ALVE. For this process, the master equation [34] describing the dynamics of the probability distribution of a configuration $\boldsymbol{N}, P(\boldsymbol{N}, t)$, is

$$
\begin{equation*}
\frac{\mathrm{d} x_{\alpha}}{\mathrm{d} t} P(\boldsymbol{N}, t)=\sum_{\alpha, \beta=1}^{S}\left(r_{\alpha \beta}\left(N_{\alpha}+1\right)\left(N_{\beta}-1\right) P\left(\boldsymbol{N}-\boldsymbol{e}_{\alpha}+\boldsymbol{e}_{\beta}, t\right)-r_{\alpha \beta} N_{\alpha} N_{\beta} P(\boldsymbol{N}, t)\right) \tag{1.6}
\end{equation*}
$$

In the limit of a large population $N \gg 1$ the ALVE arises as the deterministic dynamics for $x_{\alpha}=N_{\alpha} / N$. Allowing also mutation-like reactions

$$
\alpha \xrightarrow{s_{\alpha \beta}} \beta,
$$

the resulting deterministic equation reads [2]

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}=x_{\alpha} \sum_{\beta=1}^{S}\left(r_{\alpha \beta}-r_{\beta \alpha}\right) x_{\beta}+\frac{1}{N}\left(\sum_{\beta=1}^{S} s_{\alpha \beta} x_{\beta}-s_{\beta \alpha} x_{\alpha}\right)
$$

Note that the second term is suppressed by a factor of $1 / N$, such that it would play a minor role in a large population. Therefore, the ALVE is the leading order dynamics for
reactions of the kind (1.5) above.
In the context of evolutionary game theory, cyclically dominated reaction schemes built from the motif (1.5) are often analyzed and simulated as spatially extended systems. For example, one assumes that the system consists of well-mixed compartments in which ALVE dynamics takes place. Additionally, agents can diffuse between neighboring compartments, adding a spatial component to the system. In such a setting, cyclic dominance can lead to pattern formation and traveling waves of species [20, 35, 36]. This spatially extended case is not considered in this thesis.

### 1.3.3 Coarse grained dynamics of driven-dissipative bosons

Also in the context of quantum physics, the ALVE has relevance. When a gas of noninteracting bosons is weakly coupled to a heat bath, applying a time-periodic driving force leads to a behavior of the particles that can be described by a classical stochastic process [37, 38]. The dynamical equation of this system can be achieved by eliminating the heat bath's degrees of freedom (Born-Markov approximation), and applying Floquet's theorem [39]. Off-diagonal matrix elements of the density operator decay to zero, such that on a coarse grained time scale only incoherent, 'classical', dynamics remains.
The transitions of particles can be described by a classical master equation with transition rates $\Gamma_{\alpha \leftarrow \beta}\left(N_{\alpha}, N_{\beta}\right)=r_{\alpha \beta}\left(1+N_{\alpha}\right) N_{\beta}$. The factor $\left(1+N_{\alpha}\right)$ arises from the commutation relation for bosons that results effectively in an attractivity between particles. As the transitions can be interpreted as reactions of the kind introduced above ( $s_{i j}=r_{i j}$ ), the deterministic behavior of the stochastic process of bosons is described by the ALVE.
In the context of quantum physics, the ALVE is interesting for two reasons: first, on a coarse grained time scale, the quantum particles behave as classical particles, their quantum property only enters in the transition rates; and second, the process shows condensation into multiple states, opposed to a single ground state [38, 40].

### 1.3.4 Discrete nonlinear wave equations and integrable systems

The ALVE on specific lattices appears as a model system in the context of integrable systems [41]. When the interaction topology is a directed cycle, the ALVE becomes the so-called Volterra lattice (e.g. with periodic boundary conditions $\alpha=\alpha+S$ ),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}=x_{\alpha}\left(x_{\alpha+1}-x_{\alpha-1}\right) . \tag{1.7}
\end{equation*}
$$

Despite its nonlinearity the Volterra lattice is an integrable system: when considered as an infinite system it has an infinite number of conserved quantities. Analytical solutions in the form of solitary waves can be found using the inverse scattering method [42, 43]. The Volterra lattice is of main interest in mathematical physics for the algebraical properties of its solutions [44, 41], and its interpretation as a discretization of the Korteweg-de Vries equation (KdV) [45, 43], a famously exactly solvable nonlinear partial differential equation [46]. The relation between the Volterra lattice and the KdV equation is of interest


Figure 1.3: Solitons in the Volterra lattice. (a) Two suitably initialized peaks of mass travel with uniform velocity through the periodic Volterra lattice. Their shape is preserved after a collision. The velocity increases with the mass in the peak, as can be seen from $\boldsymbol{x}(t)$ specific time points (b). Each state goes through the same temporal evolution with a shift that depends on the states' index $\alpha$ (c).
when studying if and how exact solutions of nonlinear systems can be recovered in discretized systems. This so-called integrable discretization is a relevant theoretical question as numerical simulations include discretization schemes [41. Although the Volterra lattice is mainly of interest for mathematical physics, it can be derived as an approximation of the interaction of jets in Langmuir oscillations of plasma [47, 42, or as the dynamics of a chain of exponentially coupled beads [45]. Next to the Volterra lattice there are other differential difference equations that can be read as the ALVE on specific lattices, for example the relativistic Toda lattice [48].

## Chapter 2

## Mathematical properties of the ALVE

This chapter contains definitions and mathematical properties of the ALVE that serve as background information for the main results presented in the second half of this thesis. The methods used in the later work on coexistence networks in Chapter 4 and topological phase transitions in one dimensional chains in Chapters 5 and 6 partially overlap, such that we collected and organized the relevant information of our publications [49, 50] here. In addition, we reproduce the relevant results from the publications [1, 2] and [49] which were direct predecessors and inspiration for the original work of this thesis.

### 2.1 Definition of the ALVE

The antisymmetric Lotka-Volterra equation is defined for a system of $S$ dynamical variables, which we refer to as states $\alpha$ (or strategies in the context of evolutionary game theory). The concentration or mass in state $\alpha$ is denoted as $x_{\alpha}$ and the vector of state concentrations is denoted as $\boldsymbol{x}(t)=\left(x_{1}(t), \ldots, x_{S}(t)\right)$. These masses evolve through a system of nonlinearly coupled ordinary differential equations of first order in time:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}(t)=x_{\alpha}(t) \sum_{\beta=1}^{S} a_{\alpha \beta} x_{\beta}(t), \tag{2.1}
\end{equation*}
$$

for all $\alpha=1, \ldots, S$. The matrix $\{A\}_{\alpha, \beta}=\left\{a_{\alpha \beta}\right\} \in \mathbb{R}^{S \times S}$ is antisymmetric (or skewsymmetric), that is $a_{\alpha \beta}=-a_{\beta \alpha}$. The vector of initial masses is assumed to be strictly positive and normalized, such that $\boldsymbol{x}(t=0)=: \boldsymbol{x}_{0}$ lies in the open $(S-1)$-simplex $\Delta_{S-1}$ ( $x_{0, \alpha}>0$ for all $\alpha=1, \ldots, S$ and $\sum_{\alpha=1}^{S} x_{0, \alpha}=1$ ). A state with $x_{0, \alpha}=0$ has zero occupation for all times and thus does not take part in the dynamics. As this has the same effect as deleting the state from the system, and thus changing the network topology, this case is excluded when discussing a the ALVE dynamics on a network topology. For brevity, the time variable $t$ is omitted in most of the following derivations.

The entries $a_{\alpha \beta}$ of the antisymmetric matrix $A$ define the set of control parameters of the ALVE (and define the zero-sum game). They specify how mass is exchanged between the $S$
states through pairwise interactions. Mass in state $\alpha$ changes through interaction with state $\beta$ as $a_{\alpha \beta} x_{\alpha} x_{\beta}$. A negative matrix entry $a_{\alpha \beta}<0$ means that mass is transported from state $\alpha$ to $\beta$, mass in state $x_{\alpha}$ is reduced. At the same time $\beta$ gains this mass through $-a_{\alpha \beta} x_{\beta} x_{\alpha}=$ $a_{\beta \alpha} x_{\beta} x_{\alpha}$ and $a_{\beta \alpha}>0$. A vanishing off-diagonal entry $a_{\alpha \beta}=a_{\beta \alpha}=0$ implies that no mass can be exchanged between states $\alpha$ and $\beta$. As mass moves directionally between states, it is convenient to represent the antisymmetric matrix as a directed network. This is achieved by interpreting every positive matrix entry $a_{\alpha \beta}>0$ as a directed link between the states $\beta \rightarrow \alpha$. The direction of the edge is chosen to be aligned with mass flow in the ALVE dynamics. Examples are shown in Figures 1.1 and 1.3. Details of the equivalence between antisymmetric matrices and weighted networks are presented in Section 3.1. Since no interaction besides directed mass transport is defined by the ALVE (2.1), the total mass is conserved over time ( $\frac{\mathrm{d}}{\mathrm{d} t} \sum_{\alpha=1}^{S} x_{\alpha}=0$ ). Consequently, the ALVE defines a trajectory bound to the open simplex, that is, $\boldsymbol{x}(t) \in \Delta_{S-1}$ for all times [25]. If the dynamics are initialized on the boundary of the simplex, $\boldsymbol{x}_{0} \in \partial \Delta_{S-1}=\bar{\Delta}_{S-1} \backslash \Delta_{S-1}$, they will remain restricted to the boundary.

The natural question about the long-time behavior of a state concentration $x_{\alpha}$ is whether it remains bounded away from 0 , whether it approaches 0 , or whether it expresses any other qualitatively different behavior (such as, for example, a heteroclinic orbit). Numerical integrations of the ALVE show that, dependent on the weights of the interaction network, a state concentration either vanishes for long times $\left(x_{\alpha}(t) \rightarrow 0\right.$ as $\left.t \rightarrow \infty\right)$, in which case $\alpha$ is referred to as a depleted state ("depletion" or "extinction"), or it remains bounded away from zero for all times $\left(x_{\alpha}(t) \geq\right.$ Const $>0$ for all times $\left.t\right)$, in which case $\alpha$ is called a condensate ("condensation" or "survival") [2]. Examples for both cases are presented in Figures 1.1 and 1.3. In the next Section we prove that the ALVE dynamics shows condensation and extinction by means of a Lyapunov function and the so-called condensate vector, an algebraical property of the antisymmetric matrix $A[2]$.

### 2.2 The condensate vector and a Lyapunov function for the ALVE

Given an antisymmetric matrix $A$ with real entries, there exist specific vectors $\boldsymbol{c}$, which we refer to as condensate vectors, that fulfill the following properties for an unique index set $I \subseteq\{1, \ldots, S\}:$

$$
\begin{array}{ll}
c_{\alpha}>0 \text { and }(A \boldsymbol{c})_{\alpha}=0, & \text { for all } \alpha \in I \\
c_{\alpha}=0 \text { and }(A \boldsymbol{c})_{\alpha}<0, & \text { for all } \alpha \in \bar{I}=\{1, \ldots, S\} \backslash I . \tag{2.3}
\end{array}
$$

A proof of this algebraic property of antisymmetric matrices can be found in the book on linear programming theory by Kuhn and Tucker [51]. Most importantly, although for an antisymmetric matrix $A$ there may be several condensate vectors, the index set of positive entries $I$ is unique for each matrix $A$, as shown in Section 2.A.
Closely following [2, a connection between the condensate vectors with the long-time dynamics of the ALVE is possible through a Lyapunov function is defined. The Lyapunov has
the form of the Kullback-Leibler divergence (or relative entropy [52]) $D(\boldsymbol{c} \| \boldsymbol{x})$ of an arbitrarily chosen condensate vector $\boldsymbol{c}$ of $A$ (fulfilling properties (2.2) and (2.3) and normalized to the simplex, $\sum_{\alpha} c_{\alpha}=1$ ) to the state concentrations $\boldsymbol{x}(t)$ :

$$
\begin{equation*}
D(\boldsymbol{c} \| \boldsymbol{x}(t))=\sum_{\substack{\alpha=1 \\\left(c_{\alpha} \neq 0\right)}}^{S} c_{\alpha} \log \left(\frac{c_{\alpha}}{x_{\alpha}(t)}\right)=\sum_{\alpha \in I} c_{\alpha} \log \left(\frac{c_{\alpha}}{x_{\alpha}(t)}\right) . \tag{2.4}
\end{equation*}
$$

The value of $D(\boldsymbol{c} \| \boldsymbol{x})$ decreases over time as one computes directly,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} D(\boldsymbol{c} \| \boldsymbol{x})=\sum_{\alpha \in \bar{I}}(A \boldsymbol{c})_{\alpha} x_{\alpha}<0 \tag{2.5}
\end{equation*}
$$

where it was used that $(A \boldsymbol{c})_{\alpha}<0$ for $\alpha \in \bar{I}(2.3)$. As $D(\boldsymbol{c} \| \boldsymbol{x})$ has the functional form of a relative entropy, it is positive and bounded 52], such that we can write

$$
\begin{equation*}
0 \leq D(\boldsymbol{c} \| \boldsymbol{x})(t)=D(\boldsymbol{c} \| \boldsymbol{x})(0)+\int_{0}^{t} \mathrm{~d} s \sum_{\alpha \in \bar{I}}(A \boldsymbol{c})_{\alpha} x_{\alpha}(s) \leq D(\boldsymbol{c} \| \boldsymbol{x})(0)<\infty \tag{2.6}
\end{equation*}
$$

One concludes that all states with index $\alpha \in I$ remain bounded away from 0 for all times, that is, $x_{\alpha}(t) \geq$ Const $>0$ for all $\alpha \in I$ and for all $t$ (otherwise, $D$ would diverge in contradiction to the boundedness of $D$ ). These states are called condensates [2].
For the states that are not condensates, $\alpha \in \bar{I}$, equation 2.6 implies for all $t$

$$
\begin{equation*}
-\int_{0}^{t} \mathrm{~d} s(A \boldsymbol{c})_{\alpha} x_{\alpha}(s) \leq-\int_{0}^{t} \mathrm{~d} s \sum_{\alpha \in \bar{I}}(A \boldsymbol{c})_{\alpha} x_{\alpha}(s) \leq D(\boldsymbol{c} \| \boldsymbol{x})(0) \tag{2.7}
\end{equation*}
$$

Especially, this means that the integral over all times is bounded for non-condensate states $\alpha \in \bar{I}$,

$$
\begin{equation*}
0<\int_{0}^{\infty} \mathrm{d} s x_{\alpha}(s) \leq \frac{D(\boldsymbol{c} \| \boldsymbol{x})(0)}{-(A \boldsymbol{c})_{\alpha}} \tag{2.8}
\end{equation*}
$$

As additionally the time derivative for all states is bounded $\left(\left|\partial_{t} x_{\alpha}\right|=\left|x_{\alpha}(A \boldsymbol{x})_{\alpha}\right|<\right.$ $\left.\sum_{\alpha \beta}\left|a_{\alpha \beta}\right|<\infty\right)$, it follows that all states $\alpha \in \bar{I}$ become depleted, $x_{\alpha} \rightarrow 0$ for $t \rightarrow \infty$. We call these states depleted states [2].
In total, condensation and depletion in the ALVE (2.1) are determined by an algebraic property of the antisymmetric matrix. The set of condensates $I$ is given by the antisymmetric matrix alone through its condensate vectors. All states with index $\alpha \in I$ become condensates, all states with index $\alpha \in \bar{I}$ become depleted for $t \rightarrow \infty$; no other cases can occur for long times. Whether a state is a condensate or becomes depleted is independent of the initial conditions $\boldsymbol{x}_{0}$ and depends only on the antisymmetric matrix $A$. However, the Lyapunov function gives no details of the dynamics within the surviving condensate states.

### 2.2.1 Interpretation of the condensate vector

In the context of the ALVE and its Lyapunov function $D(\boldsymbol{c} \| \boldsymbol{x})(2.4)$, the two defining properties (2.2) and (2.3) of the condensate vector can be interpreted as follows: We reorder the rows and columns of $A$ such that $I=\{1, \ldots, k\}$ and $\bar{I}=\{k+1, \ldots, S\}$. In this form, the product of the condensate vector with the antisymmetric matrix $A$ is

$$
\left(\begin{array}{cc}
A_{I} & A_{I \leftarrow \bar{I}}  \tag{2.9}\\
-A_{I \leftarrow \bar{I}}^{T} & A_{\bar{I}}
\end{array}\right)\binom{\boldsymbol{c}_{I}}{\boldsymbol{c}_{\bar{I}}}=\left(\begin{array}{cc}
A_{I} & A_{I \leftarrow \bar{I}} \\
-A_{I \leftarrow \bar{I}}^{T} & A_{\bar{I}}
\end{array}\right)\binom{\boldsymbol{c}_{I}}{0}=\binom{A_{I} \boldsymbol{c}_{I}}{-A_{I \leftarrow \bar{I}}^{T} \boldsymbol{c}_{I}}=\binom{0}{-A_{I \leftarrow \bar{I}}^{T} \boldsymbol{c}_{I}} .
$$

Here, $A_{I}\left(A_{\bar{I}}\right)$ is the submatrix of the index set $I(\bar{I})$, respectively. The matrix $A_{I \leftarrow \bar{I}}$ defines the interactions between condensates $I$ and depleted states $\bar{I}$. In this form, one sees that condition (2.2) implies that the submatrix $A_{I}$ has a strictly positive kernel vector, $\boldsymbol{c}_{I}>0$ with $A_{I} \boldsymbol{c}_{I}=0$. As this condition only influences the set of condensates, $I$, we call it the condensate condition. Condition (2.3) appears in this notation as $\boldsymbol{c}_{\bar{I}}=0$ and $-A_{I \leftarrow \bar{I}}^{T} \boldsymbol{c}_{I}<0$. This expression ensures that the Lyapunov function decreases over time (2.5), hence we call this condition the attractivity condition. As a consequence of the attractivity condition, mass flows from the subsystem of extinct states into the condensate states.
The condensate vector can be identified either by solving a linear programming problem [2], or by finding subsystems with a strictly positive kernel vectors, and check for the attractivity condition. There may exist linearly independent condensate vectors for a given antisymmetric matrix $A$ if the kernel of $A_{I}$ is high-dimensional. A trivial example for this case occurs when the submatrix $A_{I}$ is the zero matrix. In this case, all condensates are unconnected and every strictly positive vector is a kernel vector of $A_{I}$.

### 2.2.2 Example: Calculation of the condensate vector for different rates

In order to show how network and rates work together to determine coexistence and extinction in the ALVE dynamics, we present here the mathematical details of the example shown in Figure 1.3 in the Introduction 1.1.
The interaction matrix shown in Figure 1.3 (a) is

$$
A_{\text {example }}=\left(\begin{array}{ccccc}
0 & -1 & 2 & y & 3  \tag{2.10}\\
1 & 0 & -1.5 & 0 & 0 \\
-2 & 1.5 & 0 & -0.5 & 0 \\
-y & 0 & 0.5 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The condensates of the systems in Figure 1.3 are identified by calculating the condensate vector as follows: The numerical integrations predict three different sets of condensates $I$. For each of these sets $I$, we can first search for strictly positive kernel vectors of $A_{I}$ to determine if the condensate condition can be met. If this is the case, checking additionally for the attractivity condition reveals if and for which value of $y$ the condensate set $I$ is assumed by the ALVE dynamics (for simplicity, the condensate vectors are not normalized):

- $I=\{1,2,3\}$ : For this condensate set, the attractivity condition is fulfilled when $0>0.5-1.5 y$ :

$$
A_{\text {example }} \cdot \boldsymbol{c}^{(i)}=\left(\begin{array}{ccccc}
0 & -1 & 2 & y & 3  \tag{2.11}\\
1 & 0.1 & -1.5 & 0 & 0 \\
-2 & 1.5 & 0 & -0.5 & 0 \\
-y & 0 & 0.5 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
1.5 \\
2 \\
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0.5-1.5 y \\
-1.5 \cdot 3
\end{array}\right) .
$$

Note that as the subsystem $\{1,2,3\}$ always has a unique strictly positive kernel vector, the condensate condition is always fulfilled. However, the value $y$ restricts when the attractivity condition applies. The vector $\boldsymbol{c}^{(i)}$ is only a condensate vector for $A_{\text {example }}$ when $0>0.5-1.5 y$.

- $I=\{1,2,3,4\}$ : The submatrix $A_{I}$ of this condensate set only fulfills the condensate condition when $1.5 y-0.5=0$ :

$$
A_{\text {example }} \cdot \boldsymbol{c}^{(i i)}=\left(\begin{array}{ccccc}
0 & -1 & 2 & y & 3  \tag{2.12}\\
1 & 0 & -1.5 & 0 & 0 \\
-2 & 1.5 & 0 & -0.5 \\
-y & 0 & 0.5 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
0.5 \\
0.5 a_{1} \\
y \\
1.5 a_{1}-2 \\
0
\end{array}\right)=\left(\begin{array}{c}
a_{1}(1.5 y-0.5) \\
0.5-1.5 y \\
0 \\
0 \\
-1.5
\end{array}\right) .
$$

The attractivity condition is always fulfilled for $\boldsymbol{c}^{(i i)}$. However, the condensate condition requires that $A_{I}$ has a strictly positive kernel vector. In the above form, this is the case when $1.5 y-0.5=0$ ( $A_{I}$ has a kernel vector) and $1.5 a_{1}-2>0$ (the kernel vector is strictly positive). As $a_{1}$ can be chose freely, this restriction can always be met, and the condensate vector is not unique.

- $I=\{2,4,5\}$ : For this set of condensates, the submatrix of condensates is the zero matrix, $A_{I}=0$. As every strictly positive vector is a kernel vector of this matrix, the condensate condition is always fulfilled. The selection of this condensate set thus only depends on the attractivity condition, which can only be met when $0.5-1.5 y>0$ :

$$
A_{\text {example }} \cdot \boldsymbol{c}^{(i i i)}=\left(\begin{array}{ccccc}
0 & -1 & 2 & y & 3  \tag{2.13}\\
1 & 0 & -1.5 & 0 & 0 \\
-2 & 1.5 & 0 . & -0.5 & 0 \\
-y & 0 & 0.5 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
0 \\
1 \\
0 \\
0 \\
a_{1} \\
a_{2}
\end{array}\right)=\left(\begin{array}{c}
-1+a_{1} y+3 a_{2} \\
-0 \\
1.5-0.5 a_{1} \\
0 \\
0
\end{array}\right) .
$$

The condensation condition is fulfilled for every $a_{1}, a_{2}>0$. To additionally fulfill the attractivity condition, we need $-1+a_{1} y+3 a_{2}<0$ and $1.5-0.5 a_{1}<0$, putting a constraint on the two variables $a_{1}, a_{2}$. Substituting 1.5/0.5 $<a_{1}$ in the first inequality, we find $-(0.5-1.5 y)+1.5 a_{2}<0$, which is solvable when $0.5-1.5 y>0$. Thus, $\boldsymbol{c}^{(i i i)}$ is a condensate vector when $1.5 y-0.5>0$. As, apart from the two restrictions of the inequalities, the values $a_{1}$ and $a_{2}$ can be chosen arbitrarily, the condensate vector is not unique.

From the previous section 2.2 we know that the condensate vector defines the unique set of condensates that survive in the ALVE dynamics. The above discussion of the three condensate sets $I$ shows that the observations from the numerical integrations in Figure 1.3 can be made rigorous: For each of the three outcomes $I$, a condensate vector exists for suiting values of the rate $y$. Or, reversing the logic, the value of the expression $(0.5-1.5 \cdot y) \gtreqless$ 0 decides which set of condensates is chosen in the ALVE dynamics.

### 2.3 Coexistence of all states

After the initial extinction process, every ALVE dynamics ends up in the subsystem made up from the condensates. The interactions between the condensates and thus the dynamics after depletion depends on $A_{I}$. The condensation condition (2.2) requires that $A_{I}$ has one or several strictly positive kernel vectors. In the following we show that this argument can be reversed: When the interaction matrix $A$ has a strictly positive kernel vector, all states survive for all times and there is no extinction.

Let $\boldsymbol{p}$ be an element of the kernel of $A$. Then the Kullback-Leibler divergence (2.4) of the kernel element $\boldsymbol{p}$ to the trajectory $\boldsymbol{x}$,

$$
\begin{equation*}
D(\boldsymbol{p} \| \boldsymbol{x}(t))=\sum_{\substack{\alpha=1 \\\left(p_{\alpha} \neq 0\right)}}^{S} p_{\alpha} \log \left(\frac{\left|p_{\alpha}\right|}{x_{\alpha}(t)}\right)=\text { const. }-\sum_{\substack{\alpha=1 \\\left(p_{\alpha} \neq 0\right)}}^{S} p_{\alpha} \log \left(x_{\alpha}(t)\right) \tag{2.14}
\end{equation*}
$$

is conserved under the dynamics of the ALVE (2.1) due to the antisymmetry of matrix $A$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} D(\boldsymbol{p} \| \boldsymbol{x})=\sum_{\alpha}(A \boldsymbol{p})_{\alpha} x_{\alpha}=0 \tag{2.15}
\end{equation*}
$$

Furthermore, when the kernel of $A$ is degenerate, that is there exist several linear independent kernel vectors, each kernel element gives rise to a conserved quantity of the form (2.14), and the dimension of the kernel, $\operatorname{dim}(\operatorname{Ker}(A))$, determines how many such conserved quantities of form $D$ exist; see [1] for details. If the kernel of $A$ contains a strictly positive kernel element, $\boldsymbol{p}>0$, the relative entropy (2.14) is conserved and positive for all times: $0<D(\boldsymbol{p} \| \boldsymbol{x}(t))=D(\boldsymbol{p} \| \boldsymbol{x}(0))<\infty$. Thus, none of the state concentrations vanishes (otherwise, $D$ would diverge in contradiction to the boundedness of $D$ ). In other words, if the kernel of $A$ is strictly positive, all states coexist.

### 2.4 Characterization of the stationary state

If we are interested in the long-term dynamics of the ALVE, we must find a better understanding of how strictly positive kernel elements influence the dynamics. Here, progress is possible when the strictly positive kernel vector is unique, that is the kernel of $A$ is onedimensional. In the following we assume that $A$ has a unique strictly positive kernel vector $\boldsymbol{c}$ upon normalization ( $c_{\alpha}>0$ for all $\alpha$ and $A \boldsymbol{c}=\mathbf{0}, \sum_{\alpha} c_{\alpha}=1$, if not stated otherwise we sum over all states).

This vector $\boldsymbol{c}$ characterizes the long-time behavior of the ALVE, as can be seen from the following three statements proven below: (1) The masses in all sites of the RPS chain remain bounded away from 0 in the stationary state (none of the sites becomes depleted), (2) average masses in the stationary state are given by the strictly positive kernel vector $\boldsymbol{c}$ of $A$, and (3) fluctuations of masses in the stationary state are determined by $\boldsymbol{c}$ as well.
(1) The masses in all sites remain bounded away from 0. As shown in Section 2.3 , from the strictly positive kernel vector we can deduce that all states of the ALVE are condensates and no state goes extinct. Additionally, the Kullback-Leibler divergence of the kernel vector to the masses $\boldsymbol{x}, D(\boldsymbol{c} \| \boldsymbol{x})$ 2.4), is a conserved quantity of the ALVE.
(2) Average masses in the stationary state are given by the kernel vector $c$ of
A. Let us define the temporal average of the masses, $\left\langle x_{\alpha}\right\rangle_{T}:=1 / T \int_{0}^{T} \mathrm{~d} t x_{\alpha}$, and consider the quantity $\left\langle\partial_{t} \log \left(x_{\alpha}\right)\right\rangle_{T}$. On the one hand,

$$
\begin{equation*}
1 / T \int_{0}^{T} \mathrm{~d} t \partial_{t} \log \left(x_{\alpha}\right)=\frac{1}{T}\left(\log \left(x_{\alpha}\right)(T)-\log \left(x_{\alpha}\right)(0)\right) \xrightarrow{T \rightarrow \infty} 0 \tag{2.16}
\end{equation*}
$$

and the convergence to 0 follows because $\log \left(x_{\alpha}\right)(T)$ is bounded, but $1 / T$ converges to 0 as $T \rightarrow \infty$. On the other hand, employing Eq. (2.1) yields,

$$
\begin{equation*}
1 / T \int_{0}^{T} \mathrm{~d} t \partial_{t} \log \left(x_{\alpha}\right)=\sum_{\beta} a_{\alpha \beta}\left\langle x_{\beta}\right\rangle_{T} \tag{2.17}
\end{equation*}
$$

and, thus, $\langle\boldsymbol{x}\rangle_{T}$ converges to the kernel of $A$ as $T \rightarrow \infty$. Because, $\boldsymbol{c}$ spans the kernel of $A$, the average masses in the stationary state are given by this kernel vector, that is, $\left\langle x_{\alpha}\right\rangle_{\infty}=c_{\alpha}$ for all initial conditions $x_{\alpha}(0)>0$ for all $\alpha$.
Additionally, when strictly positive, the condensate vector $\boldsymbol{c}$ is the unique fixed point $\boldsymbol{x}^{*}$ of the dynamics. When initialized at the fixed point, no dynamics of the ALVE takes place, $\partial_{t} \boldsymbol{x}^{*}=0$. Thus, the temporal average of the ALVE dynamics approaches the stationary state, while the trajectory itself remains dynamic for all times, see also Figure 1.1.
(3) Fluctuations of masses in the stationary state are determined by the kernel vector $\boldsymbol{c}$ of $A$. In a similar manner as for the average masses, let us consider the quantity $\left\langle\partial_{t} x_{\alpha}\right\rangle_{T}$. On the one hand,

$$
\begin{equation*}
1 / T \int_{0}^{T} \mathrm{~d} t \partial_{t} x_{\alpha}=\frac{1}{T}\left(x_{\alpha}(T)-x_{\alpha}(0)\right) \xrightarrow{T \rightarrow \infty} 0 \tag{2.18}
\end{equation*}
$$

On the other hand, upon employing the ALVE (2.1),

$$
\begin{equation*}
1 / T \int_{0}^{T} \mathrm{~d} t \partial_{t} x_{\alpha}=\sum_{\beta} a_{\alpha \beta}\left\langle x_{\alpha} x_{\beta}\right\rangle_{T} \tag{2.19}
\end{equation*}
$$

In other words, $\left\{\left\langle x_{\alpha} x_{\beta}\right\rangle_{T}\right\}_{\beta}$ as a function of $\beta$ lies in the kernel of $A$ as $T \rightarrow \infty$. Thus, $\left\langle x_{\alpha} x_{\beta}\right\rangle_{\infty}=\operatorname{const}(\alpha) \cdot c_{\beta}$ for $\beta \neq \alpha$ with $\boldsymbol{c}$ again denoting the strictly positive kernel vector of $A$. With the same arguments one obtains $\left\langle x_{\alpha} x_{\beta}\right\rangle_{T}=\operatorname{const}(\beta) \cdot c_{\alpha}$ for $\alpha \neq \beta$ and, thus, $\left\langle x_{\alpha} x_{\beta}\right\rangle_{T} \rightarrow$ const $\cdot c_{\alpha} c_{\beta}$ as $T \rightarrow \infty$ for all $\alpha \neq \beta$. To compute the second moment of the
mass in the stationary state, $\left\langle x_{\alpha}^{2}\right\rangle_{T} \rightarrow\left\langle x_{\alpha}^{2}\right\rangle_{\infty}$ as $T \rightarrow \infty$, we exploit the normalization $\sum_{\alpha} x_{\alpha}=1$ as follows:

$$
\begin{equation*}
\left\langle x_{\alpha}^{2}\right\rangle_{T}=\left\langle x_{\alpha}\left(1-\sum_{\beta \neq \alpha} x_{\beta}\right)\right\rangle_{T}=\left\langle x_{\alpha}\right\rangle_{T}-\sum_{\beta \neq \alpha}\left\langle x_{\alpha} x_{\beta}\right\rangle_{T} \tag{2.20}
\end{equation*}
$$

and, hence, in the stationary state $\left\langle x_{\alpha}^{2}\right\rangle_{\infty}=c_{\alpha}-$ const $\cdot c_{\alpha} \sum_{\alpha \neq \beta} c_{\beta}$. By exploiting normalization $\sum_{\alpha \neq \beta} c_{\beta}=\left(1-c_{\alpha}\right)$, the stationary second moment is written as

$$
\begin{equation*}
\left\langle x_{\alpha}^{2}\right\rangle_{\infty}=\text { const } \cdot c_{\alpha}^{2}+(1-\text { const }) c_{\alpha} \tag{2.21}
\end{equation*}
$$

Consequently, the stationary state fluctuations $\left(\operatorname{Var}\left(x_{\alpha}\right)_{\infty}=\left\langle x_{\alpha}^{2}\right\rangle_{\infty}-\left\langle x_{\alpha}\right\rangle_{\infty}^{2}\right)$ at site $\alpha$ are quantified as,

$$
\begin{equation*}
\operatorname{Var}\left(x_{\alpha}\right)_{\infty}=\sigma_{\alpha, \infty}^{2}=(1-\text { const }) c_{\alpha}\left(1-c_{\alpha}\right) . \tag{2.22}
\end{equation*}
$$

For completeness, the stationary correlations, $\operatorname{Corr}(\alpha, \beta)_{\infty}=\left\langle x_{\alpha} x_{\beta}\right\rangle_{\infty}-\left\langle x_{\alpha}\right\rangle_{\infty}\left\langle x_{\beta}\right\rangle_{\infty}$, between sites $\alpha$ and $\beta$ are obtained as,

$$
\begin{equation*}
\operatorname{Corr}(\alpha, \beta)_{\infty}=-(1-\text { const }) c_{\alpha} c_{\beta} . \tag{2.23}
\end{equation*}
$$

Using the same method, also higher order correlations can be related to the unique strictly positive kernel vector. Considering $\left\langle\partial_{t} x_{\alpha}^{k}\right\rangle_{T}$ with $k \in \mathbb{N}^{+}$is a positive integer, we find

$$
\begin{align*}
1 / T \int_{0}^{T} \mathrm{~d} t \partial_{t} x_{\alpha}^{k} & =\sum_{\beta} a_{\alpha \beta}\left\langle x_{\alpha}^{k} x_{\beta}\right\rangle_{T} \xrightarrow{T \rightarrow \infty} 0  \tag{2.24}\\
\quad \Rightarrow\left\langle x_{\alpha}^{k} x_{\beta}\right\rangle_{\infty} & =K_{\alpha}^{k} c_{\beta} . \tag{2.25}
\end{align*}
$$

Here, $K_{\alpha}^{k}$ is a constant.
Again, as the vector $\boldsymbol{x}$ lies in the simplex, performing the sum over $\beta$ yields

$$
\begin{equation*}
\left\langle x_{\alpha}^{k+1}\right\rangle_{\infty}=\left\langle x_{\alpha}^{k}\left(1-\sum_{\beta \neq \alpha} x_{\beta}\right)\right\rangle_{\infty}=\left\langle x_{\alpha}^{k}\right\rangle_{\infty}-K_{\alpha}^{k}\left(1-c_{\alpha}\right) . \tag{2.26}
\end{equation*}
$$

This results in a hierarchy of the correlations,

$$
\begin{align*}
\left\langle x_{\alpha}^{k+1}\right\rangle_{\infty}=\left\langle x_{\alpha}^{k}\right\rangle_{T}+K_{\alpha}^{k}\left(c_{\alpha}-1\right)  \tag{2.27}\\
\Rightarrow\left\langle x_{\alpha}^{k+1}\right\rangle_{\infty}=c_{\alpha}+\left(1-c_{\alpha}\right) \sum_{l=2}^{k} K_{\alpha}^{l} \tag{2.28}
\end{align*}
$$

In the last line, the hierarchy was repeatedly applied down to the known value $\left\langle x_{\alpha}\right\rangle_{\infty}=c_{\alpha}$. So far it is unclear how to obtain the constants $K_{\alpha}^{l}$.

Note that all these derivations strongly depend on the uniqueness of the strictly positive kernel vector. When there is a continuum of strictly positive kernel vectors, only statement (1) remains.
2.A The index set of positive entries of the condensate vector is unique to an real, antisymmetric matrix

## 2.A The index set of positive entries of the condensate vector is unique to an real, antisymmetric matrix

Here we show that although a real, antisymmetric matrix may have several condensate vectors, the index set of positive entries is unique. This property follows from the defining properties of the condensate vector, (2.2) and (2.3). We proof the assumption by contradiction:
Assume there is another condensate vector $\tilde{\boldsymbol{c}}$, satisfying condition (2.3) for an index set $J$ that differs from $I$, such that $J \bigcap \bar{I} \neq \emptyset$. Then for any $\alpha \in J \bigcap \bar{I}$ we find

$$
\begin{equation*}
0=c_{\alpha}(\mathbf{A} \tilde{\boldsymbol{c}})_{\alpha} \geq \sum_{i} \underbrace{c_{\alpha}}_{\geq 0} \underbrace{(\mathbf{A} \tilde{\boldsymbol{c}})_{\alpha}}_{\leq 0}=-\sum_{\alpha} \tilde{c}_{\alpha}(\mathbf{A} \boldsymbol{c})_{\alpha}=-\sum_{\alpha \in J \cap \bar{I}} \underbrace{\tilde{c}_{\alpha}}_{>0} \underbrace{(\mathbf{A} \boldsymbol{c})_{\alpha}}_{<0}>0 \tag{2.29}
\end{equation*}
$$

which contradicts the assumption. For the case $\bar{J} \bigcap I \neq \emptyset$ the same argument leads to a contradiction as well, therefore the index set is unique.

## Chapter 3

## Networks and real antisymmetric Matrices

So far we have shown that the antisymmetric matrix that defines the coupling of the ALVE plays the central role in the ALVE dynamics. The condensate vector of an antisymmetric matrix defines which states become condensates. When the interaction matrix has a strictly positive kernel vector it is a condensate vector, and all states are condensates. Furthermore, if the strictly positive kernel vector is unique, it contains information about the long-time behavior of the system.
In this section we introduce basic properties of real antisymmetric matrices and their representation as weighted networks. This allows us to connect the kernel of an antisymmetric matrices to its network topological properties. As robustness of long-time behavior of the ALVE is the main focus of this thesis, the characterization of strictly positive kernel vectors through network topology plays a major role for the later results.

### 3.1 Antisymmetric matrices are equivalent to weighted networks

For our analysis of topological robustness and coexistence networks, we interpret the real antisymmetric matrix $A$ as the antisymmetric adjacency matrix of a weighted network (also referred to as the skew-adjacency matrix of a weighted directed graph) as shown in Figures $1.3,1.1$ and Figure 3.1 (a). States in the ALVE correspond to nodes of the weighted network, and entries of the antisymmetric matrix $A$ characterize the links between nodes. This mapping to a network enables us to separate the discussion of the network topology (direction of links) from the weights of the network (weights of links).

In general, a network (or directed graph) $\mathcal{N}$ consists of a set of (labeled) nodes (or vertices) $V(\mathcal{N})=\{1, \ldots, S\}$ and a set of links (or edges) $E(\mathcal{N})=\{(1 \rightarrow 2), \ldots,(\alpha \rightarrow$ $\beta), \ldots\}$, each of which connects two nodes [53]. In a weighted network, each directed edge additionally has a (real positive) weight. Every antisymmetric matrix $A \in \mathbb{R}^{S \times S}$ can be
interpreted as weighted network $\mathcal{N}(A)$ (also called a weighted directed graph) of size $S$ and with vertex-set $V(\mathcal{N}(A))=\{1, \ldots, S\}$. In the following, we drop the prefix ('weighted') for simplicity. The weighted edge set of $\mathcal{N}(A)$ is obtained from the positive matrix entries. A nonzero entry of $A$ indicates an edge, its sign the direction and its magnitude the edge weight. The matrix entry $a_{\beta \alpha}>0$ translates to the edge $\alpha \rightarrow \beta$ with edge weight $w(\alpha \rightarrow \beta):=a_{\beta \alpha}$, see Figure 3.1 (a). As $A$ is antisymmetric, changing the sign of a matrix entry effectively reverses the direction of the corresponding edge while keeping the weight. If $a_{\alpha \beta}=a_{\beta \alpha}=0$, nodes $\alpha$ and $\beta$ are not connected. Naturally, two nodes are connected by at most one link and self-loops do not appear, such that we deal with simple networks here. The network topology of $A$ is recovered by discarding the weights of the links, but keeping their direction. In other words, the network topology is the oriented graph without the weights.

Conversely, from a simple, weighted network $\mathcal{N}$ with $S$ nodes, the antisymmetric adjacency matrix $A(\mathcal{N}) \in \mathbb{R}^{S \times S}$ is obtained by defining for every edge $\alpha \rightarrow \beta$ with weight $a_{\beta \alpha}>0$ the matrix entries $A(\mathcal{N})_{\beta \alpha}=-A(\mathcal{N})_{\alpha \beta}=a_{\beta \alpha}$. Unconnected nodes are translated to zero entries in the matrix. Thus, the sign of an entry in the adjacency matrix translates to the direction of the edge (positive weight for incoming link, negative for outgoing link), and the absolute value denotes the magnitude of the weight.

Due to this equivalence in representation of real, antisymmetric matrices and networks, we use the terms interchangeably depending on the context.

### 3.2 Spectral properties of real antisymmetric matrices

For the analysis of the ALVE on a network, especially the kernel (or null space) is of great importance. In this Section, we collect some basic properties of antisymmetric matrices $A=-A^{T} \in \mathbb{R}^{S \times S}$ for later reference.

The antisymmetry of $A$ restricts its spectral properties: The non-zero eigenvalues of $A$ always occur as pairs of purely imaginary complex conjugate numbers, $\lambda=-\lambda$, as can be seen from the scalar product of the eigenvector $A \boldsymbol{v}=\lambda \boldsymbol{v}$ :

$$
\begin{aligned}
\langle\boldsymbol{v},(A \boldsymbol{v})\rangle & =\sum_{\alpha, \beta} \bar{v}_{\alpha} a_{\alpha \beta} v_{\beta}=\lambda\langle\boldsymbol{v}, \boldsymbol{v}\rangle=\lambda, \\
\text { also, }\langle\boldsymbol{v},(A \boldsymbol{v})\rangle & =\overline{(-A \boldsymbol{v})}^{T} \boldsymbol{v}=-\bar{\lambda}\langle\boldsymbol{v}, \boldsymbol{v}\rangle=-\bar{\lambda} .
\end{aligned}
$$

Especially, this implies that for the real matrix $A$ both eigenvalues and eigenvectors are complex. The symmetry in the eigenvalues imposes a symmetry of the eigenvectors as well. Considering eigenvector and -value $\{\boldsymbol{v}, \lambda\}$, for its complex conjugate we find $A \overline{\boldsymbol{v}}=-\lambda \overline{\boldsymbol{v}}$, and thus a new pair of eigenvector and eigenvalue, $\{\overline{\boldsymbol{v}},-\lambda\}$.
The real and imaginary part of an eigenvector $\boldsymbol{v}=\boldsymbol{s}+\boldsymbol{i} \boldsymbol{t}$, are orthogonal, and $A$ maps them onto each other, $A \boldsymbol{s}=-\operatorname{Im}(\lambda) \boldsymbol{t}$ and $A \boldsymbol{t}=\operatorname{Im}(\lambda) \boldsymbol{s}$ (for details see Section 3.A). The vectors $s$ and $\boldsymbol{t}$ can be understood as conjugated generalized purely real eigenvectors. In other words, the antisymmetric matrix $A$ divides the space of its image in two-dimensional subspaces, and $A$ maps the base vectors of these subspaces onto each other.


Figure 3.1: Graph-theoretical definition of the Pfaffian. (a) The antisymmetric matrix $A$ and the corresponding, pretzel-like, weighted network $\mathcal{N}(A)$.(b) $\mathcal{N}(A)$ has two perfect matchings, $\mu_{1}=((1 \rightarrow 2),(3 \rightarrow 4))$ and $\mu_{2}=((3 \rightarrow 1),(4 \rightarrow 2))$. Each of the perfect matchings gives rise to a summand in the Pfaffian of $A$. Note that the graph-theoretical definition of the Pfaffian only includes negative matrix entries. Thus, the difference of the signs of the two summands arises from the network topology (via the permutations of the respective perfect matchings). The sign of a perfect matching depends on the number of transpositions needed to permute the indices of the matching's partition to the ordered partition $(1,2,3,4)$. (c) The Pfaffian of $A$ is the sum over the contributions stemming from all perfect matchings; see Equation (3.2). All signs in the final sum of the graph-theoretical definition of the Pfaffian are determined by the network topology alone.

From the conjugated eigenvectors, a unitary matrix $T^{T} T=1$ can be constructed, which block diagonalizes $A$,

$$
T^{T} A T=\left(\begin{array}{cccccccc}
0 & \lambda^{1} & \ldots & 0 & 0 & 0 & \ldots & 0 \\
-\lambda^{1} & 0 & . & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \lambda^{k} & 0 & \ldots & 0 \\
0 & 0 & \ldots & -\lambda^{k} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{array}\right),
$$

see also Section 3.A.3.
The above analysis already shows that the image of a real antisymmetric matrix must be even dimensional. Consequently, the kernel (or nullspace) of an odd-sized antisymmetric matrix must be odd-dimensional. We refer to the kernel of an antisymmetric matrix as degenerate if the kernel dimension is greater than the minimal value $1(\operatorname{dim}(\operatorname{Ker}(A)) \geq 2)$. These spectral properties also reflect in the determinant. When $S$ is odd, its determinant is zero, $\operatorname{Det}(A)=\operatorname{Det}\left(-A^{T}\right)=(-1)^{S} \operatorname{Det}(A)=0$. When $A$ has no kernel vector, i.e., its
kernel is trivial, the determinant is the product of pairs of complex conjugated numbers, so $\operatorname{Det}(A)>0$. For antisymmetric matrices, there is a determinant-like function called the Pfaffian, which we discuss in the next section.

### 3.3 The Pfaffian

The Pfaffian can be thought of as a determinant-like function tailored to antisymmetric matrices. The square of the Pfaffian of $A$ equals its determinant, $\operatorname{Pf}(A)^{2}=\operatorname{Det}(A)$ [54, 55, 56], indicating that the Pfaffian of an antisymmetric matrix can carry a sign as opposed to its determinant. As the determinant, the Pfaffian of odd sized matrices is always zero.

For even sized antisymmetric matrices, $S=2 n$, the Pfaffian is typically defined through a combinatorial formula

$$
\begin{equation*}
\operatorname{Pf}(A):=\sum_{\gamma \in \Pi}\left(\operatorname{sign}\left(\sigma_{\gamma}\right) \prod_{k=1}^{n} a_{\gamma_{k}}\right) \tag{3.1}
\end{equation*}
$$

where $\Pi$ is the set of all partitions of $\{1,2, \ldots, S=2 n\}$ into ordered pairs, for details see Section 3.B.1.
An intuitive understanding of the Pfaffian that is better suited for our purposes is obtained via the weighted network $\mathcal{N}(A)$ by considering all of its perfect matchings. This graph-theoretical interpretation of the Pfaffian presented in Section 3.3 .2 has already been appreciated and applied in statistical physics to compute the entropy of systems in which dimer molecules are placed on regular lattice graphs [57, 58, 59, 60, 61]. The graph theoretical interpretation of the Pfaffian of $A$ is based on perfect matchings of $\mathcal{N}(A)$ which we introduce next.

### 3.3.1 Perfect Matchings, near-perfect matchings, and factor-critical networks.

A matching of a network is a subset of its edge set $E^{\prime} \subseteq E$ such that no two edges in $E^{\prime}$ share the same node. In other words, every node is covered by at most one edge of the matching $E^{\prime}$. A matching that covers all nodes of a network is referred to as a perfect matching $\mu$ of a network [53]; see Figure 3.1(b). Consequently, the number of nodes in a network with a perfect matching is even. Because a perfect matching is a subset of the network's edges such that every node is covered exactly once, it can be interpreted as a partition of the set $\{1, \ldots, S=2 n\}$ into pairs. For networks with an odd number of nodes, one introduces the notion of a near-perfect matching, which is a matching that covers all but one node. Thus, a near-perfect matching of a network is a perfect matching of a subnetwork that is obtained by deleting one node from the network. An odd-sized network is called factor-critical if there exists a perfect matching for every subnetwork that is created by deleting one node from the network [53]; the simplest example of a factor critical network is a cycle of odd length, such as the RPS cycle in Figure 1.1. Adding edges
can only increase the number of near-perfect matchings, such that all networks obtained by adding edges to a cycle of odd length are also factor critical, for example see Figure 4.2(a).

### 3.3.2 Graph-theoretical definition of the Pfaffian.

The Pfaffian of an antisymmetric matrix $A$ can be calculated via all perfect matchings of the network $\mathcal{N}(A)$. Here we follow the convention that a network's link $\alpha \rightarrow \beta$ gives rise to (a) the pair $(\alpha, \beta)$ in the partition corresponding to the perfect matching $\mu$ and to (b) the negative matrix entry $a_{\alpha \beta}<0$. With these two conventions, the Pfaffian of the antisymmetric matrix $A$ is computed as:

$$
\begin{equation*}
\operatorname{Pf}(A)=\sum_{\substack{\text { perf. match. } \\ \mu \in \mathcal{N}(A)}}\left(\operatorname{sign}\left(\sigma_{\mu}\right) \prod_{(\alpha \rightarrow \beta) \in \mu} a_{\alpha \beta}\right), \tag{3.2}
\end{equation*}
$$

in which the sum runs over all perfect matchings of the network $\mathcal{N}(A)$; see Figure 3.1. Thus, the Pfaffian is a sum over signed products of negative matrix entries, which are determined by the edges of each perfect matching. The permutation $\sigma_{\mu}$ denotes the partition of the node set $\{1,2, \ldots, S=2 n\}$ obtained from the edges in the perfect matching $\mu$ :

$$
\begin{aligned}
\sigma_{\mu} & =\left(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & \ldots & 2 n-1 & 2 n \\
\left(i_{1},\right. & \left.j_{1}\right) & \left(i_{2},\right. & \left.j_{2}\right) & \ldots & \left(i_{n},\right. & j_{n}
\end{array}\right) \\
& \equiv\left(\begin{array}{llll}
i_{1} & j_{1} & i_{2} j_{2} & \ldots i_{n}
\end{array} j_{n}\right)
\end{aligned}
$$

$\operatorname{sign}\left(\sigma_{\mu}\right)$ is determined by the number of transpositions needed to permute the partition $\left(i_{1}, j_{1}, i_{2}, j_{2}, \ldots, i_{n}, j_{n}\right)$ into the partition $(1,2, \ldots, S=2 n): \operatorname{sign}\left(\sigma_{\mu}\right)=+1$ if the number of transpositions is even, and $\operatorname{sign}\left(\sigma_{\mu}\right)=-1$ if it is odd. For simplicity, we refer to $\operatorname{sign}\left(\sigma_{\mu}\right)$ as the sign of the perfect matching $\mu$. In Section 3.B.2 we discuss why this graph-theoretical definition agrees with the "standard" (combinatorial) definition of the Pfaffian (3.1).

In direct comparison, the graph theoretical definition (3.2) has two main advantages over the combinatorial definition of the Pfaffian (3.1): By utilizing perfect matchings, the graph theoretical definition of the Pfaffian excludes all summands that contain matrix elements that are zero, thus reducing the number of terms in the Pfaffian to the relevant ones. The inclusion of the orientation of the edges allows to separate the sign of a summand from the matrix entries. As by definition (3.2) only negative entries enter each summand, the overall sign of a summand is solely provided by the sign of the permutation.

Example of the Pfaffian for a pretzel-like network. To illustrate the graph-theoretical definition of the Pfaffian, consider the pretzel-like interaction network sketched in Figure 3.1, whose antisymmetric adjacency matrix is:

$$
A_{\text {pretzel }}=\left(\begin{array}{cccc}
0 & -a_{21} & a_{13} & 0  \tag{3.3}\\
a_{21} & 0 & -a_{32} & a_{24} \\
-a_{13} & a_{32} & 0 & -a_{43} \\
0 & -a_{24} & a_{43} & 0
\end{array}\right) .
$$

There exist two perfect matchings of this network: $\mu_{1}=((1 \rightarrow 2),(3 \rightarrow 4))$ and $\mu_{2}=$ $((3 \rightarrow 1),(4 \rightarrow 2))$ and the Pfaffian of $A_{\text {pretzel }}$ is obtained via definition (3.2) as:

$$
\begin{align*}
\operatorname{Pf}\left(A_{\text {pretzel }}\right) & =\operatorname{sign}\left(\begin{array}{llll}
1 & 2 & 3 & 4
\end{array}\right) a_{12} a_{34}+\operatorname{sign}\left(\begin{array}{lll}
3 & 1 & 4
\end{array}\right) a_{31} a_{42}, \\
& =(+1)\left(-a_{21}\right)\left(-a_{43}\right)+(-1)\left(-a_{13}\right)\left(-a_{24}\right), \\
& =a_{21} a_{43}-a_{13} a_{24} . \tag{3.4}
\end{align*}
$$

The kernel of $A_{\text {pretzel }}$ is only nontrivial if the matrix entries of $A_{\text {pretzel }}$ fulfill $\operatorname{Pf}\left(A_{\text {pretzel }}\right)=$ $a_{21} a_{43}-a_{13} a_{24}=0$, that is, for a fine-tuned choice of weights.

### 3.3.3 Adjugate vector and adjugate matrix

By using the notion of the Pfaffian of an antisymmetric matrix $A$, an explicit analytical expression for the kernel of $A$ is obtained for odd-sized matrices with kernel dimension 1 and even-sized matrices with kernel dimension 2 via the adjugate vector or the adjugate matrix of $A$, respectively 62].

The adjugate vector of A. If $S$ is odd, the kernel of an antisymmetric matrix $A \in \mathbb{R}^{S \times S}$ is characterized by the adjugate vector $\boldsymbol{r} \in \mathbb{R}^{S}$ [63], which is defined as:

$$
\begin{equation*}
r_{\alpha}=(-1)^{\alpha+1} \operatorname{Pf}\left(A_{\hat{\alpha}}\right) \quad, \alpha=1, \ldots, S . \tag{3.5}
\end{equation*}
$$

Here, $A_{\hat{\alpha}}$ denotes the matrix obtained by deleting the $\alpha$ th row and column from $A$, or equivalently the network obtained by deleting the node $\alpha$ from $\mathcal{N}(A)$. The computation of the adjugate vector (3.5) via the Pfaffians of all submatrices $A_{\hat{i}}$ is reminiscent of Cramer's rule [63] adjusted to antisymmetric matrices. The adjugate vector is, thus, determined by all near-perfect matchings of $\mathcal{N}(A)$. The adjugate vector is a kernel vector of $A$ if $\operatorname{dim}(\operatorname{Ker}(A))=1$ and the zero-vector $\boldsymbol{r}=0$ if $\operatorname{dim}(\operatorname{Ker}(A))=3,5, \cdots, S$ [62]. In any case, it is $A \boldsymbol{r}=0$.

Example: The adjugate vector of an odd-sized cycle. With the graph-theoretical definition of the Pfaffian (3.2) we can compute the adjugate vector of an odd cycle as follows: The antisymmetric adjacency matrix of an odd cycle with $S$ states, $A_{\text {odd-cycle }}$, reads

$$
A_{\text {odd-cycle }}=\left(\begin{array}{ccccc}
0 & -a_{21} & 0 & \ldots & a_{1, S}  \tag{3.6}\\
a_{21} & 0 & -a_{32} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & -a_{S, S-1} \\
-a_{1, S} & 0 & \cdots & a_{S, S-1} & 0
\end{array}\right)
$$

Every subnetwork of the odd cycle created by deleting one node is a path of length $S-1$ and thus has exactly one perfect matching. Consequently every component of the adjugate
vector consists of one product of matrix elements. All edges of the odd cycle connect nodes with different parity, apart from the edge $S \rightarrow 1$. Only when this edge $S \rightarrow 1$ is part of a near-perfect matching, the elements in the permutation of the near-perfect matching are not ordered in size, which is the case whenever an even node is deleted.
(i) $\alpha$ even. For example, the near-perfect matching upon deleting node 2 is $\mu_{\text {even }}=$ $((S \rightarrow 1),(3 \rightarrow 4), \ldots,(S-2 \rightarrow S-1))$. To order the corresponding permutation in size, one may shift the index $S$ from the first to the last position by applying $S-2$ transpositions. Thus, $\operatorname{sign}\left(\mu_{\text {even }}\right)=-1$. Therefore, for even $\alpha$, the component of the adjugate vector, $r_{\alpha}$, is obtained as (recall that $S=2 n+1$ here is odd):

$$
\begin{align*}
r_{\alpha} & =(-1)^{1+\alpha} \operatorname{sign}\left(\mu_{\mathrm{even}}\right)\left(-a_{1, S}\right)\left(-a_{32}\right) \ldots\left(-a_{\alpha-1, \alpha-2}\right)\left(-a_{\alpha+2, \alpha+1}\right) \ldots\left(-a_{S-1, S-2}\right), \\
& =(-1)(-1)(-1)^{n \bmod 2} a_{1, S} a_{32} \ldots a_{\alpha-1, \alpha-2} a_{\alpha+2, \alpha+1} \ldots a_{S-1, S-2} . \tag{3.7}
\end{align*}
$$

(ii) $\alpha$ odd. If, on the other hand, an odd node is deleted, an equal number of even and odd nodes remain in the network such that every edge of a perfect matching connects an even and an odd node. The edge $S \rightarrow 1$ is not part of the perfect matching $\mu_{\mathrm{odd}}$ and, thus, the elements of the corresponding permutation are ordered in size, yielding the sign +1 for the permutation. Consequently, for odd $i$ the adjugate vector is obtained as:

$$
\begin{align*}
r_{\alpha} & =(-1)^{\alpha+1} \operatorname{sign}\left(\mu_{\mathrm{odd}}\right)\left(-a_{21}\right)\left(-a_{43}\right) \ldots\left(-a_{\alpha-1, \alpha-2}\right)\left(-a_{\alpha+2, \alpha+1}\right) \ldots\left(-a_{S, S-1}\right), \\
& =(+1)(+1)(-1)^{n \bmod 2} a_{21} a_{43} \ldots a_{\alpha-1, \alpha-2} a_{\alpha+2, \alpha+1} \ldots a_{S, S-1} . \tag{3.8}
\end{align*}
$$

Therefore, the kernel of an odd-sized cycle is given by $\operatorname{Ker}(A)=\left\{\left(a_{32} a_{54} \cdots a_{S, S-1}, a_{43} a_{65} \cdots a_{1, S}, \ldots, a_{21} a_{43} \cdots a_{S-1, S-2}\right)\right\}$.

The adjugate matrix of an even-sized antisymmetric matrix. The kernel of an even-dimensional antisymmetric matrix is characterized in terms of Pfaffians of submatrices as well. If $S$ is even, the kernel of $A$ is characterized by the adjugate matrix $R \in \mathbb{R}^{S \times S}$ [63], whose entries are defined as follows:

$$
\begin{equation*}
R_{\alpha \beta}=\operatorname{sign}\left(\sigma_{\alpha \beta}\right) \operatorname{Pf}\left(A_{\hat{\alpha} \hat{\beta}}\right) \quad, \alpha, \beta=1, \ldots, S \tag{3.9}
\end{equation*}
$$

Here, $A_{\hat{\alpha} \hat{\beta}}$ denotes the matrix obtained by deleting both the $\alpha$ th and $\beta$ th row and column from $A$. In case $\alpha=\beta, A_{\hat{\alpha} \hat{\beta}}:=A_{\hat{\alpha}}$ and, thus, $\operatorname{Pf}\left(A_{\hat{\alpha} \hat{\alpha}}\right)=0$. Furthermore, $\operatorname{sign}\left(\sigma_{\alpha \beta}\right)$ denotes the signum of the permutation,

$$
\begin{align*}
& \equiv(\alpha \beta 12 \ldots 2 n-12 n), \tag{3.10}
\end{align*}
$$

in which $\alpha$ and $\beta$ are taken out of and put in front of the sequence $(1,2, \ldots, 2 n)$. The adjugate matrix comprises two linearly independent column vectors as kernel vectors if $\operatorname{dim}(\operatorname{Ker}(A))=2$; and it is the zero-matrix if $\operatorname{dim}(\operatorname{Ker}(A))=4,6, \ldots, S 62$. In general,
the adjugate matrix can be thought of as the generalized inverse of the antisymmetric matrix $A$ having the property $A R=-\operatorname{Pf}(A) \mathbb{1}_{S \times S}$ with $\mathbb{1}_{S \times S}$ denoting the unit matrix of size $S \times S$. If the kernel is trivial $(\operatorname{dim}(\operatorname{Ker}(A))=0$, that is, $\operatorname{Det}(A)>0)$, the antisymmetric matrix $A$ is invertible and the adjugate matrix $R$ is proportional to its inverse.

Example: The adjugate matrix of an even-sized cycle. For completeness, we also denote the elements of the adjugate matrix of an even-sized cycle, which are obtained in a similar manner as for the odd-sized cycle, but deleting two nodes from the network:

$$
R_{\alpha \beta}= \begin{cases}0 & \text { for } \alpha=\beta  \tag{3.11}\\ 0 & \text { for } \beta-\alpha \text { even } \\ (-1)^{n \bmod 2} a_{21} \ldots a_{\alpha-1, \alpha-2} a_{\alpha+2, \alpha+1} \ldots a_{\beta-1, \beta-2} a_{\beta+2, \beta+1} \ldots a_{S, S-1} & \text { for } \beta-\alpha, \alpha \text { odd } \\ (-1)(-1)^{n \bmod 2} a_{1, S} \ldots a_{\alpha-1, \alpha-2} a_{\alpha+2, \alpha+1} \ldots a_{\beta-1, \beta-2} a_{\beta+2, \beta+1} \ldots a_{S-1, S-2} & \text { for } \beta-\alpha, \alpha \text { even } \\ -R_{\beta \alpha} & \text { for } \beta<\alpha\end{cases}
$$

### 3.3.4 Minimal kernel dimension of a network topology determined by perfect matchings of subnetworks

Given a network topology, that is, a directed graph for which the magnitudes of the edge weights can be arbitrarily chosen, one may ask the following question: what is the lower bound for the kernel dimension of the antisymmetric adjacency matrices corresponding to that network topology? The lower bound for the kernel dimension in the set of all antisymmetric matrices that respect the specified network topology is referred to as the minimal kernel dimension of this network topology. Note that upon tuning the weights of a network topology, the Pfaffians of the antisymmetric adjacency matrix $A$ or of submatrices of $A$ may vanish and, thus, the dimension of the kernel may increase. In other words, tuning the weights on a given network topology can only increase the kernel dimension compared with the minimal kernel dimension of that network topology.

Factor-critical networks have minimal kernel dimension 1. First, consider a factorcritical network as depicted in Figure 4.3 (a). Because the adjugate vector is not the zerovector for some choice of weights (Figure 4.3(d)), the minimal kernel dimension of this network topology is 1 . In general, the minimal kernel dimension of factor-critical networks is always 1 ; see below.

Example of a network topology with minimal kernel dimension 3. Consider now the exemplary network topology depicted in Figure 3.2 (a), which is built from four 4-cycles connected at one single center node. For a generic choice of weights, the kernel of $A$ has dimension 3 , as validated by the three linearly independent kernel vectors:
(a)

(b)



Figure 3.2: Example of a network topology with minimal kernel dimension 3. (a) Example of a network topology of 13 nodes, for which the minimal kernel dimension is 3 . The network consists of four cycles of length four connected at one single center node (node 1). (b) Two exemplary perfect matchings, which arise after deleting three nodes. No perfect matching can be identified after removal of no, one, or two arbitrary node(s). As a consequence, the kernel dimension of the network's adjacency matrix for an arbitrary choice of weights is at least 3. No choice of weights can yield a one-dimensional kernel. In total, the minimal kernel dimension of this network topology is 3 .
$v_{1}=\left(\begin{array}{c}0 \\ a_{4,3}\left(a_{11,1} a_{13,12}-a_{12,11} a_{1,13}\right) \\ 0 \\ a_{3,2}\left(a_{11,1} a_{13,12}-a_{12,11} a_{1,13}\right) \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right) \quad, \quad v_{2}=\left(\begin{array}{c}0 \\ -a_{4,3}\left(a_{1,10} a_{9,8}-a_{8,1} a_{10,9}\right) \\ 0 \\ -a_{3,2}\left(a_{1,10} a_{9,8}-a_{8,1} a_{10,9}\right) \\ 0 \\ 0 \\ 0 \\ -a_{10,9}\left(a_{2,1} a_{4,3}-a_{3,2} a_{1,4}\right) \\ 0 \\ -a_{9,8}\left(a_{2,1} a_{4,3}-a_{3,2} a_{1,4}\right) \\ 0 \\ 0 \\ 0 \\ -a_{13,12}\left(a_{2,1} a_{4,3}-a_{3,2}\right) \\ 0 \\ -a_{12,11}\left(a_{2,1} a_{4,3}-a_{3,2} a_{1,4}\right)\end{array}\right), v_{3}=\left(\begin{array}{c}0 \\ a_{4,3}\left(a_{5,1} a_{7,6}-a_{6,5} a_{1,7}\right) \\ 0 \\ a_{3,2}\left(a_{5,1} a_{7,6}-a_{6,5} a_{1,7}\right) \\ -a_{7,6}\left(a_{2,1} a_{4,3}-a_{3,2} a_{1,4}\right) \\ 0 \\ -a_{6,5}\left(a_{2,1} a_{4,3}-a_{3,2} a_{1,4}\right) \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right)$.
Therefore, the minimal kernel dimension of the network topology in Figure 3.2 (a) is 3. However, all three kernel vectors $v_{1}, v_{2}$, and $v_{3}$ have zero entries at index $1,3,6,9$ and 12 . No linear combination of these vectors is strictly positive for any choice of weights and, thus, this network is not a coexistence network. In other words, no choice of weights on this network topology can yield an antisymmetric adjacency matrix with kernel dimension smaller than 3. In fact, when all weights are chosen to be equal, the three kernel vectors vanish. In this case, the kernel dimension is 5 .

Minimal kernel dimension is determined by occurrences of perfect matchings in subnetworks. In the following, we show that the minimal kernel dimension of a network topology equals the minimal number of nodes that need to be deleted such that a perfect matching exists in the remaining subnetwork. In other words, the kernel of $A$ on the specified network topology is at least $K$-dimensional if it is necessary to delete at least $K$ nodes from the network $\mathcal{N}(A)$ to obtain a perfect matching in the remaining subnetwork.

For example, a factor-critical network has a perfect matching upon removing any single node (the so-called near-perfect matchings). On the other hand, because factor-critical network are of odd size, they do not have a perfect matching. Thus, the minimal kernel
dimension of a factor-critical network is 1 . The above example of four 4-cycles connected at a center node (Figure 3.2(a)) neither has a perfect matching nor does it have a perfect matching upon removing one arbitrary node or two arbitrary nodes. However, this network topology has perfect matchings after removal of three nodes as shown in Figure 3.2(b). Thus, the minimal kernel dimension of this network topology is 3 .

To briefly rationalize the graph-theoretical characterization of the minimal kernel dimension, we express the characteristic polynomial of an arbitrary antisymmetric matrix $A$ that respects a given network topology in terms of its principal minors. The characteristic polynomial of a matrix can be written as:

$$
\begin{equation*}
\operatorname{det}\left(A-\lambda \mathbb{1}_{S}\right)=\sum_{\alpha=0}^{S} c_{\alpha} \lambda^{\alpha}, \tag{3.12}
\end{equation*}
$$

where the coefficients $c_{\alpha} \in \mathbb{R}$ in the expansion are given by [63]:

$$
\begin{align*}
& c_{0}=\operatorname{det}(A),  \tag{3.13}\\
& c_{\alpha}=\sum_{\substack{J \subseteq\{1, \ldots, S\},|J|=\alpha}}(-1)^{\alpha} \operatorname{det}\left(A_{\hat{J}}\right) \quad, \alpha=1, \ldots, S-1,  \tag{3.14}\\
& c_{S}=1 \tag{3.15}
\end{align*}
$$

Here, $A_{\hat{J}}$ denotes the submatrix of $A$ (a principal minor) that is created by deleting the rows and columns with label $j_{1}, \ldots, j_{|J|}$ (such that $J=\left\{j_{1}, \ldots, j_{|J|}\right\}$ ) from $A$. In a graphtheoretical interpretation, $A_{\hat{J}}$ is the antisymmetric adjacency matrix of the subnetwork that is created by deleting the nodes $J$ and their attached links from $\mathcal{N}(A)$. If it is necessary to delete at least $K$ nodes from the network $\mathcal{N}(A)$ to obtain a perfect matching in a remaining subnetwork, the first $K$ expansion coefficients $c_{0}, c_{1}, \ldots, c_{K-1}$ are zero (because for antisymmetric matrices, the determinant is 0 if and only if the Pfaffian is 0 ). Upon tuning the weights of the network, also further expansion coefficients $c_{\alpha}$ with $\alpha \geq K$ may vanish and, thus, the kernel dimension can only be greater than $K$. Therefore, the kernel of $A$ on the specified network topology is at least $K$-dimensional if it is necessary to delete at least $K$ nodes from the network $\mathcal{N}(A)$ to obtain a perfect matching in a remaining subnetwork.

### 3.4 Minimal network topological requirement for coexistence of all states: Strongly connected network

Coexistence of all states in the ALVE (2.1) occurs when the interaction matrix $A$ has a strictly positive kernel vector. In the example 2.2 .2 we have seen that the kernel depends on the network topology, the interaction rates, or both. Intuitively, coexistence of interacting states can only occur when mass can flow from each states to every other, such that mass is not trapped in subsystems or single states. This intuition can be made rigorous and

### 3.4 Minimal network topological requirement for coexistence of all states: Strongly connected network

gives a minimal requirement for the network topology of networks of condensates, as we show in the following.

In graph theory, a network is strongly connected if for all pairs of nodes $\alpha$ and $\beta$ there is a directed path connecting $\alpha$ to $\beta$ and, vice versa, a directed path connecting $\beta$ to $\alpha$ [53]. Pictorially speaking, all states can coexist for all times ( $x_{\alpha} \geq \epsilon>0$ for all $\alpha$ for all times) if each state can (i) gain mass through a directed path from all other states and (ii) release mass through a directed path to all other states. The simplest example of a strongly connected network is a directed cycle.

To show that coexistence of all states requires a strongly connected network, we apply an argument by contradiction: Assume that $A$ is the antisymmetric adjacency matrix of a network that is not strongly connected, but weakly connected (that is, there exists an undirected path connection all pairs of nodes). Furthermore, we assume that $A$ has a positive kernel and, thus, coexistence of all states in the ALVE (2.1). Because the network is not strongly connected, the set of nodes $V$ can be divided into two disjoint sets of nodes $V_{1}$ and $V_{2}\left(V=V_{1} \cup V_{2}\right.$ and $\left.V_{1} \cap V_{2}=\emptyset\right)$, for which all edges between nodes of $V_{1}$ and nodes of $V_{2}$ are directed from $V_{2}$ to $V_{1}$. In other words, the network's antisymmetric adjacency matrix in a suitable labeling takes the form:

$$
A=\left(\begin{array}{cc}
A_{1} & A_{1 \leftarrow 2}  \tag{3.16}\\
-A_{1 \leftarrow 2}^{T} & A_{2}
\end{array}\right),
$$

with $\left(A_{1 \leftarrow 2}\right)_{\alpha \beta} \geq 0$ for all $\alpha, \beta$ denotes the weights of the edges that connect $V_{2}$ to $V_{1}$. Note also that $A_{1 \leftarrow 2} \neq 0$ (if $A_{1 \leftarrow 2} \equiv 0$, the network would be divided into two separated subnetworks without any connecting edges between $V_{1}$ and $V_{2}$, contradicting our assumption that the network is strongly connected). The antisymmetric matrices $A_{1}$ and $A_{2}$ characterize the weights connecting nodes solely within $V_{1}$ and $V_{2}$, respectively. Accordingly, we decompose the state vector into the chosen partitions $V_{1}$ and $V_{2}$ and write $\boldsymbol{x}=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$.

Let us now compute how the total mass in the states $V_{2}$ evolves in time:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \sum_{\alpha \in V_{2}} x_{\alpha} & =\sum_{\alpha \in V_{2}} x_{\alpha}(A \boldsymbol{x})_{\alpha}=\left(\begin{array}{ll}
0^{T} & \boldsymbol{x}_{2}^{T}
\end{array}\right)\left(\begin{array}{cc}
A_{1} & A_{1 \leftarrow 2} \\
-A_{1 \leftarrow 2}^{T} & A_{2}
\end{array}\right)\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}}, \\
& =-\boldsymbol{x}_{2}^{T} A_{1 \leftarrow 2}^{T} \boldsymbol{x}_{1}+\boldsymbol{x}_{2}^{T} A_{2} \boldsymbol{x}_{2}=-\boldsymbol{x}_{2}^{T} A_{1 \leftarrow 2}^{T} \boldsymbol{x}_{1} . \tag{3.17}
\end{align*}
$$

Since we assumed coexistence of all states ( $x_{\alpha} \geq \epsilon>0$ for all $\alpha$ for all times), we know

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \sum_{\alpha \in V_{2}} x_{\alpha}=-\boldsymbol{x}_{2}^{T} A_{1 \leftarrow 2}^{T} \boldsymbol{x}_{1} \leq- \text { Const } \cdot \epsilon<0 \tag{3.18}
\end{equation*}
$$

for some positive constant Const $>0$, as $A_{1 \leftarrow 2} \geq 0$ and all concentrations are positive $x_{\alpha} \geq 0$. Together with equation (3.18) it follows that all states $V_{2}$ go extinct over time. This result is intuitively understood because all edges between $V_{1}$ and $V_{2}$ are directed from $V_{2}$ to $V_{1}$, that is, mass can only flow from $V_{2}$ to $V_{1}$, but not in the opposite direction.

However, extinction of $V_{2}$ is in contradiction with our assumption that all states coexist. If a network is not strongly connected, all states cannot coexist. Therefore, strongly connected networks are necessary to obtain coexistence of all states in the ALVE (2.1). The simplest examples of strongly connected network are directed cycles and Hamiltonian networks (obtained by adding edges to a directed cycle). Hamiltonian networks are of relevance in Section 4.3.1.

## 3.A Properties of real antisymmetric matrices

## 3.A. 1 Nonzero eigenvalues occur in pairs, the corresponding eigenvectors are conjugated and orthogonal

By complex conjugating the eigenvalue equation, we find

$$
\overline{A \boldsymbol{x}}=\overline{\lambda \boldsymbol{x}}=-\lambda \overline{\boldsymbol{x}}=A \overline{\boldsymbol{x}} .
$$

If $\boldsymbol{x}$ is an eigenvector of $A$ with eigenvalue $\lambda$, then its complex conjugate $\overline{\boldsymbol{x}}$ is also an eigenvector of $A$ with eigenvalue $-\lambda$.

We decompose the eigenvector $\boldsymbol{x}$ into its real and imaginary part ( $i$ denotes the imaginary unit):

$$
\begin{array}{r}
\boldsymbol{x}=\boldsymbol{u}+i \boldsymbol{v} ; \quad \overline{\boldsymbol{x}}=\boldsymbol{u}-i \boldsymbol{v} \\
A(\boldsymbol{u}+i \boldsymbol{v})=i|\lambda|(\boldsymbol{u}+i \boldsymbol{v})=-|\lambda| \boldsymbol{v}+i|\lambda| \boldsymbol{u} \\
A(\boldsymbol{u}-i \boldsymbol{v})=-i|\lambda|(\boldsymbol{u}-i \boldsymbol{v})=-|\lambda| \boldsymbol{v}-i|\lambda| \boldsymbol{u} \\
\Rightarrow A \boldsymbol{u}=-|\lambda| \boldsymbol{v} ; \quad A \boldsymbol{v}=|\lambda| \boldsymbol{u}
\end{array}
$$

This decomposition reveals that the complex eigenvectors consists of real conjugated pairs of vectors $\boldsymbol{u}, \boldsymbol{v}$ that map onto each other with a factor $|\lambda|$ that corresponds to the eigenvalue. The antisymmetry of $A$ implies that these 'generalized eigenvectors' are orthogonal to each other,

$$
\boldsymbol{u}^{T} A \boldsymbol{u}=-\boldsymbol{u}^{T} A \boldsymbol{u}=-|\lambda| \boldsymbol{u}^{T} \boldsymbol{v}=0 .
$$

In the decomposition of the true eigenvalue $\boldsymbol{x}$, both of the generalized eigenvectors have the same norm,

$$
\begin{aligned}
i|\lambda|\langle\boldsymbol{x}, \boldsymbol{x}\rangle=\langle\boldsymbol{x},(A \boldsymbol{x})\rangle & =\left(\boldsymbol{u}^{T}-i \boldsymbol{v}^{T}\right) A(\boldsymbol{u}+i \boldsymbol{v}) \\
& =\boldsymbol{u}^{T} A \boldsymbol{u}+\boldsymbol{v}^{T} A \boldsymbol{v}+i \boldsymbol{u}^{T} A \boldsymbol{v}-i \boldsymbol{v}^{T} A \boldsymbol{u}=2 i \boldsymbol{u}^{T} A \boldsymbol{v} \\
& =2 i|\lambda|\langle\boldsymbol{u}, \boldsymbol{u}\rangle=2 i|\lambda|\langle\boldsymbol{v}, \boldsymbol{v}\rangle
\end{aligned}
$$

## 3.A. 2 The image dimension always even

From the previous calculations, we conclude that there is always an even number of eigenvalues. Summarizing, we have shown that the image $\operatorname{Im}(A)$ of a real antisymmetric matrix is always even dimensional. By the rank-nullity theorem ( $\operatorname{dim} \operatorname{Ker}(A)+\operatorname{dim} \operatorname{Im}(A)=S)$, for even-sized (odd-sized) real antisymmetric matrices, the kernel dimension is always even (odd), respectively.

Notably, for real, antisymmetric matrices of odd size, there is always a non-trivial kernel vector. This fact is of special importance for this thesis.

## 3.A. 3 Bock-diagonalization for real, antisymmetric matrices

With the information derived above, we can block-diagonalize each $A$. Let $A=-A^{T} \in$ $\mathbb{R}^{S \times S}$ be a real, antisymmetric matrix of size $S$. The matrix has $k \leq\lfloor S / 2\rfloor$ distinct eigenvalues. To every eigenvalue there is a pair of real conjugated eigenvectors $A \boldsymbol{u}^{(\alpha)}=$ $-\lambda \boldsymbol{v}^{(\alpha)}, A \boldsymbol{v}^{(\alpha)}=\lambda \boldsymbol{u}^{(\alpha)}$ (we assume that $\boldsymbol{v}, \boldsymbol{u}$ are normalized). Additionally, the matrix has the orthonormal kernel vectors $\boldsymbol{r}^{\beta}$ with $\beta=\{1, \ldots, S-k\}$.

The vectors form a unitary transformation matrix $T=\left(\boldsymbol{u}^{(1)}, \boldsymbol{v}^{(1)}, \ldots, \boldsymbol{u}^{(k)}, \boldsymbol{v}^{(k)}, \boldsymbol{r}^{(1)}, . ., \boldsymbol{r}^{(S-2 k)}\right)$ :

$$
\begin{aligned}
T^{T} A T & =\left(\boldsymbol{u}^{(1)}, \boldsymbol{v}^{(1)}, \ldots, \boldsymbol{v}^{(k)}, \boldsymbol{r}^{(1)}, \ldots, \boldsymbol{r}^{(S-k)}\right)^{T}\left(-\lambda^{1} \boldsymbol{v}^{(1)}, \lambda^{1} \boldsymbol{u}^{(1)}, \ldots, \lambda^{k} \boldsymbol{u}^{(k)}, 0, \ldots, 0\right) \\
& =\left(\begin{array}{cccccccc}
0 & \lambda^{1} & \ldots & 0 & 0 & 0 & \ldots & 0 \\
-\lambda^{1} & 0 & . & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \lambda^{k} & 0 & \ldots & 0 \\
0 & 0 & \ldots & -\lambda^{k} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{array}\right)
\end{aligned}
$$

## 3.B Properties of the Pfaffian

In the following, we provide background information for the Pfaffian. We elaborate on its combinatorial definition, present examples and show that the combinatorial and the graph theoretical definition of the Pfaffian agree. We close this chapter with the calculation of the Pfaffians of exemplary matrices.

## 3.B. 1 Combinatorial definition of the Pfaffian

Because the Pfaffian of an antisymmetric matrix is central to our analysis, we present here its combinatorial definition for completeness. Let $\Pi$ denote the set of all partitions of the set $\{1,2, \ldots, S=2 n\}$ into ordered pairs. In other words, every partition $\gamma \in \Pi$ is pair-wisely ordered in the form $\gamma=\left(\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right), \ldots,\left(i_{n}, j_{n}\right)\right)$ with $i_{k}<j_{k}$ for all $k$ and
$i_{k}<i_{l}$ for all $k<l$. Note that there are $|\Pi|=(2 n-1) \cdot(2 n-3) \cdots \cdots 3 \cdot 1=(2 n-1)!$ ! different pair-wisely ordered partitions of the set $\{1, \ldots, S\}$. We define the permutation $\sigma_{\gamma}$ of such a partition $\gamma \in \Pi$ as:

$$
\left.\begin{array}{rl}
\sigma_{\gamma} & :=\left(\begin{array}{ccccccc}
1 & 2 & 3 & 4 & \ldots & 2 n-1 & 2 n \\
\left(i_{1}\right. & \left.j_{1}\right) & \left(i_{2}\right. & \left.j_{2}\right) & \ldots & \left(i_{n}\right. & j_{n}
\end{array}\right)
\end{array}\right),
$$

With these notions, the Pfaffian of an antisymmetric matrix $A \in \mathbb{R}^{S \times S}$ of even size $S=2 n$ is defined as [54, 61]:

$$
\begin{equation*}
\operatorname{Pf}(A):=\sum_{\gamma \in \Pi}\left(\operatorname{sign}\left(\sigma_{\gamma}\right) \prod_{k=1}^{n} a_{\alpha_{k}}\right) . \tag{3.21}
\end{equation*}
$$

For an odd-sized antisymmetric matrix, the Pfaffian is 0 . Because the elements of every partition $\gamma$ are ordered pairs ( $i<j$ for every pair $(i, j) \in \gamma$ ), every summand $\prod_{k=1}^{n} a_{\gamma}$ is a product of above-diagonal matrix entries of $A$. With this definition (3.1), one can show that $\operatorname{Pf}(A)^{2}=\operatorname{Det}(A)$.

More generally, we define the permutation of a partition of an arbitrary, ordered set of size $2 n$ by identifying the indices of its ordered elements with the elements of the index set $\{1,2, \ldots, 2 n\}$. In other words, a permutation of a partition of an arbitrary, ordered set of even size is understood as the permutation of the partition of the corresponding index set. For example, when calculating the Pfaffian of a submatrix $A_{\hat{\alpha}}$ (necessary for the adjugate vector), we consider permutations of the set $\{1,2, \ldots, \alpha-1, \alpha+1, \ldots, S\}$ with $S$ odd. In this case, the sign of the permutation is determined by the number of transpositions necessary to order the elements in size.

For illustration, consider the pretzel-like interaction network sketched in Figure 3.1 with adjacency matrix (3.3) given in the main text. Using the combinatorial definition (3.1) to compute the Pfaffian of $A_{\text {pretzel }}$ yields:

$$
\begin{align*}
& \operatorname{Pf}\left(A_{\text {pretzel }}\right)=\left[\begin{array}{c}
\operatorname{sign}\left(\begin{array}{llll}
1 & 2 & 3 & 4
\end{array}\right)\left(-a_{21}\right)\left(-a_{43}\right) \\
+\operatorname{sign}(1
\end{array} 3 \begin{array}{ll}
1 & 2
\end{array}\right) a_{13} a_{24},  \tag{3.22}\\
& =(+1)\left(-a_{21}\right)\left(-a_{43}\right)+(-1) a_{13} a_{24} \text {, } \\
& =a_{21} a_{43}-a_{13} a_{24} \text {, } \tag{3.23}
\end{align*}
$$

which agrees with the graph-theoretical (3.2) computation in Equation (3.4) in the main text.

Laplace-like formula of the Pfaffian. As can be seen from the above example, the computation of the Pfaffian of an antisymmetric matrix proceeds in a similar manner as the computation of the determinant of an arbitrary matrix, but is tailored to the antisymmetry
of the matrix through the notion of the Pfaffian. In this line of thought, it is not surprising that a recursive definition of the Pfaffian for an antisymmetric matrix of even size can be obtained (in the spirit of Laplace's formula for determinants) as [62, 56]:

$$
\begin{equation*}
\operatorname{Pf}(A)=\sum_{\alpha=2}^{S}(-1)^{\alpha} a_{1 \alpha} \operatorname{Pf}\left(A_{\hat{1} \hat{\alpha}}\right), \tag{3.24}
\end{equation*}
$$

which we mention here for completeness.

## 3.B. 2 Graph-theoretical and combinatorial definition agree.

The graph-theoretical definition of the Pfaffian (3.2) agrees with its combinatorial definition (3.1) for the following reason. If the weighted network $\mathcal{N}(A)$ is built from the antisymmetric adjacency matrix $A$, every perfect matching of the network $\mathcal{N}(A)$ corresponds to a distinct non-zero summand in the Pfaffian of $A$ in the graph-theoretical definition (3.2). In the combinatorial definition (3.1) all matrix elements for the computation of the Pfaffian are taken from above the diagonal of $A$, whereas in the graph-theoretical definition only negative matrix elements are used (that is, from above or below the matrix diagonal). If a positive entry $a_{j i}>0$ appears in a summand of the combinatorial definition of the Pfaffian (3.1), the negative matrix entry $a_{i j}=-a_{j i}<0$ appears in the graph-theoretical definition (3.2). Additionally, the permutation of the corresponding partition changes by one transposition ( $i$ and $j$ are swapped) such that the sign of the permutation in the combinatorial and graph-theoretical definition differs by a factor of -1 . This compensates for the minus sign originating from the different sign of the matrix entry. Taken together, the graph-theoretical definition of the Pfaffian (3.2) and the combinatorial definition (3.1) are equivalent.

The graph-theoretical definition is suitable for our work on coexistence networks. The graph-theoretical definition of the Pfaffian (3.2) has the advantage over the combinatorial definition (3.1) in that it distinguishes between network topology and edge weights. The combinatorial definition (3.1) includes only above-diagonal entries of the antisymmetric matrix $A$. When $A$ contains zero-entries, zero summands appear in the expression for the Pfaffian, which do not contribute to its value. In contrast, the graphtheoretical definition of the Pfaffian includes by construction only non-zero entries of $A$ and, thus, contains only non-zero summands in the definition of the Pfaffian. In addition, all matrix elements of the summands occurring in the Pfaffian are negative such that the sign of each summand is determined only by the sign of the perfect matching alone. For these reasons, the graph-theoretical definition (3.2) distinguishes between edge-weights (negative matrix elements) and network topology (signs of matchings) and, thus, is suitable for our discussion of coexistence networks in the main text.

## 3.B. 3 The Pfaffian of exemplary antisymmetric matrices

A general $2 \times 2$ antisymmetric matrix. As an example, consider an arbitrary antisymmetric $2 \times 2$ matrix (with $a_{12}>0$ ),

$$
A_{2}=\left(\begin{array}{cc}
0 & a_{12}  \tag{3.25}\\
-a_{12} & 0
\end{array}\right) .
$$

The set of all pair-wisely ordered partitions of $\{1,2\}$ is simply $\Pi=\{((1,2))\}$. Therefore, the Pfaffian of $A_{2}$ is given by

$$
\begin{equation*}
\operatorname{Pf}\left(A_{2}\right)=a_{12} . \tag{3.26}
\end{equation*}
$$

A general $4 \times 4$ antisymmetric matrix. For an arbitrary antisymmetric $4 \times 4$ matrix (all above-diagonal entries are assumed to be positive),

$$
A_{4}=\left(\begin{array}{cccc}
0 & a_{12} & a_{13} & a_{14}  \tag{3.27}\\
-a_{12} & 0 & a_{23} & a_{24} \\
-a_{13} & -a_{23} & 0 & a_{34} \\
-a_{14} & -a_{24} & -a_{34} & 0
\end{array}\right),
$$

the set of all pair-wisely ordered partitions of the set $\{1,2,3,4\}$ is given by $\Pi=\{((1,2),(3,4)),((1,3),(2,4)),((1,4),(2,3))\}$.
The Pfaffian of $A_{4}$ is obtained as:

$$
\begin{equation*}
\operatorname{Pf}\left(A_{4}\right)=(+1) a_{12} a_{34}+(-1) a_{13} a_{24}+(+1) a_{14} a_{23} . \tag{3.28}
\end{equation*}
$$

The sign of the permutation was highlighted in front of the corresponding factor (for example, sign (1 324 ) $=-1$ ).

A general $6 \times 6$ antisymmetric matrix. For a general antisymmetric $6 \times 6$ matrix $A_{6}$ (again all above-diagonal entries are assumed to be positive),

$$
A_{6}=\left(\begin{array}{cccccc}
0 & a_{12} & a_{13} & a_{14} & a_{15} & a_{16}  \tag{3.29}\\
-a_{12} & 0 & a_{23} & a_{24} & a_{25} & a_{26} \\
-a_{13} & -a_{23} & 0 & a_{34} & a_{35} & a_{36} \\
-a_{14} & -a_{24} & -a_{34} & 0 & a_{45} & a_{46} \\
-a_{15} & -a_{25} & -a_{35} & -a_{45} & 0 & a_{56} \\
-a_{16} & -a_{26} & -a_{36} & -a_{46} & -a_{56} & 0
\end{array}\right),
$$

the Pfaffian is obtained as:

$$
\operatorname{Pf}\left(A_{6}\right)=\left[\begin{array}{l}
(+1) a_{12} a_{34} a_{56}+(-1) a_{12} a_{35} a_{46}  \tag{3.30}\\
+(+1) a_{12} a_{36} a_{45}+(-1) a_{13} a_{24} a_{56} \\
+(+1) a_{13} a_{25} a_{46}+(-1) a_{13} a_{26} a_{45} \\
+(+1) a_{14} a_{23} a_{56}+(-1) a_{14} a_{25} a_{36} \\
+(+1) a_{14} a_{26} a_{35}+(-1) a_{15} a_{23} a_{46} \\
+(+1) a_{15} a_{24} a_{36}+(-1) a_{15} a_{26} a_{34} \\
+(+1) a_{16} a_{23} a_{45}+(-1) a_{16} a_{24} a_{35} \\
+(+1) a_{16} a_{25} a_{34}
\end{array}\right] .
$$

Directed cycle of even size. For further illustration of how the Pfaffian is computed and to complete the statements from the previous Section, let us also consider a directed cycle of even length: $S \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots \rightarrow S-1 \rightarrow S$ (such that $a_{1, S}, a_{21}, a_{32}, \ldots, a_{S, S-1}>$ 0 with $S=2 n$ even for $n=2,3, \ldots$ ) with according antisymmetric adjacency matrix $A_{\text {even-cycle }}$ :

$$
A_{\text {even-cycle }}=\left(\begin{array}{ccccc}
0 & -a_{21} & 0 & \ldots & a_{1, S}  \tag{3.31}\\
a_{21} & 0 & -a_{32} & \ldots & 0 \\
0 & a_{32} & 0 & \ldots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
0 & \ldots & a_{S-1, S-2} & 0 & -a_{S, S-1} \\
-a_{1, S} & 0 & \cdots & a_{S, S-1} & 0
\end{array}\right) .
$$

The Pfaffian of the even-sized cycle is obtained as:

$$
\begin{equation*}
\operatorname{Pf}\left(A_{\text {even-cycle }}\right)=(-1)^{n \bmod 2} a_{21} a_{43} \cdots a_{S, S-1}-(-1)^{n \bmod 2} a_{32} a_{54} \cdots a_{1, S} \tag{3.32}
\end{equation*}
$$

## Chapter 4

## Topologically robust coexistence and coexistence networks

To explore how the topology of interaction networks determines the robustness of dynamical systems, we study the antisymmetric Lotka-Volterra equation (ALVE) 2.1. In the ALVE, the strengths of pairwise interactions between strategies are defined by an antisymmetric matrix such that typically some strategies go extinct over time. Here we show that there also exist topologically robust zero-sum games, such as the rock-paper-scissors game, for which all strategies coexist for all choices of interaction strengths. We refer to such zerosum games as coexistence networks. By mapping the long-time dynamics of the ALVE to the algebra of antisymmetric matrices, we identify simple graph-theoretical rules by which coexistence networks are identified and constructed. Examples are triangulations of cycles characterized by the golden ratio $\varphi=1.6180 \ldots$, cycles with complete subnetworks, and non-Hamiltonian networks. In graph-theoretical terms, we extend the concept of a Pfaffian orientation from even-sized to odd-sized networks. Our results show that the topology of interaction networks alone can determine the long-time behavior of nonlinear dynamical systems, and may help to identify robust network motifs arising, for example, in ecology.

The results in this chapter were worked out together with Johannes Knebel and Erwin Frey. This chapter is adapted from the publication with the title "Topologically robust zero-sum games and Pfaffian orientation: How network topology determines the long-time dynamics of the antisymmetric Lotka-Volterra equation" [49] with minor changes to fit the shape of this thesis.

### 4.1 Introduction

The temporal behavior of models arising in nonequilibrium statistical physics are often adequately described in terms of nonlinear dynamical systems. How the qualitative longtime behavior of a dynamical system depends on the initial conditions, on the interaction of different degrees of freedom, and on the coupling parameters that determine the
interaction strengths remain central questions in theoretical physics and applied mathematics [64, 65, 4, 66]. In this chapter, we focus on the robustness of the qualitative long-time behavior of dynamical systems against arbitrary changes of the coupling parameters [67, 68, 69, 70, 16, 71, 72, 73, 74]. The antisymmetric Lotka-Volterra equation (ALVE) 2.1) is a well-suited dynamical system to study robustness properties. In the dynamics of the ALVE, typically some strategies go extinct over time (see Section 2.2). We investigated the conditions on a zero-sum game under which all strategies coexist for all choices of interaction strengths. For example, for the rock-paper-scissors zero sum game, all strategies coexist in an interacting population irrespective of the chosen interaction strengths (Section 1.1). Since coexistence of all states depends only on the game's network topology, but not on the choice of interaction strengths, we refer to the rock-paper-scissors game as a topologically robust zero-sum game or a coexistence network; see Figure 4.1(a).

The existence of coexistence networks as well as their characterization are non-trivial because strategies typically go extinct for some choice of interaction strengths, see Section 2.2 and [1]. On the one hand, complete networks such as the rock-paper-scissors-lizard-spock game [1, 75, 76, 77, 78,79 are not coexistence networks as coexistence of all states depends on the choice of weights; see Figure 4.1(b). On the other hand, cycles with an odd number of strategies, in which every strategy dominates exactly one strategy and is dominated by another $(1 \rightarrow 2 \rightarrow \cdots \rightarrow 2 n-1 \rightarrow 1)$, are coexistence networks [80, 81]. Additionally, for the network topology of a directed cycle of five states supplemented with the directed link in the inside of the cycle as depicted in Figure 4.1 (a), coexistence of all states is observed for all choices of weights. We refer to the latter network topology as a topologically robust zero-sum game or a coexistence network because coexistence of all states in the ALVE (2.1) is robust against arbitrary changes of the weights on that network topology. In other words, coexistence of all states depends only on the network topology, but not on the specific values of the weights. Such coexistence networks with an arbitrary number of strategies beyond odd-sized cycles have not been characterized thus far.

### 4.2 Topologically robust coexistence and coexistence networks


#### Abstract

Algebraic characterization of coexistence networks. A network is a coexistence network if its antisymmetric adjacency matrix has a strictly positive kernel element for all choices of weights that do not change the underlying network topology, that is, keeping the direction of links and not adding links to or removing links from the network. In algebraic terms, this question of a strictly positive kernel amounts to determining the conditions on an antisymmetric matrix under which its kernel remains strictly positive for all choices of the non-zero matrix entries (as long as their sign is kept). An antisymmetric matrix whose kernel is one-dimensional is a coexistence network if, for all choices of weights, all entries of the kernel vector have the same sign, such that the unique normalized kernel vector is always
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Figure 4.1: Coexistence networks in the antisymmetric Lotka-Volterra equation (ALVE) 2.1. The long-time dynamics of the ALVE are independent of the initial conditions and two scenarios are possible for a state $i$ (equivalently strategy): Either the state concentration vanishes ( $x_{i} \rightarrow 0$ as $t \rightarrow \infty$; extinction and depletion) or it remains bounded away from 0 for all times ( $x_{i} \geq$ Const $>0$ for all $t$; survival and condensation). Survival and extinction of states depend only on the weighted network defined by the network topology and the weights. (a) Trajectories of the ALVE for a directed cycle of 5 nodes with an interior edge from node 4 to 2 (see insets). All states coexist. This coexistence does not only occur for unit weights (i), but for all choices of weights on that network topology (ii). Such network topologies are called coexistence networks or topologically robust zero-sum games. (b) The vast majority of networks are not coexistence networks; here shown for the rock-paper-scissors-lizard-spock game (network topology of five states with two in-going and two out-going links for every node); see insets. (i) For unit weights, all states coexist, but states 3 and 4 go extinct for differently chosen weights (ii). Thus, coexistence in the rock-paper-scissors-lizard-spock game depends on the rates.
strictly positive. The mapping between the entries of a matrix and its kernel elements is, in general, not straightforwardly answered for arbitrary matrices. For antisymmetric matrices, nevertheless, analytical progress is possible as we show in Section 3.3.3. Before proceeding, we illustrate these algebraic insights with directed cycles of odd and even length as examples.

Example for coexistence networks: directed cycles. As an example for a coexistence network, consider the rock-paper-scissors network topology (that is, mass can only
flow in the directed cycle $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$ such that $a_{13}, a_{21}, a_{32}>0$, see also Section 1.1 and Figure 1.1). The antisymmetric adjacency matrix $A_{3 \text {-cycle }}$ is given by:

$$
A_{3 \text {-cycle }}=\left(\begin{array}{ccc}
0 & -a_{21} & a_{13}  \tag{4.1}\\
a_{21} & 0 & -a_{32} \\
-a_{13} & a_{32} & 0
\end{array}\right)
$$

with kernel $\operatorname{Ker}\left(A_{3 \text {-cycle }}\right)=\left\{\left(a_{32}, a_{13}, a_{21}\right)\right\}$. Consequently, the kernel of the rock-paperscissors network topology is strictly positive and all states coexist in the ALVE for all times for all choices of weights as long as the rock-paper-scissors network topology is not altered. The above observation can be generalized to cycles of odd size, that is, to network topologies in which mass can only flow in the cycle $1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots \rightarrow S-1 \rightarrow S \rightarrow 1$ for $S$ odd (such that $a_{1, S}, a_{21}, a_{32}, \ldots, a_{S, S-1}>0$, see (3.6). The kernel of a cycle of odd size is obtained as $\operatorname{Ker}(A)=\left\{\left(a_{32} a_{54} \cdots a_{S, S-1}, a_{43} a_{65} \cdots a_{1, S}, \ldots, a_{21} a_{43} \cdots a_{S-1, S-2}\right)\right\}$ (see Section 3.3.3), which is again strictly positive for all choices of weights on the cyclic network topology. Thus, cycles of odd size are coexistence networks.

In contrast, directed cycles of even size have a non-trivial kernel only if the weights $a_{i j}$ are fine-tuned. The determinant (in suiting labeling) is given by $\operatorname{Det}\left(A_{\text {even-cycle }}\right)=$ $\left(a_{21} a_{43} \ldots a_{S, S-1}-a_{32} a_{54} \ldots a_{1, S}\right)^{2}$, which is zero only for specific choices of weights; see Section 3.3 and Section 3.B.3. Thus, for cycles of even size, the occurrence of a strictly positive kernel depends on the choice of matrix entries. Cycles of even size are not coexistence networks. In the following, we further explore this possibly counter-intuitive behavior between even and odd dimension. The discussion of odd-sized directed cycles as examples of coexistence networks is extended in Section 4.3 to Hamiltonian networks, which have a directed cycle through all nodes, and generalized to non-Hamiltonian networks (that is, network topologies without a cycle).

Coexistence networks can be found using the adjugate vector. In our work, we use the adjugate vector to characterize coexistence networks of odd size $S$. The adjugate vector of an antisymmetric matrix $A$ can be calculated from the Pfaffians of all submatrices of size $S-1$, see Section 3.3.3. A network $A$ whose kernel is one-dimensional for all choices of weights is a coexistence network if its adjugate vector is always strictly positive, that is, if all entries of the adjugate vector have the same sign independent of the weights (if $\boldsymbol{r}$ is a kernel vector of $A$, so is $-\boldsymbol{r})$. For further details on the influence of the network topology on the kernel dimension of the network's adjacency matrix see also Section 3.3.4.

Figure 4.2(a) illustrates the connection between coexistence networks and the graphtheoretical interpretation of the adjugate vector for an exemplary cycle of five states with two additional interior edges. The adjugate vector is computed by identifying the nearperfect matchings of the network and their signs. A necessary condition to obtain a strictly positive adjugate vector is that the network is factor-critical. Only if the network is factorcritical can the adjugate vector have non-vanishing values in all of its components. The

[^2]sign of the $\alpha$ th component of the adjugate vector, $r_{\alpha}$, is determined by the signs of the near-perfect matchings and by whether the index $\alpha$ is even or odd; see Equations (3.2) and (3.5). Both contributions determine whether all summands occurring in the adjugate vector have the same sign or not and, thus, whether the one-dimensional kernel is strictly positive or not for all choices of weights.

Examples for the algebraic characterization. As was shown above, simple directed cycles of odd length are coexistence networks (see Figure 4.2(b)(i)), while cycles of even length are not. The directed cycle with one additional interior edge depicted in Figure 4.2 (b)(ii) is a coexistence network as well; see also Figure 4.1(a). The interior edge $(4 \rightarrow 2)$ creates one new near-perfect matching $((4 \rightarrow 2),(5 \rightarrow 1))$ that gives rise to an entry in the third component of the adjugate vector. The corresponding permutation has the same sign as the permutation of the near-perfect matching $((4 \rightarrow 5),(1 \rightarrow 2))$. Therefore, the kernel of $A$ remains strictly positive for all choices of weights, and this network is a coexistence network. Note that if the direction of this edge is reversed to $(2 \rightarrow 4)$, the sign of the near-perfect matching will be negative and the adjugate vector could have a negative entry in the third component upon choosing suitable weights. Hence, the resulting network is not a coexistence network. Figure 4.2(b)(iii) shows the complete network of five nodes (see also Figure 4.1(b)). This network is factor-critical, but not a coexistence network. As indicated above, factor-criticality is not sufficient to obtain a coexistence network; in addition to factor-criticality, the signs of all summands in all entries of the adjugate vector need to be the same to give rise to a coexistence network.

Coexistence networks must be strongly connected. In Section 3.4 we have shown that coexistence of all states is only possible if the underlying network is strongly connected. Intuitively speaking, this means that mass can flow from each state to every other state. The simplest example of a strongly connected network is a directed cycle, such as the rock-paper-scissors network. The fact that coexistence networks are strongly connected has further implications for the underlying topology of coexistence networks. An undirected graph admits a strong orientation (that is, a choice of the direction of all edges such that the resulting directed network is strongly connected) if and only if it has an ear-decomposition [82]. Pictorially speaking, a graph has an ear-decomposition if it can be decomposed to a cycle by successively detaching paths, which are connected to the graph with both ends as 'ears' without crossing any other paths. Notably, Lovasz [83] showed that all factor-critical graphs can always be oriented to be strongly connected. As introduced in Section 3.3.1 a network is factor critical if every subnetwork with of size $S-1$ (all subnetworks obtained by deleting one node from the original network) has a perfect matching. We employed this fact for our numerical search of coexistence networks starting from undirected graphs; see Section 4.A.2.
(a) Weighted network

antisymmetric adjacency matrix $A$

Near-perfect matchings and their sign


$\operatorname{sign}(3254)=+1 \operatorname{sign}(4315)=-1 \operatorname{sign}(5413)=-1$

$\operatorname{sign}(2154)=+1 \quad \operatorname{sign}(1524)=+1$

$\operatorname{sign}(3215)=-1 \operatorname{sign}(4321)=+1 \operatorname{sign}(1324)=-1$
(b) (i)


Coexistence network


Coexistence network

Adjugate vector $\mathbf{r}(A \mathbf{r}=0)$
$\mathbf{r}=\left(\begin{array}{c}\operatorname{Pf}\left(A_{\hat{1}}\right) \\ -\operatorname{Pf}\left(A_{\hat{2}}\right) \\ \operatorname{Pf}\left(A_{\hat{3}}\right) \\ -\operatorname{Pf}\left(A_{\hat{4}}\right) \\ \operatorname{Pf}\left(A_{\hat{5}}\right)\end{array}\right)=\left(\begin{array}{l}\overline{a_{32} a_{54}} \\ a_{43} a_{15} \\ a_{54} a_{21} \\ a_{32} a_{15} \\ a_{21} a_{43}\end{array}\right)+\left(\begin{array}{c}0 \\ a_{54} a_{13} \\ a_{15} a_{24} \\ 0 \\ -a_{13} a_{24}\end{array}\right)$
$\operatorname{Ker}(A) \ngtr 0$
for all weights


Not a coexistence network


Not a coexistence network

Figure 4.2: Algebraic characterization of coexistence networks via the adjugate vector of $A$. (a) Algebraic determination of coexistence networks; here illustrated for a cycle of five nodes (orange edges) with the two additional interior edges $(4,2)$ and $(3,1)$ (cyan edges). The network is factor-critical. The entries of the adjugate vector are calculated via the near-perfect matchings of the network and their signs (here, eight near-perfect matchings in total); see Figure 3.1 for details of the computation. The near-perfect matching $((3 \rightarrow 1),(4 \rightarrow 2))$ creates the negative summand $\left(-a_{13} a_{24}\right)$. Thus, the weights can be chosen such that the kernel of $A$ is not strictly positive. Therefore, this network is not a coexistence network. Note that by setting one of the two or both cyan matrix entries to zero, the resulting network topology is a coexistence network. (b)(i) Cycles of odd length are coexistence networks because their adjugate vector is always strictly positive, whereas cycles of even length are not. (ii) The cycle with five nodes and the additional interior edge $(4,2)$ is a coexistence network as is inferred from the adjugate vector in (a) by setting $a_{13}=0$. (iii) The complete network of five nodes is not a coexistence network; see also Figure 4.1(b). Additional near-perfect matchings arise through the interior edges (5, 3), (1, 4), and $(2,5)$.

### 4.3 Coexistence networks

Overview of this section. In this section, we present graph-theoretical rules for how to construct coexistence networks. Recall that for coexistence networks, coexistence of all states in the ALVE (2.1) is robust against arbitrary changes of the weights (the defining interaction strengths) on the given network topology; see Section 4.2. We begin our analysis with coexistence networks that have a one-dimensional kernel for all choices of weights. For such networks, the vector of steady state concentrations of the ALVE (2.1) is given by
the unique normalized kernel vector as described in Section 2.4 .
First, we introduce Hamiltonian coexistence networks, which are coexistence networks with a directed cycle through all nodes and, thus, generalize directed cycles of odd size. In Section 4.3.1 we present the two coexistence conditions on the network topology (cycle condition (4.2) and crossing condition (4.3)) with which all Hamiltonian coexistence networks are identified. The proof of these conditions exploits the connection between the adjugate vector (3.5) of an antisymmetric matrix and near-perfect matchings of its network topology; details are deferred to Section 4.C. In Section 4.3.2, we show how network topologies without a Hamiltonian cycle can be obtained from Hamiltonian coexistence networks by deleting suitable links from the cycle. For networks with up to 9 nodes, we numerically verify that all coexistence networks are obtained from Hamiltonian coexistence networks this way; see Section 4.3.3. At present, our numerical enumerations are limited to networks of 9 nodes because of the vastly growing number of network topologies with more nodes. We also briefly discuss the possibility of coexistence networks with a degenerate kernel $(\operatorname{dim}(\operatorname{Ker}(A))=2,3, \ldots)$, even though we did not find any for $S \leq 9$. We present examples for the construction of coexistence networks in Section 4.4. applications of our results are discussed in Section 4.5.

### 4.3.1 Hamiltonian coexistence networks

Conditions for Hamiltonian coexistence networks. We now present a scheme to identify Hamiltonian coexistence networks of odd size $S=2 n-1(n=2,3, \ldots)$. A Hamiltonian network $\mathcal{N}(A)$ contains at least one directed cycle, that is, a directed closed path passing exactly once through all nodes. Thus, its edge-set $E(\mathcal{N})$ can be split into the edges that constitute one such Hamiltonian cycle, $E_{\text {cycle }}$, and all other interior edges in the cycle, $E_{\text {in }}$, such that $E(\mathcal{N})=E_{\text {cycle }} \cup E_{\text {in }}$ with $E_{\text {cycle }} \cap E_{\text {in }}=\emptyset$. An ascending labeling of the network can be chosen such that $E_{\text {cycle }}=\{(1,2),(2,3), \ldots,(\alpha, \alpha+1), \ldots,(S, 1)\}$; see Figure 4.3 .

With this assignment of the edges of the Hamiltonian network into cycle edges and interior edges, we identified the following necessary and sufficient conditions for a Hamiltonian network to be a coexistence network. The coexistence conditions are stated first, before we illustrate, discuss, and prove them. A Hamiltonian network with the chosen ascending labeling of the cycle $E_{\text {cycle }}=\{(1,2),(2,3), \ldots,(\alpha, \alpha+1), \ldots,(S, 1)\}$ is a coexistence network if and only if its interior edges fulfill the following two coexistence conditions:

1. Cycle condition: For every interior edge $(\alpha, \beta) \in E_{\text {in }}$ it holds that:

$$
\begin{align*}
& (\alpha, \beta) \text { is ascending and } \beta-\alpha \text { is odd, }  \tag{4.2}\\
& (\alpha, \beta) \text { is descending and } \alpha-\beta \text { is even. }
\end{align*}
$$

An edge $(\alpha, \beta) \in E_{\text {in }}$ is called ascending (with respect to the labeling of the Hamiltonian cycle) if $\alpha<\beta$, and descending if $\alpha>\beta$; see Figure 4.3.
2. Crossing condition: For every pair of crossing interior edges $\{(\alpha, \beta),(\mu, \nu)\} \subseteq E_{\text {in }}$ it holds that:

$$
\begin{align*}
& (\alpha, \beta) \text { and }(\mu, \nu) \text { cross each other, }  \tag{4.3}\\
& \text { and } \min (|\alpha-\mu|,|\beta-\nu|) \text { is even. }
\end{align*}
$$

Two interior edges $(\alpha, \beta),(\mu, \nu) \in E_{\text {in }}$ are called crossing if $\min (\mu, \nu)<\alpha<\max (\mu, \nu)$ or $\min (\mu, \nu)<\beta<\max (\mu, \nu)$. If the Hamiltonian network is drawn in the twodimensional plane, crossing edges cross in the interior of the cycle; see Figure 4.3.


Figure 4.3: Graph-theoretical conditions for Hamiltonian coexistence networks. (a) Hamiltonian network $\mathcal{N}^{(9)}$ of 9 nodes consisting of edges from the Hamiltonian cycle (orange) and interior edges $(2,7),(4,7)$, and $(9,3)$ (cyan). (b) We identified the cycle condition 4.2 and the crossing condition 4.3) to check whether a network topology is a coexistence network. These conditions are both necessary and sufficient. The cycle condition ensures that only cycles of odd length are created within the Hamiltonian cycle through any interior edge. The crossing condition ensures that two crossing cycles share only an odd number of nodes connected by an even number of edges. It follows that $\mathcal{N}^{(9)}$ is a coexistence network. (c) Near-perfect matchings contributing to the first, second, and eighth component of the adjugate vector (3.5). Crossing edges do not contribute to the same near-perfect matching. (d) The component-wise calculation of the adjugate vector $\mathbf{r}$ confirms that the network topology $\mathcal{N}^{(9)}$ in (a) is a coexistence network because all vector components are strictly positive for all choices of weights.

Illustration of the conditions. The cycle condition (4.2) governs the relation of interior edges with the Hamiltonian cycle, while the crossing condition (4.3) governs the relation of interior edges to each other. Fulfillment of the cycle condition (4.2) ensures that interior
edges only create directed subcycles of odd length (due to $S$ being odd). If the difference between start and end node of an interior edge is odd, the direction of the interior edge needs to be ascending with respect to the Hamiltonian cycle to ensure a strictly positive kernel. In contrast, if the difference is even, the edge needs to be descending. Taken together, Hamiltonian coexistence networks do not have even cycles. The crossing condition (4.3) ensures that no two crossing edges occur in the same near-perfect matching. This is the case if and only if the minimal difference between end and start nodes of crossing edges is even. In other words, the two directed cycles of odd length created by every pair of interior edges share an odd number of nodes that are connected by an even number of edges. In Section 4.C, we prove that the coexistence conditions (4.2) and (4.3) are both sufficient and necessary for Hamiltonian coexistence networks.

Example of a coexistence network. To illustrate both the above conditions and the ideas of the proof, we consider an exemplary Hamiltonian network $\mathcal{N}^{(9)}=E_{\text {cycle }}^{(9)} \cup E_{\text {in }}^{(9)}$ of 9 nodes, constituted by the Hamiltonian cycle $E_{\text {cycle }}^{(9)}=\{(1,2),(2,3), \ldots(9,1)\}$ and three interior edges $E_{\mathrm{in}}^{(9)}=\{(2,7),(4,7),(9,3)\}$; see Figure 4.3 (a) for a sketch.

First, the coexistence conditions (4.2) and (4.3) for a Hamiltonian coexistence network are fulfilled (Figure 4.3(b)). The cycle condition (4.2) is fulfilled for all interior edges: (i) the interior edge $(2,7)$ is ascending because $2<7$ and their difference is odd, (ii) the interior edge $(4,7)$ is ascending because $4<7$ and the difference is odd, (iii) the interior edge $(9,3)$ is descending because $9>3$ and the difference is even. The crossing condition (4.3) is fulfilled for the two crossing edges $(9,3)$ and $(2,7)$ (no other interior edges cross each other) because $\min (|9-2|,|3-7|)=4$, which is even. Thus, we conclude from the coexistence conditions that the Hamiltonian network $\mathcal{N}^{(9)}$ is a coexistence network.

Component-wise calculation of the adjugate vector confirms coexistence network. To verify that the kernel of the antisymmetric matrix of $\mathcal{N}^{(9)}$ is indeed strictly positive as claimed above, we now explicitly calculate the adjugate vector (3.5) and check the sign of all entries. This algebraic check illustrates the main ideas underlying the proof presented in Section 4.C. For illustration, we write out the near-perfect matchings for the first, second, and eighth component of the adjugate vector (3.5) and discuss their sign; see Figure 4.3(c).

The first component $r_{1}$ is calculated as the Pfaffian of the submatrix $A_{\hat{1}}$. The summands contributing to $\operatorname{Pf}\left(A_{\hat{1}}\right)$ originate from the near-perfect matchings of $\mathcal{N}^{(9)}$ for which the first node is removed, that is, the perfect matchings of the subnetwork $\mathcal{N}\left(A_{\hat{1}}\right)$. Three such nearperfect matchings exist (see Figure 4.3(c)(i)):

$$
\begin{aligned}
& \mu_{\hat{1}, 1}=((2 \rightarrow 3),(4 \rightarrow 5),(6 \rightarrow 7),(8 \rightarrow 9)), \\
& \mu_{\hat{1}, 2}=((2 \rightarrow 7),(3 \rightarrow 4),(5 \rightarrow 6),(8 \rightarrow 9)), \\
& \mu_{\hat{1}, 3}=((2 \rightarrow 3),(4 \rightarrow 7),(5 \rightarrow 6),(8 \rightarrow 9)) .
\end{aligned}
$$

The first of the above near-perfect matchings, $\mu_{\hat{\mathrm{i}}, 1}$, comprises only edges from the Hamiltonian cycle. The two other near-perfect matchings, $\mu_{\hat{1}, 2}$ and $\mu_{\hat{1}, 3}$, include contributions
from the Hamiltonian cycle and, in addition, one interior edge. Thus, $r_{1}$ is computed as:

$$
\begin{aligned}
& r_{1}=(-1)^{1+1} \operatorname{Pf}\left(A_{\hat{1}}\right) \text {, } \\
& =\left[\begin{array}{c}
\operatorname{sign}(2345
\end{array}+789\right) a_{23} a_{45} a_{67} a_{89}, \\
& =(+1) a_{32} a_{54} a_{76} a_{98}+(+1) a_{72} a_{43} a_{65} a_{98} \\
& +(+1) a_{32} a_{74} a_{65} a_{98} \text {. }
\end{aligned}
$$

The sign of the near-perfect matchings is calculated via the number of transpositions to order its elements in size.

The permutation $\mu_{\hat{1}, 1}$ is already ordered in size and, thus, equals the identity permutation $\mu_{\hat{1}, 1}=(23 \ldots 89)=\sigma_{1}$. For odd components of the adjugate vector, the permutation containing only edges from $E_{\text {cycle }}$ always equals the identity permutation and, thus, has the $\operatorname{sign}+1$. The first component of the adjugate vector is strictly positive because the permutations corresponding to $\mu_{\hat{1}, 2}$ and $\mu_{\hat{1}, 3}$ are ordered by an even number of transpositions, such that $r_{1}$ contains three positive summands.

For the second component, $r_{2}$, there exists only one perfect matching of $\mathcal{N}\left(A_{\hat{2}}\right)$, which contains only edges from the Hamiltonian cycle; see Figure 4.3(c)(ii):

$$
\mu_{\hat{2}, 1}=((3 \rightarrow 4),(5 \rightarrow 6),(7 \rightarrow 8),(9 \rightarrow 1)) .
$$

Interior edges do not contribute to any near-perfect matching of $\mathcal{N}^{(9)}$ for which node 2 is removed. In general, it is both the placement of the interior edges relative to each other and their placement relative to the deleted node that determines whether additional near-perfect matching arise or not. For $r_{2}$, it follows:

$$
\begin{align*}
r_{2} & =(-1)^{1+2} \operatorname{Pf}\left(A_{\hat{2}}\right), \\
& =(-1) \operatorname{sign}(34567891) a_{34} a_{56} a_{78} a_{91},  \tag{4.4}\\
& =a_{43} a_{65} a_{87} a_{19} .
\end{align*}
$$

For other even components of the adjugate vector, the permutation of the near-perfect matching containing only edges from $E_{\text {cycle }}$ is also not ordered in size in the same way as for $r_{2}$. The identity permutation $\sigma_{\mathbb{1}}=(12 \ldots \alpha-1 \alpha+1 \ldots S)$ is achieved with an odd number of transpositions, resulting in the sign -1 . This minus sign is balanced by the prefactor $(-1)^{1+\alpha}$ in the adjugate vector. Therefore, all summands in all components, which arise from near-perfect matching with only edges from the Hamiltonian cycle, have the same sign.

Similarly, all other components of the adjugate vector are calculated from which $r_{8}$ as an instructive component is further discussed in the following. There exist five near-perfect
matchings of $\mathcal{N}^{(9)}$ upon omitting node 8; see Figure 4.3(c)(iii):

$$
\begin{align*}
& \mu_{\hat{8}, 1}=((2 \rightarrow 3),(4 \rightarrow 5),(6 \rightarrow 7),(9 \rightarrow 1)), \\
& \mu_{\hat{8}, 2}=((2 \rightarrow 7),(3 \rightarrow 4),(5 \rightarrow 6),(9 \rightarrow 1)), \\
& \mu_{\hat{8}, 3}=((2 \rightarrow 3),(4 \rightarrow 7),(5 \rightarrow 6),(9 \rightarrow 1)),  \tag{4.5}\\
& \mu_{\hat{8}, 4}=((1 \rightarrow 2),(4 \rightarrow 5),(6 \rightarrow 7),(9 \rightarrow 3)), \\
& \mu_{\hat{8}, 5}=((1 \rightarrow 2),(4 \rightarrow 7),(5 \rightarrow 6),(9 \rightarrow 3)) .
\end{align*}
$$

Again, the first near-perfect matching $\mu_{\hat{8}, 1}$ comprises only edges stemming from the Hamiltonian cycle, while $\mu_{\hat{8}, 2}, \mu_{\hat{8}, 3}$ and $\mu_{\hat{8}, 4}$ involve contributions from the Hamiltonian cycle and exactly one interior edge. The corresponding permutations have the same sign because an even number of transpositions maps the partitions to the partition stemming from $\mu_{\hat{8}, 1}$; similarly as for the discussion of $r_{1}$. The near-perfect matching $\mu_{\hat{8}, 5}$, however, contains the two non-crossing interior edges $(4,7)$ and $(9,3)$. The sign of the permutation equals the sign of the identity permutation (which corresponds to the ordered set) because each interior edge fulfills the cycle condition (4.2) and, thus, can be transferred to the partition stemming from $\mu_{\hat{8}, 1}$ by an even number of transpositions. This reasoning can be generalized to any number of interior, non-crossing edges occurring in the same near-perfect matching. The eighth component of the adjugate vector is, thus, obtained as:

$$
\begin{align*}
& r_{8}=(-1)^{1+8} \operatorname{Pf}\left(A_{\hat{8}}\right) \text {, } \\
& =(-1) \cdot\left[\begin{array}{c}
\operatorname{sign}(23456791) a_{23} a_{45} a_{67} a_{91} \\
+\operatorname{sign}(2734569 \\
+\operatorname{sign}(23475691) a_{27} a_{34} a_{56} a_{91} \\
+\operatorname{sign}(12456793) \\
+\operatorname{sign}(124
\end{array}\right) a_{12} a_{45} a_{67} a_{61} a_{93}, \\
& =a_{32} a_{54} a_{76} a_{19}+a_{72} a_{43} a_{65} a_{19}+a_{32} a_{74} a_{65} a_{19} \\
& +a_{21} a_{54} a_{76} a_{39}+a_{21} a_{74} a_{65} a_{39} . \tag{4.6}
\end{align*}
$$

In total, the adjugate vector for the Hamiltonian network $\mathcal{N}^{(9)}$ is written out for all components in Figure 4.3(d). The adjugate vector of $\mathcal{N}^{(9)}$ is not the zero-vector for any choice of non-vanishing weights, such that the kernel of $A\left(\mathcal{N}^{(9)}\right)$ is one-dimensional for all choices of weights; see Section 3.3.3. The network topology of $\mathcal{N}^{(9)}$ determines the signs of all summands in all entries and components of the adjugate vector (4.7). Because all these summands have the same sign, the kernel is strictly positive for all choices of weights and, thus, the network topology $\mathcal{N}^{(9)}$ is a coexistence network.

In summary, the decomposition of the edge-set into edges from the cycle and interior edges, $\mathcal{N}^{(9)}=E_{\text {cycle }}^{(9)} \cup E_{\text {in }}^{(9)}$, leads to a separation of all near-perfect matchings into two sets. The first set consists of all near-perfect matchings containing only edges of the Hamiltonian cycle $E_{\text {cycle. }}$. These near-perfect matchings are identical to the near-perfect matchings of a directed cycle of size $S$. Analogous to the adjugate vector of odd cycles, the
signs of these near-perfect matchings alternate such that the corresponding contributions to the adjugate vector (3.5) have the same $\operatorname{sign}\left(\operatorname{sign}\left(\operatorname{Pf}\left(A_{\hat{\alpha}}\right)\right)=(-1)^{\alpha-\beta} \operatorname{sign}\left(\operatorname{Pf}\left(A_{\hat{\beta}}\right)\right)\right)$, see Section 4.2. The second set consists of all near-perfect matchings containing one or several interior edges $E_{\text {in }}$. The cycle condition (4.2) and the crossing condition (4.3) together ensure that the signs of all near-perfect matchings excluding the same node are identical. Thus, $\mathcal{N}^{(9)}$ is a coexistence network.

Edge-wise decomposition of the adjugate vector. To establish the coexistence conditions (4.2) and (4.3) for coexistence networks, it is also insightful to partition the adjugate vector into contributions arising from the presence of interior edges. For example, the adjugate vector of the network $\mathcal{N}^{(9)}$ in Figure 4.3(a) can be written as:

$$
\begin{align*}
& \boldsymbol{r}=\boldsymbol{r}_{\text {cycle }}+\boldsymbol{r}_{\text {in }}, \\
& =\boldsymbol{r}_{\text {cycle }}+\boldsymbol{r}_{2 \rightarrow 7}+\boldsymbol{r}_{4 \rightarrow 7}+\boldsymbol{r}_{9 \rightarrow 3}+\boldsymbol{r}_{4 \rightarrow 7,9 \rightarrow 3} \text {, } \\
& =\left(\begin{array}{c}
a_{32} a_{54} a_{76} a_{98} \\
a_{43} a_{65} a_{87} a_{19} \\
a_{21} a_{54} a_{76} a_{98} \\
a_{32} a_{65} a_{87} a_{19} \\
a_{21} a_{43} a_{76} a_{98} \\
a_{32} a_{54} a_{87} a_{19} \\
a_{21} a_{43} a_{65} a_{98} \\
a_{32} a_{54} a_{76} a_{19} \\
a_{21} a_{43} a_{65} a_{87}
\end{array}\right)+\left(\begin{array}{c}
a_{72} a_{43} a_{65} a_{98} \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
a_{72} a_{43} a_{65} a_{19} \\
0
\end{array}\right)+\left(\begin{array}{c}
a_{32} a_{74} a_{65} a_{98} \\
0 \\
a_{21} a_{74} a_{65} a_{98} \\
0 \\
0 \\
0 \\
0 \\
a_{32} a_{74} a_{65} a_{19} \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
0 \\
a_{21} a_{65} a_{87} a_{39} \\
0 \\
a_{21} a_{54} a_{87} a_{39} \\
0 \\
a_{21} a_{54} a_{76} a_{39} \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
a_{21} a_{74} a_{65} a_{39}
\end{array}\right)+\binom{0}{0} . \tag{4.7}
\end{align*}
$$

The contribution of the Hamiltonian cycle to the adjugate vector is denoted as $\boldsymbol{r}_{\text {cycle }}$, which is the adjugate vector of a directed cycle of 9 nodes in the ascending labeling. The contributions from near-perfect matchings of one interior edge and edges from the cycle are denoted as $\boldsymbol{r}_{2 \rightarrow 7}, \boldsymbol{r}_{4 \rightarrow 7}$ and $\boldsymbol{r}_{9 \rightarrow 3}$. The remaining contribution $\boldsymbol{r}_{4 \rightarrow 7,9 \rightarrow 3}$ arises because these two non-crossing interior edges occur together in a near-perfect matching. $\boldsymbol{r}_{\text {in }}$ summarizes all contributions to the adjugate vector that stem from near-perfect matchings and include one or several interior edges. In this edge-wise notation, the contribution of a single interior edge to the adjugate vector can be suitably discussed: whether it creates one or several near-perfect matchings, whether these matchings arise through combinations with edges of the Hamiltonian cycle only or in combination with further interior edges, and whether their signs agree with the near-perfect matching stemming from the cycle.

Necessity of the conditions. As demonstrated by the previous example, every Hamiltonian network in which all internal edges fulfill the coexistence conditions (4.2) and (4.3) is a coexistence network. Furthermore, the coexistence conditions are not only sufficient, but also necessary to obtain a coexistence network. By reversing the direction of an edge, the signs of the respective summands occurring in the adjugate vector change because of an additional transposition in the permutation. Thus, every Hamiltonian network not fulfilling conditions (4.2) and (4.3) is not a coexistence network; see Section 4.C.
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Figure 4.4: All coexistence networks with up to 9 nodes. We determined all coexistence networks for up to $S \leq 9$ by establishing all Hamiltonian coexistence networks via the graphtheoretical coexistence conditions (4.2) and (4.3) and deleting suitable edges; see Section 4.3.3. (a)-(c) All coexistence networks for $S=3,5$, and 7 nodes. Coexistence networks are, for example, cycles, concatenations of smaller coexistence networks, and so-called generating coexistence networks (green color). Generating coexistence networks have a saturated number of edges: Upon adding any further edge to their network topology, they are no longer coexistence networks. (*) denotes specific triangulations of cycles that are discussed in Section 4.4.1. These are dilute networks, but the total number of near-perfect matchings grows exponentially fast with the number of nodes $S$ at a rate characterized by the golden ratio $\varphi=1.6180 \ldots$; see Equation (4.10). (**) denotes cycles with complete subnetworks; see Section 4.4.2. These networks are dense, but the total number of near-perfect matchings grows only polynomially as $\sim S^{3}$. (d) Generating coexistence networks with 9 nodes. Upon deleting suitable edges from these generating coexistence networks, all other 1454 coexistence networks for $S \leq 9$ are generated.

### 4.3.2 Non-Hamiltonian coexistence networks

Non-Hamiltonian coexistence networks can be generated by deleting suitable links from Hamiltonian coexistence networks. To illustrate this approach, consider the network topology that is obtained by deleting the cycle edge $(2,3)$ from the above-studied Hamiltonian network $\mathcal{N}^{(9)}$ (equivalently, by setting $a_{32}=0$ in $A\left(\mathcal{N}^{(9)}\right)$ ). The resulting network $\mathcal{N}^{(9)} \backslash\{(2,3)\}$ is not Hamiltonian because no directed cycle passes through all of the network's nodes. The adjugate vector of this non-Hamiltonian network is obtained from the adjugate vector (4.7) by setting all entries $a_{32}=0$.

Even though six previously existing near-perfect matchings vanish upon deleting the edge $(2,3)$ (four near-perfect matchings from the cycle, and two involving the interior edge $(4,7)$ ), all components of the resulting adjugate vector are different from 0 and all summands in all components have the same sign. In other words, the kernel of the corresponding antisymmetric matrix is still strictly positive for all choices of weights due to the contributions from the previously interior edges. Thus, the non-Hamiltonian network topology $\mathcal{N}^{(9)} \backslash\{(2,3)\}$ is a coexistence network.

In general, deleting edges from a Hamiltonian coexistence network can only decrease the number of its near-perfect matchings. Note that the resulting network does not have to be factor-critical or strongly connected (for example, upon deleting the edge $(5,6)$ from $\mathcal{N}^{(9)}, A_{\hat{4}}$ does not have a perfect matching). However, as long as the network remains factor-critical upon removing edges, it remains a coexistence network. This can be seen as follows: Removing edges from the network leads to removing summands in the adjugate vector. On the other hand, factor-criticality of the remaining network ensures that for every component at least one perfect matching and, thus, one summand in every component of the adjugate vector, remains. Potentially non-Hamiltonian coexistence networks arise if edges are deleted from the defining Hamiltonian cycle of a Hamiltonian coexistence network as illustrated for the network topology $\mathcal{N}^{(9)} \backslash\{(2,3)\}$. The smallest non-Hamiltonian coexistence network has five nodes; see Figure 4.4 (b). It is constituted of two 3 -cycles that are trivially concatenated at one node. The smallest nontrivial non-Hamiltonian coexistence networks, which are not obtained by concatenating smaller coexistence networks at single nodes, have seven nodes; see Figure 4.4(c).

### 4.3.3 All coexistence networks with up to 9 nodes

Numerical methods. In order to support our theoretical findings from above, we numerically determined all coexistence networks for up to 9 nodes with two different methods. In our first method, we used the coexistence conditions (4.2) and (4.3) to successively build Hamiltonian coexistence networks, and deleted suitable edges to generate both all Hamiltonian and also non-Hamiltonian coexistence networks; see Section 4.A.1 for details. Through a second method, we determined all coexistence networks in an algebraic manner. This approach explicitly exploits the notion of the adjugate vector (3.5) of an antisymmetric matrix; see Section 4.A.2. Only networks with up to 9 nodes were considered in our study. Investigation of networks with a larger number of nodes was limited by the com-
putational effort to identify isomorphic networks (see Section 4.A.1 for details). Crucially, our numerical results confirm that both methods yield the same coexistence networks for up to 9 states, which also numerically confirms the validity of the coexistence conditions for Hamiltonian coexistence networks.

All coexistence networks for $S \leq 9$. The obtained list of coexistence networks for three, five, and seven nodes are shown in Figure 4.4(a)-(c). Coexistence networks depicted in green indicate so-called generating coexistence networks. A generating coexistence network is Hamiltonian and has a saturated number of edges: Upon adding any further edge to this network topology, it is not a coexistence network any longer. In general, every Hamiltonian coexistence network can be generated from a generating coexistence network by deleting suitable interior edges. Our numerical enumerations show that for $S \leq 9$ also all non-Hamiltonian coexistence networks can be created from generating coexistence networks by deleting suitable interior and cycle edges. For $S=7$ nodes, for example, four generating coexistence networks exist; see Figure 4.4(c). All other Hamiltonian coexistence networks as well as all non-Hamiltonian are obtained from the four generating coexistence networks by deleting suitable edges. The specific form of two of these generating coexistence networks is further discussed in the next Section 4.4. Because of the large number of coexistence networks for $S=9$ (in total 1473 coexistence networks), only the generating coexistence networks are depicted in Figure 4.4(d), from which again all coexistence networks are obtained. Whether also for $S \geq 10$ all non-Hamiltonian coexistence networks can be created from generating coexistence networks remains open at present. Furthermore, it is an interesting question to us, whether all coexistence networks can be obtained by concatenating and fusing Hamiltonian coexistence networks of smaller size.

Do coexistence networks with a degenerate kernel exist? Our numerical simulations of coexistence networks with $S \leq 9$ nodes did not yield any coexistence network with a kernel dimension other than $\operatorname{dim}(\operatorname{Ker}(A))=1$. In other words, all coexistence networks, which we identified thus far, are odd-sized and have a strictly positive adjugate vector (3.5). In Section 4.B.1, we show that coexistence networks with a two-dimensional kernel do not exist. Whether coexistence networks with a degenerate kernel $(\operatorname{dim}(\operatorname{Ker}(A))>2)$ exist, remains an open question to us at present.

### 4.4 Specific generating coexistence networks

In the following, we discuss two examples of classes of generating coexistence networks. These two exemplary classes are chosen because of their simple topological structure that can be constructed for arbitrary odd size. Furthermore, they illustrate the importance of topology for both the complexity and diversity of coexistence networks. Applications of these insights are further discussed in Section 4.5. The first class of coexistence networks comprises specific triangulations of odd cycles; see Figure 4.5(a). As an application of the correspondence between the adjugate vector and the steady state concentrations of
the ALVE (2.1), we propose a protocol to dynamically measure the golden ratio and the Fibonacci numbers by using these triangulations. The second class comprises coexistence networks, which are fully connected on the subnetwork of all odd nodes; see Figure 4.5 (b). Applications of these and other coexistence networks are discussed in Section 4.5.
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Figure 4.5: Specific generating coexistence networks. (a) Triangulation of a cycle of size $S=13$. The orientation of the interior edges is chosen such that the network is a generating coexistence network. The adjugate vector is obtained as $\boldsymbol{r}^{(13)}=(13,8,5,6,6,5,8,13,8,10,9,10,8)$ if unit weights are chosen. Each entry equals the number of near-perfect matchings if the corresponding node is deleted from the network. The ratio of its first two entries converges to the golden ratio $\varphi=1.6180 \ldots$ as $S=2 n-1 \rightarrow \infty$. The total number of near-perfect matchings in the network is obtained from the sum over all entries of this adjugate vector and grows exponentially fast at a rate characterized by $\varphi$; see Equation 4.10). (b) Cycle of size $S=11$ with a complete subnetwork on the odd nodes. The adjugate vector for unit weights is obtained as $\boldsymbol{r}^{(11)}=(1,5,1,8,1,9,1,8,1,5,1)$. Such networks are dense ( $1 / 4$ of all possible edges are realized as $S \gg 1$, as opposed to the triangulations for which only $\sim 4 / S$ of all possible edges are realized). Even though these networks are dense, the number of near-perfect matchings grows only polynomially with the system size $S$.

### 4.4.1 Triangulations of cycles

Triangulations of cycles are dilute networks. A triangulation of a cycle is created by adding the maximal amount of internal edges such that no crossing edges occur. That is, the cycle is divided into triangles. Every triangulation of an odd-sized cycle can be oriented to be a Hamiltonian coexistence network because interior edges in a triangulation do not cross each other and, thus, can always be oriented to fulfill the cycle condition (4.2). Here, we consider a specific class of triangulations of odd-sized cycles, which give rise to generating coexistence networks; see Figure 4.5(a) and the networks indicated with $\left(^{*}\right.$ ) in Figure 4.4. These triangulations are created by adding to a cycle of odd size $S$ the ascending edges $(2, S),(3, S-1),(4, S-2), \ldots,((S-1) / 2,(S-1) / 2+3)$ and the descending edges $(S, 3),(S-1,4), \ldots,((S-1) / 2+3,(S-1) / 2+1)$. In other words, this triangulation is
obtained from merging the two directed paths $S \rightarrow 1 \rightarrow 2 \rightarrow 3 \cdots \rightarrow S-1 \rightarrow S$ (in total, $S$ edges that form the cycle) and $2 \rightarrow S \rightarrow 3 \rightarrow S-1 \rightarrow \ldots \ldots(S-1) / 2 \rightarrow(S-1) / 2+3 \rightarrow$ ( $S-1$ ) $/ 2+1$ (in total, $S-3$ interior edges that triangulate the cycle). Note that the total number of edges in a triangulation grows as $\sim 2 S$ for $S \gg 1$. Compared to a complete network of $S$ nodes (with $\binom{S}{2} \sim S^{2} / 2$ edges), only $\sim 4 / S$ of the possible edges are realized in a triangulation for $S \gg 1$. Heuristically speaking, triangulations are dilute (or sparse) network topologies.

These triangulations are generating coexistence networks. Triangulations that are built in the above manner are coexistence networks because they are Hamiltonian networks, and all of their interior edges fulfill the coexistence conditions. The cycle condition (4.2) is fulfilled because every interior edge does not create any even-sized cycle, and the crossing condition (4.3) is trivially fulfilled because no two interior edges cross each other. A network topology, in which an arbitrary interior edge is added to this triangulation, will not be a coexistence network any longer, which can be seen as follows. For every node $\alpha$ of the network, there is a neighboring node ( $\alpha+1$ or $\alpha-1$ ) that is both starting and end point of two different interior edges. Because of the way in which these triangulations are created, every additional interior edge starting or ending in $\alpha$ crosses at least one neighboring interior edge such that the distance between starting and end points is 1 . Therefore, the crossing condition is violated in triangulations with an additional interior edge. Taken together, the presented triangulations of odd cycles are generating coexistence networks.

Counting the total number of near-perfect matchings by choosing unit rates. It is worth calculating the adjugate vector for these triangulations explicitly for unit weights. Upon setting all weights to 1 in a coexistence network, the $\alpha$ th component of the adjugate vector $r_{\alpha}$ counts the number of near-perfect matchings for node $\alpha$, that is, the number of perfect matchings when node $\alpha$ is removed from the coexistence network; see also Figure 4.6 for an illustration. Because the constructed triangulations are coexistence networks, the adjugate vector is strictly positive for all choices of weights. With unit rates, the sum over all entries of the adjugate vector, $\left|\sum_{\alpha} r_{\alpha}\right|$, counts the total number of near-perfect matchings in the coexistence network. Note that this procedure to count the number of near-perfect matchings can be applied to any undirected graph for which an orientation as a coexistence network can be found. We refer to such an orientation as a Pfaffian orientation of an odd-sized graph; see Section 4.5.3 for a detailed discussion of this application in the context of the dimer problem in statistical physics.

Number of near-perfect matchings for triangulations is characterized by the golden ratio. We found that the adjugate vector of the triangulation of a cycle of odd size $S=2 n-1(n=2,3, \ldots)$ with chosen unit weights is analytically computed as (see

Section 4.D. 1 for details):

$$
r_{\alpha}= \begin{cases}F(n) & , \text { for } \alpha=1  \tag{4.8}\\ F(n+1-\alpha) F(\alpha-1) & , \text { for } \alpha=2, \ldots, n \\ F(2 n+1-\alpha) F(\alpha-n) & , \text { for } \alpha=n+1, \ldots, 2 n-1\end{cases}
$$

where $F(k)$ denotes the $k$ th Fibonacci number with $F(0)=0, F(1)=1$, and $F(k+1)=$ $F(k)+F(k-1)$, a linear recursive sequence as discussed in Section 6.E. For example, the adjugate vector of the triangulation of the cycle of size $S=13(n=7)$ is obtained as $\boldsymbol{r}^{(13)}=$ $(13,8,5,6,6,5,8,13,8,10,9,10,8)$. The Fibonacci numbers arise in this context because of the iterative decomposition of the triangulations into the so-called ladder graphs [84]; see Section 4.D.1. The total number of near-perfect matchings \#(npm) for the triangulation of an odd-sized cycle is calculated (by applying the convolution expansion for Fibonacci numbers [84, 85]) as:

$$
\begin{equation*}
\#(\mathrm{npm})=n F(n) \frac{1}{5}\left(3 \frac{F(n+1)}{F(n)}+1+\frac{1}{n}\right) \tag{4.9}
\end{equation*}
$$

which grows asymptotically as:

$$
\begin{equation*}
\#(\mathrm{npm}) \sim \frac{3 \varphi+1}{5 \sqrt{5}} n \mathrm{e}^{\ln \varphi \cdot n} \quad, \text { for } n \gg 1 \tag{4.10}
\end{equation*}
$$

Here, $\varphi=1 / 2(1+\sqrt{5})$ denotes the golden ratio. Note that the ratio of two consecutive Fibonacci numbers converges to the golden ratio $\left(F(n+1) / F(n) \rightarrow \varphi\right.$ and $F(n) \sim \varphi^{n} / \sqrt{5}$ as $n \rightarrow \infty)$. In other words, the total number of near-perfect matchings grows exponentially fast with the system size $S=2 n-1$ at a rate determined by the golden ratio $\varphi$; see Section 4.5.3 for discussion.

Dynamical measurement of the Fibonacci numbers and the golden ratio. Interestingly, these results on the triangulations of cycles of odd size $S=2 n-1$ suggest a recipe to dynamically measure the Fibonacci numbers and the golden ratio that we present in the following. Recall from Section 2.4 that, if the kernel of $A$ is one-dimensional, the adjugate vector determines the kernel element and, after normalization, equals the steady state concentrations $\langle\boldsymbol{x}\rangle_{T}=\frac{1}{T} \int_{0}^{T} \mathrm{~d} s \boldsymbol{x}(s)$ in the ALVE (2.1) as $t \rightarrow \infty$. Therefore, after normalization, the entries of the adjugate vector (4.8) denote the steady state concentrations of the evolutionary zero-sum game that is defined by the triangulation of an odd-sized cycle as $\left\langle x_{i}\right\rangle_{\infty}:=\lim _{t \rightarrow \infty}\left\langle x_{i}\right\rangle_{t}=r_{i} / \#(\mathrm{npm})$. Note also that, because all entries $r_{i}$ of the adjugate vector (4.8) scale as $r_{i} \sim \mathcal{O}\left(\varphi^{n}\right)$ or $\sim \mathcal{O}\left(\varphi^{n+1}\right)$ as $n \gg 1$ for all $i$, the trajectory defined by the ALVE (2.1) remains in the center of the $(S-1)$-simplex $\Delta_{S-1}$.

As an application of the correspondence between the adjugate vector and the steady state concentrations, one may carry out the following protocol to dynamically measure the golden ratio and the Fibonacci numbers:

1. Pick a number $n=2,3, \ldots$.
2. Construct the triangulation of the cycle $\mathcal{N}_{\text {triang }}$ of (odd) size $S=2 n-1$ by merging the two directed paths $S \rightarrow 1 \rightarrow 2 \rightarrow 3 \cdots \rightarrow S-1 \rightarrow S$ and $2 \rightarrow S \rightarrow 3 \rightarrow S-1 \rightarrow$ $\ldots \ldots(S-1) / 2 \rightarrow(S-1) / 2+3 \rightarrow(S-1) / 2+1$ as illustrated in Figure 4.5. Choose unit weights for every edge. $A\left(\mathcal{N}_{\text {triang }}\right)$ denotes the antisymmetric adjacency matrix of the constructed weighted network.
3. Simulate the evolutionary zero-sum game defined by $A\left(\mathcal{N}_{\text {triang }}\right)$, that is, numerically integrate the ALVE (2.1) specified by $A\left(\mathcal{N}_{\text {triang }}\right)$.
4. Measure the long-time average of all state concentrations $\langle\boldsymbol{x}\rangle_{t}=\frac{1}{t} \int_{0}^{t} \mathrm{~d} s \boldsymbol{x}(s)$ for $t \gg 1$.
5. Compute approximate values of:

- the golden ratio $\varphi$ by computing the ratio $\left\langle x_{1}\right\rangle_{t} /\left\langle x_{2}\right\rangle_{t}$, which converges to $F(n) / F(n-1)$ as $t \rightarrow \infty($ and $F(n) / F(n-1) \rightarrow \varphi$ as $n \rightarrow \infty)$;
- the Fibonacci number $F(k)$ by computing the ratio $\prod_{l=1}^{k}\left\langle x_{n+l}\right\rangle_{t} /\left\langle x_{l}\right\rangle_{t}$ for $k=$ $1,2, \ldots, n-1$, which converges to $F(k)$ as $t \rightarrow \infty . F(n)$ is obtained by computing the ratio $\left\langle x_{n+1}\right\rangle_{t} /\left\langle x_{n}\right\rangle_{t} \prod_{l=1}^{k}\left\langle x_{n+l}\right\rangle_{t} /\left\langle x_{l}\right\rangle_{t}$ as $t \rightarrow \infty$.
The Fibonacci numbers can also be computed more efficiently by successively computing the ratios $\left\langle x_{n+1}\right\rangle_{t} /\left\langle x_{1}\right\rangle_{t}$ (converging to $F(1)$ as $t \rightarrow \infty$ ), $F(1)\left\langle x_{n+2}\right\rangle_{t} /\left\langle x_{2}\right\rangle_{t}$ (converging to $F(2)$ as $t \rightarrow \infty$ ), continuing with $F(k-1)\left\langle x_{n+k}\right\rangle_{t} /\left\langle x_{k}\right\rangle_{t}$ (converging to $F(k)$ as $t \rightarrow \infty)$ for $k=1,2, \ldots, n-1$, and finally computing $F(n-1)\left\langle x_{n+1}\right\rangle_{t} /\left\langle x_{n}\right\rangle_{t}$ (converging to $F(n)$ as $t \rightarrow \infty$ ).

Even though we are not aware of any real-world application of the above protocol and the procedure is not numerically efficient, this measurement of the Fibonacci numbers and the golden ratio with a dynamical system is an interesting number-theoretical observation.

Topological phase transitions in triangulations of cycles. Triangulations of cycles can be constructed in such a way that the network is translationally invariant, apart from the boundary, see Figure 4.5(a). Exploiting (i) that the triangulation of a cycle is a coexistence network and (ii) that the network has a regular structure makes this a good example to analyze topological phase transitions in the ALVE. Here, due to (i) the condensate vector provides insight into the dynamics as it is the asymptotic limit of the temporal average occupation of the nodes. As the triangulation is a coexistence network. we can choose the weights arbitrarily together with (ii), the network is a finite one dimensional lattice. In this setting, we find that the change of a control parameter leads to polarization in the condensate vector, a phenomenon which can be understood in the framework of topological phase transitions as known from condensed matter physics. The details of this analysis are presented in Chapter 5 and Chapter 6.

### 4.4.2 Cycles with complete subnetworks

Cycles with complete subnetworks are dense networks. Odd-sized cycles with complete subnetworks on the odd nodes are generating coexistence networks as well; see Figure 4.5(b) and the networks indicated with $\left({ }^{* *}\right)$ in Figure 4.4. These network topologies are built by starting from an odd-sized cycle of size $S=2 n-1$ in ascending labeling $S=2 n-1 \rightarrow 1 \rightarrow$ $2 \rightarrow \cdots \rightarrow 2 n-2 \rightarrow 2 n-1$ and adding descending edges between all pairs of odd nodes, that is, $E_{\text {in }}=\{(2 n-1,2 n-3),(2 n-1,2 n-5), \ldots(2 n-1,1),(2 n-3,2 n-5), \ldots,(2 n-$ $3,1), \ldots,(3,1)\}$. Thus, the number of interior edges is given by $\binom{n}{2}-1$ (the complete network on the odd nodes with $\binom{n}{2}$ edges minus the cycle edge $\left.(S, 1)\right)$. The total number of edges in this network topology grows as $(S-1)(S+9) / 8$ such that a ratio of $(1+9 / S) / 4$ of the possible edges are realized compared with a complete network in which all possible edges are realized. This ratio scales as $\sim 1 / 4$ for $S \gg 1$. Thus, these network topologies are dense network topologies (that is, with a macroscopic number of edges).

Cycles with complete subnetworks are generating coexistence networks. These cycles with complete subnetworks on the odd nodes are coexistence networks because they are Hamiltonian networks, and the coexistence conditions are fulfilled by construction: Every interior edge is descending and the difference between start and end node is even (the cycle condition (4.2) is fulfilled), and the minimal distance between the starting nodes and end nodes of two crossing edges is always even (the crossing condition (4.3) is fulfilled). Upon adding another arbitrary edge, the network topology is not a coexistence network any longer, which can be seen as follows. Any further edge $(k, l)$ needs to either start or end in an even node (or both). Therefore, the added edge would cross the interior edge connecting the two neighboring odd nodes (connecting either nodes $k-1$ and $k+1$, or $l-1$ and $l+1$ ). Thus, the minimal distance between the start and end nodes of the added edge and the crossing edge is always 1 , which is not even. In other words, every additional interior edge creates a network in which the crossing condition is violated. In total, the cycle with a complete subnetwork on the odd nodes is a generating coexistence network.

Number of near-perfect matchings for cycles with complete subnetworks grows polynomially slowly. To further characterize cycles with complete subnetworks of size $S=2 n-1$ ( $n=2,3, \ldots$ ), we computed the total number of near-perfect matchings by setting all weights equal to 1 and calculating the adjugate vector (3.5) as described before. We found that the adjugate vector is obtained as (see Section 4.D.2 for details):

$$
r_{i}= \begin{cases}1 & , \text { for } i \text { odd }  \tag{4.11}\\ \frac{i(n-i / 2)}{2} & , \text { for } i \text { even }\end{cases}
$$

For example, the adjugate vector of the network topology of size $S=11(n=6)$ is obtained as $\boldsymbol{r}^{(11)}=(1,5,1,8,1,9,1,8,1,5,1)$; see Figure 4.5. The total number of nearperfect matchings is computed as:

$$
\begin{equation*}
\#(\mathrm{npm})=n+\frac{1}{6}(n-1) n(n+1) \tag{4.12}
\end{equation*}
$$

which grows polynomially as $\sim n^{3} / 6$ for $n \gg 1$.

Summary. In this section we have investigated specific triangulations of odd-sized cycles that are dilute networks (with $\sim 4 / S$ edges realized of all possible edges), but their number of near-perfect matchings grows exponentially fast with $S$ at a rate characterized by the golden ratio. Additionally, we have shown that, even though odd-sized cycles with complete subnetworks on the odd nodes are dense network topologies ( $1 / 4$ of all possible edges are realized as $S \gg 1$ ), the number of their near-perfect matchings grows only polynomially $\sim S^{3}$ with the system size. This different scaling behavior between the two classes of network topologies underlines the importance of the topology of a network. The number of near-perfect matchings of a network, and thus the structure of the adjugate vector, mainly depends on the arrangement of internal edges, but only secondary on their number. Topology matters.

### 4.5 Applications of coexistence networks

In the following, we present applications of our results on coexistence networks in different contexts. We outline applications of coexistence networks for the ALVE, which was our initial motivation of this work. These applications include topologically robust zero-sum games in evolutionary game theory and topologically robust quantum networks for noninteracting bosons in driven-dissipative systems. Furthermore, our results on coexistence networks find also applications for symmetric zero-sum games in the field of game theory and for the dimer problem for odd-sized graphs in statistical physics.

### 4.5.1 The ALVE and coexistence networks: Topologically robust coexistence in evolutionary game theory and driven-dissipative bosonic systems

The ALVE has applications in physics and biology. The ALVE was originally studied in the context of population biology by Volterra [19, 86, and has recently gained attention (i) as the replicator equation for zero-sum games (in the field of evolutionary game theory) and (ii) as the equation of motion for non-interacting bosons in driven-dissipative systems (in the field of open quantum systems) [27, 25, 2, ,37, 38, 87, 19, 88, 86, 89, 90, 91, 20, 92 , 93]. Furthermore, the ALVE occurs in the fields of plasma physics and chemical kinetics as summarized in reference [2]. In the following, we outline applications of coexistence networks to evolutionary game theory and open quantum systems.

Replicator dynamics for symmetric zero-sum games. In the context of evolutionary game theory, the ALVE is derived as the replicator equation of zero-sum games [27, 25, 22, 92. States correspond to pure strategies (labeled by $\alpha=1, \ldots, S$ ) that are played by agents in a well-mixed population. Agents interact pair-wisely with each other through a prescribed symmetric zero-sum game (antisymmetric payoff matrix $A$ such that the value of the game is zero) or, equivalently, by a weighted network. The payoff gained or lost in each interaction translates to fitness and determines the rate at which agents of a certain strategy reproduce. The ALVE describes the temporal evolution of the fraction of agents
$x_{\alpha}$ playing strategy $\alpha$ in an infinitely large population. Depending on the entries of the payoff matrix, one typically observes the survival of certain strategies in the population and the extinction of others at long times [28, 1, 89, 90, 91]. In other words, some of the strategies will not be played by the agents of the population at long times while other strategies survive and constitute the so-called evolutionary stable set of strategies [25].

Topologically robust evolutionary zero-sum games. Our work was originally motivated by the observation of zero-sum games in evolutionary game theory for which all strategies coexist for all choices of interaction strengths. The rock-paper-scissors zero-sum game [25, 94, 95, 87] and cycles with an odd number of strategies are coexistence networks [80, 81, and we asked whether other coexistence networks with a more complex interaction structure exist. Our results on how to determine these coexistence networks as described in Section 4.3 are not trivial because strategies typically go extinct for some choice of interaction strengths [1]. Coexistence networks as determined in this work may give rise to topologically robust zero-sum games in evolutionary game theory. Irrespective of the chosen interaction strengths, all strategies will be played in the population. No extinction can ever occur on these network topologies.

Condensation dynamics in driven-dissipative, bosonic systems. In the context of open quantum systems, the ALVE describes the condensation dynamics of non-interacting bosons in driven-dissipative systems [37, 2, 38]. In a theoretical model that was proposed only recently [37, a system of non-interacting bosons is weakly coupled to a heat bath and driven by an external, time-periodic potential (a so-called Floquet system [96, 97, 98]). On a coarse-grained time scale, the dynamics of this open quantum system becomes incoherent [37, 38]. In other words, in this effective description the temporal evolution of such a driven-dissipative quantum system is captured by a classical stochastic process. Each state $\alpha=1, \ldots, S$ corresponds to a quantum Floquet state and the fraction of bosons in this state is given by the concentration $x_{\alpha}$. Even though the bosons transition incoherently between the different quantum states, the transition rates still reflect the quantum statistics of the bosons: The more bosons occupy a quantum Floquet state, the higher is the rate for other bosons to jump into this state, reflecting the fact that bosons tend to congregate due to their indistinguishability. Furthermore, the differences of forward and backward jump rates between any two states are characterized by an antisymmetric matrix $A$, whose entries depend on microscopic properties of the system, the heat bath, and the coupling between the two. Due to these dynamics, certain quantum Floquet states become condensates over time, that is, bosons congregate in a subset of the possible states, while other states become depleted. It was shown [2] that the ALVE captures this condensation on the leading-order time scale. Whether a state becomes a condensate or a depleted state depends on the antisymmetric matrix $A$ alone. This theoretical observation can be understood as a generalization of the Bose-Einstein condensation in thermodynamic equilibrium to a condensation of bosons in nonequilibrium [37], which has stimulated further research recently [99, 100, 101, 40, 102 ].

Topologically robust bosonic quantum networks. Coexistence networks as determined in this work give rise to topologically robust quantum networks, in which all states are condensates and no state becomes depleted, irrespective of how the individual jump rates
are tuned. However, coexistence networks cannot be complete networks (see the list of coexistence networks in Figure 4.4 and the networks in Figure 4.5 for illustration). It is straightforward to show that some transitions between states need to be forbidden (or forward and backward jump rate need to be equal) in order to create a coexistence network. Once it is possible to engineer the topology of such transition networks for non-interacting bosons in driven-dissipative systems, topologically robust quantum networks, in which none of the states becomes depleted, might be observable.

### 4.5.2 Game theory and coexistence networks: Stability of optimal, totally mixed strategies in symmetric zero-sum games

Our results on coexistence networks may also gain significance in the field of game theory for symmetric zero-sum games and so-called tournaments [103, 104, 105, 106] that we outline in the following.

Symmetric zero-sum games in game theory. Tournaments are typically introduced as symmetric two-player zero-sum games on fully connected networks of size $S$ with unit payoff. In other words, all pairs of different nodes of the game's network (representing the $S$ actions that the two players pick from) are connected by a directed edge with weight +1 (representing the dominance relation between the actions; that is, the payoff matrix is antisymmetric, $A=-A^{T}$, and all off-diagonal entries are $\pm 1$ ) [103, 104, 105, 106]. Tournament games were introduced as a generalization of the rock-paper-scissors game with unit weights 103 . More generally, weighted tournaments are symmetric zero-sum games on a fully connected network with arbitrary payoff (that is, the payoff matrix is antisymmetric and all off-diagonal entries are non-zero) [107, while weak tournaments are characterized by unit payoff on an arbitrary network topology (that is, the payoff matrix is antisymmetric, off-diagonal entries may be zero and non-zero entries are $\pm 1$ ) [108]. If neither the game's underlying network topology nor the weights of the payoff are restricted, one simply refers to the game as a symmetric zero-sum game characterized by the antisymmetric payoff matrix $A=-A^{T} \in \mathbb{R}^{S \times S}$. The results of our work apply to such symmetric zero-sum games.

Optimal strategies in symmetric zero-sum games. For symmetric zero-sum games, one is typically interested in so-called optimal sets of actions (or briefly an optimal strategy), in which "optimal" may have different meanings depending on the context [105, 109]. For example, an optimal set of actions may denote a probability vector ( $\boldsymbol{p}^{*} \in \Delta_{S-1}$, that is, $\boldsymbol{p}^{*} \in \mathbb{R}^{S}, \boldsymbol{p}^{*} \geq 0$, and $\sum_{i=1}^{S} p_{i}=1$ ), whose $i$ th entry denotes the probability to play the $i$ th action, and that maximizes the player's minimum expected payoff against all other sets of actions (a so-called mixed Nash equilibrium of the symmetric game [110, 111]). For a symmetric zero-sum game, it is straightforward to show that a normalized positive kernel vector $\boldsymbol{p}^{*} \geq 0$ of the payoff matrix $\left(A \boldsymbol{p}^{*}=0\right)$ is an optimal strategy. A single action of this optimal strategy is referred to as essential if it is chosen with non-vanishing probability $\left(p_{i}^{*}>0\right)$. In other words, in an infinitely repeated game, it is reasonable to choose an essential action. If all actions of the optimal strategy are essential $\left(\boldsymbol{p}^{*}>0\right)$, the optimal
strategy is called totally mixed [104]; that is, all actions are played. One central result obtained for odd-sized tournaments is that an optimal, totally mixed strategy always exists and is unique. In other words, there exists a unique way to optimize the player's payoff in odd-sized tournament games and all possible actions must be played [103, 112. Recent research results further characterized optimal, totally mixed strategies and extended this concept to other types of games [113, 107, 114, 105, 108, 104, 115, 116].

Stability of optimal, totally mixed strategies in coexistence networks. Our results on coexistence networks contribute to this line of research by identifying the symmetric zerosum games whose optimal, totally mixed strategies are stable. An optimal, totally mixed strategy of a game is referred to as stable if all actions remain essential for any change of the payoff on the game's network topology [117. In other words, arbitrary changes of the payoff values do not change the fact that all actions are essential (even though their specific probability to be played may change). In our work, we determined and characterized those antisymmetric matrices (defining the game's network topology) whose kernel remains one-dimensional and strictly positive for all choices of off-diagonal entries. Therefore, coexistence networks define symmetric zero-sum games for which the optimal strategy is totally mixed for any choice of payoff values; see Section 4.3. The list of coexistence networks in Figure 4.4 depicts the network topologies of such games for $S \leq 9$.

Note that, apart from the rock-paper-scissors game, none of the coexistence networks are complete graphs as already mentioned above. Instead, our discussion of coexistence networks in Section 4.4 exemplifies how symmetric zero-sum games with an arbitrary number of nodes can be constructed to have a unique optimal, totally mixed strategy for all choices of payoff values. These games include, for example, cycles with $S$ edges, triangulations of cycles with $\sim 2 S$ edges, and cycles with complete subnetworks and $\sim \frac{1}{4} S^{2}$ edges; see Sections 4.2 and 4.4 The stability of optimal strategies against arbitrary changes of payoff values in symmetric zero-sum games is, in general, an interesting topic for further research, for example, when the optimal strategy is not totally mixed or not unique.

### 4.5.3 Graph theory and coexistence networks: Pfaffian orientation and the dimer problem of odd-sized graphs

One interesting application of our results on coexistence networks relates to the so-called dimer problem in statistical physics: How many configurations do exist that completely cover the edges of a lattice graph of even size with non-overlapping dimer molecules? In graph theory and combinatorial mathematics, the dimer problem is connected to counting the number of perfect matchings for a given even-sized graph, and motivated the introduction of the so-called Pfaffian orientation of even-sized graphs [57, 118, 58, 59]. As we explain in the following, our results obtained in this manuscript suggest a possibility to extend the concept of the Pfaffian orientation from even-sized to odd-sized graphs; see also Figure 4.6 for an illustration. This way, our results facilitate the study of closedpacked dimer configurations on odd-sized graphs and may stimulate further research in this direction.
(a)

(b)


Figure 4.6: The dimer problem for graphs of odd size. (a) What is the number of closestpacking configurations with dimers (so-called dimer coverings) for the triangulation of a cycle of size $S=7$ ? A closest-packing configuration is a covering of the graph that leaves only one node of the graph uncovered. Our results obtained in Section 4.3 show that this question can be answered for all factor-critical coexistence networks. (b) All possible dimer coverings of the triangulation in (a) are depicted. Each closest-packing configuration with one uncovered node corresponds to one near-perfect matching of the triangulation. In total, 15 near-perfect matchings exist. The number of near-perfect matchings excluding node $i$ equals the $i$ th component of the adjugate vector of the chosen directed graph (the Pfaffian orientation of the network topology) upon setting all weights to one. Here, the adjugate vector is obtained as $\boldsymbol{r}^{(7)}=(3,2,1,2,3,2,2)$ for unit weights; see Equation (4.8). The total number of dimer coverings for the triangulation of a cycle grows exponentially fast with the number of nodes $S$ at a rate characterized by the golden ratio $\varphi=1.6180 \ldots$; see Section 4.4.1 for details.

The dimer problem in statistical physics. Starting with the work of Kasteleyn, Fisher, and Temperley [57, 118, 58, 59], the graph-theoretical interpretation of the Pfaffian (3.2) has been appreciated and applied in statistical physics to compute the entropy of dimer molecules adsorbed on lattices. Such systems are typically defined by regular lattice graphs of even size on which dimer molecules cover the graph's vacancies. Every dimer molecule covers two connected nodes of the graph and dimers do not overlap. Of specific interest are closed-packing configurations (so-called dimer coverings), for which every node of the graph is covered exactly once by a dimer and the graph is completely filled. The partition function counts the total number of such dimer coverings and its computation is often
referred to as the dimer problem. The contribution of a dimer covering to the partition function may be weighted by introducing edge weights to the graph.

Counting the number of dimer coverings of regular lattice graphs was first motivated in statistical physics by the adsorption of dimer molecules on two-dimensional surfaces. Kasteleyn, Fisher, and co-workers [57, 118, 119] also established a connection of the twodimensional dimer problem to the two-dimensional Ising model. Notably, the dimer problem gained fresh attention through the work of Rokhsar and Kivelson [120] to describe the so-called short-range resonating valence bond ground state in the field of superconductivity; see, for example, reference [121 for a concise description of the physical background and on how the quantum dimer problem relates to the classical dimer problem described above. All of these physical applications continue to stimulate the research of dimer statistics on lattices and networks in the fields of statistical physics and graph theory; see below.

Pfaffian orientation of even-sized graphs. From a mathematical point of view, counting the number of dimer configurations that cover the whole graph amounts to counting the number of perfect matchings of that graph. As it was motivated in Section 3.3.2, the Pfaffian (3.2) can be thought of as the sum of the signed perfect matchings of a graph. Therefore, to count the number of perfect matchings, it suffices to find an orientation of that graph (that is, assigning every edge a direction) such that every perfect matching has the same sign. Such an orientation of an even-sized graph is referred to as a Pfaffian orientation [83]. Thus, upon assigning every directed edge the weight +1 on a Pfaffian orientation of the graph, the value of the Pfaffian of its antisymmetric adjacency matrix equals the number of perfect matchings. In other words, the Pfaffian of a graph's antisymmetric adjacency matrix in a chosen Pfaffian orientation equals the partition function for the dimer problem on that graph.

Two questions are of specific interest for the dimer problem: (i) Which graphs admit a Pfaffian orientation? (ii) If a Pfaffian orientation of a graph exists, how many perfect matchings exist on that graph?

Question (i). Kasteleyn showed that every planar graph has a Pfaffian orientation [118]. A planar graph can be drawn in the two-dimensional plane such that no two edges intersect. To find a Pfaffian orientation of a planar graph, one can orient the graph's edges such that each face (regions bounded by the graph's edges) has an odd number of lines oriented clockwise. Such an orientation can be found in polynomial time [55]. Ever since this result for planar graphs was established, progress has also been made for Pfaffian orientations of more general graphs [122, [123, 124, 125, 61]. For example, it was shown that a graph of even size has a Pfaffian orientation if and only if it can be drawn in the two-dimensional plane (possibly with crossings) such that every perfect matching intersects itself an even number of times [125, 61].

Question (ii). If a graph has a Pfaffian orientation, the number of perfect matchings can be efficiently calculated; see reference [61] for a review and details on the computational complexity of this task. Analytical expressions for the partition function were first obtained for the square lattice by Kasteleyn, Temperley, and Fisher [57, 58, 59], have been computed for other regular lattices [126, 60, 121, 127, 128, 129, 130, 131, 132, 133, 134, such as the honeycomb, triangular, and kagome lattice since then (see [60] for a review), and for other
geometries [124, 135, 136] and scale-free networks [137, 138].
Pfaffian orientation and dimer problem of odd-sized, factor-critical graphs. Our results on coexistence networks suggest that the above concept of a Pfaffian orientation can be generalized to odd-sized, factor-critical graphs. For a given factor-critical graph of odd size one may consider closest-packing configurations with dimers (that is, a dimer covering), which leave only one node of the graph uncovered; see Figure 4.6. The total number of near-perfect matchings of that graph relates, as above, to the partition function of the dimer problem.

A natural generalization of the concept of a Pfaffian orientation from even-sized to odd-sized graphs is obtained in the following sense. In Section 4.3, we constructed those networks $\mathcal{N}(A)$ for which (i) every subnetwork $\mathcal{N}\left(A_{\hat{\alpha}}\right)$ has a Pfaffian orientation for all $\alpha$ and, moreover, (ii) the signs of the corresponding orientations fulfill the sign-condition $\operatorname{sign}\left(\operatorname{Pf}\left(A_{\hat{\alpha}}\right)\right)=(-1)^{\alpha-\beta} \operatorname{sign}\left(\operatorname{Pf}\left(A_{\hat{\beta}}\right)\right)$ for all $\alpha$ and $\beta$. These two conditions originate from the notion of the adjugate vector $\boldsymbol{r}(3.5)$ of an odd-sized antisymmetric matrix $A$. We emphasize that the sign-condition (ii) imposes a strong condition on the network topology: The signs of all summands in all near-perfect matchings of a network need to be aligned, and not just the sign of the summands of a single perfect matching as for the Pfaffian orientation of an even-sized graph. Thus, networks that fulfill conditions (i) and (ii) can be understood as odd-sized graphs with a Pfaffian orientation.

Factor-critical coexistence networks (see Section 4.3) are networks with a Pfaffian orientation in the above sense because perfect matchings (that is, closest-packing dimer configurations) exist for every node removed from the graph and all of their signs are aligned in the sense of the above conditions (i) and (ii). We note that all coexistence networks that we have found thus far are factor-critical; see Section 4.3.3. The total number of nearperfect matchings can be computed by assigning unit weights to all edges of a factor-critical coexistence network and by computing the adjugate vector of the antisymmetric adjacency matrix. As was demonstrated in Section 4.4, the $\alpha$ th component of the adjugate vector, $r_{\alpha}$, then counts the number of perfect matchings when node $\alpha$ is removed. The sum over all components of the adjugate vector, $\sum_{\alpha}\left|r_{\alpha}\right|$, counts the total number of near-perfect matchings in the factor-critical coexistence network.

As an example for a planar graph, we computed the number of near-perfect matchings for specific triangulations of an odd-sized cycle; see Section 4.4.1 and Figure 4.5(a). We showed that the number of near-perfect matchings $\#(\mathrm{npm})$ grows as $\sim n \mathrm{e}^{\ln \varphi \cdot n}$ for $n \gg 1$. Consequently, the entropy of adsorption per dimer molecule on that triangulation of the cycle is given by:

$$
\begin{align*}
s & =\lim _{D \rightarrow \infty} \frac{1}{D} \ln (\#(\mathrm{npm})),  \tag{4.13}\\
& =\ln \varphi \approx 0.4812 \ldots \tag{4.14}
\end{align*}
$$

Here, $D$ denotes the maximal number of dimers on the graph and is equal to $D=n-1=$ $(S-1) / 2$ in the notation of Section 4.4.1; $\varphi=1 / 2(1+\sqrt{5})$ denotes the value of the golden ratio. Notably, the value of the entropy per dimer $s=\ln \varphi \approx 0.4812 \ldots$ for the triangulation of the cycle, which is an effectively one-dimensional lattice, lies above the
value of the two-dimensional honeycomb lattice ( $s \approx 0.3230$ ) [126], but below the twodimensional triangular lattice of even size $(s \approx 0.8571)$ [121]; see, for example, Table 1 in reference [60] for further comparison.

Outlook. It will be interesting to extend our results on the Pfaffian orientation and the dimer problem of odd-sized graphs to two-dimensional lattices and non-planar graphs of odd size (see example in Section 4.4.2), and to explore possible phase transitions that might occur upon choosing anisotropic dimer weights.

### 4.6 Summary and conclusion

After having discussed applications of both coexistence networks and related concepts in Section 4.5, we provide a brief summary of our results and conclude.

Summary of coexistence networks. In this chapter, we introduced the notion of coexistence networks, that is, networks which show coexistence of all states in the antisymmetric Lotka-Volterra equation (ALVE) (2.1) as a consequence of the network topology alone. We determined coexistence networks by mapping the question about the dynamical system of the ALVE to an algebraic question of the antisymmetric matrix $A$, which defines the interactions between the states. By exploiting tools from graph theory related to antisymmetric matrices, we identified coexistence networks.

In detail, we showed that coexistence of all states in the ALVE is independent of the initial conditions and only depends on the antisymmetric matrix $A$, which defines the interactions between the states. We identified coexistence networks as networks whose weighted adjacency matrix has a strictly positive kernel element for all choices of weights. For matrices $A$ with a one-dimensional kernel, a non-trivial kernel element is computed as the adjugate vector via the Pfaffians of submatrices. Exploiting the graph-theoretical interpretation of the Pfaffian, we characterized the kernel of $A$ in terms of network topological properties, namely by all near-perfect matchings of the network defined by $A$. This interpretation enabled us to formulate conditions with which to identify Hamiltonian coexistence networks. With these results we, first, constructed Hamiltonian coexistence networks as generalizations of odd-sized, directed cycles. Second, by deleting edges from Hamiltonian coexistence networks, we also constructed non-Hamiltonian coexistence networks. A numerical survey of coexistence networks with up to 9 nodes verifies our results; see Figure 4.4 for an overview. Our results strongly depend on the antisymmetry of the matrix $A$, which is justified in the context of the applications discussed above. The validity of our results and extensions to more general replicator equations, as occurring in theoretical ecology, are the focus of future research.

Summary of applications of coexistence networks. With respect to the ALVE, we outlined applications in the fields of evolutionary game theory as topologically robust zero-sum games. In the context of driven-dissipative systems of non-interacting bosons, topologically robust quantum networks might be an interesting application. The algebraic results of our work include the characterization of antisymmetric matrices whose kernel remains strictly positive for all choices of weights that respect the sign structure of the matrix. We
discussed the applications of our findings in the field of game theory for the stability of optimal, totally mixed strategies in symmetric zero-sum games. Furthermore, coexistence networks suggest the introduction of a Pfaffian orientation for odd-sized graphs to study the dimer problem on such graphs.

Methodological approach and outlook. Besides these specific applications of coexistence networks, we emphasize the methodological approach with which we studied the long-time behavior of the ALVE. With a suitable mapping from the dynamical system to an algebraic problem (via a Lyapunov function or a conserved quantity) and by solving the algebraic problem with a graph-theoretical approach, we characterized topologically robust coexistence in the ALVE. It might be possible to generalize this approach to study topologically stable attractors of general Lotka-Volterra systems on arbitrary networks [6, 7, 139] or in other population-dynamical models [140, 141, 142].

Overall, we believe that the results of this work will stimulate further research to investigate the interplay between interaction topologies and nonlinear dynamical systems. Ultimately, such studies will help to characterize the long-time behavior of nonequilibrium systems.

## 4.A Numerical methods for the determination of coexistence networks

We numerically determined all coexistence networks for $S \leq 9$ nodes with two different methods. In our first approach, we used conditions (4.2) and (4.3) to constructively generate all coexistence networks. The second approach consisted of algebraically determining all coexistence networks to verify the results of the first approach.

## 4.A. 1 Method 1: Construction of coexistence networks via conditions (4.2) and (4.3)

To generate coexistence networks, we implemented conditions $\sqrt{4.2}$ ) and (4.3) as a constructive algorithm. By successively adding edges fulfilling both conditions to a cycle of odd size $(S \rightarrow 1 \rightarrow 2 \rightarrow \cdots \rightarrow S)$, we constructed an exhaustive list of Hamiltonian coexistence networks. From that list, we deleted network duplicates, that is, isomorphic network topologies. Only networks with up to 9 nodes were considered because of the limiting computing time needed to identify the vast number of both possible network duplicates (naively there are $S$ ! ways to label $S$ nodes) and network isomorphisms.

Note that in our understanding two networks are isomorphic if one network is equal to the other after reversing all of its edges and/or suitably relabeling its nodes. In other words, a graph isomorphism is expressed in terms of multiplication with -1 and/or simultaneous reordering of row and column vectors of the antisymmetric adjacency matrix. This notion of isomorphism of network topologies is justified by the algebraic properties of the antisymmetric adjacency matrix. A relabeling of all nodes is achieved by multiplying the antisymmetric matrix with permutation matrices, whose eigenvalues are $\pm 1$ only; see [143]. Therefore, algebraic characteristics such as positivity of the kernel and spectrum do not change under such operations for an antisymmetric matrix.

## 4.A. 2 Method 2: Algebraic determination of coexistence networks via the adjugate vector (3.5)

Additionally, we determined all coexistence networks for up to networks of 9 nodes through a second, algebraic approach. For all possible orientations of all connected, undirected graphs, we examined whether a strictly positive kernel of the antisymmetric adjacency matrix is obtained for all choices of weights. Starting from databases containing all undirected graphs, we exploited, first, necessary conditions for coexistence networks with an one-dimensional kernel and, second, the notion of the adjugate vector (3.5) to find all orientations of undirected graphs that form coexistence networks.

We started with a list of all connected, undirected graphs with $S \leq 9$ nodes. In reference [144], complete lists are available for up to $S=10$ nodes; the number of undirected graphs grows super-exponentially for larger $S$. For every undirected graph in that list, we
examined whether it admits an orientation yielding a coexistence network through a sieve of necessary conditions that is outlined in the following.
(i) First, we checked whether the graph can be oriented such that it is strongly connected (in the graph-theoretical literature referred to as 2-edge-connected [83, 82]). Every network that is not strongly connected cannot admit an orientation yielding a coexistence network and, thus, does not have to be considered further; see Section 3.4.
(ii) If the (undirected) graph can be oriented to be strongly connected, we checked whether it admits at least one near-perfect matching. For graphs having at least one near-perfect matching, the kernel of the antisymmetric adjacency matrix is structurally one-dimensional and is given by the adjugate vector (see Section 3.3.4). Thus far, we have not found any coexistence network whose kernel is not one-dimensional; see Section 4.3.3.
(iii) Next, we checked whether the (undirected) graph is factor-critical. An undirected graph having a near-perfect matching, but not being factor-critical has at least one zero-entry in its adjugate vector (3.5) irrespective of the orientation of that graph. Thus, such a graph cannot be oriented to be a coexistence network. For factorcritical graphs, however, every component of the adjugate vector (3.5) has at least one non-vanishing summand irrespective of the orientation; see Section 3.3.2.
(iv) Only for factor-critical graphs did we search for an orientation such that all summands occurring in the adjugate vector (3.5) have the same sign; see Section 3.4. To this end, we computed all near-perfect matchings from the above-diagonal matrix elements. By choosing $+1,-1$ as matrix entries, the signs of all summands for all orientations were tested, and all coexistence networks were determined.

Carrying out the described procedure for all connected, undirected graphs with $S \leq 9$ nodes yields all coexistence networks (up to graph isomorphisms; see above). The list obtained through our algebraic approach agrees with the list of coexistence networks that was constructed as described in Section 4.A.1 (see also Figure 4.4 of the main text).

## 4.B Topological constraints for coexistence networks

In the following we introduce some constraints that the network topology puts on the kernel vectors of its corresponding matrix. As for coexistence networks the kernel is vital, these constraints give exclusion conditions for networks to be topologically robust.

## 4.B. 1 No coexistence networks with a two-dimensional kernel

Overview. If the dimension of the kernel of a network's antisymmetric adjacency matrix is zero, the network does not have non-trivial kernel elements and, thus, no strictly positive kernel vectors. Consequently, this network topology cannot be a coexistence network. In
case of a one-dimensional kernel, we identified coexistence networks through the adjugate vector (3.5). Sufficient and necessary conditions for Hamiltonian coexistence networks of odd size were determined and all coexistence networks with up to 9 nodes were identified; see Sections 4.3.1-4.3.3 of the main text. Here we supplement the statements from the main text (see Section 4.3.3) by showing that there are no coexistence networks with a two-dimensional kernel $\operatorname{dim}(\operatorname{Ker}(A))=2$. We employ the adjugate matrix (3.9) to show this result. Whether coexistence networks with a high-dimensional kernel $\operatorname{dim}(\operatorname{Ker}(A)) \geq 3$ exist, remains open at present.

Proof: No coexistence networks with a two-dimensional kernel. We use an argument by contradiction to show that coexistence networks cannot have a two-dimensional kernel. Assume that $\mathcal{N}(A)$ is a coexistence network with a two-dimensional kernel (its minimal kernel dimension is 2 ). Thus, $A$ has a strictly positive kernel vector for every choice of weights. We choose the rates such that indeed $\operatorname{dim}(\operatorname{Ker}(A))=2$ and it is possible to choose two strictly positive kernel vectors $u$ and $v$ that are linear independent and form a basis of the kernel of $A$.

For antisymmetric matrices with a two-dimensional kernel, the kernel vectors can be calculated with help of the adjugate matrix (3.9). If the kernel of $A$ is two-dimensional, the antisymmetric adjugate matrix has nonzero entries, its rank is 2 , and two linearly independent column vectors form a basis of the kernel space. We denote the column vectors of the adjugate matrix $R$ as $\boldsymbol{r}^{(\beta)}(\beta=1, \ldots, S)$ with elements $r_{\alpha}^{(\beta)}=R_{\alpha \beta}$ for $\alpha, \beta=1, \ldots, S$.

Because the column vector of the adjugate matrix are kernel vectors of $A$ (see Section 3.3.3, they can be expressed as linear combinations of $u$ and $v: r_{i}^{\beta}=\mu^{(\beta)} u_{\alpha}^{(\beta)}+\nu^{(\beta)} v_{\alpha}^{(\beta)}$. From the antisymmetry of the adjugate matrix $\left(r_{\beta \beta}=0\right)$, it follows that:

$$
\begin{equation*}
\nu^{(\beta)}=-\mu^{(\beta)} \frac{v_{\beta}}{u_{\beta}}, \text { for all } \beta=1, \ldots, S \text {. } \tag{4.15}
\end{equation*}
$$

By assumption, the network has a two-dimensional kernel (or higher dimension) for all choices of weights. Thus, the Pfaffian of $A$ is always zero and the network has no perfect matching; see Section 3.3.2.

Because the network is a coexistence network, it is strongly connected; see Section 3.4 , In particular, for every node $\gamma$, one finds another node $\delta$ that is connected to $\gamma$. In the following we show that $R_{\gamma \delta}=R_{\delta \gamma}=0$ follows. Because nodes $\gamma$ and $\delta$ are connected, the network created by deleting these nodes, $A_{\hat{\delta} \hat{\gamma}}$, has no perfect matching. If $A_{\hat{\delta} \hat{\gamma}}$ had a perfect matching, $A$ would have a perfect matching as well (by combining the perfect matching of $A_{\hat{\delta} \hat{\gamma}}$ together with the edge connecting $\delta$ and $\gamma$ ); which is in contradiction to the assumption that the minimal kernel dimension is 2. Therefore, $\operatorname{Pf}\left(A_{\hat{\delta} \hat{\gamma}}\right)=0$ and $R_{\delta \gamma}=R_{\gamma \delta}=0$ as claimed. Furthermore, it follows that $R_{\delta \gamma}=r_{\delta}^{(\gamma)}=\mu^{(\gamma)} u_{\alpha}+\nu^{(\gamma)} v_{\alpha}=0$, and with Equation (4.15) for index $k: 0=\mu^{(\gamma)} u_{\alpha}-\mu^{(\gamma)} \frac{v_{\gamma}}{u_{\gamma}} v_{\alpha}=0$. If $\mu^{(\gamma)}=0$, it also follows that $\boldsymbol{r}^{(\gamma)}=\mathbf{0}$, which is in contradiction to $\operatorname{dim}(\operatorname{Ker}(A))=2$ because $\gamma$ is arbitrary. As a
consequence, if node $\gamma$ and $\delta$ are connected, it follows that:

$$
\begin{equation*}
u_{\gamma} u_{\delta}-v_{\delta} v_{\gamma}=0 \tag{4.16}
\end{equation*}
$$

This argument can be carried out iteratively for all pairs of connected nodes. This way, it follows that for any two nodes $\gamma$ and $\delta$, which are connected via a path of arbitrary length, it holds $u_{\gamma} u_{\delta}-v_{\delta} v_{\gamma}=0$.

Because the network is strongly connected, one finds indeed for every pair of nodes $\gamma$ and $\delta$ a path in the network that connects the two nodes, that is, $u_{\gamma} u_{\delta}-v_{\delta} v_{\gamma}=0$ for all $\gamma, \delta$. Therefore, the two vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ are not linearly independent, which is in contradiction to the assumption at the beginning. In other words, the network $A$ cannot be a coexistence network and have a two-dimensional kernel. This proves that coexistence networks with a two-dimensional kernel do not exist.

Outlook: Do coexistence networks with minimal kernel dimension $\geq 3$ exist? Our numerical simulations of coexistence networks with up to 9 nodes (see Section 4.3.3) show that network topologies that give rise to high-dimensional kernels $(\operatorname{dim}(\operatorname{Ker}(A)) \geq 3)$ are not coexistence networks. In other words, we have not found any coexistence network with minimal kernel dimension different from 1 thus far. At present, it remains to us an open question for future research, whether this numerical observation generalizes to networks with $S \geq 10$ : Do coexistence networks exist whose minimal kernel dimension is $\geq 3$ ?

## 4.C Proof of the conditions for Hamiltonian coexistence networks

In the following, we provide the proof for the main results stated in Section 4.3. A Hamiltonian network is a coexistence network if and only if in an ascending labeling all interior edges fulfill the coexistence conditions, that is the cycle condition (4.2) and the crossing condition (4.3).

## 4.C. 1 Set-up of the proof

Notation: adjugate vector $\boldsymbol{r}=\boldsymbol{r}_{\text {cycle }}+\boldsymbol{r}_{\mathrm{in}}$. Recall that we label the nodes of a Hamiltonian network $E(\mathcal{N})=E_{\text {cycle }} \cup E_{\text {in }}$ with $E_{\text {cycle }} \cap E_{\text {in }}=\emptyset$ in an ascending manner such that the Hamiltonian cycle is given by the edge-set $E_{\text {cycle }}=\{(1,2),(2,3), \ldots,(S-1, S),(S, 1)\}$. Similar to the example in Section 4.3.1, we separate the adjugate vector of this network into two components, such that $\boldsymbol{r}=\boldsymbol{r}_{\text {cycle }}+\boldsymbol{r}_{\text {in }}$. In this notation, $\boldsymbol{r}_{\text {cycle }}$ contains only contributions from the edges that form the Hamiltonian cycle $E_{\text {cycle }}$. The vector $\boldsymbol{r}_{\text {in }}$ contains all contributions stemming from the interior edges $E_{\text {in }}$. This separation is always possible because the presence of (near-) perfect matchings containing only cycle edges is not altered by interior edges. Adding interior edges only leads to additional near-perfect matchings.
$\boldsymbol{r}_{\text {cycle }}$ as the reference for the comparison of signs. Since an odd cycle is a coexistence network (see also Section (4.2) ), all components of $\boldsymbol{r}_{\text {cycle }}$ have the same sign. As a consequence, a Hamiltonian network is a coexistence network if for every deleted node $i$ all permutations of all near-perfect matchings have the same sign as the permutation of the near-perfect matching containing only edges of the cycle. This way, we compare all summands in $r_{\mathrm{in}, i}$ with the one summand in $r_{\text {cycle }, i}$. If these signs agree for every component, the signs of all summands agree because they do so for $\boldsymbol{r}_{\text {cycle }}$. Effectively, the adjugate vector of the cycle $\boldsymbol{r}_{\text {cycle }}$ serves as a reference for the signs that are induced by the interior edges through near-perfect matchings.

Notation: relabel nodes such that $\hat{\alpha} \rightarrow \hat{S}$. Note that the property of being a coexistence network is independent of the order in which the nodes of the network are labeled. In algebraic terms, a relabeling of the nodes is achieved by multiplying the adjacency matrix with permutation matrices, which does not change the spectral properties of the network and the structural properties of the kernel. Therefore, if all signs in the adjugate vector are equal in one selected labeling, the signs are equal in every labeling. For convenience, we relabel the nodes of the system such that the node, which is not part of the near-perfect matching, has the index $S$ by shifting the node labels as $\alpha \rightarrow S, \alpha+1 \rightarrow 1, \ldots$. This shift facilitates an easier comparison of signs because the permutation corresponding to the perfect matching of the cycle after relabeling is the identity (that is, ( $12 \ldots S-1$ ) and, thus, has the sign $(+1)$.

Directed paths contribute to near-perfect matchings if they are even-sized. Furthermore, we denote the set of edges of the network, from which the $\alpha$ th node was deleted, as $E_{\text {cycle }, \hat{\alpha}}$ and after relabeling as $E_{\text {cycle }, \hat{S}}$. After relabeling, the remaining edges of $E_{\text {cycle }, \hat{S}}$ form a directed path from 1 to $S-1$. In the following, we also denote such a directed path as $P[1, S-1]=\{(1,2),(2,3), \ldots,(S-2, S-1)\}$. In general, a directed path $P[\alpha, \beta]=\{(\alpha, \alpha+1),(\alpha+1, \alpha+2), \ldots,(\beta-1, \beta)\}$ has a perfect matching if the number of nodes in the path $|P|=\beta-\alpha+1$ is even and, thus, $\beta-\alpha$ is odd. Thus, only directed paths of even length contribute to perfect matchings.

Structure of the proof. First, we prove that a Hamiltonian coexistence network is a coexistence network if the coexistence conditions (4.2) and (4.3) are fulfilled. We show that the permutations all near-perfect matchings which contain (one or several) interior edges have the same sign as the near-perfect matching of the cycle. This step proves that the coexistence conditions are sufficient; see Section 4.C.2. Second, we consider all cases in which interior edges do not fulfill the coexistence conditions. We show that, under this assumption, near-perfect matchings arise that have a different sign than the near-perfect matching of the cycle. This step proves that the coexistence conditions are necessary; see

Section 4.C.3.

## 4.C. 2 Sufficiency of the conditions (9) and (10) for coexistence networks

First, we show that a Hamiltonian network is a coexistence network if all of its interior edges $E_{\text {in }}$ fulfill the coexistence conditions (4.2) and (4.3). To show sufficiency of the conditions, we assume a Hamiltonian network in which all interior edges fulfill the coexistence conditions. We investigate all near-perfect matchings that can arise through the presence of interior edges and discuss their sign as follows. For the subnetwork created by deleting node $i$ (denoted by $A_{\hat{i}}$ ) we (i) relabel the nodes in the manner mentioned above, such that $\hat{i} \rightarrow \hat{S}$, (ii) analyze for every subset $U \subseteq E_{\text {in }}$ whether it can be completed to a perfect matching of $A_{\hat{S}}$ using only edges from $E_{\text {cycle }, \hat{S}}$ (that is, the edges of the cycle that remain after deleting node $i$ and after relabeling $\hat{i} \rightarrow \hat{S}$ ), (iii) then determine the sign of the resulting perfect matching, (iv) and compare the sign with the sign of the perfect matching of $A_{\hat{i}}$ that includes only edges from $E_{\text {cycle }, \hat{i}}$ (that is, the near-perfect matching of the cycle; its sign is referred to as $\left.\operatorname{sign}\left(\sigma_{1}\right)\right)$. We discuss all cases for possible subsets of interior edges $U \subseteq E_{\text {in }}$ in the following.

Trivial cases: $U=\emptyset, \hat{S} \in U$, and interior edges starting or ending in the same node. For the case $U=\emptyset$, there are no contributions from interior edges to any nearperfect matching of the network. When the deleted vertex $\hat{S}$ is part of an edge in $U$, a near-perfect matching including all edges in $U$ and excluding $S$ does not exist. Furthermore, when two or more edges in $U$ share the same node, they cannot be part of the same perfect matching. In the following, these trivial cases are disregarded.
$U$ contains a single edge $(|U|=1)$. The simplest case, for which interior edges can contribute to the network's near-perfect matchings is $|U|=1$. In this case, only the cycle condition (4.2) applies to the edge in $U$, but not the crossing condition (4.3). For this case, we denote $\bar{U}=\{e\}$ with $e=\left(e_{\text {start }}, e_{\text {end }}\right)$ after relabeling of the cycle $(\hat{\alpha} \rightarrow \hat{S})$ and discuss the contribution of edge $e$ to a perfect matching of $A_{\hat{S}}$.

If the nodes of the interior edge $e$ contribute to the perfect matching of $A_{\hat{S}}$, the unmatched nodes are $\{1,2, \ldots, S-1\} \backslash\left\{e_{\text {start }}, e_{\text {end }}\right\}$. After deleting $e$, the remaining edges of $E_{\text {cycle }}$ form three paths:
$X=P\left[1, \min \left(e_{\text {start }}, e_{\text {end }}\right)-1\right]$,
$Y=P\left[\min \left(e_{\text {start }}, e_{\text {end }}\right)+1, \max \left(e_{\text {start }}, e_{\text {end }}\right)-1\right]$, and
$Z=P\left[\max \left(e_{\text {start }}, e_{\text {end }}\right)+1, S-1\right] ;$ see Figure 4.7(b).
A perfect matching of $A_{\hat{S}}$ including $e$ is possible if and only if all three created paths have a perfect matching on their own, that is, the difference between highest and lowest node is
(a)

$$
E_{\mathrm{in}}=\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}
$$


(b)



(c)

$$
U=\left\{e_{1}, e_{4}\right\}
$$



when perfect matching possible sign $=+1$
(d)
$U=\left\{e_{2}, e_{3}, e_{4}\right\}$


perfect matching not possible
(e)
$U=\left\{e_{1}, e_{2}, e_{4}, e_{5}\right\}$


perfect matching not possible

Figure 4.7: Illustration of important steps of the proof for Hamiltonian coexistence networks. (a) Hamiltonian network with internal edges $e_{1}, \ldots, e_{5}$. This network is a coexistence network if for every subset $U \subseteq E_{\text {in }}$ and relative to every deleted vertex $\hat{\alpha} \rightarrow \hat{S}$ all near-perfect matchings have a positive sign. (b) Case of a single edge, $|U|=1$ : The edge $e_{4}$ is either ascending or descending, depending on its position relative to the deleted vertex. (c) Case of covering edges: Both vertices of the edge $e_{4}$ lie between start- and end-vertex of $e_{1}$, such that edge $e_{1}$ covers the edge $e_{4}$. Since both edges are ascending, a perfect matching exists with sign +1 . (d) Case of crossing edges: The edges $e_{2}, e_{3}$, and $e_{4}$ form a crossing set. Thus, a perfect matching does not exist. The lowest descending edge is $e_{3}$ because it does not cover any other descending edges. (e) Case of two crossing sets: The crossing set consisting of $e_{1}$ and $e_{2}$ covers the crossing set of $e_{4}$ and $e_{5}$.
odd for each of the three paths (the number of vertices in the paths, $|X|,|Y|$, and $|Z|$, are even; that is, the paths $X, Y$, and $Z$ are of even length). We distinguish two cases in the following: the edge $e$ is ascending or descending (again, meant after relabeling $\hat{\alpha} \rightarrow \hat{S}$ ).

- Case (i): the edge $e$ is ascending: all near-perfect matchings have the same sign as the near-perfect matching stemming from the cycle. In this case, $e_{\text {start }}<e_{\text {end }}$ and $e_{\text {end }}-e_{\text {start }}$ is odd (by the cycle condition (4.2). Therefore, $\left(e_{\text {end }}-1\right)-\left(e_{\text {start }}+1\right)$ is odd and $Y$ has a perfect matching. The perfect matching of $A_{\hat{S}}$ including the edge $e$ does indeed exist if, in addition, $|X|$ and $|Z|$ are even.
If this perfect matching exists, its corresponding permutation has the same sign as the perfect matching stemming from the cycle. If the paths $X, Y$ and $Z$ are of even length, $e_{\text {start }}$ is odd and $e_{\text {end }}$ is even. The permutation corresponding to a perfect matching induced by $e$ is given by:

$$
\sigma_{\alpha_{e}}=\left(e_{\text {start }} e_{\text {end }} 12 \ldots e_{\text {start }}-1 e_{\text {start }}+1 \ldots e_{\text {end }}-1 e_{\text {end }}+1 \ldots S-1\right) .
$$

The sign of this perfect matching of $A_{\hat{S}}$ is determined by the number of transpositions necessary to transform the permutation into the identity permutation $\left(\sigma_{1}\right)$, and is computed as:

$$
\begin{aligned}
& \operatorname{sign}\left(\sigma_{\alpha_{e}}\right)= \operatorname{sign}\left(e_{\text {start }} e_{\text {end }} 1 \ldots e_{\text {start }}-1\right. \\
&\left.e_{\text {start }}+1 \ldots e_{\text {end }}-1 e_{\text {end }}+1 \ldots S-1\right), \\
&=(-1)^{\left(2 \cdot\left(\left(e_{\text {start }}-1\right)+1\right)\right)} \operatorname{sign}(1 \ldots e_{\text {start }}-1 e_{\text {start }} e_{\text {end }} e_{\text {start }}+1 \ldots \\
&\left.\ldots e_{\text {end }}-1 e_{\text {end }}+1 \ldots S-1\right) \\
&=(-1)^{\left(\left(e_{\text {end }}-1\right)-\left(e_{\text {start }}+1\right)+1\right)} \operatorname{sign}(1 \ldots e_{\text {start }}-1 e_{\text {start }} e_{\text {start }}+1 \ldots \\
&\left.\ldots e_{\text {end }}-1 e_{\text {end }} e_{\text {end }}+1 \ldots S-1\right)
\end{aligned}
$$

In other words, all near-perfect matchings arising from a single ascending interior edge have the same sign as the near-perfect matching that is constituted by edges from $E_{\text {cycle }}$ only.

- Case (ii): the edge $e$ is descending: no contribution to a near-perfect matching. In this case, $e_{\text {end }}<e_{\text {start }}$ and $e_{\text {start }}-e_{\text {end }}$ is even (according to the cycle condition (4.2)). Thus, $Y$ is of odd length, and $e$ cannot contribute to a perfect matching of $A_{\hat{S}}$ as a single interior edge. For later purposes, note that for a descending edge, start node, $e_{\text {start }}$, and end node, $e_{\text {end }}$, have the same parity.
$U$ contains several edges $(|U|>1)$. Next, we consider the case that the set $U \subseteq E_{\text {in }}$ contains several edges fulfilling the coexistence conditions (4.2) and (4.3). First, we study the possibility that all interior edges in $U$ do not cross each other. In this case the cycle condition (4.2) ensures that all near-perfect matchings that can possibly arise have the
same sign as the near-perfect matching stemming from the edges of the cycle. Second, we study the cases in which interior edges cross each other and the crossing condition 4.3). becomes relevant. In particular, we introduce the notion of a crossing set $E_{\times} \subseteq E_{\text {in }}$. We show that no near-perfect matchings are created if $U$ contains exactly two crossing edges. This result is generalized to any $U \subseteq E_{\text {in }}$ that contains a crossing set.
- None of the edges in $U$ cross each other. In generalization of the reasoning for $|U|=1$, a near-perfect matching can only arise from all non-crossing edges in $U$ and edges of the cycle if all created paths are of even length. Two different cases can occur.
- Case (i): All non-crossing edges in $U$ are ascending: all near-perfect matchings have the same sign as the near-perfect matching stemming from the cycle. If all edges in $U$ are ascending, for all of its edges, the path between start and end node is of even length (following the cycle condition (4.2), as above). When $U$ contains $k$ ascending edges, after deleting all edges of $U$, the remaining edges of $E_{\text {cycle }}$ form $2 k+1$ paths (possibly of zero length), see Figure 4.7(c). Since the edges do not cross, the length of every path is either determined by the vertices of an ascending edge (similar to $Y$ in the case $|U|=1$ ) or by the relative placement of two ascending edges (similar to $X$ and $Z$ in the case $|U|=1$ ). As argued before, ascending edges lead to a path of even length, such that only the relative placement of edges determines whether a perfect matching of $A_{\hat{S}}$ exists. The sign of the permutation corresponding to such a perfect matching is equal to the sign of the perfect matching stemming from $E_{\text {cycle }}$ because an even number of transpositions is needed to order its elements in size (all paths are of even length). In particular, all nodes of interior ascending edges can be ordered in size by pair-wisely ordering them with an even number of transpositions. For example, if $e_{1}=\left(e_{1, \text { start }} e_{1, \text { end }}\right)$ and $e_{2}=\left(e_{2, \text { start }} e_{2, \text { end }}\right)$ with $e_{2, \text { end }}<e_{1, \text { start }}$, four transpositions are needed to order these indices in size:

$$
\begin{aligned}
\operatorname{sign}\left(e_{2, \text { start }} e_{2, \text { end }}\right. & \left.e_{1, \text { start }} e_{1, \text { end }} 1 \ldots S-1\right)= \\
& =(-1)^{(2 \cdot 2)} \operatorname{sign}\left(e_{1, \text { start }} e_{1, \text { end }} e_{2, \text { start }} e_{2, \text { end }} 1 \ldots S-1\right) .
\end{aligned}
$$

If, on the other hand, $e_{2, \text { start }}<e_{1, \text { start }}$ and $e_{1, \text { end }}<e_{2, \text { end }}$ (the vertices of $e_{1}$ lie between the vertices of $e_{2}, e_{2}$ covers $e_{1}$ ), two transpositions are necessary to order these nodes in size (see Figure 4.7(c)):

$$
\begin{aligned}
\operatorname{sign}\left(e_{2, \text { start }} e_{1, \text { start }}\right. & \left.e_{1, \text { end }} e_{2, \text { end }} 1 \ldots S-1\right)= \\
& =(-1)^{(2 \cdot 1)} \operatorname{sign}\left(e_{1, \text { start }} e_{1, \text { end }} e_{2, \text { start }} e_{2, \text { end }} 1 \ldots S-1\right) .
\end{aligned}
$$

This way, all nodes of the interior ascending edges can be ordered in size by pairwisely ordering them with an even number of transpositions. Because all paths stemming from cycle edges are of even length, further ordering the ordered nodes from interior edges within the nodes of the cycle edges involves an
even number of transpositions. Thus, an overall even number of transpositions is needed to order the elements of the partition corresponding to the perfect matching in size.

- Case (ii): U contains at least one non-crossing descending edge: no contribution to near-perfect matchings. If at least one non-crossing descending edge is contained in $U$, one path of odd length is created for every arrangement of non-crossing edges. This path of odd length cannot contribute to a near-perfect matching of the network.
- Definition of a crossing set $E_{\times}$. All edges in $U$ that are related by condition (4.3) form a so-called crossing set $E_{\times}$. Pictorially speaking, in a crossing set all edges are related by the crossing condition. More precisely, all pairs of edges in a crossing set $f, g \in E_{\times}$either cross each other (their relative placement is explicitly constrained by the crossing condition (4.3), or there exists a series of edges $f, e_{1}, \ldots, e_{l}, g \in E_{\times}$ that consecutively cross each other (the relative placement of $f$ and $g$ is implicitly constrained by the intermediate edges $e_{1}, \ldots, e_{l}$ ). For example, in Figure 4.7(d) the edges $e_{2}$ and $e_{4}$ are contained in one crossing set because both edges cross the edge $e_{3}$. Thus, $E_{\times}=\left\{e_{2}, e_{3}, e_{4}\right\}$ is a crossing set. In Figure 4.7(e), the set $U$ consists of two disjoint crossing sets $U=E_{\times}^{(1)} \cup E_{\times}^{(2)}$ with $E_{\times}^{(1)}=\left\{e_{1}, e_{2}\right\}$ and $E_{\times}^{(2)}=\left\{e_{4}, e_{5}\right\}$. Note also that the edges $e_{2}$ and $e_{4}$ belong to one crossing set for the choice of $U$ as depicted in Figure 4.7(d), but not for the choice of $U$ in Figure 4.7(e). Hence, both the occurrence and the elements of crossing sets do not only depend on the interior edges of a network, but also on the choice of $U$ from which near-perfect matchings of the network are constructed.
Consequences of the crossing condition (4.3) for the relative placement of two crossing edges. We briefly discuss the consequences of the crossing condition for the relative placement of two crossing edges. One pair of crossing edges divides a cycle into four paths $P_{1}, \ldots, P_{4}$, as illustrated in Figure 4.8. Because the crossing condition is fulfilled in the chosen ascending labeling of the cycle, either $\left|P_{2}\right|$ or $\left|P_{4}\right|$ is the shortest path length either between the start points or between the end points. Thus, either $\left|P_{2}\right|$ or $\left|P_{4}\right|$ is odd, or both are odd. Furthermore, because every interior edge also fulfills the cycle condition (4.2), only directed cycles of odd length are created when combining every single interior edge with the Hamiltonian cycle. Thus, both $\left|P_{4}\right|+\left|P_{1}\right|+3$ (the cycle consists of the start and end node of $e_{1}$, the nodes constituting $P_{4}$, the end node of $e_{2}$ and the nodes constituting $P_{1}$ ) and $\left|P_{1}\right|+\left|P_{2}\right|+3$ are odd; see Figure 4.8 (a). Consequently, the numbers of nodes in each of the three paths $P_{1}, P_{2}$, and $P_{4}$ are odd. It follows that $\left|P_{3}\right|$ is even because the overall number of nodes in the system $\left|P_{1}\right|+\left|P_{2}\right|+\left|P_{3}\right|+\left|P_{4}\right|+4$ is odd. In total, two crossing interior edges create two cycles of odd length that share an odd number of nodes.
The same consequences for the placement of crossing edges are, of course, obtained if one considers an explicit labeling of the cycle with reference to the deleted index $\hat{\alpha} \rightarrow \hat{S}$ as depicted in Figure 4.8(b)(i)-(iv). Depending on the position of the deleted
(a)

(b) (i) $\hat{\alpha} \in P_{1}: \hat{\alpha} \rightarrow \hat{S}$


(ii) $\hat{\alpha} \in P_{2}: \hat{\alpha} \rightarrow \hat{S}$


$\qquad$
(iii) $\hat{\alpha} \in P_{3}: \hat{\alpha} \rightarrow \hat{S}$


 $\xrightarrow{-\cdots \quad>} \times$
(iv) $\hat{\alpha} \in P_{4}: \hat{\alpha} \rightarrow \hat{S}$


$\qquad$
(c) (i)

(ii)


Figure 4.8: (a) Schematic illustration of Hamiltonian coexistence network with two crossing edges $e_{1}$ and $e_{2} . P_{1}, \ldots, P_{4}$ are the paths constituted by the edges of $E_{\text {cycle }}$ that do not include any vertices of $e_{1}$ and $e_{2}$. (b) Because the network is a coexistence network, the crossing condition (4.3) is fulfilled for every ascending labeling. Thus, for the deletion of every vertex $i$ that is not part of $e_{1}$ and $e_{2}$, after relabeling $\alpha \rightarrow S$, fulfillment of the crossing condition constraints the length of the paths $P_{1}, \ldots, P_{4}$. Hence, $\left|P_{1}\right|,\left|P_{2}\right|$ and $\left|P_{4}\right|$ are odd and $P_{3}$ is even. (c) The lowest descending edge $d_{\text {low }}$ does not cover other descending edges. The edges $e_{\times, 1}$ and $e_{\times, 4}$ cross both $d_{\text {low }}$ and $e_{\text {asc }}$, such that all edges form one crossing set. On the left, (i), the edges $e_{\times, 1}$ and $e_{\times, 2}$ both end between the vertices of a covered ascending edge and fulfill the crossing condition pair-wisely, indicated by $\#$ and $*$ as placeholders for the vertices' parity (odd and even). On the right, (ii), the edge $e_{\times, 1}$ starts and the edge $e_{\times, 2}$ ends between the vertices of a covered ascending edge. In this arrangement, the crossing condition cannot be pair-wisely fulfilled.
node $\hat{S}$, the two crossing edges $e_{1}$ and $e_{2}$ are arranged differently with respect to each other. In line with the above arguments, it follows that the node of edge $e_{2}$ that lies between the nodes of $e_{1}$ has the same parity as its counterpart of $e_{1}$ irrespective of the labeling.
$U$ contains only two crossing edges $\left(U=E_{\times}\right.$and $\left.\left|E_{\times}\right|=2\right)$ : no contribution to nearperfect matchings. Now, we discuss whether near-perfect matchings arise in case $U$ contains exactly two crossing edges; see Figure 4.8 (a). Because the crossing edges fulfill the coexistence conditions (4.2) and (4.3), either $P_{2}$ or $P_{4}$ build up the minimal distance between the two edges. After deleting the nodes of the edges $e_{1}$ and $e_{2}$ (as contributions to the near-perfect matching of the network $\mathcal{N}\left(A_{\hat{S}}\right)$ ), either path $P_{2}$ remains or path $P_{4}$ remains, or both paths remain to be matched, Figure 4.8(b). Because both $P_{2}$ and $P_{4}$ have an odd number of nodes (see above), they do not have a perfect matching. Therefore, there does not exist any near-perfect matching that contains a single pair of crossing edges.
$U$ contains only one crossing set of several ascending edges $\left(U=E_{\times}\right.$and $|U| \geq 3$ and $e_{i, s t a r t}<e_{i, \text { end }}$ for all $\left.i=1, \ldots|U|\right)$ : no contribution to near-perfect matchings. When all edges in $U$ are ascending (again, ascending is meant after relabeling as above) and form a single crossing set, the above reasoning can be readily generalized. In particular, all start nodes have the same parity (for example, even) and all end nodes have the opposite parity (in this example, odd). The two lowest nodes of these ascending edges are start nodes and, thus, have the same parity. Therefore, these two start nodes enclose a path with an odd number of nodes, which does not have a perfect matching. Thus, a near-perfect matching containing a crossing set with only ascending edges does not exist.
$U$ contains only one crossing set with at least one descending edge ( $U=E_{\times}$and $|U| \geq$ 3 and $e_{i, \text { start }}>e_{i, \text { end }}$ for at least one $\left.i \in\left\{1, \ldots\left|E_{\times}\right|\right\}\right)$: no contribution to near-perfect matchings. First, we discuss some implications of the coexistence conditions (4.2) and (4.3) for relative placement of an arbitrary edge crossing a descending edge. For a descending edge $d$ the cycle condition (4.2) implies that both of its nodes have the same parity; see above. From the crossing condition (4.3) it follows that, if an arbitrary edge $e$ crosses a descending edge $d$, the node of $e$ that is placed between end and start node of $d$ has the same parity as the nodes of $d$. For example, in Figure 4.8(b)(ii), the end node of $e_{2}$ has the same parity as both nodes of $e_{1}$. For the configuration of crossing descending edges (as depicted in Figure 4.8(b)(iii)), the coexistence conditions imply that all nodes of the two edges have the same parity because the start-node of $e_{1}$ lies between end and start node of $e_{2}$, and because $e_{1}$ is descending.

We now use these arguments to show that a crossing set with at least one descending edge is not part of a near-perfect matching. In any crossing set $E_{\times}$with descending edges we find (at least) one descending edge, to which we refer as $d_{\text {low }}$, that does not cover any other descending edges. In other words, there is no other descending edge in $E_{\times}$for which both nodes lie between $d_{\text {low, end }}$ and $d_{\text {low,start }}$. Two cases can occur for this descending edge $d_{\text {low }}$.

- Case (i): The descending edge $d_{\text {low }}$ does not cover any ascending edges: no contribution to near-perfect matchings. In this case $d_{\text {low }}$ does not cover any descending or ascending edges (see Figure 4.7). Thus, any node that is covered by the edge $d_{\text {low }}$ and that is part of an edge of $E_{\times}$belongs to an edge that crosses $d_{\text {low }}$. As a consequence of the crossing condition (4.3), all of these nodes have the same parity and, thus, enclose paths of odd length. Therefore, this arrangement of crossing edges cannot be completed to form a perfect matching.
- Case (ii): The descending edge $d_{\text {low }}$ covers ascending edges: no contribution to near-perfect matchings. In the following we show that every crossing set $U$ in which a descending edge covers ascending edges leads to at least one odd path and thus cannot be part of a near-perfect matching.

First, we consider the case that $d_{\text {low }}$ covers only non-crossing ascending edges, see Figure 4.8. Recall that $U$ contains only one crossing set, such that there are edges $e_{\times, i}$ that cross both $d_{\text {low }}$ and the covered ascending edge $e_{\text {asc }}$. A pairwise fulfillment of the crossing condition (4.3) enforces that either all start or all end vertices of the edges $e_{\times, i}$ lie between the vertices of $e_{\text {asc }}$, see Figure 4.8 (c)(i). When the start vertex of $e_{x, 1}$ and the end vertex of $e_{\times, 2}$ lie between the vertices of $e_{\text {asc }}$ an arrangement consistent with the crossing condition cannot exist, see Figure 4.8 (c)(ii). Thus, either the two highest vertices of $U$ that lie between the vertices of $d_{\text {low }}$ (in case all $e_{\times, i}$ end between the vertices of $e_{\text {asc }}$ ) or the two lowest vertices (in case all $e_{\times, i}$ start between the vertices of $e_{\text {asc }}$ ) have the same parity. The arrangement leads to paths of odd length and cannot give rise to a perfect matching.
The same argument holds when $d_{\text {low }}$ covers a crossing set of ascending edges $E_{\times, \text {asc }}$. As stated above, in a crossing set consisting only of ascending edges all start vertices have the same parity, while all end-vertices have the other parity. As above, in an arrangement consistent with the crossing condition the edges $e_{\times, i}$ that cross both $d_{\text {low }}$ and $E_{\times, \text {asc }}$ either all start or all end between the vertices of $E_{\times, \text {asc }}$. Hence, either the two highest vertices of $E_{\times, \text {asc }} \cup e_{\times, i}$, or the two lowest vertices of $E_{\times, \text {asc }} \cup e_{\times, i}$ (or both) have the same parity.
These arguments show that every crossing set containing at least one descending edge enclose at least one path of odd length. Therefore, this arrangement of edges cannot be completed to form a perfect matching.

Thus, for all cases of a single crossing set $E_{\times} \subseteq U$ for which all interior edges fulfill the coexistence conditions (4.2) and (4.3), no contributions to near-perfect matchings occur. Therefore, no contributions to the adjugate vector arise through a single crossing set.

- $U$ contains several crossing sets and single edges: no contribution to near-perfect matchings. The above result for one crossing set readily generalizes to a set $U$ that consists of several crossing sets and further non-crossing edges. Note that every $U$ can be decomposed into pair-wisely disjoint sets of crossing sets and sets of single edges. If a crossing set is contained in $U$, there exists a path of odd length between two nodes of edges contained in the crossing set. Thus, this path does not have a perfect matching, neither when its nodes are ordered (that is, if the path consists of edges from the cycle), nor when it its nodes are permuted (that is, if edges from the crossing set cover other edges). We conclude that a near-perfect matching cannot contain arbitrary combinations crossing edges.

If the coexistence conditions (4.2) and (4.3) are fulfilled, the network is a coexistence network. In total, we have shown that for a network in which all interior edges satisfy the coexistence conditions, the adjugate vector consists of summands all of which have the same sign. Thus, the network topology is a coexistence network. In particular, it
was shown that through the cycle condition (4.2) only ascending single edges contribute to near-perfect matchings, but not descending edges. The resulting near-perfect matchings have the same sign as the near-perfect matching stemming from the Hamiltonian cycle. The crossing condition (4.3) implies that crossing edges do not occur in a near-perfect matching.

## 4.C. 3 Necessity of the conditions (4.2) and (4.3) for coexistence networks

In the second part of this proof, we show that the conditions (4.2) and (4.3) are also necessary for coexistence networks. To this end, we show that a Hamiltonian network $\mathcal{N}$ with edge-set $E(\mathcal{N})=E_{\text {cycle }} \cup E_{\text {in }}$ is not a coexistence network if either condition 4.2) or condition (4.3) is not fulfilled.

Condition (4.2) is not fulfilled for one interior edge: at least one induced nearperfect matching has a different sign than the near-perfect matching stemming from the cycle. Assume that there is an edge $e \in E_{\text {in }}$ that violates condition (4.2). We choose the component of the adjugate vector such that after relabeling $\hat{i} \rightarrow \hat{S}$ the edge has the form $e=\left(e_{\text {start }}, e_{\text {end }}\right)=\left(e_{\text {start }}, 1\right)$ with $2<e_{\text {start }}<S-1$, and consider perfect matchings of $A_{\hat{S}}$. In this labeling, $e$ is descending. Thus, violating the cycle condition (4.2) implies that $e_{\text {start }}$ is even. Deleting the nodes $e_{\text {start }}$ and $e_{\text {end }}=1$ from $E_{\text {cycle }, \hat{S}}$ creates the two separated paths $P\left[2, e_{\mathrm{start}}-1\right]$ and $P\left[e_{\mathrm{start}}+1, S-1\right]$. Both paths are of even length and, thus, have perfect matchings. Therefore, a summand that includes the edge $e$ contributes to the $S$ th component of the adjugate vector (3.5).

However, this summand has the opposite sign than the summand stemming from the Hamiltonian cycle alone, as we show in the following. To determine the sign of the perfect matching arising from the interior edge $e$ for the $S$ th node deleted, we compute the number of transpositions needed to obtain the identity permutation:

$$
\begin{aligned}
\operatorname{sign}\left[\sigma_{\alpha_{e}}\right] & =\operatorname{sign}\left(e_{\text {start }} 12 \ldots S-1\right)=-\operatorname{sign}\left(1 e_{\text {start }} 2 \ldots S-1\right) \\
& =-(-1)^{\left(\left(e_{\text {start }}-1\right)-1+1\right)} \operatorname{sign}\left(12 \ldots e_{\text {start }}-1 e_{\text {start }} e_{\text {start }}-1 \ldots S-1\right) \\
& =-\operatorname{sign}\left(\sigma_{11}\right)=-1
\end{aligned}
$$

Thus, the interior edge $e$ contributes with a summand to the adjugate vector that has a different sign than the identity permutation. Therefore, if a network contains at least one interior edge violating the cycle condition, at least one summand in one component of the adjugate vector has the opposite sign compared to the contribution stemming from the cycle in that component of the adjugate vector (3.5). Such a network is not a coexistence network.

The crossing condition (4.3) is not fulfilled for two crossing edges: at least one induced near-perfect matching has a different sign than the near-perfect matching stemming from the cycle. Next, we consider a network with interior edges $E_{\text {in }}$ that fulfill the cycle condition, but violate the crossing condition. In other words, there exist two edges $e_{1}, e_{2} \in E_{\text {in }}$ that do not fulfill the crossing condition. We choose the component of the adjugate vector such that after relabeling $\hat{i} \rightarrow \hat{S}$ the edges take the form $e_{1, \text { end }}=1<e_{2, \text { end }}<e_{1, \text { start }}<e_{2, \text { start }}<S$. fulfilling the cycle condition and violating the crossing condition implies that $e_{1, \text { end }}$ is odd, whereas $e_{2, \text { start }}$ and $e_{2, \text { end }}$ are even. In this labeling, we consider now the edges of $E_{\text {cycle }, \hat{S}}$, that is, perfect matchings of $A_{\hat{S}}$. By deleting all edges that contain the nodes of $e_{1}$ and $e_{2}$ from $E_{\text {cycle }, \hat{S}}$, the paths $P\left[2, e_{2, \text { end }}-1\right], P\left[e_{2, \text { end }}+1, e_{1, \text { start }}-1\right], P\left[e_{1, \text { start }}+1, e_{2, \text { start }}-1\right]$, and $P\left[e_{2, \text { start }}+1, S-1\right]$ remain. Because for every path start node and end node have different parity, all paths contain an even number of nodes. In other words, a near-perfect matching of $A_{\hat{S}}$ is possible.

The sign of the permutation of that near-perfect matching is obtained as follows:

$$
\begin{aligned}
\operatorname{sign}\left(\sigma_{\alpha_{e_{1}, e_{2}}}\right)= & \operatorname{sign}\left(e_{1, \text { start }} 1 e_{2, \text { start }} e_{2, \text { end }} 2 \ldots S-1\right)=\operatorname{sign}\left(1, e_{1, \text { start }} e_{2, \text { end }}, e_{2, \text { start }} \ldots \ldots S-1\right), \\
= & (-1)^{3} \operatorname{sign}\left(1 e_{2, \text { end }} e_{1, \text { start }} e_{2, \text { start }} 2 \ldots S-1\right), \\
= & -(-1)^{\left(\left(e_{2, \text { start }}-1\right)-3\right)} \operatorname{sign}\left(1 e_{2, \text { end }} e_{1, \text { start }} 2 \ldots e_{2, \text { end }}-1 e_{2, \text { end }}+1 \ldots\right. \\
& \left.\ldots e_{1, \text { start }}-1 e_{1, \text { start }}+1 \ldots e_{2, \text { start }} \ldots S-1\right), \\
= & -(-1)^{\left(\left(e_{1, \text { start }}-1\right)-2\right)} \operatorname{sign}\left(1 e_{2, \text { end }} 2 \ldots e_{2, \text { end }}-1 e_{2, \text { end }}+1 \ldots e_{1, \text { start }} \ldots S-1\right), \\
= & -(-1)^{\left(\left(e_{2, \text { end }}-1\right)-1\right)} \operatorname{sign}\left(12 \ldots e_{2, \text { end }} \ldots S-1\right), \\
= & -\operatorname{sign}\left(\sigma_{1}\right)=-1 .
\end{aligned}
$$

Thus, if two interior edges of a given network do not fulfill the crossing condition, at least one near-perfect matching exists that has a different sign than the corresponding near-perfect matching of the cycle. Thus, such a network is not a coexistence network.

If the coexistence conditions (4.2) or (4.3) are not fulfilled, the network is not a coexistence network. In total, we have shown that the existence of (i) one interior edge that does not fulfill the cycle condition (4.2) or (ii) two interior edges that fulfill the cycle condition, but not the crossing condition (4.3) implies that the network is not a coexistence network. Thus, the coexistence conditions are necessary for a Hamiltonian network to be a coexistence network.

## 4.D Calculation of the number of near-perfect matchings for selected coexistence networks

Here we supplement the derivation of the adjugate vectors for the generating coexistence networks with unit rates given in (4.8) and (4.11), respectively, as stated in Section 4.4

## 4.D Calculation of the number of near-perfect matchings for selected coexistence networks

of the main text. More explicitly, for both networks we derive the number of near-perfect matchings. Exploiting that both examples suffice the coexistence conditions (4.2) and (4.3), the number of near-perfect matchings excluding vertex $i$ equals the $i$ th entry of the adjugate vector for unit rates.


Figure 4.9: Exemplary sketches for the calculation of the number of near-perfect matchings for (a) the triangulation of the cycle, and (b) the cycles with complete subnetwork. (a) The triangulation of the cycle with $S=11$ nodes is shown in (a)(i). Depending on the position of the deleted node, the whole network is separated either such that two ladder-graphs (highlighted in blue) and one additional edge (orange) contribute to perfect matchings ((a)(ii), for the nodes $\{2,3,4,5,6,7\}$ ), or such that only two ladder graphs (blue) contribute ((a)(iii), for the nodes $\{8,9,10,11,1\})$. (b)(i) The cycle of $S=11$ nodes with a complete subnetwork on the odd nodes is shown. When deleting odd nodes, only one near-perfect matching exists consisting only of edges of the cycle (ii). When deleting an even node, every near-perfect matching contains one edge between odd nodes (iii). The deleted node effectively divides the subnetwork into two partitions; in the depicted example $\{1,2,3\}$ and $\{5,6,7,8,9,10,11\}$. Every pair of one odd node from each partition gives rise to one near-perfect matching. Thus, in the depicted example, there are $2 \cdot 4=8$ near-perfect matchings.

## 4.D. 1 Near-perfect matchings for the triangulation of the cycle

In the following we derive the number of near-perfect matchings of the triangulation of an odd cycle as specified in Equation (4.8) in Section 4.4.1.

For this calculation, it is helpful to introduce so-called ladder graphs and their number of perfect matchings. The ladder graphs with 2,4 , and 6 vertices are a single edge, a rectangle, and a domino tile, respectively, see Section 6.B.1. In general, a ladder graph with $2 T$ vertices consists of $T$ rungs and $2(T-1)$ rails. The number of perfect matchings of a A ladder graph with $2 T$ vertices has $F(T+1)$ perfect matchings, where $F(n)$ is the $n$th Fibonacci number. This can be shown inductively by considering the additional perfect matchings arising when augmenting the graph by one rung and two rails [84].

Note that the triangulation of an odd cycle presented in Section 4.4.1 can be thought of as a superposition of two ladder graphs, see Figure 4.9(a)(i). One of the two ladder graphs consists of the vertices $2, \ldots, S$ and the ascending edges on these vertices (that is, $2 \rightarrow S, 3 \rightarrow S-1, \ldots$ ), the other ladder graph is diagonally placed over the first one and
contains the vertices $1, \ldots, \frac{(S+1)}{2}, \frac{(S+1)}{2}+2, \ldots, S$ and all edges of the cycle together with all descending edges on these vertices. Additionally, note that for a ladder graph with diagonal edges (for example, the subnetwork formed by the vertices $2, \ldots, 13$ in Figure 4.9(a)(i)), the diagonal edges do not contribute to any perfect matchings. In other words, the number of perfect matchings of a ladder graph with diagonal edges with $2 T$ vertices is $F(T+1)$ as well.

Using these observations, the components of the adjugate vector for the triangulation of the cycle with unit rates are calculated as the number of perfect matchings of the subnetworks created by deleting each node. Upon deleting node 1 from the network, a network with $S-1=2 n-2$ vertices remains. This graph is a ladder graph with $2(n-1)$ vertices and additional diagonal edges. Thus, it has $F(n)$ perfect matchings. Because the network is a coexistence network, the number of perfect matchings equals the entry of the first component of the adjugate vector with unit rates, that is, $r_{1}=F(n)$.
In case one of the vertices $\alpha=2, \ldots, n$ is deleted, the network is divided into two parts that can be viewed as two ladder graphs with $2(\alpha-2)$ and $2(n-\alpha)$ vertices (ignoring diagonal edges that cannot contribute to perfect matchings). The two ladder graphs are connected by three edges, see Figure 4.9(a)(ii). Every combination of perfect matchings of the two separated ladder graphs is a perfect matching of the full graph, such that $r_{\alpha}=F(\alpha-1) F(n-\alpha+1)$.
The remaining matrix entries $\alpha=n+1, \ldots, 2 n-1$ are calculated in a similar way. Deleting one of these vertices divides the remaining network into two ladder graphs with $2(2 n-\alpha)$ and $2(\alpha-n-1)$ vertices (see Figure 4.9 (a)(iii)), such that the corresponding components of the adjugate vector are $r_{\alpha}=F(2 n-\alpha+1) F(\alpha-n)$. Taken together, the adjugate vector for the triangulation of a cycle with unit rates is given by Equation 4.8).

Using the convolution formula for Fibonacci numbers [85],

$$
\sum_{k=0}^{n} F(k) F(n-k)=\frac{1}{5}(n(F(n-1)+F(n+1))-F(n))
$$

the total number of near-perfect matchings is

$$
\begin{aligned}
\sum_{\alpha=2}^{n} F(\alpha-1) & F(n-(\alpha-1))+\left(\sum_{\alpha=n+1}^{2 n-1} F(n-(\alpha-n)+1) F(\alpha-n)+F(n)\right)= \\
& =\sum_{\alpha=0}^{n} F(\alpha) F(n-\alpha)+\sum_{\alpha=1}^{n+1} F(n+1-\alpha) F(\alpha) \\
& =\frac{1}{5}(n(F(n-1)+F(n+1))-F(n))+\frac{1}{5}((n+1)(F(n)+F(n+2))-F(n+1)), \\
& =\frac{1}{5}(n(3 F(n+1)+F(n))+F(n))=\frac{1}{5} n F(n)\left(3 \frac{F(n+1)}{F(n)}+1+\frac{1}{n}\right),
\end{aligned}
$$

as stated in Equation (4.9) the main text.

## 4.D. 2 Number of near-perfect matchings in a cycle with complete subnetwork on odd nodes

Here we supplement the calculation of the form of the adjugate vector given in Equation (4.11) in Section 4.4.2. The form of the adjugate vector of an odd cycle with a complete subnetwork on the odd nodes can be understood as follows; see Figure 4.9(b)(i) for illustration.

Upon deleting an odd node $2 k-1(k=1, \ldots, n)$ from the network, the only perfect matching that covers all remaining nodes consists of edges from the Hamiltonian cycle. In detail, the perfect matching is $\mu_{\widehat{2 k-1}}=((2 k \rightarrow 2 k+1),(2 k+2 \rightarrow 2 k+3), \ldots,(S-1 \rightarrow$ $S),(1 \rightarrow 2),(3 \rightarrow 4), \ldots(2 k-3 \rightarrow 2 k-2))$, see Figure 4.9 (b)(ii). Thus, with unit rates, for odd $i$ the components of the adjugate vector are $r_{i}=1$.

When deleting an even node $\alpha=2 k(k=1, \ldots, n-1)$ from the network topology, the remaining network contains the edges of the cycle $1 \rightarrow \cdots \rightarrow \alpha-1, \alpha+1 \rightarrow \cdots \rightarrow S$, and edges connecting all pairs of odd vertices. In total, the remaining subnetwork has $n-1$ odd nodes and $n-3$ even nodes. Each perfect matching thus contains one edge connecting two odd vertices. There are $\frac{\alpha-1+1}{2} \cdot \frac{S-\alpha+1}{2}=\frac{\alpha(n-\alpha / 2)}{2}$ possibilities for choosing odd edges such that the remaining paths consisting of edges from the cycle have a perfect matching; two such possibilities are shown in Figure 4.9(b)(iii). Thus, for unit weights, for even $\alpha$ the component of the adjugate vector are $r_{\alpha}=\frac{\alpha(n-\alpha / 2)}{2}$.
Taken together, the adjugate vector for the cycle with complete subnetwork on the odd nodes with unit rates is given by Equation (18).

## Chapter 5

## Topological phase transition in coupled rock-paper-scissors cycles


#### Abstract

A hallmark of topological phases is the occurrence of topologically protected modes at the system's boundary. Here we find topological phases in the antisymmetric Lotka-Volterra equation (ALVE). The ALVE is a nonlinear dynamical system and describes, e.g., the evolutionary dynamics of a rock-paper-scissors cycle. On a one-dimensional chain of rock-paper-scissor cycles, topological phases become manifest as robust polarization states. At the transition point between left and right polarization, solitary waves are observed. This topological phase transition lies in symmetry class $D$ within the "ten-fold way" classification as also realized by 1D topological superconductors. This chapter has been published together with Johannes Knebel and Erwin Frey under the title of the "Topological phase transition in coupled rock-paper-scissors cycles" [50]. Minor changes have been made to fit the form of this thesis.


Overview and organization of this chapter In Chapter 4, we showed that there are topologically robust zero sum games, that is networks for which all states coexist for all time for every choice of rates. Apart from the focus on hamiltonian coexistence networks, we mentioned that large coexistence networks can be constructed by concatenating smaller coexistence networks such that they share one node 4.3.2.

Here, we construct a one-dimensional lattice by concatenating several copies of the same rock-paper-scissors cycle to create a chain. The phenomenology of the ALVE dynamics on this network shows characteristics of a topological phase transition.

In Section 5.1, we introduce the basic phenomenological traits of a topological phase transition in 1 dimension, as well as a short repetition of the ALVE. Next, we define the RPS chain in Section 5.2. In Section 5.3, we show that the phenomenology of the ALVE dynamics on the RPS chain resembles a topological phase transition. The connection between the phenomenology and a topological phase transition is made rigorous in Section 5.4, where we two different interpretations of the transition. The derivations and detailed calculations are collected in the Appendix 5.A


Figure 5.1: One-dimensional chain of rock-paper-scissors cycles. The interactions on the $S$ sites of the RPS chain (one single RPS cycle highlighted) are captured by the antisymmetric matrix $A$ in Eq. (5.1). An arrow from one site to another indicates that mass is transported in this direction at rate $r_{1}, r_{2}, r_{3}>0$ following the ALVE (2.1); the skewness $r=r_{2} / r_{3}$ defines the control parameter. The auxiliary site $S+1$ facilitates periodic boundary conditions (dashed lines) within the framework of topological band theory.

### 5.1 Introduction

Topological phases were discovered in condensed matter physics [145, 146, 147, 148, 149 ] and recently extended to classical physics, for example, as topological mechanical metamaterials [150, 151, 152, 153, 154]. From a phenomenological point of view, topological phases are paramount for the following characteristics [148, (149]: (i) Localization-dynamical excitations become localized at the system's boundary; (ii) Robustness-these boundary modes are robust against perturbations of the system's parameters and noise; (iii) Phase transi-tion-at the transition point between the topological phases, the dynamical mode expands throughout the whole system. From a theoretical point of view, topological phases are determined by nontrivial topological properties of the system's bulk, which are classified in terms of the system's symmetries. These properties give rise to gapless boundary modes and explain the observations (i)-(iii) [148, 149, 153].

Thus far, the study of topological phases and their realization in soft-matter [155, 156, 157, 158 and biological systems [159, 160] has only started to develop, with recent focus on active matter and fluid dynamics [161, 162, 163, 164 and stochastic model systems [165, 166, 167, 168]. As to what extent topological phases may determine the behavior of dynamical systems that arise, for example, in population dynamics was, however, not addressed. Ultimately, it would be interesting to design biological set-ups with nontrivial topological properties so that one obtains robust dynamical modes with the above characteristics (i)-(iii).

In this chapter, we make a step in this direction by showing that topological phases can be realized with the antisymmetric Lotka-Volterra equation (ALVE). The ALVE is a conceptually important model for studying coexistence in population dynamics [19, 88] and also describes the condensation of non-interacting bosons in driven-dissipative set-ups 37 , 22. In population dynamics, the ALVE governs, for example, the evolutionary dynamics of the rock-paper-scissors game, in which each of the three strategies dominates one strategy and is dominated by another one, such that all strategies coexist [25, 87, 169, 36].

As introduced in Section 2.1 the ALVE is defined as (2.1)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}=x_{\alpha} \sum_{\beta=1}^{S} a_{\alpha \beta} x_{\beta}, \quad \alpha=1 \ldots, S
$$

The real-valued $S \times S$ matrix $A=\left\{a_{\alpha \beta}\right\}$ is antisymmetric ( $a_{\alpha \beta}=-a_{\beta \alpha}$ ) and defines how mass is transported between two sites in a nonlinear interaction $\sim x_{\alpha} x_{\beta}$.


Figure 5.2: Polarization of mass to the boundary. (a-c)(i) Temporal mass averages $\left\langle x_{\alpha}\right\rangle_{T}$ from single realizations of the ALVE (2.1) are depicted on the RPS chain (disk size encodes magnitude) and on lin-log scale for $T=5000$. Mass becomes polarized to the right for $r<1$ and to the left for $r>1$. For $r=1$, mass is uniformly distributed on the whole chain. Polarization is no state of rest (non-vanishing fluctuations $\sigma_{\alpha, T}$ around the averages; insets). (a-c)(ii) Polarization is robust against perturbations ( $\epsilon_{\alpha \beta}$ uniformly sampled in $[-0.30,0.20]$ ) with the same characteristics as without perturbations.

Here we study the ALVE on a one-dimensional chain of coupled rock-paper-scissors cycles ("RPS chain", see Figure 5.1). We observe behaviors resembling key features of a topological phase transition: (i) mass polarizes to the right or left boundary of the RPS chain independent of the initial conditions; (ii) polarization is robust against perturbations of the model parameters; (iii) at the transition between left and right polarization, the overall mass expands on the whole chain and, moreover, solitary waves are observed. To explain these dynamics, we relate polarization of the ALVE (2.1) to properties of the antisymmetric matrix $A$. We show that the RPS chain encompasses a gap in the spectrum of $A$ and an intrinsic "particle-hole symmetry" and, thus, falls into the symmetry class $D$ within the "ten-fold way" classification scheme of gapped free-fermion systems [149]. Hence, left and right polarization are distinguished by a $\mathbb{Z}_{2}$ invariant characterizing the topological phase transition. Intriguingly, the topological polarization states are entirely nonlinear that cannot be rationalized within the framework of linear wave theory. We envision that the described mechanism might guide one path to design topological phases in nonlinear dynamical systems accessible to biological experiments.

### 5.2 Model

The RPS chain is composed of RPS cycles coupled in one dimension (Figure 5.1) and represented by the antisymmetric matrix of size $S=2 n-1$,

$$
A=\left(\begin{array}{ccccccccc}
0 & r_{3} & -r_{1} & 0 & 0 & \ldots & 0 & 0 & 0  \tag{5.1}\\
-r_{3} & 0 & r_{2} & 0 & 0 & \cdots & 0 & 0 & 0 \\
r_{1} & -r_{2} & 0 & r_{3} & -r_{1} & \cdots & 0 & 0 & 0 \\
0 & 0 & -r_{3} & 0 & r_{2} & \ldots & 0 & 0 & 0 \\
0 & 0 & r_{1} & -r_{2} & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & 0 & r_{3} & -r_{1} \\
0 & 0 & 0 & 0 & 0 & \ldots & -r_{3} & 0 & r_{2} \\
0 & 0 & 0 & 0 & 0 & \ldots & r_{1} & -r_{2} & 0
\end{array}\right),
$$

with rate constants $r_{1}, r_{2}, r_{3}>0$. The resulting network can be understood as a concatenation of RPS cycles which are coexistence networks, such that the RPS chain is a coexistence network as well 4.3.2. In our numerical simulations of the ALVE (2.1), time is rescaled such that $r_{1}=1$. The ratio $r:=r_{2} / r_{3}$ serves as the control parameter for the dynamics and is referred to as skewness, see also Figure 1.1. The RPS chain can be thought of as a one-dimensional chain of nonlinear oscillators because each isolated RPS cycle represents a local oscillator in which mass oscillates between the different sites. For $r \neq 1$, mass is skewed towards certain sites within a single oscillating RPS cycle.

The initial masses in the ALVE (2.1) are normalized $\left(\sum_{\alpha} x_{0, \alpha}=1\right)$ and strictly positive ( $x_{0, \alpha}>0$ for all $\alpha$ such that the chain does not become disconnected or shortened). Due to the antisymmetry of $A$, the total mass is conserved for all times $t \geq 0$, see Section 2.1 Furthermore, all masses remain bounded away from 0 ( $x_{\alpha} \geq$ const $>0$, for all $\alpha$ ) for all times for any choice of rates $r_{1}, r_{2}, r_{3}>0$ [2, 49].

### 5.3 Phenomenology

In the numerical simulations of the RPS chain, we observed a surprisingly rich dynamics for how the mass is distributed depending on the skewness $r$.
(i) Localization. For skewness $r<1$, the overall mass on the RPS chain becomes polarized to the right boundary over time irrespective of the initial conditions (Figure 5.2 (a)(i)), whereas for $r>1$, mass polarizes to the left (Figure 5.2 (c)(i)). Polarization becomes manifest as an exponential decay of the average mass per site from the boundary into the bulk. We quantify this polarization by averaging the mass at every site over a time window $T \gg 1,\left\langle x_{\alpha}\right\rangle_{T}=1 / T \int_{0}^{T} \mathrm{~d} t x_{\alpha}(t)$ as introduced in Section 2.4. We observed that, for $r \neq 1$, average masses decay from the boundary into the bulk as $\left\langle x_{\alpha}\right\rangle_{T} \sim \exp \left(-\alpha / l_{p}\right)$ for $\alpha \geq 1$, numerically consistent with $l_{p}=2 / \ln r$ as the penetration depth. Such polarization arises for any initial mass distribution and is already visible for a small system size of $S=13$ (Figure 5.2). Remarkably, the skewness $r=r_{2} / r_{3}$ alone determines whether the total mass polarizes to the left or right boundary of the chain. The values of all other parameters affect only the quantitative, but not the qualitative long-time behavior; see Figure 5.5 and 5.6


Figure 5.3: Solitary waves at the transition point $r=1$. The suitably prepared wave package ( $t=0$ ) remains localized and travels along the (here periodic) RPS chain ( $S=80$ ) without changing its shape. In an interaction with another solitary wave ( $t=120$ ), the shapes of both wave packages remain unchanged afterwards $(t=240)$. The initial wave packages were numerically obtained from the dispersion of a single mass peak.

The ALVE (2.1) is a deterministic dynamical system that approaches a stationary state at large times. This stationary state can be characterized by the average masses per site, $\left\langle x_{\alpha}\right\rangle_{T}$ (see above) and the fluctuations around the averages within a framework of thermodynamic equilibrium [88]. To quantify the fluctuations at site $\alpha$, we measured the standard deviation $\sigma_{\alpha, T}=\sqrt{\left\langle x_{\alpha}^{2}\right\rangle_{T}-\left\langle x_{\alpha}\right\rangle_{T}^{2}}$ (Figure 5.2 (a,c)(i)) which also decay exponentially into the bulk from the boundary, where the mass is localized, see Section 2.4.
(ii) Robustness. Polarization is robust against perturbations of the model parameters. For example, Figure 5.2 (a, c)(ii) illustrates the polarization of mass to the boundary when the positive matrix entries are perturbed as $a_{\alpha \beta}^{\prime}=a_{\alpha \beta}\left(1+\epsilon_{\alpha \beta}\right)$; for $a_{\alpha \beta}<0$, the entry $a_{\alpha \beta}^{\prime}$ is obtained as $a_{\alpha \beta}^{\prime}=-a_{\beta \alpha}^{\prime}$ such that the perturbed matrix $A^{\prime}$ is antisymmetric. Here, all $\epsilon_{\alpha \beta}$ are independently drawn from the same uniform distribution (all realizations need to be greater than -1 to preserve the network topology of a RPS chain), see details in Section 5.A.2. As another example, we found that mass also becomes localized when additional couplings are introduced. Such extensions of the RPS-chain are discussed in Chapter 6
(iii) Phase transition. For $r=1$, the average masses expand throughout the whole chain, marking the transition point between the two polarization states. In the stationary state, the overall mass is on average uniformly distributed on the chain with $\left\langle x_{\alpha}\right\rangle_{T}=1 / S$ for all $\alpha$. More generally, from our numerical simulations it turns out that it is not possible to tune any set of rate constants on the RPS chain such that one passes from polarization at one boundary to polarization at the other boundary without crossing a transition point at which the average masses expand throughout the whole chain.

Furthermore, we observed solitary mass waves at the transition point $r=1$. Mass packages that are suitably initialized at a few neighboring sites show soliton-like properties (Figure 5.3): They are spatially confined; their shape does not change; and after an interaction with other solitary waves, their shape and speed remains unchanged [170, 171]. It will be interesting to further characterize these solitary waves and connect them to already known solitons in similar set-ups [47, 42, 41, 172, 173, 174, see also Section 6.6

### 5.4 Analysis.

Taken together, the combination of the observations of (i) localization, (ii) robustness, and (iii) phase transition share characteristic features of a topological phase transition underlying the behavior of the ALVE (2.1) on the RPS chain. In the following, we make this hypothesis rigorous. First, we outline how fixed points $\boldsymbol{x}^{*}$ of the $\operatorname{ALVE}\left(\left.\partial_{t} \boldsymbol{x}\right|_{\boldsymbol{x}^{*}}=0\right)$ are determined by strictly positive kernel vectors of $A$. Second, we derive the qualitative changes in the dynamics from the bulk properties of $A$ within the framework of topological band theory. Third, we explicitly compute the kernel vector of $A$ and thereby confirm the results obtained from the topological band theory approach.

### 5.4.1 Fixed points.

By construction the RPS chain is a coexistence network as introduced in Chapter 4, such that the adjugate vector is the unique strictly positive kernel vector of $A$ 4.4.1, $A \boldsymbol{c}=\mathbf{0}$ with $c_{\alpha}>0$ for all $\alpha$ and $\sum_{\alpha} c_{\alpha}=1$. This vector gives rise to the fixed point $\boldsymbol{x}^{*}=\boldsymbol{c}$ of the ALVE (2.1), and no further fixed points with $x_{\alpha}^{*}>0$ for all $\alpha$ exist 2.3. The existence of a unique vector $\boldsymbol{c}$ derives from the cyclic structure of the concatenated RPS cycles; the explicit form of $\boldsymbol{c}$ is given below in Eq. (5.3). Recall that the strictly positive kernel vector ensures that the quantity $E=x_{1}^{c_{1}} \ldots x_{S}^{c_{S}}=\exp \left(\sum_{\alpha} c_{\alpha} \log x_{\alpha}\right)$ is conserved, see Section 2.3. For such cases, we have shown in Section 2.4 that the average masses are given by the value of the fixed point $\left\langle x_{\alpha}\right\rangle_{\infty}=c_{\alpha}$ for all initial conditions, see also [25, 2]. This way, the long-time dynamics on the RPS chain (average masses $\langle\boldsymbol{x}\rangle_{\infty}$ ) are determined by algebraic properties of $A$ (kernel vector $\boldsymbol{c}$ ).

### 5.4.2 Topological band theory.

To further characterize the algebraic properties of $A$, the RPS chain is extended by the auxiliary site $S+1$ and periodic boundary conditions (PBC) are employed (Figure 5.1). The corresponding antisymmetric matrix, $A_{\mathrm{PBC}}$, is of size $2 n$ and block-circulant (that is, translationally invariant) [175, 176]. To relate our approach to condensed matter physics, we define the "RPS Hamiltonian" $H:=i A_{\text {PBC }}$ ( $i$ denotes the imaginary unit), which is a Hermitian matrix $\left(H^{\dagger}=H\right)$ with only real eigenvalues. Below, we analyze $H$ in the framework of topological band theory [177].


Figure 5.4: Topological phase transition on the RPS chain. Point-symmetric band structure of the RPS Hamiltonian (white dots denote eigenvalues of $H$ for $S=14$ ) with a spectral gap for $r \neq 1$ (gray shade). The band structures for $r<1$ and $r>1$ are topologically distinct in how the eigenvectors change within the Brillouin zone, which is quantified by the topological invariant $\mathcal{M}$ and visualized by whether $\boldsymbol{h}(k)$ winds around 0 . As $\boldsymbol{h}(k)$ lies in a plane, a two dimensional projection is shown here, see Section 5.B.

The spectrum of $H$ is characterized by its band structure. Starting from the eigenvalue equation for $H$ and exploiting translational invariance, the eigenvectors of $H$ can be decomposed into a plane wave part and a within-cell alignment part $\tilde{\boldsymbol{u}}(k)$, which fulfills the much simpler eigenvalue equation $\lambda(k) \tilde{\boldsymbol{u}}(k)=\tilde{H}(k) \tilde{\boldsymbol{u}}(k)$ for the Fourier-transformed Hamiltonian $\tilde{H} ; k$ denotes the wave number in the Brillouin zone $\left(k=\frac{2 \pi}{n} l\right.$ and $l=$ $\left.\left\lfloor\frac{n}{2}\right\rfloor, \ldots, 0,1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor-1\right)$. For the RPS chain, one finds,

$$
\tilde{H}=\left(\begin{array}{cc}
2 r_{1} \sin k & -r_{2} \sin k+i\left(r_{3}-r_{2} \cos k\right)  \tag{5.2}\\
-r_{2} \sin k-i\left(r_{3}-r_{2} \cos k\right) & 0
\end{array}\right),
$$

which can be written as $\tilde{H}(k)=\boldsymbol{h}(k) \cdot \boldsymbol{\sigma}$, with $\boldsymbol{h}(k)=\left(h_{0}(k), h_{1}(k), h_{2}(k), h_{3}(k)\right)=$ $\left(r_{1} \sin k,-r_{2} \sin k,-r_{3}+r_{2} \cos k, r_{1} \sin k\right) ; \boldsymbol{\sigma}=\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ denotes the Pauli matrices with $\sigma_{0}$ as the $2 \times 2$ identity matrix [178, see Section 5.B.1.

How the spectral and topological properties of $H$ depend on the control parameter $r$ can be derived from Eq. (5.2); see Figure 5.4. First, the spectrum of $H$ exhibits two bands of eigenvalues, $\lambda^{+}$and $\lambda^{-}$, on the Brillouin zone $k \in[-\pi, \pi)$ since the unit cell is constituted of two sites connected by one edge $(2 m+1 \rightarrow 2 m)$. For $r \neq 1$, the two bands are separated by a spectral gap that closes only for $r=1$ at $k=0$.

Second, the spectrum of $H$ is point-symmetric with respect to the origin, $\lambda^{+}(k)=$ $-\lambda^{-}(-k)$. This property follows from the intrinsic "particle-hole symmetry" of $H$ because it is defined by a real-valued antisymmetric matrix. In formal terms, $H$ fulfills the operator identity $\mathcal{C} \tilde{H}(k) \mathcal{C}^{-1}=-\tilde{H}(-k)$, with $\mathcal{C}:=\sigma_{0} \circ \kappa$ and $\kappa$ as the complex conjugation operator. However, $H$ does not have time-reversal or chiral symmetry. Thus, the RPS Hamiltonian $H$ falls into symmetry class $D$ in one dimension within the "ten-fold way" classification scheme of gapped free-fermion systems [149]. In fact, $H$ can be interpreted as a Bogoliubov-de Gennes mean-field description of superconductivity in the Majorana representation [179,

## 180, 181, 149].

Gapped Hamiltonians in the symmetry class $D$ in 1D admit topological phases that are characterized by a $\mathbb{Z}_{2}$ invariant [179, 181, 149]. This invariant, $\mathcal{M}$, is the sign of the Pfaffian of $A_{\mathrm{PBC}}$ and can be computed from $\tilde{H}$ as $\mathcal{M}=\operatorname{sign}\left(1-r^{2}\right)$ 181. Thus, a topological phase transition occurs at $r=1$ : for $r<1$, the RPS Hamiltonian $H$ is in the "topologically trivial phase" $(\mathcal{M}=+1)$; for $r>1$, the "topologically non-trivial phase" is attained $(\mathcal{M}=-1)$; see insets of Figure 5.4 for an illustration. In other words, the two phases $(r<1$ and $r>1)$ are topologically distinct in that they cannot be smoothly deformed into one another without closing the spectral gap.

Through the so-called bulk-boundary correspondence [150, 149], topological properties of the bulk (periodic RPS chain with $S+1$ sites) become manifest at the boundary of the open system (open RPS chain with $S$ sites). More precisely, upon removing the auxiliary site $S+1$ and returning to the open RPS chain, the spectral gap for $r \neq 1$ is populated by a zero eigenvalue with a corresponding, topologically protected, strictly positive kernel vector, whose entries are localized at the boundary of the RPS chain, see Section 5.B.2 This bulk-boundary correspondence is made rigorous by introducing a Toeplitz matrix as an intermediary between the two matrices $A$ and $A_{\text {PBC }}$ and applying the Szegő-Widom theorem [182, 183, 184. We conclude that the polarization states of the ALVE (2.1) correspond to gapless boundary modes. Thus, left and right polarization constitute topologically distinct stationary states, which cannot be transformed into each other without passing through the phase transition at $r=1$.

### 5.4.3 Kernel vectors.

Finally, we briefly present the exact form of the kernel vector $\boldsymbol{c}$ of $A$. To determine $\boldsymbol{c}$, we employed the graph-theoretical interpretation of the Pfaffian, such that the kernel of $A$ is related to the network representation of $A$ in Figure 5.1; see [49] and Section 3.3.2. As a result, the kernel vector $\boldsymbol{c}=\left(c_{1}, \ldots, c_{2 n-1}\right)$ can be written as:

$$
\begin{equation*}
\binom{c_{2 m-1}}{c_{2 m}}=\frac{1}{C}\binom{r_{2}}{r_{1}} r^{-(m-1)}, \quad m=1, \ldots, n-1 \tag{5.3}
\end{equation*}
$$

and $c_{2 n-1}=r_{2} r^{-(n-1)} / C ; C$ denotes the normalization constant and ensures $\sum_{\alpha} c_{\alpha}=1$. Thus, average masses $\langle\boldsymbol{x}\rangle_{\infty}=\boldsymbol{c}$ decay as $c_{\alpha} \sim \exp \left(-\alpha / l_{p}\right)$ with penetration depth $l_{p}=$ $2 / \ln r$ from the boundary (analogously for $r<1$ ); see Figure 5.2. This explicit construction of the kernel vector agrees with the result obtained within the approach of topological band theory and, thus, confirms the topological nature of the transition at $r=1$.

### 5.5 Discussion

In this Chapter, we report a topological phase transition in the stationary state of the ALVE (2.1) on the RPS chain. Stationary states are linked to strictly positive kernel vectors of the defining antisymmetric matrix. These kernel vectors are topologically protected and
give rise to robust polarization of mass. Notably, these topological phases are entirely nonlinear in that they cannot be understood as the superposition of linear waves.

We envision that the results of this work could be extended to specific higher dimensions. In 2D, the symmetry class $D$ of the "ten-fold way" classification admits topological phases characterized by the Chern number, whereas in 3D no topological phase transition occurs [149]. In 2D, such a topological phase should be observable as a unidirectional flow of mass at the system's boundary. Possible lattices might be constructed as two-dimensional carpets of RPS cycles as extensions of the chain.

Beyond the observation of topological phases in the ALVE, one might generalize this approach to other dynamical systems in biological physics, whose attractors are nonlinear oscillators or limit cycles [185], and ecology [186]. Here we employed the ALVE on RPS cycles as the constituting building blocks, but other local oscillators may serve equally well. By suitably coupling these oscillators in the spirit of this work, we believe that topological phases as robust dynamical modes in biological systems could be designed.

## 5.A Appendix to RPS-chain

Figures 5.5 and 5.6 provide additional numerical simulation data that accompany Figure 5.2 from the main text.


Figure 5.5: Polarization of mass to the boundary does not depend on the parameter $r_{1}$. Same organization of the plots as in Figure 5.2 with (a) $r=0.5$, (b) $r=1$, and (c) $r=2$. Temporal averages $\left\langle x_{\alpha}\right\rangle_{T}$ are obtained from single realizations of the ALVE (equation 2.1) for $T=5000$; plotted on lin-log scale. Mass becomes polarized to the right for $r<1$ and to the left for $r>1$, irrespective of the precise values of $r_{1}$. The parameter $r_{1}$ determines how the mass balance shifts within a single cell of the RPS chain: mass shifts to the odd states for $r_{1}<r_{2}$ (i), to an equal distribution between even and odd states for $r_{1}=r_{2}$ (ii), and to the even states for $r_{1}>r_{2}$ (iii).

## 5.A. 1 Computation of the strictly positive kernel vector of $A$

Here we calculate the adjugate vector of the RPS chain. The RPS chain consists of RPS cycles that share one node. As such it is a coexistence network, see Section 4.3.2, and the entries of the unique kernel vector which can be calculated as the adjugate vector are strictly positive for all choices of rates.

The $\alpha$ th component of the adjugate vector is calculated using all perfect matchings of the subnetwork $A_{\widehat{\alpha}}$ that is obtained from $A$ by deleting the $\alpha$ th node, see Section 3.3.3. All signs of the adjugate vector share the same sign due to the RPS chain being a coexistence network. Thus the calculation of the adjugate vector simplifies to the determination of all perfect matchings. Figure 5.7 shows that every component of the adjugate vector only has


Figure 5.6: Polarization of mass to the boundary does not depend on the precise values of $r_{2}$ or $r_{3}$, but only on their ratio $r=r_{2} / r_{3}$. Same organization of the plots as in Figure 5.2 of the main text with (a) $r=0.5$, (b) $r=1$, and (c) $r=2$. Temporal mass averages $\left\langle x_{\alpha}\right\rangle_{T}$ are obtained from single realizations of the ALVE (Eq. (1) of the main text) for $T=5000$; plotted on lin-log scale. Mass becomes polarized to the right for $r<1$ and to the left for $r>1$, irrespective of the precise values of $r_{2}$ and $r_{3}$.
one summand corresponding to the single near-perfect matching. The adjugate vector is $\boldsymbol{v}=\left(r_{2}^{n-1}, r_{1} r_{2}^{n-2}, r_{2}^{n-2} r_{3}, r_{1} r_{2}^{n-3} r_{3}, \ldots, r_{2}^{n-m} r_{3}^{m-1}, r_{1} r_{2}^{n-m-1} r_{3}^{m-1}, \ldots, r_{2} r_{3}^{n-2}, r_{1} r_{3}^{n-2}, r_{3}^{n-1}\right)^{T}$.

Because the adjugate vector is not the zero-vector, the kernel of $A$ is one-dimensional and the adjugate vector spans the kernel. Therefore, upon normalizing with the sum over all entries $C^{\prime}$,

$$
\begin{align*}
C^{\prime}=\sum_{\alpha} v_{\alpha} & =\sum_{j=0}^{n-1} r_{2}^{n-1-j} r_{3}^{j}+\sum_{j=0}^{n-2} r_{1} r_{2}^{n-2-j} r_{3}^{j}  \tag{5.5}\\
& =r_{2}^{n-1} \frac{1-r^{-n}}{1-1 / r}+r_{3}^{n-2} r_{1} \frac{1-r^{n-1}}{1-r}=r_{2}^{n-2} \frac{r_{2}\left(1-r^{-n}\right)+r_{1}\left(1-r^{1-n}\right)}{1-1 / r} \tag{5.6}
\end{align*}
$$

the kernel vector $c_{\alpha}=v_{\alpha} / C^{\prime}$ is unique and strictly positive in all components $\alpha$, and can be written as (see Eq. (5.3) of the main text):

$$
\begin{equation*}
\binom{c_{2 m-1}}{c_{2 m}}=\frac{r_{2}^{n-m-1} r_{3}^{m-1}}{C^{\prime}}\binom{r_{2}}{r_{1}}=\frac{r_{2}^{n-2}}{C^{\prime}}\binom{r_{2}}{r_{1}} r^{-(m-1)}=\frac{r_{3}^{n-1}}{C^{\prime} r_{2}}\binom{r_{2}}{r_{1}} r^{n-m}, \tag{5.7}
\end{equation*}
$$

for $m=1, \ldots, n-1$ and $c_{2 n-1}=r_{3}^{n-1} / C^{\prime}=\frac{1}{C^{\prime}} r_{2}^{n-1} r^{-(n-1)}$, and recall $r=r_{2} / r_{3}$. The normalization constant $C$ as provided in the main text is obtained as $C=C^{\prime} / r_{2}^{n-2}$.


Figure 5.7: Calculation of the adjugate vector of $A$ for the RPS chain. (i) The $(2 m-1)$ th component of the adjugate vector, $v_{2 m-1}$, is calculated as the Pfaffian of the subnetwork obtained by deleting node $(2 m-1)$ and determining all perfect matchings of the resulting network. For the RPS chain, only one perfect matching contributes as indicated by the green and purple arrows. (ii) Analogously, for the $2 m$-th component, only one perfect matching contributes as indicated by the green, red, and purple arrows.

## 5.A. 2 Robustness against perturbation of the model parameters

Polarization is robust against perturbations of the model parameters. This characteristics follows from the result that polarization on the RPS chain is a topological phase. Here we supplement the statements from the main text to provide a qualitative feeling for the order of magnitude against which polarization on the RPS chain is robust. To this end, we employ a perturbation of the positive matrix entries (5.1) as $a_{\alpha \beta}^{\prime}=a_{\alpha \beta}(1+$ $\epsilon_{\alpha \beta}$ ); for $a_{\alpha \beta}<0$, the perturbed entry $a_{\alpha \beta}^{\prime}$ is obtained as $a_{\alpha \beta}^{\prime}=-a_{\beta \alpha}^{\prime}$ such that the perturbed matrix $A^{\prime}$ is antisymmetric. Furthermore, we assume that the perturbations $\epsilon_{\alpha \beta}$ are independently sampled from an identical probability distribution whose probability mass is centered sufficiently enough around the mean (relatively small variance in relation to the system size $n$ and the distance of the skewness $r$ to the critical value $r=1$ ). Furthermore, we assume that all realizations of the perturbations fulfill $\epsilon_{\alpha \beta}>-1$, the mean of the distribution, $\langle\epsilon\rangle$, fulfills $\langle\epsilon\rangle \leq 1 / n$, and the system size $n$ is large.

For one realization of the perturbed rates, one may compute the adjugate vector of the perturbed system, $\boldsymbol{v}^{\epsilon}$, along the lines leading to Eq. (5.4) and obtains, for example, for the first component $v_{1}^{\epsilon}=v_{1}\left(1+\epsilon_{32}\right)\left(1+\epsilon_{54}\right) \ldots\left(1+\epsilon_{S, S-1}\right)$. If all realizations of the perturbations $\epsilon_{\alpha \beta}>-1$, then the perturbed component $v_{1}^{\epsilon}$ has the same sign as the unperturbed component $v_{1}$. Consequently, the RPS topology is not changed by the perturbations and the kernel vector of the perturbed system $A^{\prime}$ is strictly positive.

If, in addition, the perturbations are sampled from a probability distribution such that the mean fulfills $|\langle\epsilon\rangle| \leq 1 / n$, the same polarization pattern emerges as for the unperturbed system for $n \gg 1$. This can be seen from the expansion of the adjugate vector; for example, the first component scales as $v_{1}^{\epsilon} \sim v_{1}\left(1+(n-1) \bar{\epsilon}_{(n-1)}\right)+\mathcal{O}\left(v_{1} n^{2} \epsilon_{\alpha_{1} \beta_{1}} \epsilon_{\alpha_{2} \beta_{2}}\right)$ and $\bar{\epsilon}_{(n-1)}=\left(\epsilon_{32}+\epsilon_{54}+\cdots+\epsilon_{S, S-1}\right) /(n-1)$ denoting the partial sample average, that is, the sample average of the perturbations contributing to $v_{1}$. For large enough systems, $n \gg 1$, this partial sample average approaches the mean $\langle\epsilon\rangle$ of the probability distribution. Hence, the corrections to $v_{1}$ are of the same order of magnitude as $v_{1}$ because we assumed $|\langle\epsilon\rangle| \lesssim 1 / n$.

If the distribution is sufficiently centered around the mean (its variance is small enough), the corrections to most components of the adjugate vector of the perturbed system $A^{\prime}$ are of the same order of magnitude as the unperturbed component. Thus, the exponential
decay of mass on the chain is observable. In other words, the magnitude of the admissible variance of the perturbation distribution is constrained by the system size $n$ and the value of $r$ : the smaller the system size $n$ and the closer the value of $r$ is to the critical point $r=1$, the more likely it is that a realization from a fixed perturbation distribution yields a loss of polarization.

In total, the same polarization pattern emerges for the perturbed system as for the unperturbed system with a high probability.

Estimate for robustness against perturbations. Here we give a back-of-the-envelope calculation for the robustness of the topological phase against perturbations of the rates, $a_{\alpha \beta}^{\prime}=-a_{\beta \alpha}^{\prime}=a_{\alpha \beta}\left(1+\epsilon_{\alpha \beta}\right)$, in the topologically phase, $r<1$.

Assume that we choose perturbations $\epsilon_{\alpha \beta}$ from the discrete probability distribution $p(x)=0.5(\delta(x-k)+\delta(x+k))$. In words, the perturbation takes one of the two values $\pm k$ with equal probability. This distribution has mean zero and variance $k^{2}$.

From the adjugate vector (5.4), we can read off a 'local polarization' $r_{\alpha, \text { loc }}$, which describes the mass shift between two neighboring cells, as

$$
\begin{equation*}
r_{\alpha, \text { loc }}=\frac{a_{2 \alpha, 2 \alpha+1}}{a_{2 \alpha-1,2 \alpha}} \tag{5.8}
\end{equation*}
$$

In this setting, the overall control parameter $r$ can be interpreted as the average of the local phase: For the unperturbed system $r=r_{\alpha, \text { loc }}$ for all $\alpha$. However, when adding the perturbation as defined above, we find

$$
\begin{equation*}
r_{\alpha, \text { loc }}=\frac{r_{2}\left(1+\epsilon_{2 \alpha, 2 \alpha+1}\right)}{r_{3}\left(1+\epsilon_{2 \alpha-1,2 \alpha}\right)}=r \frac{\left(1+\epsilon_{2 \alpha, 2 \alpha+1}\right)}{\left(1+\epsilon_{2 \alpha-1,2 \alpha}\right)} . \tag{5.9}
\end{equation*}
$$

In a large system (the fluctuation around the mean is neglected), the average control parameter is

$$
\begin{equation*}
\left\langle r_{\text {loc }}\right\rangle=\sum_{\alpha} r \frac{\left(1+\epsilon_{2 \alpha, 2 \alpha+1}\right)}{\left(1+\epsilon_{2 \alpha-1,2 \alpha}\right)}=r \frac{1}{4}\left(\frac{1+k}{1+k}+\frac{1-k}{1+k}+\frac{1+k}{1-k}+\frac{1-k}{1-k}\right)=\frac{r}{1-k^{2}} \tag{5.10}
\end{equation*}
$$

On average the perturbation increases the average control parameter. The variance of the distribution is

$$
\begin{equation*}
\frac{\operatorname{var}\left(r_{\mathrm{loc}}\right)}{r^{2}}=\frac{4 k^{2}\left(2+k^{2}\right)}{3\left(k^{2}-1\right)^{2}} \tag{5.11}
\end{equation*}
$$

From the law of large numbers, we assume that the sum over discrete random variables approaches a Gaussian distribution. For a Gaussian, a deviation of more than two standard deviations is unlikely (less than $5 \%$ ). We search for a the magnitude of noise $k$ that is admissible for the perturbed RPS chain to stay in the initial phase $r<1$, i.e. the largest $k$ with

$$
\left\langle r_{l o c, i}\right\rangle+2 \sqrt{\operatorname{var}\left(r_{\text {loc }}\right)}=r\left(\frac{1+4 k \sqrt{k^{2}+2} / \sqrt{3}}{\left(1-k^{2}\right)}\right)<1
$$

Lowering the bound for $r$, we find

$$
\begin{align*}
\frac{\left(1-k^{2}\right)}{1+4 k \sqrt{k^{2}+2} / \sqrt{3}} & >\frac{\left(1-k^{2}\right)}{1+4 k}>\frac{1-k}{1+3 k}>r  \tag{5.12}\\
\Rightarrow k & <\frac{1-r}{1+3 r} . \tag{5.13}
\end{align*}
$$

The farther the system is from the point of the topological transition $r=1$, the more robust it is against perturbations of the rates. For example, for the system in Figure 5.2, we find for $r=0.5$ that a perturbation with discrete noise with the magnitude $k=0.2$ is admissible.

Although this calculation gives a rough estimate about the robustness against perturbations, it is vastly simplified and can give no closed answer to the question how robust a system of finite size is.

## 5.B Topological band theory of the RPS Hamiltonian

## 5.B. 1 Spectral properties of the RPS Hamiltonian

(1) RPS chain of $S+1$ sites with periodic boundary conditions. To make analytical progress within the framework of topological band theory, we extend the RPS chain by one additional site $S+1=2 n$ with periodic boundary conditions as described in the main text. This way, the corresponding antisymmetric interaction matrix $A_{\mathrm{PBC}} \in \mathbb{R}^{2 n \times 2 n}$ extends the antisymmetric matrix $A$ by one row and column. Because of the periodic boundary conditions, $A_{\text {PBC }}$ is an antisymmetric block-circulant matrix (compare with $A$ in Eq. (5.1) ):

$$
A_{\mathrm{PBC}}=\left(\begin{array}{ccccccc}
A_{0} & A_{1} & 0 & 0 & \ldots & 0 & A_{-1}  \tag{5.14}\\
A_{-1} & A_{0} & A_{1} & 0 & \ldots & 0 & 0 \\
0 & A_{-1} & A_{0} & A_{1} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & A_{0} & A_{1} \\
A_{1} & 0 & 0 & 0 & \ldots & A_{-1} & A_{0}
\end{array}\right)=\operatorname{Circ}\left(A_{0}, A_{1}, 0, \ldots, 0, A_{-1}\right)
$$

with the $2 \times 2$ block-matrices:

$$
A_{0}=\left(\begin{array}{cc}
0 & r_{3}  \tag{5.15}\\
-r_{3} & 0
\end{array}\right)=-A_{0}^{T}, A_{1}=\left(\begin{array}{cc}
-r_{1} & 0 \\
r_{2} & 0
\end{array}\right)=-A_{-1}^{T}
$$

In this notion, the unit cell of the RPS chain may be interpreted as follows: the transition between sites $x \alpha \rightarrow 2 \alpha-1$ for $\alpha=1, \ldots, n$ (with transition rate $r_{3}$ ) define the inter-cellular coupling, encoded by $A_{0}$; see Figure 5.1. These unit cells are coupled by the transition rates $r_{1}$ and $r_{2}$ with each other and define the intra-cellular couplings, encoded by $A_{1}=-A_{-1}^{T}$. To connect our analysis to results from condensed matter physics, we
defined in the main text the RPS Hamiltonian $H:=i A_{\text {PBC }}$, which is a Hermitian matrix $\left(H^{\dagger}=H\right)$ with only real eigenvalues. Accordingly, $H_{0}:=i A_{0}, H_{1}:=i A_{1}$, and $H_{-1}:=i A_{-1}$ are defined.
(2) Fourier transform of the RPS Hamiltonian. Because $H$ is a translationally invariant matrix, its spectrum can be computed explicitly. To determine the spectrum of $H$, we start from the eigenvalue equation as follows:

$$
\begin{equation*}
\lambda^{(\kappa)} u_{\alpha}^{(\kappa)}=\sum_{\beta=1}^{2 n} H_{\alpha \beta} u_{\beta}^{(\kappa)}, \kappa=1, \ldots, 2 n \tag{5.16}
\end{equation*}
$$

in which $\boldsymbol{u} \in \mathbb{R}^{2 n}$ is an eigenvector to the eigenvalue $\lambda$, and $\kappa$ labels the different eigenvectors. Please note that the eigenvalues come in pairs of $\pm \lambda$ because $H$ is Hermitian. To exploit translational invariance of $H$ in the spirit of band theory in condensed matter physics, we compute its Fourier transform through the following steps. First, the ansatz for the eigenvector $\boldsymbol{u}$,

$$
\begin{equation*}
u_{\alpha}^{(\kappa)}=u_{2 \alpha^{\prime}+\alpha^{\prime \prime}+1}^{(\kappa)}=\tilde{u}^{\left(\alpha^{\prime \prime}\right)}(k) \cdot e^{i k \alpha^{\prime}} \tag{5.17}
\end{equation*}
$$

is employed with $\alpha=2 \alpha^{\prime}+\alpha^{\prime \prime}+1$. This ansatz decomposes the eigenvector into a plane wave part, $e^{i k \alpha^{\prime}}$, and a within-cell alignment part, $\tilde{u}^{\left(\alpha^{\prime \prime}\right)}(k)$. Here $\alpha^{\prime}=0, \ldots, n-1$ labels the unit cell and $\alpha^{\prime \prime}=0,1$ the within-cell position of the lattice site. The momentum $k=\frac{2 \pi}{n} l$ is a rescaled version of the index $\kappa$ with $l=-\left\lfloor\frac{n}{2}\right\rfloor, \ldots,-1,0,1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor-1$.

Because $H$ is a block-circulant matrix (and, thus, $H$ is translationally invariant), its entries are given as $H_{\alpha \beta}=H_{2 \alpha^{\prime}+\alpha^{\prime \prime}+1,2 \beta^{\prime}+\beta^{\prime \prime}+1}=\left(H_{\alpha^{\prime}-\beta^{\prime}}\right)_{\alpha^{\prime \prime}, \beta^{\prime \prime}}$ with $\alpha^{\prime \prime}, \beta^{\prime \prime}=0,1$ and $\alpha^{\prime}, \beta^{\prime}=0, \ldots, n-1$. Note that only $H_{-1}, H_{0}, H_{1}$ are non-zero, see Eq. (5.14), and that the blocks $H_{l}$ are cyclic in the index $l$, that is, $H_{l}=H_{n+l}$. With these definitions and properties, the eigenvalue equation (5.16) reduces to:

$$
\begin{equation*}
\lambda(k) \tilde{u}^{\left(\alpha^{\prime \prime}\right)}(k)=\sum_{\beta^{\prime \prime}=0,1} \tilde{H}(k)_{\alpha^{\prime \prime}, \beta^{\prime \prime}} \cdot \tilde{u}^{\left(\beta^{\prime \prime}\right)}(k), \tag{5.18}
\end{equation*}
$$

with $\tilde{H}(k):=\sum_{l=0}^{n-1} H_{l} e^{i k l}$ as the Fourier transform of the Hamiltonian $H$.
In summary, the eigenvectors of $H$ as defined in Equation (5.16) can be decomposed into a plane wave part $e^{i k \alpha^{\prime}}$ and a polarization part $\tilde{u}^{\left(\alpha^{\prime \prime}\right)}(k)$ (see Equation (5.17)). The polarization part fulfills the much simpler eigenvalue equation (5.18) for the Fourier transform of the Hamiltonian, which is a $2 \times 2$ matrix in this case. The eigenvalues can be directly inferred from Equation (5.18) through $\lambda^{(\kappa)}=\lambda(k)$. The Fourier transform of the

Hamiltonian for the RPS chain is obtained as follows (see Eq. (5.2) in the main text):

$$
\begin{align*}
\tilde{H}(k) & =e^{-i k}\left(-H_{1}^{T}\right)+H_{0}+e^{i k} H_{1},  \tag{5.19}\\
& =\left(\begin{array}{cc}
i r_{1}\left(e^{-i k}-e^{i k}\right) & i r_{3}-i r_{2} e^{-i k} \\
-i r_{3}+i r_{2} e^{i k} & 0
\end{array}\right),  \tag{5.20}\\
& =\left(\begin{array}{cc}
2 r_{1} \sin k & -r_{2} \sin k+i r_{3}-i r_{2} \cos k \\
-r_{2} \sin k-i r_{3}+i r_{2} \cos k & 0
\end{array}\right)  \tag{5.21}\\
& =\left(\begin{array}{cc}
h_{0}+h_{3} & h_{1}-i h_{2} \\
h_{1}+i h_{2} & h_{0}-h_{3}
\end{array}\right)=\left(\begin{array}{c}
r_{1} \sin k \\
-r_{2} \sin k \\
-r_{3}+r_{2} \cos k \\
r_{1} \sin k
\end{array}\right) \cdot \boldsymbol{\sigma}=\left(\begin{array}{c}
h_{0}(k) \\
h_{1}(k) \\
h_{2}(k) \\
h_{3}(k)
\end{array}\right) \cdot \boldsymbol{\sigma}=\boldsymbol{h} \cdot \boldsymbol{\sigma}, \tag{5.22}
\end{align*}
$$

where, in the last line, we used the compact notation $\boldsymbol{\sigma}=\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)^{T}$ of the Pauli matrices:

$$
\sigma_{0}=\left(\begin{array}{ll}
1 & 0  \tag{5.23}\\
0 & 1
\end{array}\right) \sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

(3) Symmetries of the RPS Hamiltonian. $\tilde{H}$ has an inherent "particle hole symmetry" as mentioned in the main text. With the unitary operator $\mathcal{C}=\sigma_{0} \circ \kappa$, where $\sigma_{0}$ is the identity matrix and $\kappa$ is the complex conjugation, this symmetry is understood in the sense that $\sigma_{0} \circ \kappa \tilde{H}(k)+\tilde{H}(-k) \sigma_{0} \circ \kappa=\kappa \tilde{H}(k)+\tilde{H}(-k)=0$ (as an operator equality) if applied to some matrix. This particle-hole symmetry of $\tilde{H}$ originates from the definition of the RPS Hamiltonian $H=i A_{\text {PBC }}$ via the real-valued antisymmetric matrix $A$ and the definition of the Fourier transform. As a consequence, the spectrum of $\tilde{H}$, and thus $H$, is point-symmetric to the origin, $\lambda(k)=-\lambda(-k)$; see Figure 5.4 .
(4) Spectrum of the RPS Hamiltonian. For completeness, we briefly mention explicitly the spectral properties of the RPS Hamiltonian and its Fourier transform. The determinant of $\tilde{H}$ is given by:

$$
\begin{equation*}
\operatorname{det} \tilde{H}(k)=h_{0}(k)^{2}-h_{1}(k)^{2}-h_{2}(k)^{2}-h_{3}(k)^{2}=-\left(r_{2}^{2} \sin ^{2} k+\left(r_{3}-r_{2} \cos k\right)^{2}\right) \leq 0 \tag{5.24}
\end{equation*}
$$

Therefore, the determinant is 0 only if $r_{2}=r_{3}$ (that is, $r=\underset{\tilde{H}}{1}$ ) and at $k=0$. In other words, $\tilde{H}$ has a non-trivial kernel only if $r=1$. The trace of $\tilde{H}$ is given by $\operatorname{tr}(\tilde{H})=2 h_{0}$. Thus, the eigenvalues of $\tilde{H}$ are obtained in two bands $\lambda^{+}$and $\lambda^{-}$as follows:

$$
\begin{align*}
\lambda^{ \pm}(k) & =\operatorname{tr}(\tilde{H}) / 2 \pm \sqrt{(\operatorname{tr}(\tilde{H}))^{2} / 4-\operatorname{det} \tilde{H}}=h_{0}(k) \pm \sqrt{h_{1}(k)^{2}+h_{2}(k)^{2}+h_{3}(k)^{2}}  \tag{5.25}\\
& =r_{1} \sin k \pm \sqrt{\left(r_{1}^{2}+r_{2}^{2}\right) \sin ^{2} k+\left(r_{3}-r_{2} \cos k\right)^{2}} \tag{5.26}
\end{align*}
$$

The value of $r_{1}$ only affects the eigenvalues of $\tilde{H}$ as a global shift and this shift vanishes for $k=0$. As already seen from the determinant, the eigenvalues are only 0 for $r=1$ at $k=0$.
(5) Eigenvectors of the RPS Hamiltonian. The eigenvectors, $\tilde{\boldsymbol{u}}^{ \pm}(k)$, of $\tilde{H}$ corresponding to $\lambda^{ \pm}(k), k$ real-valued, can be written as follows (not normalized):

$$
\begin{align*}
\tilde{\boldsymbol{u}}^{ \pm}(k) & =\binom{\lambda^{ \pm}(k)-h_{0}(k)+h_{3}(k)}{h_{1}(k)+i h_{2}(k)}=\binom{h_{3}(k) \pm \sqrt{h_{1}(k)^{2}+h_{2}(k)^{2}+h_{3}(k)^{2}}}{h_{1}(k)+i h_{2}(k)}  \tag{5.27}\\
& =\binom{r_{1} \sin k \pm \sqrt{\left(r_{1}^{2}+r_{2}^{2}\right) \sin ^{2} k+\left(r_{3}-r_{2} \cos k\right)^{2}}}{-r_{2} \sin k+i\left(r_{3}-r_{2} \cos k\right)} \tag{5.28}
\end{align*}
$$

(6) Heuristic bulk-boundary correspondence. The RPS Hamiltonian $\tilde{H}$ has eigenvalues $\lambda^{ \pm}(k)$ for only real $k$ values; see above. However, for the imaginary values $k_{ \pm}= \pm i \ln r$, that is $e^{i k_{+}}=1 / r$ and $e^{i k_{-}}=r$, one checks that $\operatorname{det} \tilde{H}\left(k_{ \pm}\right)=0$ (equivalently, $\lambda^{-}\left(k_{ \pm}\right)=0$ ) as $k_{ \pm}$would give rise to additional zero eigenvalues of $\tilde{H}$ (and, thus, $H$ ). Indeed, it turns out that the value of $k_{+}=i \ln r$ gives rise to the kernel vector of the RPS chain defined by the antisymmetric matrix $A$ in Eq. (5.1). The correspondence between the "suppressed" zero eigenvalue of $H$ defined by the imaginary momentum $k_{+}$and the realized zero eigenvalue and corresponding eigenvector of $A$ is governed by the so-called bulkboundary correspondence. Below, we supplement the main text with a heuristic picture of how the kernel vector of $A$ emerges from the "suppressed" eigenvector corresponding to $\lambda^{-}\left(k_{+}\right)$. The mathematical details of this connection between the periodic RPS chain, defined by $A_{\text {PBC }}$ and $H$, and the finite RPS chain, defined by $A$, are outlined in the main text and described further below.

The corresponding vectors $\tilde{\boldsymbol{w}}^{ \pm}$fulfilling the eigenvalue equation of $\tilde{H}$ for the values of $k_{ \pm}$are obtained as a solution to the equation $\tilde{H}\left(k_{ \pm}\right) \tilde{\boldsymbol{w}}^{ \pm}=\mathbf{0}$ as follows:

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{+}\left(k_{+}=i \ln r\right)=\binom{r_{2}}{r_{1}} \text {, and } \tilde{\boldsymbol{w}}^{-}\left(k_{-}=-i \ln r\right)=\binom{0}{1} . \tag{5.29}
\end{equation*}
$$

Only the vector $\tilde{\boldsymbol{w}}^{+}$is strictly positive and may give rise to a strictly positive kernel vector of $A$; see further below. If $\tilde{\boldsymbol{w}}^{+}$is treated as an eigenvector of $\tilde{H}$, one can anticipate the polarization behavior of the RPS chain from the form of the corresponding eigenvector $\boldsymbol{w}^{+}$ of $H$ that was introduced in Eq. (5.17):

$$
\begin{equation*}
\binom{w_{2 \alpha^{\prime}}^{+}}{w_{2 \alpha^{\prime}+1}^{+}}=\binom{r_{2}}{r_{1}} \cdot e^{i k_{+\alpha^{\prime}}}=\binom{r_{2}}{r_{1}} \cdot r^{-\alpha^{\prime}}, \text { for } \alpha^{\prime}=0, \ldots, n-1 \tag{5.30}
\end{equation*}
$$

in which the same functional form as the algebraically calculated kernel vector in Eq. (4) of the main text is apparent. In other words, the plane wave part $e^{i k \alpha^{\prime}}$ with $k_{+}$becomes the polarization part $e^{-\ln r \cdot \alpha^{\prime}} \sim e^{-\ln r \cdot \alpha / 2}=e^{-\alpha / l_{p}}$ with the penetration depth $p_{l}=2 / \ln r$
as observed in the simulations, see main text and Figure 5.2 . It also follows that for $r>1$ mass will get polarized to the left, whereas for $r<1$ polarization occurs to the right boundary of the RPS chain.
(7) Projection of the vector $\boldsymbol{h}(k)$ in Figure 5.4. In Figure 5.4, we plotted the projection of the vector $\boldsymbol{h}(k)$, which characterizes the Fourier-transformed Hamiltonian $\tilde{H}$, to analyze the manifold that is mapped out by its eigenvectors as a function of $k$. Because $h_{0}$ does not contribute to the form of the eigenvectors, only the three components $h_{1}(k), h_{2}(k), h_{3}(k)$ need to be considered for this discussion. The curve traced out by the vector $\left(h_{1}(k), h_{2}(k), h_{3}(k)\right)=\left(-r_{2} \sin k,-r_{3}+r_{2} \cos k, r_{1} \sin k\right)$ for $k \in[-\pi, \pi)$ lies in the plane with normal vector $\boldsymbol{n}=\left(r_{1}, 0, r_{2}\right)$ as one checks that $\boldsymbol{n} \cdot\left(h_{1}(k), h_{2}(k), h_{3}(k)\right)=0$ for all $k$. Thus, instead of plotting $\left(h_{1}(k), h_{2}(k), h_{3}(k)\right)$, we plotted the first two components of the vector $\left(h^{\|}(k), h_{2}(k), 0\right)$ in that plane defined by $\boldsymbol{n}$. This projection is obtained via the rotation matrix $T \in \mathbb{R}^{3 \times 3}\left(T^{T} T=T T^{T}=\mathbb{1}\right)$ :

$$
T=\left(\begin{array}{ccc}
-\frac{r_{1}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} & 0 & \frac{r_{2}}{\sqrt{r_{1}^{2}+r_{2}^{2}}}  \tag{5.31}\\
0 & 1 & 0 \\
\frac{r_{1}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} & 0 & \frac{r_{2}}{\sqrt{r_{1}^{2}+r_{2}^{2}}}
\end{array}\right)
$$

applied to the vector $\left(h_{1}(k), h_{2}(k), h_{3}(k)\right)$ :

$$
\left(\begin{array}{c}
h^{\|}(k)  \tag{5.32}\\
h_{2}(k) \\
0
\end{array}\right):=T \cdot\left(\begin{array}{c}
h_{1}(k) \\
h_{2}(k) \\
h_{3}(k)
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{r_{1}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} & 0 & \frac{r_{2}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} \\
0 & 1 & 0 \\
\frac{r_{1}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} & 0 & \frac{r_{2}}{\sqrt{r_{1}^{2}+r_{2}^{2}}}
\end{array}\right) \cdot\left(\begin{array}{c}
-r_{2} \sin k \\
-r_{3}+r_{2} \cos k \\
r_{1} \sin k
\end{array}\right)=\left(\begin{array}{c}
\frac{2 r_{1} r_{2}}{\sqrt{r_{1}^{2}+r_{2}^{2}}} \sin k \\
-r_{3}+r_{2} \cos k \\
0
\end{array}\right)
$$

## 5.B. 2 Explicit bulk-boundary correspondence

Above, we heuristically explained that a "suppressed" zero eigenvalue of the RPS Hamiltonian $H$, or equivalently $A_{\mathrm{PBC}}$, becomes a zero eigenvalue of $A$ with a corresponding strictly positive kernel vector. Here we make this heuristic explanation rigorous by introducing an intermediary matrix between the block-circulant matrix $A_{\mathrm{PBC}}$ and $A$, and apply the so-called Szegő-Widom theorem [184, 182]. The three different systems that we discuss here are visualized in Figure 5.8 and are summarized as follows (we use the subscript $n$ in the matrices from now on to highlight the system size):

- The RPS chain on $S=2 n-1$ sites, see Figure 5.8(a); defined by the antisymmetric matrix $A_{n}$ in equation (5.1).
- The left-boundary $R P S$ chain on $S+1=2 n$ sites, but both sites $S$ and $S+1$ are not connected to site 1 , that is, this system has the same left boundary as the RPS chain (thus, "LB" as subscript), but a different right boundary, see Figure 5.8(b); defined by the antisymmetric matrix $A_{\mathrm{LB}, n}$, which is a block-Toeplitz matrix [176].

This block-Toeplitz matrix represents the bridge to analyze the boundary properties of the RPS chain starting from the properties of the periodic RPS chain.

- The periodic RPS chain on $S+1=2 n$ sites with periodic boundary conditions (sites $S$ and $S+1$ are also connected to site 1 in a rock-paper-scissors cycle), see Figure 5.8 (c); defined by the antisymmetric matrix $A_{\mathrm{PBC}, n}$ in Eq. (5.14), which is a block-circulant matrix, and represents the bulk properties of the RPS chain.
(a)

(b)

(c)



Figure 5.8: Visualization of the three different set-ups of the RPS chain, exemplified for $n=6$. (a) RPS chain on $S=2 n-1$ sites defined by the antisymmetric matrix $A_{n}$. (b) Leftboundary RPS chain on $S+1=2 n$ sites defined by the antisymmetric matrix $A_{\mathrm{LB}, n}$, which is a block-Toeplitz matrix [176]. (c) Periodic RPS chain on $S+1=2 n$ sites with periodic boundary conditions defined by the antisymmetric matrix $A_{\mathrm{PBC}, n}$, which is a block-circulant matrix.

The goal is to explain the emergence of a strictly positive kernel vector of $A_{n}$ with polarization to the boundary, which follows from the bulk properties of the RPS chain $A_{\mathrm{PBC}, n}$. To this end, we proceed in four steps:
(1) We introduce the left-boundary RPS chain, defined by $A_{\mathrm{LB}, n}$. We show that, by virtue of the Szegő-Widom theorem, two eigenvalues approach 0 as $n \rightarrow \infty$ if $r>1$. In other words, the left-boundary RPS chain has two "asymptotic" zero eigenvalues for $r>1$, which represents the essence of the bulk-boundary correspondence.
(2) We show that the vector $\boldsymbol{u}^{+}$as obtained in Eq. (5.30), which fulfills the eigenvalue equation of $H$ to the "suppressed" zero eigenvalue at value $k=i \ln r$, is indeed such an asymptotic kernel vector of $A_{\mathrm{LB}, n}$.


Figure 5.9: Bulk-boundary correspondence becomes apparent for the left-boundary RPS chain in that two asymptotic zero eigenvalues emerge as the system size $n \rightarrow$ $\infty$ if $r>1$. (a) Imaginary part of the eigenvalues of $A_{\mathrm{LB}, n}$ (for $r=0.5<1$ ) indicated by blue dots depending on the system size $S=2 n$. Largest and smallest eigenvalues above and below 0 are depicted as solid lines; red line indicates largest and smallest eigenvalues of $A_{\mathrm{PBC}, n}$. The spectral gap of the Toeplitz matrix remains the same as for periodic RPS chain such that $\operatorname{det}\left(A_{\mathrm{LB}, n}\right) / \operatorname{det}\left(A_{\mathrm{PBC}, n}\right) \rightarrow 1$ as $n \rightarrow \infty$; see inset. (b) Same plot as for (a) but with parameter $r=2>1$. Two eigenvalues appear in the spectral gap and approach 0 as the system size increases such that $\operatorname{det}\left(A_{\mathrm{LB}, n}\right) / \operatorname{det}\left(A_{\mathrm{PBC}, n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Thus, the behavior of the $\operatorname{det}\left(A_{\mathrm{LB}, n}\right)$ is qualitatively different from the circulant matrix $A_{\mathrm{PBC}, n}$ in that two asymptotic kernel vectors arise for the left-boundary RPS chain. One of these kernel vectors gives rise to the polarization state of the RPS chain. (c) Spectrum of the Toeplitz matrix for system size $n=14$ (indicated as black vertical lines in (a) and (b)) for different values of the control parameter $r\left(r_{1}=r_{3}=1, r_{2}\right.$ is varied; $r=0.5$ and $r=2$ are depicted in (a) and (b), indicated by black vertical lines in (c)). For $r<1$, all eigenvalues of the Toeplitz matrix (blue lines) lie between the largest and smallest eigenvalues of the circulant matrix (red lines) above and below 0 . For $r>1$, the circulant matrix again has a spectral gap, whereas the Toeplitz matrix has a pair of eigenvalues that approach zero as $n \rightarrow \infty$.
(3) This strictly positive vector $\boldsymbol{u}^{+}$gives rise to the strictly positive kernel vector of $A_{n}$, which is unique upon normalization and reflects polarization to the left.
(4) The same arguments can be carried out for a right-boundary RPS chain, defined by $A_{\mathrm{RB}, n}$, showing that the same vector $\boldsymbol{u}^{+}$gives rise to the strictly positive kernel vector of $A_{n}$. This time, however, polarization to the right for $r<1$ follows.
(1) Asymptotic zero eigenvalues for the left-boundary Toeplitz matrix for $r>1$. In the spectrum of the Toeplitz matrix $A_{\mathrm{LB}}$, a pair of zero eigenvalues emerges as $n$ increases for $r>1$ as opposed to the gapped spectrum of the circulant matrix $A_{\mathrm{PBC}}$, whereas for $r<1$ the spectra between $A_{\mathrm{LB}}$ and $A_{\mathrm{PBC}}$ develop similarly; see Figure 5.9 .

More precisely, one may apply the so-called Szegő-Widom theorem for block-Toeplitz matrices, as detailed in reference [182], to the matrix $A_{\mathrm{LB}, n}$. From this theorem it follows that the ratio between the determinants of the left-boundary RPS chain and the periodic RPS chain, $\operatorname{det}\left(A_{\mathrm{LB}, n}\right) / \tilde{\operatorname{det}}\left(A_{\mathrm{PBC}, n}\right)$, approaches a constant $E(\tilde{H})$, which only depends on the Fourier transform $\tilde{H}$, as $n \rightarrow \infty$. If $E$ is non-zero, both the spectra of $A_{\mathrm{PBC}, n}$ and $A_{\mathrm{LB}, n}$ behave similarly and $A_{\mathrm{LB}, n}$ is well approximated by $A_{\mathrm{PBC}, n}$, loosely speaking. However,
when $E=0$, the spectra of $A_{\mathrm{PBC}, n}$ and $A_{\mathrm{LB}, n}$ differ qualitatively, and this case is linked with topologically non-trivial behavior [182, 183].

For the RPS chain, the ratio of the two determinants can be explicitly computed. For example by applying the graph-theoretical formulation of the Pfaffian, the Pfaffian of both the block-Toeplitz and the block-circulant matrix, $A_{\mathrm{LB}, n}$ and $A_{\mathrm{PBC}, n}$, are calculated as follows:

$$
\begin{align*}
\operatorname{Pf}\left(A_{\mathrm{LB}, n}\right) & =\operatorname{sign}\left(\left(\begin{array}{lllllll}
1 & 2 & 3 & 4 & \ldots & S & S+1)) r_{3}^{n}=(+1) r_{3}^{n}, \\
\operatorname{Pf}\left(A_{\mathrm{PBC}, n}\right) & =\operatorname{sign}\left(\left(\begin{array}{lllllllll}
1 & 2 & 3 & 4 & \ldots & S & S+1)
\end{array}\right) r_{3}^{n}+\operatorname{sign}\left(\left(\begin{array}{lllllll}
S+1 & 1 & 2 & 3 & 4 & \ldots & S
\end{array}\right) r_{2}^{n}\right.\right. \\
& =r_{3}^{n}-r_{2}^{n} .
\end{array}\right.\right. \tag{5.33}
\end{align*}
$$

Thus, one obtains for the fraction of the determinants:

$$
\frac{\operatorname{det} A_{\mathrm{LB}, n}}{\operatorname{det} A_{\mathrm{PBC}, n}}=\frac{r_{3}^{2 n}}{\left(r_{3}^{n}-r_{2}^{n}\right)^{2}}=\frac{1}{\left(1-r^{n}\right)^{2}} \xrightarrow{n \rightarrow \infty} \begin{cases}0 & \text { for } r>1  \tag{5.35}\\ 1 & \text { for } r<1\end{cases}
$$

In the topologically trivial phase $(\mathcal{M}=+1, r<1)$, one finds that the determinants behave asymptotically qualitatively similar, whereas in the topologically non-trivial case ( $\mathcal{M}=-1, r>1$ ), one encounters the case $E=0$ and the determinants differ in their qualitative behavior as $n \rightarrow \infty$. Notably, while the determinant of the Toeplitz matrix, $\operatorname{det} A_{\mathrm{LB}, n}=r_{3}^{2 n}$, is always nonzero, with increasing size $n$, a pair of eigenvalues approaches zero. Thus, the corresponding eigenvectors become asymptotic kernel vectors of $\operatorname{det} A_{\mathrm{LB}, n}$ as $n \rightarrow \infty$; see Figure 5.9.
(2) Asymptotic kernel vector of the left-boundary Toeplitz matrix for $r>1$. To determine the asymptotic kernel vectors, one may check the vector $\boldsymbol{u}^{+}$of the RPS Hamiltonian in Eq. (5.30). This vector is a promising candidate for an asymptotic kernel vector because it fulfills the eigenvalue equation for $H$ at an imaginary value of $k_{+}=i \ln r$ for which $\lambda\left(k_{+}\right)=0$ and is a strictly positive vector. To this end, one computes:

$$
A_{\mathrm{LB}, n} \boldsymbol{u}^{+}=\left(\begin{array}{ccccccc}
0 & r_{3} & -r_{1} & 0 & \ldots & 0 & 0  \tag{5.36}\\
-r_{3} & 0 & r_{2} & 0 & \ldots & 0 & 0 \\
r_{1} & -r_{2} & 0 & r_{3} & \ldots & 0 & 0 \\
0 & 0 & -r_{3} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & r_{3} \\
0 & 0 & 0 & 0 & \ldots & -r_{3} & 0
\end{array}\right) \cdot\left(\begin{array}{c}
r_{3} \\
r_{1} r_{3} / r_{2} \\
r_{3}^{2} / r_{2} \\
r_{1} r_{3}^{2} / r_{2}^{2} \\
\vdots \\
r_{1} r_{3}^{n-1} / r_{2}^{n-1} \\
r_{3}^{n} / r_{2}^{n-1} \\
r_{1} r_{3}^{n} / r_{2}^{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\vdots \\
0 \\
r_{3} r_{1} / r^{n} \\
-r_{3}^{2} / r^{n-1}
\end{array}\right) .
$$

Indeed, if $r>1$, the "suppressed" kernel vector $\boldsymbol{u}^{+}$of $H$ is an "asymptotic" kernel vector of the Toeplitz matrix, that is $A_{\mathrm{LB}, n} \boldsymbol{u}^{+} \rightarrow \mathbf{0}$ as $n \rightarrow \infty$. In particular, $\boldsymbol{u}^{+}$is strictly positive. Note that the second asymptotic kernel vector of $A_{\mathrm{LB}, n}$ is not provided by the vector $\boldsymbol{u}^{-}$ because $A_{\mathrm{LB}, n} \boldsymbol{u}^{-}=\left(r_{3}, 0,0, \ldots, 0\right)$ does not approach $\mathbf{0}$ as $n \rightarrow \infty$.
(a)


$$
A_{0, L B}=\left(\begin{array}{cc}
0 & r_{3} \\
-r_{3} & 0
\end{array}\right) \quad A_{1, L B}=\left(\begin{array}{cc}
-r_{1} & 0 \\
r_{2} & 0
\end{array}\right)
$$

(b)

(c)


$$
A_{0, R B}=\left(\begin{array}{cc}
0 & -r_{2} \\
r_{2} & 0
\end{array}\right) \quad A_{1, R B}=\left(\begin{array}{cc}
r_{1} & 0 \\
-r_{3} & 0
\end{array}\right)
$$

Figure 5.10: Toeplitz matrices of the left-boundary and the right-boundary RPS chain. (a) Left-boundary RPS chain, defined by $A_{\mathrm{LB}, n}$ through the block matrices $A_{0, \mathrm{LB}}$ and $A_{1, \mathrm{LB}}$; see Eq. 5.15. (b) Right-boundary RPS chain. (c) Right-boundary RPS chain with relabeled lattices sites such that the same analysis as for the left-boundary RPS chain can be applied. This system is defined by defined by $A_{\mathrm{RB}, n}$ through the block matrices $A_{0, \mathrm{RB}}$ and $A_{1, \mathrm{RB}}$ such that the roles between $r_{2}$ and $r_{3}$ are swapped and an overall minus sign is obtained.
(3) The asymptotic kernel vector gives rise to the left-polarization kernel vector of the $R P S$ chain for $r>1$. Importantly, $\boldsymbol{u}^{+}$gives rise to the single kernel vector of $A$, if site $S+1$ is removed from the left-boundary RPS chain to obtain back the original RPS chain of $S$ sites. This way, one obtains the matrix $A_{n}$ from $A_{\mathrm{LB}, n}$ by removing the last column and row. Similarly, the vector that is obtained from $\boldsymbol{u}^{+}$by removing the last entry is the unique kernel vector of $A_{n}$ upon normalization. This kernel vector reflects polarization of mass to the left boundary for the case $r>1$.
(4) The vector $\boldsymbol{u}^{+}$gives rise to the right-polarization kernel vector of the RPS chain for $r<1$ if the right-boundary RPS chain is considered. The same arguments (1)-(3) can be made for a right-boundary system as depicted in Figure 5.10(b). Instead of implementing the correct boundary on the left side of the RPS chain (left-boundary RPS chain, defined $A_{\text {LB }, n}$; see Figure 5.10 (a)), one may equally well implement the correct boundary at the right side of the RPS chain (see Figure 5.10(b)). After relabeling of the lattice sites $\alpha \mapsto$ $2 n-\alpha$, one obtains the right-boundary RPS chain, defined by $A_{\mathrm{RB}, n}$; see Figure 5.10(c). This relabeling has the advantage that the analysis above for the left-boundary RPS chain can be applied directly to the right-boundary RPS chain. The difference between $A_{\mathrm{RB}, n}$ and $A_{\mathrm{LB}, n}$ is that the roles between the rates $r_{3}$ and $r_{2}$ are swapped and that $A_{\mathrm{RB}, n}$ carries an overall minus sign as compared with $A_{\mathrm{LB}, n}$.

With these preparatory steps one can apply all steps of the above analysis for the left-boundary system to the right-boundary system. It follows that the same vector $\boldsymbol{u}^{+}$ gives rise to the strictly positive kernel vector of $A_{n}$, this time, however for the case $r_{3} / r_{2}=1 / r>1$, that is $r<1$. Since the labeling starts with site 1 from the right, one also obtains polarization to the right instead of polarization to the left. In summary, the bulk-boundary correspondence yields polarization to the left boundary of the RPS chain if $r>1$ and to the right boundary if $r<1$.

## Chapter 6

## Topological phases beyond rock-paper-scissors chains

In this chapter we show that the topological phase transition of the RPS chain introduced in Chapter 5 is robust against changes in the network topology. We study two augmentations of the RPS chain:
The diamond chain is a coexistence network obtained as a triangulation of a directed cycle (see Section 4.4.1), and can be interpreted as a RPS chain with one additional coupling between neighboring unit cells. For the diamond chain, we find a similar phenomenology as for the RPS chain: Depending on one control parameter, the average overall mass polarizes to the boundaries of the system. This polarization is robust against perturbations of the rates. At the transition point, solitary waves are observed. However, in contrast to the previous chapter, the mathematical details of the diamond chain are more involved: Although the framework for topological phases predicts the correct qualitative behavior, quantitative characteristics like the penetration depth of the polarization cannot be read off from the Fourier transform, but require a graph-theoretical analysis of the network. Polarization in the diamond chain is an asymptotic behavior in the bulk: The exponential decay causing the polarization emerges at some distance from the boundaries.
We also present the $K_{4}$ chain, an augmentation of the diamond chain that includes all possible interactions between the vertices of neighboring unit cells. The topological phase transition observed in the diamond chain can also be found in the $K_{4}$ chain. Additionally, the $K_{4}$ chain can exhibit extinction, which results in a decay of the chain into smaller subsystems whose size depends sensitively on the chosen rates. Notably, extinction only occurs in the topologically non-trivial phase.
Finally, we derive that the ALVE on a one-dimensional chain at the critical point can be reformulated as a differential difference equation. The resulting equations have a similar structure as prominent model systems in the study of solitary waves in integrable systems.


Figure 6.1: The one-dimensional diamond chain The network can be understood as a one dimensional lattice with a two-element unit cell that contains rock paper scissors cycles (highlighted in grey). We call this network a diamond chain for the diamond graph (as known from graph theory [53]) (light red). An arrow from one site to another indicates that mass is transported in this direction at rate $r_{1}, \ldots, r_{4}>0$ following the ALVE [.1. The auxiliary site $S+1$ facilitates periodic boundary conditions (dashed lines) within the framework of topological band theory.

### 6.1 The diamond chain

The diamond chain is a finite one dimensional lattice created from a unit cell containing two interacting states and coupling between neighboring unit cells. The coupling is chosen in such a way that mass flow in both directions of the chain is possible, see Figure 6.1. The name has its origin in graph theory where a square with one diagonal is called a 'diamond graph'. This motif is formed here by two neighboring unit cells (marked in light red in Figure 6.1). The diamond chain is represented by the antisymmetric matrix of size $S=2 n-1$,

$$
A=\left(\begin{array}{ccccccccccc}
0 & r_{3} & -r_{1} & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0  \tag{6.1}\\
-r_{1} & 0 & r_{2} & r_{4} & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
r_{1} & -r_{2} & 0 & r_{3} & -r_{1} & \cdots & 0 & 0 & 0 & 0 & 0 \\
0 & -r_{4} & -r_{3} & 0 & r_{2} & \cdots & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & r_{1} & -r_{2} & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & r_{3} & -r_{1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & -r_{3} & 0 & r_{2} & r_{4} & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & r_{1} & -r_{2} & 0 & r_{3} & -r_{1} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & -r_{4} & -r_{3} & r_{2} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & r_{1} & -r_{2} & 0
\end{array}\right),
$$

with rate constants $r_{1}, r_{2}, r_{3}, r_{4}>0$. The qualitative phenomenology of the ALVE on this chain is controlled by the skewness $r:=\frac{r_{2}}{r_{3}}$. The remaining values $r_{1}, r_{4}$, have only minor impact for the global phenomenology, that is polarization, but influence the strength of polarization.

Relation to the previous chapters In Chapter 4.4.1 we introduced the network topology of the diamond chain as a triangulation of a directed cycle that is oriented to be a coexistence network. As such, the diamond chain has a strictly positive kernel vector for all rates. Exploiting the regular structure (in its interior the network is translationally invariant) we can study topological phase transitions in the ALVE dynamics.
The diamond chain can also be understood as an extension of the RPS chain, where one additional coupling between neighboring unit cells is included. By setting $r_{4}=0$, we recover the RPS chain discussed in Chapter 5.

### 6.2 Phenomenology



Figure 6.2: Polarization of mass to the boundary (a-c)(i) The temporal mass averages $\left\langle x_{\alpha}\right\rangle$ of single numerical integrations of the ALVE (2.1) are shown on the diamond chain $(S=21)$ as the disk size. The polarization becomes visible as exponential decay to the right for $r<1$ and to the left for $r>1$ (shown here on a lin-log scale). For $r=1$, the average mass is uniformly distributed on the whole chain. While the penetration depth only depends indirectly on $r$, its sign and thus polarization is decided by $r \gtrless 1$. Polarization is no state of rest (non-vanishing fluctuations $\sigma_{\alpha, T}$ around the averages; insets). (a-c) (ii) Polarization is robust against perturbations of the individual rates ( $\epsilon_{\alpha, \beta}$ uniformly sampled in $[-0.25,0.25]$ ) with the same characteristics as without perturbations.

Numerical integrations of the ALVE dynamics on the diamond chain reveal a rich phenomenology, comparable to that of the RPS chain. Dependent on a single control parameter we observe robust polarization of mass as shown in Figure 6.2. At the transition, mass is uniformly distributed over the system and solitary waves are observed. Recall that in the ALVE dynamics the total mass is conserved. As the diamond chain is a coexistence network, all states coexist for all times ( $x_{\alpha}>$ Const. $>0$ for all $\alpha$ ) when $x_{0, \alpha}>0$ for all $\alpha$.

Localization Depending on the skewness $r=\frac{r_{2}}{r_{3}}$, the average mass in the system polarizes to the edge of the chain, see Figure 6.2 (a-c) (i). The ALVE dynamics itself does not fixate, but polarization becomes visible as the temporal average occupation $\left\langle x_{\alpha}\right\rangle_{T}$ over a long period $T \gg 1$.

Mass penetrates the system from the boundary, asymptotically reaching exponential decay $\left\langle x_{\alpha}\right\rangle_{T} \sim e^{-\alpha / l_{p}}$ in the bulk. The penetration depth $l_{p}=2 / \ln r^{\prime}$ depends on the skewness only indirectly as $r^{\prime}=\frac{r_{2}+\sqrt{r_{2}^{2}+4 r_{1} r_{4}}}{r_{3}+\sqrt{r_{3}^{2}+4 r_{1} r_{4}}}$. Note that, while the magnitude of the penetration depth, that is, the polarization strength, is also influenced by the values $r_{1}$ and $r_{4}$, the sign of $l_{p}$, and thus the polarization, only depends on wether $r \gtrless 1$, as shown in Figure 6.10 .


Figure 6.3: Solitary waves in the diamond chain at the topological transition At $r=1$, a suitably initialized peak of mass remains localized and travels along the diamond chain. In a finite system a peak is imperfectly reflected at the boundary (a). Peaks can either travel from left to right (c)-(d) or from right to left (e)-(f). After a collision with a peak traveling in the same direction, shape and speed remain unchanged, (c)-(f). Compared to the average occupation in the system, the right-moving peak consists of positive and negative deflections (d), while the left-moving peak consists of positive deflections only (f). Through reflection at the boundaries, the right-moving peak is transformed into a left-moving peak and vice versa (a)-(b).

Robustness The polarization is robust against perturbations of the systems rates. In Figure 6.2 (a-c) (ii) we show that the polarization remains when the interaction strengths are perturbed as $a_{\alpha \beta}^{\prime}=-a_{\beta \alpha}^{\prime}=a_{\alpha \beta}\left(1+\epsilon_{\alpha \beta}\right)$. The perturbations $\epsilon_{\alpha \beta}$ are independently drawn from the same uniform distribution centered around 0 such that the network topology remains unchanged (all $\left.\epsilon_{\alpha \beta}>-1\right)^{11}$. Additionally, the polarization is observed when adding an additional coupling between neighboring unit cells $r_{5}$, as shown Section 6.5.

Solitary waves At the transition point, $r=1$, we observe solitary waves in the system. A suitably initialized peak of mass travels through the system without changing its shape; two such peaks traveling at different speeds pass through each other seemingly without changing shape. Both of these observations are characteristic for solitary waves and by no means trivial for nonlinear dynamical systems [170]. Numerically, we found two different kinds of solitary waves:
Forward moving waves consist of positive deflections on the odd and negative deflections

[^3]

Figure 6.4: The spectra of the Fourier transform of the diamond Hamiltonian $\tilde{H}$ are shown with $r_{1}=r_{4}=1$. Although the spectra for $r_{2}<1$ (a) and $r_{2}>1$ (c) both have a bandgap (grey), only for $r_{2}>1$ the system is topologically nontrivial as indicated by the winding of the origin by the contour of $\boldsymbol{h}(k)$ (insets). At the transition point $r=1$ (b), the bandgap closes, coinciding with the contour $\boldsymbol{h}(k)$ passing through the origin.
on the even sites compared to the system's mean as shown in Figure 6.3 (a). Backward moving solitons are built from positive deflections both on odd and even sites compared to the systems mean, see Figure 6.3 (b).

With the rates $r_{1}, \ldots, r_{4}=1$, the ALVE 2.1 can be reformulated as a differential difference equation closely related to the relativistic Toda lattice, as shown in Section 6.6.

### 6.3 Analysis

Analogous for the RPS chain in Chapter 5, polarization in the ALVE on the diamond chain can be understood in the framework of topological phase transitions as known from condensed matter physics. To this end, we again consider a closed system, where to the original system $A$ an additional state is added and periodic boundary conditions apply as indicated in grey in Figure 6.1. The resulting block-circulant matrix $A_{P B C}$ is of size $2 n$ $(n>2)$ and translationally invariant.

### 6.3.1 Topological condensed matter approach

We define the diamond-Hamiltonian $H=i A_{P B C}$, which is hermitian $H^{\dagger}=H$ with real eigenvalues that occur in pairs, $\pm \lambda$, see also Section 3.2. In the following, we analyze this Hamiltonian in the framework of topological band theory. Spectrum and eigenvectors of $H$ can be obtained from spectrum and eigenvectors of the Fourier transformed Hamiltonian $\tilde{H}(k)$, where $k$ denotes the wave number of the Brillouin zone $\left(k=\frac{2 \pi}{n} l\right.$ and $\left.l=-\left\lfloor\frac{n}{2}\right\rfloor, \ldots, 0,1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right)$. The Fourier transformed Hamiltonian reads

$$
\tilde{H}(k)=\left(\begin{array}{c}
2 r_{1} \sin k  \tag{6.2}\\
-i r_{3}-r_{2} \sin k+i r_{2} \cos k
\end{array} \begin{array}{c}
i r_{3}-r_{2} \sin k-i r_{2} \cos k \\
-2 r_{4} \sin k
\end{array}\right) .
$$

Projecting the Hamiltonian on the Pauli matrices $\sigma=\left(\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ (as done in Section 5.B.1), we find $\tilde{H}=\mathbf{h}(k) \cdot \sigma$ with $\mathbf{h}(k)=\left(\left(r_{1}-r_{4}\right) \sin k,-r_{2} \sin k,-r_{3}+r_{2} \cos k,\left(r_{1}+\right.\right.$ $\left.r_{4}\right) \sin k$ ).
The spectrum of $H$ and its dependence on the control parameter $r$ as shown in Figure 6.4 can be derived from Eq. (6.2) as shown in Section 6.A. As the unit cell is constituted of two sites, the spectrum has two bands of eigenvalues $\lambda^{ \pm}$. For $r \neq 1$, the bands are separated by a bandgap that closes only for $r=1$ at $k=0$.

Topological invariant In order identify and classify the topological phases of the diamond chain, we must first identify its topological class according to the "ten-fold way" classification scheme [148]. This classification is based on three unitary symmetries ("chiral", "particle hole" and "time reversal" [153, 149]) and predicts the topological invariant of a system. From the three canonical symmetries, the diamond chain only has a "particle hole symmetry", which is revealed by the operator $\mathcal{C}=\sigma_{0} \circ \kappa(\kappa$ is the complex conjugation operator) with $\mathcal{C}^{-1} \mathcal{C}=+1$. Applied to the Hamiltonian, we find $\mathcal{C} \tilde{H}(k) \tilde{C}^{-1}=-\tilde{H}(-k)$, proving the "particle hole symmetry". For $r_{1}=r_{4}$, the spectrum is additionally mirror symmetric along the x - and y -axis, i.e., $\lambda^{ \pm}(k)=\lambda^{ \pm}(-k)=-\lambda^{\mp}(-k)$. However, as there is no accompanying unitary operator to go with this symmetry, this does not influence the topological class.

Summarizing, the periodic diamond chain is in the symmetry class $D$. The topological invariant for 1D systems in this class can be calculated as the Pfaffian invariant 179 that is closely related to the Berry phase [181. Simply speaking, the Pfaffian invariant equals the sign of the Pfaffian of $H_{P B C}$. The topological invariant is calculated as

$$
\begin{align*}
\mathcal{M} & =\operatorname{sign}(\operatorname{Pf}(\tilde{H}(0)) \operatorname{Pf}(\tilde{H}(\pi)))  \tag{6.3}\\
& =\operatorname{sign}\left(1-\left(\frac{r_{2}}{r_{3}}\right)^{2}\right)= \begin{cases}+1 & \text { for } r<1 \\
-1 & \text { for } r>1\end{cases} \tag{6.4}
\end{align*}
$$

Here, $\mathcal{M}=-1$ denotes the topologically nontrivial phase. The topological invariant can also be read of from the contour traced by $\boldsymbol{h}(k)$ for $k \in[0,2 \pi]$. In the topologically nontrivial phase the curve $\boldsymbol{h}(k)$ winds around the origin, see Figure 6.4, insets.

Topological condensed matter theory predicts that a semi-infinite system with a sharp boundary in the topologically nontrivial phase has an edge mode, that is a kernel vector that is localized at the boundary. For the ALVE, this means that the mass of the system polarizes to the left boundary when $\mathcal{M}=-1$.

In the numerical integrations we observe that when $\mathcal{M}=+1$, mass polarizes to the right boundary. This switch of polarization from the left to the right boundary when leaving the topologically nontrivial phase is a consequence of the symmetry between intra-size coupling $\left(r_{3}\right)$ and inter-size coupling $\left(r_{2}\right)$. By switching the roles of unit cell ( $r_{3}: 2 m \rightarrow 2 m-1$ ) and coupling $\left(r_{2}: 2 m+1 \rightarrow 2 m\right)$ we also exchange the topological invariant: As $A$ consists of $S=2 n-1$, i.e., $n-1$ and a half unit cell, a non-trivial left boundary implies a trivial right-boundary and vice versa.

### 6.3.2 Algebraical approach: The Szegö-Widom theorem

As we are ultimately interested in the properties of a real antisymmetric matrix, we can alternatively find an algebraic interpretation for the topological phase transition that occurs when $r=1$. Polarization can be understood by introducing a Toeplitz matrix $A_{L B}$ of size $2 n$ as an intermediary between the diamond chain $A(S=2 n-1)$ and the periodic system $A_{P B C}(S=2 n)$. The Szegő-Widom theorem gives insight into the relation of the determinant of a circulant matrix (periodic system) and the corresponding open system (Toeplitz matrix). The situation when the fraction of determinants of the circulant and Toeplitz matrix is zero in the limit of infinite systems $(n \rightarrow \infty)$ is associated with a topological phase transition [182, [183]. In the topologically nontrivial case, $A_{L B}$ has a pair of eigenvectors that approach zero for $n \rightarrow \infty$, such that (in contrast to the circulant matrix), the Toeplitz matrix, has a zero mode.

For the diamond chain, looking at the fraction of determinants, we find

$$
\frac{\operatorname{det} T_{n}}{\operatorname{det} C_{n}} \xrightarrow{S \rightarrow \infty} \begin{cases}1 & \text { for } r<1  \tag{6.5}\\ 0 & \text { for } r>1\end{cases}
$$

Details of the calculation are presented in Section 6.B. Simply speaking, when the fraction of determinants approaches a nonzero constant, the two systems have similar spectral properties: The open system $A_{L B}$ does not 'feel' the boundary. In contrast, when the fraction of determinants approaches zero, one pair of eigenvalues of $A_{L B}$ approaches zero, indicating the appearance of an asymptotic zero mode. This zero mode is localized at the boundary, and can be extrapolated from the adjugate vector of $A$.

### 6.4 Condensate vector

The kernel vector of the coupling matrix $A$ gives key informations about the long-time dynamics of the ALVE: The condensate vector is not only the stationary state of the $\operatorname{ALVE}\left(\boldsymbol{x}^{*}=\boldsymbol{c}\right.$ implies $\partial_{t} x_{\alpha}^{*}=0$ ), but its entries equal the temporal average occupation of each site, $c_{\alpha}=\left\langle x_{\alpha}\right\rangle_{\infty}$ and its fluctuations 2.4.

The kernel vector of $A$ can be calculated as the adjugate vector that makes use of Pfaffians of subnetworks, see the detailed calculations in Section 6.4. The Pfaffians of subnetworks can be expressed as linear recursive polynomials in their size $m$,

$$
\begin{equation*}
f_{m}(a, b)=a f_{m-1}(a, b)+b f_{m-2}(a, b) . \tag{6.6}
\end{equation*}
$$

For the diamond chain, the variables $a$ and $b$ are functions of the transition rates $r_{1}, r_{2}, r_{3}, r_{4}$.
The kernel vector $\boldsymbol{c}=\left(c_{1}, \ldots, c_{2 n-1}\right)$ of the diamond chain reads

$$
\begin{equation*}
\binom{c_{2 m-1}}{c_{2 m}}=\frac{1}{C}\binom{f_{m}\left(r_{3}, r_{1} r_{4}\right) f_{n-m+1}\left(r_{2}, r_{1} r_{4}\right)}{f_{m}\left(r_{3}, r_{1} r_{4}\right) r_{1} f_{n-m}\left(r_{2}, r_{1} r_{4}\right)}, m=1, \ldots, n-1 . \tag{6.7}
\end{equation*}
$$

and $c_{2 n-1}=\frac{1}{C} f_{n+1}\left(r_{3}, r_{1} r_{4}\right) f_{1}\left(r_{2}, r_{1} r_{4}\right)$. Here, $C$ denotes the normalization constant that ensures $\sum_{\alpha} c_{\alpha}=1$. Details of the calculation are presented in Section 6.B.1.

Asymptotic behavior: exponential decay. The condensate vector is constructed as a combination of two sequences. The first sequence, $f_{m}\left(r_{3}, r_{1} r_{4}\right)$, increases with the index in such a way that both states of a unit cell (e.g., $2 m-1$ and $2 m$ ) receive the same contribution. The recursive series is initialized at the boundary, where it ensures the boundary condition.
On the other hand, the sequence $f_{n-m+1}\left(r_{2}, r_{1} r_{4}\right)$ starts at the final state and increases with decreasing index. Here, the two states of neighboring unit cells, $2 m+1$ and $2 m$, receive the same factor. This sequence proceeds from right to left, ensuring the boundary condition at the final state.

For large $m$, the linear recursive sequences $f_{m}(a, b)$ approach the asymptotically exponential behavior $f_{m}(a, b) \sim\left(\phi_{+}(a, b)\right)^{m}=\left(a / 2+\sqrt{a^{2} / 4+b}\right)^{m}$, see Section 6.E. In the bulk of a large enough system, for both sequences the distance from their initial value at the boundary are large enough such that they are well approximated by their asymptotic behavior. Inserting the asymptotics in the condensate vector (6.7), in the bulk we find an exponential decay of $c_{\alpha} \sim \exp \left(-\alpha / l_{p}\right)$. The penetration depth, $l_{p}=2 / \ln r^{\prime}$, is calculated as $r^{\prime}=\frac{r_{2}+\sqrt{r_{2}^{2}+4 r_{1} r_{4}}}{r_{3}+\sqrt{r_{3}^{2}+4 r_{1} r_{4}}}$. This is precisely the decay observed in the numerical integrations in Figure 6.2

Asymptotic zero mode of a semi-infinite system. From the condensate vector, we can also extrapolate the asymptotic zero mode of a semi-infinite system whose existence is predicted by the topological analysis 6.3.

We assume that the semi-infinite system has a left boundary and is infinitely large, that is the right boundary is shifted to infinity. It can thus be understood as the infinite size limit of the original system $A$. The asymptotic kernel vector for this semi-infinite system, $\boldsymbol{c}_{\infty}$, has the form

$$
\begin{equation*}
\binom{c_{\infty, 2 m-1}}{c_{\infty, 2 m}}=\frac{f_{m}\left(r_{3}, r_{1} r_{4}\right)}{\phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{m}}\binom{\phi_{+}\left(r_{2}, r_{1} r_{4}\right)}{r_{1}} . \tag{6.8}
\end{equation*}
$$

Here, the linear recursive polynomial $f_{m}\left(r_{3}, r_{1} r_{4}\right)$ secures that the boundary condition at he left boundary is fulfilled, while the contribution $1 / \phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{m}$ is the asymptotic of the sequence securing the right-boundary condition in the finite system. Taken together, this vector is no kernel vector of a finite system of any size as the right boundary condition is not fulfilled. Thus, it is an asymptotic kernel vector that fulfills left boundary condition and extends infinitely to the right as a decaying sequence.

Discussion. The sign of the penetration depth and thus the polarization is decided by the sign of $\ln r^{\prime}$. When $r^{\prime}<1$ overall mass in the system polarizes to the right, when $r^{\prime}>1$, mass polarizes to the left. Although the sign of $l_{p}$ does not directly depends on $r$, the phases $r \gtrless 1$ directly correspond to $r^{\prime} \gtrless 1$. The topological phases identified using the framework of topological band theory translate directly to the polarizations that arise from $r^{\prime}$. Although the rates $r_{1}, r_{4}$ do not influence the orientation of polarization (left or
right), they can drastically influence its strength. When $r_{1}, r_{4} \gg r_{2}, r_{3}, r^{\prime}$ is driven close to the transition point $\left(r^{\prime} \rightarrow 1\right)$ and polarization may be barely noticeable in a finite system, see Figure 6.10.

### 6.5 The $K_{4}$ chain



Figure 6.5: The $K_{4}$ chain. The network is obtained from the diamond chain by adding an additional interaction $2 m+2 \rightarrow 2 m$ with rate $r_{5}$. The name derives from the graph theoretical motif of the complete graph with four vertices $K_{4}$ [53] (highlighted in light red). The $K_{4}$ chain can be though of as two RPS chains layered on top of each other. The RPS cycles are highlighted in grey.

As already mentioned in Section 6.2, the observations found for the diamond chain persists when including an additional interaction $2 m \xrightarrow{r_{5}} 2(m-1)$, see Figure 6.5. The resulting network can be thought of as two RPS chains layered on top of each other. As all connections between all vertices of neighboring unit cells are realized, this network is the most general one dimensional chain with a two element unit cell. Note that the $K_{4}$ chain is not a coexistence network as it contains crossing edges (with rates $r_{2}$ and $r_{5}$ ) that disagree with the crossing condition (4.3), for details see Section 6.C.1. Thus, depending on the transition rates $r_{1}, \ldots, r_{5}$, we observe both coexistence of all states, or extinction and thus decomposition into disconnected subsystems, see Section 6.C.

### 6.5.1 Topological invariant and phenomenology

As for the diamond chain, we can define a Hamiltonian $H$ and perform a Fourier transform, see Section 6.A. For the topological invariant we find

$$
\begin{equation*}
\mathcal{M}=\operatorname{sign}\left(1-\left(\frac{r_{2}+r_{5}}{r_{3}}\right)^{2}\right) \tag{6.9}
\end{equation*}
$$

indicating that the value of the control parameter $\tilde{r}=\frac{r_{2}+r_{5}}{r_{3}}$ sets the topological phase, with topologically nontrivial behavior for $\tilde{r}>1$.

Indeed, we observe the same qualitative behavior as for the diamond chain and the RPS chain:
Dependent on $\tilde{r}$, we find robust polarization of the average mass $\left\langle x_{\alpha}\right\rangle_{\infty}$, with asymptotic exponential decay $\left\langle x_{\alpha}\right\rangle_{\infty} \sim e^{-\alpha / l_{p}}$ from the boundary into the bulk, with a transition without polarization at $\tilde{r}=1$. As penetration depth we find $l_{p}=2 / r^{\prime}$ with


Figure 6.6: Polarization of mass in the $K_{4}$ chain The $K_{4}$ chain shows the same phenomenology as the diamond and the RPS chain. The temporal mass averages $\left\langle x_{\alpha}\right\rangle$ of single numerical integrations of the ALVE (2.1) are polarized to the right for $r<1$ and to the left for $r>1$ on a lin-log scale. For $r=1$, the average mass is uniformly distributed on the whole chain. The slope in the lin-log plot is $-0.5 \log \frac{\left(r_{2}+r_{5}\right)+\sqrt{\left(r_{2}+r_{5}\right)^{2}+4\left(r_{1} r_{4}-r_{2} r_{5}\right)}}{r_{3}+\sqrt{r_{3}^{2}+4\left(r_{1} r_{4}-r_{2} r_{5}\right)}}$. Polarization is no state of rest (non-vanishing fluctuations $\sigma_{\alpha, T}$ around the averages; insets). (a-c) (ii) Polarization is robust against perturbations of the individual rates ( $\epsilon_{\alpha, \beta}$ uniformly sampled in $[-0.25,0.25]$ ) with the same characteristics as without perturbations.
$r^{\prime}=\frac{\left(r_{2}+r_{5}\right)+\sqrt{\left(r_{2}+r_{5}\right)^{2}+4\left(r_{1} r_{4}-r_{2} r_{5}\right)}}{r_{3}+\sqrt{r_{3}^{2}+4\left(r_{1} r_{4}-r_{2} r_{5}\right)}}$, see Figure 6.6. These numerical findings are backed by the adjugate vector, for details see Section 6.B.1.

### 6.5.2 Extinction in the $K_{4}$ chain

As a new feature, in the dynamics of the $K_{4}$ chain extinction can occur. Dependent on the rates, states go extinct such that the chain dissects into disconnected subnetworks. The size of the remaining disconnected subnetworks depends on the rates alone and is independent of the system size. Simply speaking, the rates define a maximum sustainable size for which a subnetworks kernel vector is strictly positive.

If all states survive or not is decided by sign and magnitude of the expression $r_{3}^{2} / 2+$ $r_{1} r_{4}-r_{2} r_{5}$, as shown in Figure 6.7.

- For $r_{3}^{2} / 2+r_{1} r_{4}-r_{2} r_{5}>0$, all states survive, see Figure 6.7(a),
- when $r_{3}^{2} / 4+r_{1} r_{4}<r_{2} r_{5}<r_{3}^{2}$, the chain decomposes into disconnected chunks whose size depends sensitively on the magnitude of $r_{2} r_{5}$, see Figure 6.7(b-c).
- Finally, when $r_{3}^{2}<r_{2} r_{5}$, the $K_{4}$ chain separates into disconnected RPS cycles, see Figure 6.7(d).
The subsystems are unconnected, separated by the extinction of one RPS cycle. Interestingly, extinction occurs only in the topologically nontrivial phase $r<1$, when mass polarizes to the left.


Figure 6.7: Extinction in the $K_{4}$ chain In the topologically nontrivial phase ( $r>1$ ), in the $K_{4}$ chain, extinction and condensation is possible. When increasing $r_{2} r_{5}$ (here, $r_{5}$ is kept constant), the system transitions from coexistence of all states (a) to separation into disconnected chunks whose size depends sensitively on the rates (b-c). Below the critical value, $r_{2} r_{5}>r_{1} r_{4}+r_{3}^{2}$, the chain separates into disconnected RPS cycles (d).

Extinction in the $K_{4}$ chain can be understood on the basis of the condensate vector. As for the diamond chain, also for its augmented version the adjugate vector consists of a product of linear recursive polynomials, see Section 6.B.1. Simply speaking, extinction in the $K_{4}$ chain occurs when the adjugate vector contains zero or negative entries. In this case, the system divides into the largest subsystems for which the adjugate vector has only positive entries. The size of these subsystems depends on the first appearance of a nonpositive value in the linear recursive sequences that make up the adjugate vector, for details see Section 6.C. Summarizing, for specific choices of parameters, in the $K_{4}$ chain extinction occurs. For every choice of parameters $r_{1}, \ldots, r_{5}$ there is a largest size (between three and infinity) for which the condensate vector has no negative entries. This size determines the size of subsystems that survive.

Variants of 1D chains. Combining the topological invariant calculated above with the adjugate vector (calculated analogous to the adjugate vector of the diamond chain in Section 6.B.2 allows us to generalize the predictions of topological phases to arbitrary one dimensional lattices with two element unit cells. First, we discuss the topological phase, which, for the $K_{4}$ chain, is decided by $\operatorname{sign}\left(1-\left(\frac{r_{2}+r_{5}}{r_{3}}\right)^{2}\right)$. As long as we preserve


Figure 6.8: Properties of different 1D lattices Changing the direction of arrows, i.e., the network topology, can affect coexistence and topological phase. Three variants in the network topology are presented in comparison to the $K_{4}$ chain (top). In the network on the left, the arrows which direction is changed compared to the $K_{4}$ chain are highlighted in green. When the expression in the center column is fulfilled, the system is topologically nontrivial $(\mathcal{M}=-1)$. The expressions in the right column indicates wether all states coexist.
the network topology, that is, all variables $r_{1}, \ldots, r_{5}$ can only be positive, the topological phase is decided thus decided by $r_{2}+r_{5} \gtrless r_{3}$. However, here we extrapolate the results discussed so far to changed network topologies. For example, inverting the direction of the interactions between vertices $2 m$ and $2 m+2$, or, equivalently changing the sign of $r_{4}$, does not influence the topological phase. When the interaction identified by $r_{5}$ is flipped, the topological phase is decided by $\frac{\left|r_{2}+r_{5}\right|}{r_{3}} \gtrless 1$, as a result of the square in the topological invariant. The topological non-trivial phases for more network topologies derived from the $K_{4}$ chain by inverting interactions are shown in Figure 6.8 in the center column. The same argument can be applied to the condensate vector, which is calculated in analogy to the diamond chain in Section 6.B.2. For the $K_{4}$ chain, the adjugate vector consists of the linear recursive sequences $f_{m}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)$ and $f_{m}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)$. For arbitrarily large systems, coexistence of all states occurs when both sequences are strictly positive for all indices $m$. As shown in Section 6.E. for a linear recursive sequence $f_{m}(a, b)$ this is the case when $a^{2} / 4+b>0$. For the $K_{4}$ chain network topology, only the sequence $f_{m}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)$ can obtain negative values, deciding over coexistence and extinction. However, when the network topology is manipulated, both sequences can inhibit coexistence of all states. For example, inverting both interactions $r_{4}$ and $r_{5}$, the restrictions for coexistence amount to $r_{3}^{2} / 4-\left(r_{1} r_{4}-r_{2} r_{5}\right)>0$ and $\left(r_{2}+r_{5}\right)^{2} / 4-r_{1} r_{4}$. In this case, also the initial value of $a$ must be positive, adding $\left(r_{2}-r_{5}\right)>0$ to the restrictions. In total, the conditions for coexistence
in arbitrarily large chains derived from the $K_{4}$ chain by inverting interactions are shown in Figure 6.8 in the right column. Note that the conditions presented in Figure 6.8 also apply when either reversing all edges (an overall minus sign does not change the properties of the matrix) or exchanging labels of odd and even states (simultaneously reordering matrix rows and columns does not change matrix properties). For networks where only unidirectional mass flow is possible, e.g., mass always flows to the lower row of vertices which is oriented to the right, coexistence of all states is never possible as the network is no longer strongly connected, see Section 3.4.

### 6.6 Differential difference equations and solitonic waves

In this section we will shortly derive the differential difference equations that arise from diamond chain and $K_{4}$ chain at the respective critical points. The study of differential difference equations and their solutions has a long tradition in soliton physics and the study of integrable systems [187, 171, 170, 41]. We numerically found solitonic waves for both the diamond chain and its augmented version at the critical point $r=1$. Reformulated as a differential difference equation, these equations resemble prominent examples such as the relativistic Toda lattice and the Volterra lattice. We hope that the results presented here inspire further studies.

In order to derive a differential equation for traveling waves, we assume that the temporal evolution of all odd states and of all even states is identical, but shifted in time. For an infinite one dimensional chain, all states with odd index (even index) have the same interaction topology, thus for the odd (even) states we introduce a universal function $x_{2 m-1}=u\left(\zeta_{m}\right)\left(x_{2 m}=v\left(\zeta_{m}\right)\right)$, respectively. Here, $\zeta_{m}=c_{1} m+c_{2} t+\delta$, where $c_{1}$ is the spatial shift between states, $c_{2}$ is the speed of the wave and $\delta$ is an arbitrary offset.

In this condensed form, the one dimensional chains reduce to the differential difference equation

$$
\begin{align*}
\binom{x_{2 m-1}(t)}{x_{2 m}(t)} & =\binom{u(\zeta(m, t))}{v(\zeta(m, t))}=\binom{u_{m}}{v_{m}},  \tag{6.10}\\
\frac{\mathrm{~d}}{\mathrm{~d} t}\binom{u_{m}}{v_{m}} & =\binom{u_{m}\left(r_{2}\left(v_{m}-v_{m-1}\right)+r_{5}\left(v_{m}-v_{m+1}\right)+r_{1}\left(u_{m-1}-u_{m+1}\right)\right)}{v_{m}\left(r_{2}\left(u_{m+1}-u_{m}\right)+r_{5}\left(u_{m-1}-u_{m}\right)+r_{4}\left(v_{m+1}-v_{m-1}\right)\right)} . \tag{6.11}
\end{align*}
$$

Here, the constants $r_{1}, r_{2}, r_{4}, r_{5}$ are included to highlight which contributions arises from which edge. Note that the rate $r_{3}=r_{2}+r_{5}$, such that the system is at the transition point between the topological phases.

Setting $r_{1}=r_{2}=1$ and $r_{4}=r_{5}=0$ one recovers the differential difference equation of the RPS chain. Reversing the interaction $r_{1}=-1$, yields the DDE for the relativistic Toda lattice, a famous example in the study of solitons in integrable lattices [48, 188 .

With the rates $r_{1}=r_{2}=r_{4}=1$ and $r_{5}=0$ (corresponding to the diamond lattice) we achieve a DDE which has the surprising phenomenology of two classes of positive solitonic waves traveling in opposite directions.

Finally, choosing $r_{1}=r_{2}=r_{4}=r_{5}=1$ yields the DDE for the $K_{4}$ chain. This equation has interesting properties by itself which will be discussed in the following.

The DDE for the $K_{4}$ chain at the critical point corresponds to the rates $r_{1}, r_{2}, r_{4}, r_{5}=1$ and $r_{3}=2$. For this case we find

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{u_{m}}{v_{m}}=\binom{u_{m}\left(v_{m}-v_{m-1}+\left(v_{m}-v_{m+1}\right)+u_{m-1}-u_{m+1}\right)}{v_{m}\left(u_{m+1}-u_{m}+\left(u_{m-1}-u_{m}\right)+\left(v_{m+1}-v_{m-1}\right)\right)} \tag{6.12}
\end{equation*}
$$

A transformation of variables yields

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{x_{m}}{y_{m}}=\binom{u_{m}+v_{m}}{u_{m}-v_{m}}=\binom{y_{m-1} x_{m}-x_{m+1} y_{m}}{y_{m}\left(y_{m-1}-y_{m}\right)-x_{m}\left(x_{m+1}-x_{m}\right)} \tag{6.13}
\end{equation*}
$$

Assuming $x_{m}=0$, the system simplifies to $\partial_{t} y_{m}=y_{m}\left(y_{m-1}-y_{m}\right)$. Note that this assumption is unphysical for the context in which the ALVE is usually applied as negative occupation of states is not possible.
However, we mention this setting here as a traveling wave solution can be found using the hyperbolic tangent ansatz [172, 188]:

$$
\begin{equation*}
y_{m}=c_{2}\left(\frac{1}{\tanh \left(c_{1}\right)}-\tanh \left(c_{1} m+c_{2} t+\delta\right)\right) . \tag{6.14}
\end{equation*}
$$

The results stated here are meant to give an idea on how to approach an analysis of solitonic waves in the ALVE and hopefully inspire future studies.

### 6.7 Summary of the results

In this chapter we extended the observations and the analysis of the RPS chain to general one dimensional chains with a two element unit cell. We focused on two examples, the diamond chain and the $K_{4}$ chain, that can be viewed as successive augmentations of the RPS chain. The ALVE dynamics on these chains shows the same qualitative behavior as for the RPS chain: We observe robust polarization of the average mass that depends on a control parameter, and solitary waves at the transition point.

A full analytic treatment is possible on the basis of the adjugate vector that consists of linear recursive sequences. The exponential polarization emerges as the asymptotic behavior of the linear recursive sequences away from the boundaries in the bulk. Thus, in contrast to the RPS chain, the full dynamics cannot be understood solely on the basis of the Fourier transform of the periodic network.

As a new feature, we find extinction in the $K_{4}$ chain. Beyond a threshold value, the $K_{4}$ chain dissects through extinction into subsystems whose size sensitively depends on the rates. Interestingly, extinction only occurs in the topologically nontrivial phase. We use the results for the $K_{4}$ chain to predict the control parameter and critical point of topological phase transitions for other network topologies of one dimensional chains.

Finally, we derived differential difference equations for the diamond and the $K_{4}$ chain at the critical point and give an (unphysical) example for a traveling wave solution.


Figure 6.9: With fixed values $r_{1}=1, r_{2}=0.5, r_{3}=1$, the shape of the spectrum changes when varying $r_{4}$. However, the topology does not change. Although for $r_{4}=1$ the spectrum becomes point symmetric (as one would expect in a system with chiral symmetry), there is no accompanying symmetry operator of the Hamiltonian such that the symmetry class of the Hamiltonian remains unchanged.


Figure 6.10: The relative magnitude of $r_{1}, r_{4}$ in relation to $r_{2}, r_{3}$ does not change the topological phase, however, it influences the distance to the critical point and thus the strength of polarization.

## 6.A Calculation of the topological invariant of the diamond chain and the $K_{4}$ chain

Here we derive the Fourier transformed Hamiltonian of the $K_{4}$ chain and calculate its topological invariant. When setting $r_{5}=0$ the results simplify to the case of the diamond chain.


Figure 6.11: The influence of $r_{1}, r_{4}$ on the penetration depth $l_{p}=2 / \ln r^{\prime}$ comes only from the product $r_{1} r_{4}$. When keeping the product constant and varying the values, the polarization strength is not changed, while the distribution of mass in one unit cell is shifted. Increasing $r_{4}$ in relation to $r_{2}$ shifts mass from the even sites (a) to the odd sites (c).

The periodic chain corresponds to a block circulant matrix. We introduce a block circulant matrix $A_{P B C}$ which corresponds to the 1D $K_{4}$ chain with periodic boundary conditions as indicated with the grey arrows in Figure 6.5. Generally, a circulant matrix is defined by a generating vector $\boldsymbol{c}=\left(\begin{array}{llll}c_{0} & c_{1} & \ldots & c_{S-1}\end{array}\right)$ such that $(C)_{k l}=c_{l-k}$ where we assume periodicity, $c_{-k}=c_{S-k}$. In the given case, as we are studying a block circulant matrix, each of the generating elements $a_{k}$ is a $2 \times 2$ block matrix. As $A_{P B C}$ is an antisymmetric matrix, we require $a_{k}=-a_{-k}^{T}$.

For the $K_{4}$ chain, there are only interactions between neighboring unit cells, such that the only nonzero entries in the generating vector are $a_{0}$ (which defines the coupling in one unit cell) and $a_{1}=-a_{-1}^{T}=-a_{S-1}^{T}$ (containing the coupling between neighboring unit cells). A matrix of this form, where only a diagonal band consisting of the main diagonal and possibly some off-diagonals are nonzero, is also called a block banded matrix [189].

Taken together, we find (cf. also matrix $A$ (6.1))

$$
\begin{align*}
& a_{0}=\left(\begin{array}{cc}
0 & r_{3} \\
-r_{3} & 0
\end{array}\right)=-a_{0}^{T}  \tag{6.15}\\
& a_{1}=\left(\begin{array}{cc}
-r_{1} & -r_{5} \\
r_{2} & r_{4}
\end{array}\right)=-a_{-1}^{T} . \tag{6.16}
\end{align*}
$$

As $A$ is an antisymmetric matrix, its eigenvalues are purely imaginary, see Section 3.2. To facilitate the analysis of the Fourier transform, the Hamiltonian $H=i A_{P B S}$ is introduced. The Hamiltonian is also block circulant with the blocks $H_{m}=i A_{m}$, and hermitian, such that its eigenvalues are real.

Calculation of the Fourier transform of the periodic system and its properties. From the blocks of the circulant matrix it is straightforward to calculate the Fourier trans-

## 6.A Calculation of the topological invariant of the diamond chain and the $K_{4}$ chain

form of $H$,

$$
\begin{align*}
\tilde{H}(k) & =e^{-i k}\left(-H_{1}^{T}\right)+H_{0}+e^{i k} H_{1}  \tag{6.17}\\
& =\left(\begin{array}{cc}
i r_{1}\left(e^{-i k}-e^{i k}\right) & i r_{3}-i r_{5} e^{i k}-i r_{2} e^{-i k} \\
-i r_{3}+i r_{5} e^{-i k}+i r_{2} e^{i k} & i r_{4}\left(e^{i k}-e^{-i k}\right)
\end{array}\right)  \tag{6.18}\\
& =\left(\begin{array}{cc}
2 r_{1} \sin k & i r_{3}+\sin k\left(r_{5}-r_{2}\right)-i \cos k\left(r_{5}+r_{2}\right) \\
-i r_{3}+\sin k\left(r_{5}-r_{2}\right)+i \cos k\left(r_{5}+r_{2}\right) & -2 r_{4} \sin k
\end{array}\right),
\end{align*}
$$

$$
=\left(\begin{array}{c}
\left(r_{1}-r_{4}\right) \sin k  \tag{6.19}\\
\left(r_{5}-r_{2}\right) \sin k \\
-r_{3}+\left(r_{2}+r_{5}\right) \cos k \\
\left(r_{1}+r_{4}\right) \sin k
\end{array}\right) \cdot \boldsymbol{\sigma}=\boldsymbol{h} \cdot \boldsymbol{\sigma}
$$

The Fourier transform is periodic in $k \rightarrow k+2 \pi$, the values of $k$ depend on the size of the system $S=2 n$ as $k=\frac{2 \pi}{n} l$ and $l=-\left\lfloor\frac{n}{2}\right\rfloor, \ldots, 0,1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$.

The last line contains the projection of $\tilde{H}(k)$ onto the Pauli matrices $\sigma_{0}, \ldots, \sigma_{3}$. From $\boldsymbol{h}$ the determinant and the eigenvectors can be directly read off [149]:
$\operatorname{det} \tilde{H}(k)=h_{0}^{2}-h_{1}^{2}-h_{2}^{2}-h_{3}^{2}=-4 r_{1} r_{4} \sin k^{2}-\left(r_{5}-r_{2}\right)^{2} \sin k^{2}-\left(\left(r_{2}+r_{5}\right) \cos k-r_{3}\right)^{2}$,

$$
\begin{align*}
\lambda_{ \pm} & =h_{0} \pm \sqrt{h_{1}^{2}+h_{2}^{2}+h_{3}^{2}}  \tag{6.22}\\
& =\left(r_{1}-r_{4}\right) \sin k \pm \sqrt{\left(r_{2}-r_{5}\right)^{3} \sin k^{2}+\left(\left(r_{2}+r_{5}\right) \cos k-r_{3}\right)^{2}+\left(r_{1}+r_{4}\right)^{2} \sin k^{2}} \\
\boldsymbol{r}^{ \pm}(k) & =\frac{1}{\sqrt{2|h|^{2} \pm 2 h_{3} \sqrt{|h|^{2}}}}\binom{ \pm \sqrt{|h|^{2}}+h_{3}}{h_{1}+i h_{2}} . \tag{6.23}
\end{align*}
$$

The two bands of the spectrum are shown in Figure 6.4 for the two topological phases and the transition point. The determinant is either zero at the topological transition $\left(r_{2}+r_{3}\right)=r_{3}$ when $k=0$, or for specific complex values, see Section 6.A.1.

Note that $h_{0}$ is neglectable: It contributes to the eigenvectors only as a shift, and not at all to the eigenvectors and thus the topological invariant. The insets in Figure 6.4 are plots of the second and third component of the rotation

$$
T \cdot \boldsymbol{h}=\left(\begin{array}{ccc}
\frac{r_{1}+r_{4}}{\sqrt{\left(r_{1}+r_{4}\right)^{2}+\left(r_{2}-r_{5}\right)^{2}}} & 0 & \frac{\left(r_{5}-r_{2}\right)}{\sqrt{\left(r_{1}+r_{4}\right)^{2}+\left(r_{2}-r_{5}\right)^{2}}}  \tag{6.24}\\
0 & 1 & 0 \\
-\frac{r_{1}+r_{4}}{\sqrt{\left(r_{1}+r_{4}\right)^{2}+\left(r_{2}-r_{5}\right)^{2}}} & 0 & \frac{\left(r_{5}-r_{2}\right)}{\sqrt{\left(r_{1}+r_{4}\right)^{2}+\left(r_{2}-r_{5}\right)^{2}}}
\end{array}\right) \cdot\left(\begin{array}{c}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right)=\left(\begin{array}{c}
\frac{2\left(r_{5}-r_{2}\right)\left(r_{1}+r_{4}\right) \sin k}{\sqrt{\left(r_{1}+r_{4}\right)^{2}+\left(r_{2}-r_{5}\right)^{2}}} \\
-r_{3}+\left(r_{2}+r_{5}\right) \cos k \\
0
\end{array}\right) .
$$

where $r_{5}=0$ to fit the diamond chain.

Finding the symmetry class. The classification of a topological hamiltonian is carried out by analysis of its unitary symmetries. The $K_{4}$ chain (and with it the diamond chain) only has a "particle hole symmetry", which puts it in symmetry class $D$.

The "particle hole symmetry" is an intrinsic property of all antisymmetric matrices and revealed by the unitary operator $\mathcal{C}=\sigma_{0} \cdot \kappa, \mathcal{C}^{-1} \mathcal{C}=1$ :

$$
\begin{align*}
\tilde{H}(k) & =H_{0}+\sum_{j=1}^{d}\left(e^{i j k} H_{j}-e^{-i j k} H_{j}^{T}\right)  \tag{6.25}\\
\kappa \tilde{H}(k) & =-H_{0}-\sum_{j=1}^{d}\left(e^{-i j k} H_{j}-e^{i j k} H_{j}^{T}\right)=-\tilde{H}(-k)  \tag{6.26}\\
\Rightarrow \mathcal{C} \cdot \tilde{H}(k)+\tilde{H}(-k) \cdot \mathcal{C} & =0, \tag{6.27}
\end{align*}
$$

where the last line reads as an operator identity.
For $2 \times 2$ Hamiltonians in class $D$, the topological invariant is calculated as the so-called Pfaffian invariance [181, 179]:

$$
\begin{align*}
\mathcal{M} & =-\operatorname{sign}(\operatorname{Pf}(\tilde{H}(0)) \operatorname{Pf}(\tilde{H}(\pi)))  \tag{6.28}\\
& \left.=\operatorname{sign}\left(\left(r_{3}-\left(r_{5}+r_{2}\right)\right)\left(r_{3}+\left(r_{5}+r_{2}\right)\right)\right)\right)  \tag{6.29}\\
& =\operatorname{sign}\left(r_{3}^{2}-\left(r_{2}+r_{5}\right)^{2}\right)  \tag{6.30}\\
& =\operatorname{sign}\left(1-\left(\frac{r_{2}+r_{5}}{r_{3}}\right)^{2}\right) \tag{6.31}
\end{align*}
$$

This equation both identifies the control parameter of our system and, for given rates, predicts the topological phase.

## 6.A. 1 Complex zeros of the Fourier transformed Hamiltonian

In this section we calculate the (complex) values for $k$ for which the Hamiltonian has a zero mode. These values are determined from $\operatorname{det} \tilde{H}(k) \stackrel{!}{=} 0$. From the solutions $k^{\prime}$ of this equation we can read off the decay rate of the polarization.

$$
\begin{align*}
\operatorname{det}(\tilde{H})= & r_{1} r_{4}\left(e^{i k}-e^{-i k}\right)^{2}-\left(r_{3}-r_{2} e^{-i k}-r_{5} e^{i k}\right)\left(r_{3}-r_{2} e^{i k}-r_{5} e^{-i k}\right) \\
= & {\left[\left(r_{1} r_{4}-r_{2} r_{5}\right) r^{\prime 2}+r_{3}\left(r_{2}+r_{5}\right) r^{\prime}\right]+\left[\left(r_{1} r_{4}-r_{2} r_{5}\right) r^{\prime-2}+r_{3}\left(r_{2}+r_{5}\right) r^{\prime-1}\right] }  \tag{6.32}\\
& -r_{3}^{2}-r_{2}^{2}-r_{5}^{2}-2 r_{1} r_{4} \stackrel{!}{=} 0
\end{align*}
$$

where we used the shorthand $r^{\prime}=e^{i k}$. In case $r_{ \pm, \pm}^{\prime}=\frac{\phi_{ \pm}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)}{\phi_{ \pm}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)}$, where $\phi_{ \pm}^{2}(a, b)-$ $a \phi-b=0$, the following identity applies:

$$
\begin{equation*}
b \frac{\phi^{2}(a, b)}{\phi^{2}(c, b)}+b c \frac{\phi(a, b)}{\phi(c, b)}=a \phi(a, b)-c \phi(c, b)+b+c^{2} \tag{6.33}
\end{equation*}
$$

Using this identity in equation (6.32), we find that for each of the four values $k=-i \ln r_{ \pm, \pm}^{\prime}$, the Hamiltonian has a kernel vector.

Interestingly, the correct decay observed in the ALVE, $r_{+,+}^{\prime}=\frac{\phi_{ \pm}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)}{\phi_{ \pm}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)}$, is a complex zero of the determinant of $\tilde{H}$. However, in contrast to the RPS chain, Section 5.B.1, there is no way of finding the correct of the four solutions without further analysis of the matrix, as the exponential decay is an asymptotic property.

## 6.B Calculation of the kernel vectors

## 6.B.1 Kernel vector of the diamond chain

(a)

(b)



$$
\operatorname{Pf}(\underline{\downarrow})=\vec{\downarrow} \quad \operatorname{Pf}()=1
$$

Figure 6.12: Calculation of the adjugate vector of the diamond chain. Odd components of the adjugate vector $v_{2 m-1}$ are determined by the Pfaffians of two unconnected subnetworks (green and orange) (a). For even components $v_{2 m}$, in addition to the two subnetworks there is a contribution $r_{1}$ (purple) (b). The Pfaffians of the green and orange subnetworks both follow a linear recursion relation in their size, allowing for an analytic calculation of the Pfaffians using the results in Section 6.E.

Using the graph-theoretical definition of the Pfaffian introduced in Section 3.3.2, the adjugate vector of the diamond chain can be directly computed from its network topology.

When calculating the $\alpha$-th component of the adjugate vector, $v_{\alpha}$, we must find all perfect matchings of the subnetwork $A_{\hat{\alpha}}$, that is the subnetwork obtained by deleting vertex $\alpha$.

Conveniently, when removing a vertex from the diamond chain, the remaining subnetwork separates into two networks of similar shape, so called ladder graphs, see also Figure 6.12 (a-b). As the two subnetworks are unconnected, we obtain the Pfaffian of the full subnetwork by multiplying the Pfaffians of the two ladder graphs for odd components, see Figure 6.12 (a). For even components, an additional factor of $r_{1}$ is added as one edge remains that is not part of the ladder graphs, see Figure 6.12 (b).

Since the diamond chain is a condensate vector, the ladder graphs are oriented in a Pfaffian orientation [57, 118, 55], such that all perfect matchings contribute additively: The sign in equation (3.2) is always positive.

As shown in Figure 6.12 (c), the Pfaffian of a subnetwork of size $n+1$ follows a recursion relation of second order. Applying also the boundary condition, we find that Pfaffian of the green network of size $2 n$ follows the recursion relation $f_{n+1}\left(r_{3}, r_{1} r_{4}\right)$, while the orange network of size $2 n$ has the Pfaffian $f_{n+1}\left(r_{2}, r_{1} r_{4}\right)$ (colors refer to the networks in Figure 6.12(a-b)). Here, $f_{n}(a, b)$ follows the definition in Section 6.E.

Taken together, the adjugate vector $\boldsymbol{c}$ of the diamond chain of size $S=2 n-1$ reads

With a suitable normalization constant $C$, we recover the result presented in equation (6.7). Note that the adjugate vector consists of one increasing and one decreasing sequence.

The linear recursive sequences asymptotically approach $f_{n}(a, b) \sim \phi_{+}(a, b)^{n}$ is derived in Section 6.E. Using this result for the bulk of the condensate vector, that is far away from both boundaries, yields

$$
\begin{equation*}
\binom{c_{2 m-1}}{c_{2 m}} \sim\binom{\phi_{+}\left(r_{3}, r_{1} r_{4}\right)^{m} \phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{n-m+1}}{r_{1} \phi_{+}\left(r_{3}, r_{1} r_{4}\right)^{m} \phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{n-m}}=\left(\frac{\phi_{+}\left(r_{2}, r_{1} r_{4}\right)}{\phi_{+}\left(r_{3}, r_{1} r_{4}\right)}\right)^{-m}\binom{\phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{n+1}}{r_{1} \phi_{+}\left(r_{2}, r_{1} r_{4}\right)^{n}} . \tag{6.35}
\end{equation*}
$$

From this form, we can read off the exponential decay $c_{\alpha} \sim e^{-\alpha / l_{p}}=e^{-2 \alpha / \ln r^{\prime}}$ with $r^{\prime}=$ $\frac{\phi_{+}\left(r_{2}, r_{1} r_{4}\right)}{\phi_{+}\left(r_{3}, r_{1} r_{4}\right)}$, as given in the main text.

## 6.B.2 Kernel vector of the $K_{4}$ chain

The adjugate vector of the $K_{4}$ can be decomposed into three classes of subnetworks for which we must find all perfect matchings, as indicated in Figure 6.13. Again, the polynomials arising from the subnetworks can be expressed as linear recursive sequences in the subnetworks size $2 n$. The sequence in Figure 6.13 (c) is

$$
X(n)=f_{n+1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)
$$

which is simply an extension of the sequence used for the original diamond chain. The sequence shown in Figure 6.13 (e), $Y(n)$, relies in the sequence defined in Figure 6.13 (e),
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Figure 6.13: Calculation of the adjugate vector of the $K_{4}$ chain. For odd (a) and even (b) components of the adjugate vector, the Pfaffian of the corresponding subnetworks is calculated as the product of two sequences. The recursion relations and initial conditions necessary to identify the sequences are shown in (c) for the green, (d) for the orange and (e) for the purple network.
which is

$$
Z(n)=r_{1} f_{n+1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right) .
$$

As shown in Figure 6.13 (d), the final sequence, $Y(n)$, can be related to the sequence $Z(n)$ as $Y(n)=r_{3} Y(n-1)+r_{4} Z(n-1)$, consequently following the same recursion rules as $Z(n)$. Together with the initial conditions and the identities derived in Section 6.E, the full sequence reads

$$
\begin{aligned}
Y(n) & =r_{2} g_{n}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5} ; 1 / r_{2}\right) \\
& =r_{2} f_{n}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)+\left(r_{1} r_{4}-r_{2} r_{5}\right) f_{n-1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right) \\
& =f_{n+1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{n}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)
\end{aligned}
$$

Taken together, the adjugate vector of the $K_{4}$ chain of size $S=2 n-1$ has the form

$$
\boldsymbol{v}=\left(\begin{array}{c}
X(0) Y(n-1)  \tag{6.36}\\
X(0) Z(n-1) \\
X(1) Y(n-2) \\
\vdots \\
X(m-1) Y(n-m) \\
X(m-1) Z(n-m) \\
\vdots \\
X(n-2) Y(1) \\
X(n-2) Z(1) \\
X(n-1) Y(0)
\end{array}\right)=\left(\begin{array}{c}
f_{1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\left[f_{n}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{n-1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right] \\
f_{1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right) r_{1} f_{n-1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right) \\
f_{2}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\left[f_{n-1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{n-2}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right] \\
\vdots \\
f_{m}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\left[f_{n-m+1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{n-m}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right] \\
f_{m}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right) r_{1} f_{n-m}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right) \\
\vdots \\
f_{n}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\left[f_{2}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right] \\
f_{n-1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right) r_{1} f_{1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right) \\
f_{n}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\left[f_{1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)-r_{5} f_{0}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right]
\end{array}\right)
$$

Again, using the asymptotic behavior of $f_{n}(a, b)$ for values far away from both boundaries, we find the exponential decay $e^{-\alpha / l_{p}}$, with $e^{l_{p} / 2}=r^{\prime}=\frac{\phi_{+}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)}{\phi_{+}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)}$. Thus the topological transition depends on the control parameter $r=\frac{r_{2}+r_{5}}{r_{3}}$. Note that with $r_{5}=0$, the adjugate vector of the diamond chain is recovered.

## 6.C Extinction in the $K_{4}$ chain

In this section we show that when the adjugate vector 6.36 has negative entries, in the ALVE dynamics the augmented RPS chain dissects into disconnected chunks. First, we show that the $K_{4}$ chain is no coexistence network, such that coexistence of all states is dependent on the transition rates.

## 6.C. 1 The $K_{4}$ chain is not a coexistence network

Here we show why the $K_{4}$ chain is not a coexistence network due to violation of the crossing condition (4.3).

The conditions which a hamiltonian network must fulfill in order to be a coexistence network are formulated in a labeling that is ascending along the hamiltonian cycle. Here, already the fragment formed by the first four vertices suffices to show that the $K_{4}$ chain is no coexistence network. An ascending labeling is achieved as follows (old vertex index comes first): $1 \rightarrow 3,2 \rightarrow 2,3 \rightarrow 4,4 \rightarrow 1$. In this new labeling, this fragment has the following edges:

$$
\begin{aligned}
& 1 \xrightarrow{r_{4}} 2 \xrightarrow{r_{3}} 3 \xrightarrow{r_{1}} 4 \\
& 3 \xrightarrow{r_{5}} 1 \xrightarrow{r_{3}} 4 \xrightarrow{r_{2}} 2
\end{aligned}
$$

The two edges $4 \rightarrow 2$ and $3 \rightarrow 1$ cross, the difference between start-vertices (and between end-vertices) is one. Thus, the crossing condition is violated, the $K_{5}$ chain is not a coexistence network, and dependent on the rates, extinction can occur.

## 6.C. 2 Conditions for extinction and the structure of the condensate vector

The adjugate vector is constructed from linear recursive sequences. In Section 6.E.2, we present conditions for when negative elements occur in a linear recursive sequence and at which positions these occurrences are. Ultimately, the presence of negative or zero elements in the adjugate vector, and with it extinction in the ALVE dynamics, is decided by the expression $a^{2} / 4+b$, where $a$ and $b$ are the coefficients of the recursion relation, see Section 6.E

As introduced above, the adjugate vector of the $K_{4}$ chain consists of three sequences, $X, Y$ and $Z$, all of which linear recursive of second order. For the sequence $X(m)=$ $f_{m+1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)$, depending on $r_{2} r_{5}$ negative values are possible. In contrast, the sequences $Y$ and $Z$ are based on $f_{m}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)$. For this sequences, we find $a^{2} / 4+b=\left(r_{2}+r_{5}\right)^{2} / 4+r_{1} r_{4}-r_{2} r_{5}=\left(r_{2}-r_{5}\right)^{2}+r_{1} r_{4}>0$. Thus, the sequences $Y$ and $Z$ never assume negative values in the network topology of the $K_{4}$ chain.

Coexistence of all states in the $K_{4}$ chain is thus decided by $X(m)=f_{m}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)$ or, more specifically, by $K=r_{3}^{2} / 4+r_{1} r_{4}-r_{2} r_{5}$. As presented in Section 6.E.2, for $0>K$ the position $m$ of the first non-positive value, $X(m) \leq 0$, decreases with decreasing $K$. The first non-positive value decides the size of the surviving subnetworks:
When $0>K$, so $r_{2} r_{5}-r_{1} r_{4}>r_{3}^{2} / 4$, there is a finite value of $X(m)$ that is non-positive, there is extinction in the $K_{4}$ chain. When additionally $r_{2} r_{5}-r_{1} r_{4}>r_{3}^{2}$, only disconnected RPS cycles remain.

The dissection of the system can be easiest understood in the case that the surviving block size contains three states. As a subnetwork of three states is a RPS cycle, a coexistence network, this unit is sustainable for every choice of rates. This case is elaborated in the following, the logic translates to larger subsystems.

The smallest sustainable system has three states, and the kernel vector $\boldsymbol{v}_{1}=\left(\begin{array}{lll}r_{4} & r_{5} & r_{3}\end{array}\right)$ (e.g. for the states 1,2 and 4$)$ or $\boldsymbol{v}_{2}=\left(\begin{array}{lll}r_{2} & r_{1} & r_{3}\end{array}\right)$ (for the states $S-2, S-1$ and $S$ ). From these vectors, we can construct a condensate vector of the $K_{4}$ chain:

$$
\left(\begin{array}{ccccccccc}
0 & r_{3} & -r_{1} & -r_{5} & 0 & 0 & 0 & 0 & 0  \tag{6.37}\\
-r_{3} & 0 & r_{2} & r_{4} & 0 & 0 & 0 & 0 & 0 \\
r_{1} & -r_{2} & 0 & r_{3} & -r_{1} & -r_{5} & 0 & 0 & 0 \\
r_{5} & -r_{4} & -r_{3} & 0 & r_{2} & r_{4} & 0 & 0 & 0 \\
0 & 0 & r_{1} & -r_{2} & 0 & r_{3} & -r_{1} & 0 & 0 \\
0 & 0 & r_{5} & -r_{4} & -r_{3} & 0 & r_{2} & r_{4} & 0 \\
0 & 0 & 0 & 0 & r_{1} & -r_{2} & 0 & r_{3} & -r_{1} \\
0 & 0 & 0 & 0 & r_{5} & -r_{4} & -r_{3} & 0 & r_{2} \\
0 & 0 & 0 & 0 & 0 & 0 & r_{1} & -r_{2} & 0
\end{array}\right)\left(\begin{array}{c}
r_{4} \\
r_{5} \\
0 \\
r_{3} \\
0 \\
0 \\
K r_{2} \\
K r_{1} \\
K r_{3}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
r_{1} r_{4}-r_{2} r_{5}+r_{3}^{2}+K r_{4} r_{2} \\
0 \\
-r_{2} r_{3}-K r_{1} r_{2} \\
-r_{3} r_{4}+K\left(r_{2}^{2}+r_{1} r_{4}\right) \\
0 \\
0
\end{array}\right)
$$

As we assumed that $0>r_{3}^{2}+r_{1} r_{4}-r_{2} r_{5}$, a fitting constant $K$ can be found such that the vector fulfills the properties of the condensate vector, 2.2) and (2.3). Note that the condensate vector is not unique, indicating that, although the system will decay into RPS cycles, there is no way of knowing how the total mass is distributed among the disconnected subsystems.

Extinction in the diamond chain is only possible in the topologically non-trivial phase As shown above, extinction occurs only when $0>r_{3}^{2} / 4+r_{1} r_{4}-r_{2} r_{5}$. This requires that the $K_{4}$ chain is in the topologically nontrivial phase, as we will show in the following: The system is in the topologically trivial phase when $r^{\prime}=\frac{r_{2}+r_{5}}{r_{3}}<1$, or $r_{2}+r_{5}<r_{3}$. For $K$, this inequality implies

$$
\begin{equation*}
K=\frac{r_{3}^{2}}{4}+r_{1} r_{4}-r_{2} r_{5}>\frac{\left(r_{2}+r_{5}\right)^{2}}{4}+r_{1} r_{4}-r_{2} r_{5}=\frac{\left(r_{2}-r_{5}\right)^{2}}{4}+r_{1} r_{4}>0 \tag{6.38}
\end{equation*}
$$

With $r^{\prime}<1$ the value of $K$ cannot be negative, so extinction only occurs in the topologically nontrivial phase.

## 6.D Calculation of the determinants and the Szegő-Widom theorem



Figure 6.14: In the topologically nontrivial phase, $A_{L B}$ becomes an asymptotic kernel vector. The largest and smallest eigenvalues by magnitude are shown for the closed (red) and the intermediate system (blue). In the topologically trivial phase (a), the spectra of both matrices behave similar, which is captured by the fraction of determinants of $A_{P B C}$ and $A_{L B}$, which approaches one with increasing size (inset). In contrast, in the topologically nontrivial phase (b), $A_{L B}$ has one pair of eigenvalues that approaches zero, such that the fraction of determinants converges to zero (inset). For fixed size, one observes that the spectrum of $A_{L B}$ deviates from $A_{P B C}$ above the transition point (c).

For the classification of the topological phase using the Szegő-Widom theorem, the exact form of the determinant of the closed system $A_{P B C}$ and the intermediate system $A_{L B}$ is necessary. As for the adjugate vectors, analytic expressions can be obtained from the Pfaffians of the networks, which are given by linear recursive polynomials.

## 6.D. 1 Determinant of the closed diamond chain

For the diamond chain as defined in equation (6.1) and shown in Figure 6.1, we find the following expressions for the determinants of the open and closed system:

The case of the intermediate system, $A_{L B}$, the Pfaffian is obtained as the polynomial in Figure 6.12 (c):

$$
\begin{equation*}
\operatorname{det}\left(A_{P B C, n}\right)=\left[f_{n+1}\left(r_{3}, r_{1} r_{4}\right)+r_{1} r_{4} f_{n-1}\left(r_{3}, r_{1} r_{4}\right)\right]^{2} \tag{6.39}
\end{equation*}
$$

In order to enumerate all perfect matchings of the closed system, $A_{P B C}$, we separate the set perfect matchings by which edge incident to the vertex 1 they contain. For example, the perfect matchings containing the edge $2 \rightarrow 1$ are obtained by removing this edge from the periodic system, finding for the resulting subnetwork all perfect matchings and adding the edge $2 \rightarrow 1$. This approach is convenient because by removing one edge, the system is dissected into a finite chain, for which the Pfaffian is easily calculated as a linear recursive polynomial, see Section 6.B.

Removing one edge breaks the periodicity of the system, and for the remaining network the Pfaffian is a linear recursive sequence.
We find

$$
\begin{align*}
\operatorname{Pf}\left(A_{L B, n}\right) & =r_{3} \operatorname{sign}(i d) f_{n}\left(r_{3}, r_{1} r_{4}\right)+r_{2} \operatorname{sign}\left(2 n, 1, i d_{\hat{1}, \hat{2 n}}\right) f_{n}\left(r_{2}, r_{1} r_{4}\right)+ \\
& r_{1} r_{4} \underbrace{\left(\operatorname{sign}\left(2 n-1,1,2,2 n, i d_{\overparen{2 n-1}, \hat{1}, \hat{2}, 2 n}\right)+\operatorname{sign}\left(3,1,2,4, i d_{\hat{3}, \hat{1}, \hat{4}, \hat{2}}\right)\right)}_{+2} f_{n-1}\left(r_{3}, r_{1} r_{4}\right)+ \\
& r_{1} r_{4} \underbrace{\left(\operatorname{sign}\left(2 n-1,1,2 n, 2 n-2, i d_{\overparen{2 n-1}, \hat{1}, \hat{2}, 2 n-2}\right)+\operatorname{sign}\left(3,1,2,2 n, i d_{\hat{3}, \hat{1}, \hat{2}, 2 n}\right)\right)}_{-2} f_{n-1}\left(r_{2}, r_{1} r_{4}\right) \\
& =\left(r_{3} f_{n}\left(r_{3}, r_{1} r_{4}\right)+2 r_{1} r_{4} f_{n-1}\left(r_{3}, r_{1} r_{4}\right)\right)-\left(r_{2} f_{n+1}\left(r_{2}, r_{1} r_{4}\right)+2 r_{1} r_{4} f_{n-1}\left(r_{2}, r_{1} r_{4}\right)\right) \tag{6.40}
\end{align*}
$$

$$
\begin{equation*}
\operatorname{det}\left(A_{L B, n}\right)=\left[\left(f_{n+1}\left(r_{3}, r_{1} r_{4}\right)+r_{1} r_{4} f_{n-1}\left(r_{3}, r_{1} r_{4}\right)\right)-\left(f_{n+1}\left(r_{2}, r_{1} r_{4}\right)+r_{1} r_{4} f_{n-1}\left(r_{2}, r_{1} r_{4}\right)\right)\right]^{2} \tag{6.41}
\end{equation*}
$$

## 6.D. 2 Determinant of the closed $K_{4}$ chain

The determinants of the open and closed $K_{4}$ chain are obtained in the same way as the ones discussed above.

The Pfaffian of the open system, $A_{L B}$, is given by the sequence $X(n)$ in Section 6.B.2, as can be seen from Figure 6.13 (c). The determinant of $A_{L B}$ is

$$
\begin{equation*}
\operatorname{det}\left(A_{L B, n}\right)=\left[f_{n+1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)+\left(r_{1} r_{4}-r_{2} r_{5}\right) f_{n-1}\left(r_{3}, r_{1} r_{4}\right)\right]^{2} . \tag{6.42}
\end{equation*}
$$

For the periodic system, the Pfaffian is calculated in the same way as for the diamond chain, resulting in the following expression for the determinant:

$$
\operatorname{det}\left(A_{P B C, n}\right)=\left[\begin{array}{c}
\left(f_{n+1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)+\left(r_{1} r_{4}-r_{2} r_{5}\right) f_{n-1}\left(r_{3}, r_{1} r_{4}-r_{2} r_{5}\right)\right)  \tag{6.43}\\
-\left(f_{n+1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)+\left(r_{1} r_{4}-r_{2} r_{5}\right) f_{n-1}\left(r_{2}+r_{5}, r_{1} r_{4}-r_{2} r_{5}\right)\right)
\end{array}\right]^{2}
$$

## 6.E Linear recursive polynomials of second order

The results in this Section are used for the analytic expressions for Pfaffians which appear when calculating determinants and adjugate vectors of one-dimensional chains.

A linear recursive polynomial of second order is defined by a recursion relation and an initial condition as follows:

$$
\begin{align*}
f_{n+2}(a, b) & =a f_{n+1}(a, b)+b f_{n}(a, b) \\
f_{0}(a, b) & =0  \tag{6.44}\\
f_{1}(a, b) & =1
\end{align*}
$$

Here, $f_{1}(a, b)=1$ can always be achieved by dividing the full sequence as $f_{n}=\tilde{f}_{n} / \tilde{f}_{1}$. Note that we assume $a, b \neq 0$.

Analytic expression for $f_{n}$ Analytic progress is possible using the characteristic function of $f_{n}$. which is given by $\phi^{2}=a \phi+b$. The characteristic function has two solutions,

$$
\begin{equation*}
\phi_{ \pm}=\frac{a}{2} \pm \sqrt{\frac{a^{2}}{4}+b} . \tag{6.45}
\end{equation*}
$$

Every element of the sequence can be calculated (assuming $\phi_{+}-\phi_{-}=2 \sqrt{\frac{a^{2}}{4}+b} \neq 0$ ) as

$$
\begin{align*}
f_{n}(a, b) & =\frac{\phi_{+}^{n}-\phi_{-}^{n}}{\phi_{+}-\phi_{-}},  \tag{6.46}\\
f_{0}(a, b) & =\frac{1-1}{\phi_{+}-\phi_{-}}=0,  \tag{6.47}\\
f_{1}(a, b) & =\frac{\phi_{+}-\phi_{-}}{\phi_{+}-\phi_{-}}=1=b f_{n-1}(a, b),  \tag{6.48}\\
f_{n+1}(a, b) & =\frac{\phi_{+}^{2} \phi_{+}^{n-1}-\phi_{-}^{2} \phi_{-}^{n-1}}{\phi_{+}-\phi_{-}},  \tag{6.49}\\
& =a \frac{\phi_{+}^{n}-\phi_{-}^{n}}{\phi_{+}-\phi_{-}}+b \frac{\phi_{+}^{n-1}-\phi_{-}^{n-1}}{\phi_{+}-\phi_{-}}=a f_{n}(a, b)+b f_{n-1}(a, b) .
\end{align*}
$$

We can generalize this result to linear recursive sequences with differing initial conditions.

The elements of the sequence $g_{n}\left(a, b, g_{0}\right)$, which has the identical recursion relation as $f_{n}(a, b)$ but the initial condition $g_{0}\left(a, b, g_{0}\right)=g_{0}, g_{1}\left(a, b g_{0}\right)=1$, can be calculated from $f_{n}(a, b)$ as

$$
\begin{align*}
& g_{n}\left(a, b, g_{0}\right)=f_{n}(a, b)+g_{0} b f_{n-1}(a, b)  \tag{6.50}\\
& g_{0}\left(a, b, g_{0}\right)=f_{0}(a, b)+g_{0} b f_{-1}(a, b)=g_{0} \frac{b}{b}=g_{0}  \tag{6.51}\\
& g_{1}\left(a, b, g_{0}\right)=f_{1}(a, b)+g_{0} b f_{0}(a, b)=f_{1}(a, b)=1 .
\end{align*}
$$

## 6.E. 1 Asymptotic behavior of $f_{n}$

When $\left|\phi_{+}\right|>\left|\phi_{-}\right|$, or equivalently $\sqrt{a^{2} / 4+b}>0$, the linear recursive sequence approaches exponential behavior for large values. The sequence is then approximated by

$$
\begin{equation*}
g_{n}(a, b)=\phi_{+}^{n-1} \frac{1-\left(\phi_{-} / \phi_{+}\right)^{n}}{1-\left(\phi_{-} / \phi_{+}\right)}+b g_{0} \phi_{+}^{(n-2)} \frac{1-\left(\phi_{-} / \phi_{-}\right)^{n-1}}{1-\left(\phi_{-} / \phi_{+}\right)} \approx \frac{\phi_{+}^{n-2}}{1-\left(\phi_{-} / \phi_{+}\right)}\left(\phi_{+}+b g_{0}\right) \tag{6.52}
\end{equation*}
$$

## 6.E. 2 Negative values of $f_{n}$

In the $K_{4}$ chain, extinction occurs when the linear recursive sequences that make up the adjugate vector 6.B have non-positive entries. The size of the blocks of surviving strategies is then fixed by the first non-positive position of the linear recursive sequence.

As long as $\phi_{ \pm}$are real $\left(a^{2} / 4+b>0\right)$, the asymptotic law derived above applies and $g_{n}$ is increasing, there are no negative entries. When $\sqrt{\frac{a^{2}}{4}+b}$ becomes imaginary, the polynomial begins to oscillate, such there will be negative values for $g_{m}$. With decreasing $b$, the position $m$ for the first non-positive value decreases from $m=\infty$ to the smallest possible value, $m=3$.

Summarizing, we find three regions for the linear recursive polynomial:

- When $a^{2} / 4>-b: f_{n}$ behaves asymptotically exponential as $g_{n} \sim \phi_{+}^{n}$
- For $a^{2} / 4>-b>a^{2}: f_{n}$ fluctuates, for some $m>3$ there is a negative entry with $f_{m}<0$. The value of $m$ decreases with $b$ and can thus far not be determined
- Finally, for $-a^{2} \geq b$ : The third element of the linear recursive sequence is nonpositive, $f_{3} \leq 0$


## 6.E. 3 Traveling wave solution

Here we verify that the solution (6.14) the differential equation (6.13).
As stated in Section 6.6, with $x_{m}=0$, the differential equation for $y_{m}=u_{m}-v_{m}$ is

$$
\begin{equation*}
\partial_{t} y_{m}=y_{m}\left(y_{m-1}-y_{m}\right) . \tag{6.53}
\end{equation*}
$$

Here we show that this equation is solved by

$$
\begin{equation*}
y_{m}=c_{2}\left(\frac{1}{\tanh \left(c_{1}\right)}-\tanh \left(c_{1} m+c_{2} t+\delta\right)\right) . \tag{6.54}
\end{equation*}
$$

Substituting $\zeta_{m}=c_{1} m+c_{2} t+\delta$, the time derivative of $y_{m}$ is

$$
\begin{equation*}
\partial_{t} y_{m}=\partial_{t} c_{2}\left(\frac{1}{\tanh \left(c_{1}\right)}-\tanh \left(\zeta_{m}\right)\right)=-c_{2}^{2}\left(1-\tanh \left(\zeta_{m}\right)^{2}\right) \tag{6.55}
\end{equation*}
$$

On the other hand, with the identity for the hyperbolic $\operatorname{tangent~} \tanh (a+b)=\frac{\tanh a+\tanh b}{1+\tanh a \tanh b}$, we find

$$
\begin{align*}
\left.y_{m}(y) m-1-y_{m}\right) & =c_{2}^{2} \frac{1-\tanh \left(c_{1}\right) \tanh \left(\zeta_{m}\right)}{\tanh \left(c_{1}\right)}\left(\frac{\tanh \left(\zeta_{m}\right)-\tanh \left(c_{1}\right)}{1-\tanh \left(\zeta_{m}\right) \tanh \left(c_{1}\right)}-\tanh \left(\zeta_{m}\right)\right)  \tag{6.56}\\
& =\frac{c_{2}^{2}}{\tanh \left(c_{1}\right)}\left(-\tanh \left(c_{1}\right)+\tanh \left(\zeta_{m}\right)^{2} \tanh \left(c_{1}\right)\right)  \tag{6.57}\\
& =-c_{2}^{2}\left(1-\tanh \left(\zeta_{m}\right)^{2}\right) . \tag{6.58}
\end{align*}
$$

Thus, $y_{m}$ solves the differential difference equation (6.13).

## Chapter 7

## Conclusion, discussion and outlook

### 7.1 Summary

In this thesis we studied the role of network topology for the dynamics of the antisymmetric Lotka Volterra equation (2.1) (ALVE),

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x_{\alpha}(t)=x_{\alpha}(t) \sum_{\beta=1}^{S} a_{\alpha \beta} x_{\beta}(t)
$$

The interaction between states $\alpha$ is defined through the antisymmetric interaction matrix $A=-A^{T}$. As the ALVE is mass conserving and antisymmetric matrices can be represented as directed networks, the ALVE dynamics can be interpreted as a mass flow on a network. This makes the ALVE a suitable model system for the study of the interplay between network topology and dynamics. Among other applications, this system of nonlinear differential equations is the replicator equation for zero sum games in the context of evolutionary game theory (see Section 1.3). For generic networks, one observes survival of some states and extinction of the remaining states. Interestingly, it can be shown that the set of surviving states depends only on the antisymmetric transition matrix and is independent of the initial conditions. More precisely, the set of survivors is defined by the so-called condensate vector of the matrix (see Section 2.2). In the special case that the condensate vector is a strictly positive kernel vector of the interaction matrix, all states survive, forming a network of interacting and competing species for all times. When additionally the kernel vector is unique, its entries characterize the long-time limit of the temporal average occupation, $\left\langle x_{\alpha}\right\rangle_{T}=1 / T \int_{0}^{T} \mathrm{~d} t x_{\alpha}$. Kernel vectors of antisymmetric matrices $A$ can be calculated analytically using the Pfaffian, a determinant-like function for antisymmetric matrices that is closely related to graph-theoretical properties of the network corresponding to $A$. This connection between the kernel vectors of antisymmetric matrices and survival, extinction and average mass distribution in the ALVE allows us to discuss the ALVE dynamics in terms of the network topology of the underlying network. The main findings of this thesis are:

## Topologically robust coexistence and coexistence networks

In the first project, presented in Chapter 4, we introduced the notion of coexistence networks, that is, networks which show coexistence of all states in the ALVE as a consequence of the network topology alone. Exploiting the graph-theoretical interpretation of the Pfaffian, we characterized the kernel of $A$ in terms of network topological properties, namely by all near-perfect matchings of the network defined by $A$. This interpretation enabled us to formulate conditions with which to identify coexistence networks. Algebraically speaking, coexistence networks correspond to antisymmetric matrices whose positions of positive, negative, and zero entries ensures a strictly positive kernel vector for each choice of entries magnitude. This project shows that in the ALVE, the qualitative dynamics, that is, survival of all states, can be a consequence of the network topology alone. Coexistence networks have relevance for population dynamics, as they are extraordinary robust network motifs. In the context of game theory, coexistence networks are of interest as they are zero sum games for which every strategy is necessary for every choice of payoff. Additional applications are discussed in Section 4.5.

## Topological phase transition in coupled rock-paper-scissors cycles

In the second project, presented in Chapter 5, we analyzed the long-time behavior of a specific coexistence network, the RPS chain. The RPS chain is constructed by concatenation of identical RPS cycles. Numerical simulations of the ALVE on the RPS chain show that, depending on the skewness, a ratio of two rates in the RPS cycles, the temporal average mass polarizes to the boundaries. The system undergoes a transition from left to right polarization as the skewness parameter passes through a critical value, at the critical point, solitary waves are observed. Remarkably, this phase transition falls into symmetry class D within the "ten-fold way" classification scheme of gapped free-fermion systems, which also applies, for example, to 1D topological superconductors: The polarization can be understood from the unique strictly positive kernel vector of the system which arises from a topological phase transition of the chains interaction matrix through the bulk-boundary correspondence. Thus, we found that the polarization states are topological phases of the nonlinear ALVE dynamics. The discovery and characterization of topological phases in the ALVE are of interest as this is the first report of topological phases in the context of population dynamics. Additionally, for the ALVE the topological phases can discussed in full through the adjugate vector, and not only in a linearized region around the fixed point. As we present an algebraic characterization of the topological transition and discuss it in terms of properties of lattices with different boundary conditions, we hope that our work provides a relatively non-technical perspective on topological phases.

## Topological phase transition beyond rock-paper-scissors

In the third project, presented in Chapter 6, we generalized the results on the RPS chain to other one dimensional chains. We found that the topological phase transition of the
temporal average mass found for the RPS chain is robust against augmentations of the network topology with additional edges. The topological phases can be understood on the basis of the strictly positive kernel vectors, which are obtained as combinations of linear recursive sequences. This knowledge allowed us to extend the discussion of topological phases beyond coexistence networks, where we showed that extinction occurs only in the topologically nontrivial phase. We close with a derivation of the differential difference equations for one dimensional chains at the transition point between the topological phases. As these equations have numerical solutions that resemble solitary waves, this may be a starting point for future research.

### 7.2 Outlook

The research presented in this thesis could be continued in different directions.

## Population dynamics

As mentioned in the Introduction 1.3.1, the ALVE is a special case of both the replicator equation and the generalized Lotka Volterra equation. The results presented here are concerned with the exceptional stability of coexistence networks. If and how far this stability ranges when adding either a slight symmetric perturbance to the interaction matrix, or adding sources and sinks to the system is unknown so far. Mappings between the ALVE and other dynamical systems (for example interpret the ALVE as a replicator equation and map it onto a generalized Lotka Volterra equation or vice versa [25, 190]) one may transport our results to different contexts.

## Evolution of interaction networks

In the context of the evolution and development of ecosystems and foodwebs, the role of coexistence networks is unknown. Assuming an evolutionary process in which network topologies evolve, for example by invasion of additional species (similar to [7]), appearance of new predation relations, and other mechanisms, the network topology would be continuously augmented and changed. In such a dynamics, a network could be extended by mutation, followed by a reduction through extinction due to new interactions. As extinction reduces the dynamics to subnetworks in which all states survive, coexistence networks, the most robust networks of survivors, could take the role of attractors of this evolutionary process.

## Topological phase transitions beyond one dimensional chains

The investigation of topological phase transitions in the context of population dynamics could be continued in various ways:
As a continuation of our work, recently topological phase transition and chiral edge states in

Kagome lattices constructed from RPS cycles were reported [191. So far the analysis only covers a linearization if the ALVE. For the Kagome lattice, the kernel is high-dimensional such that a detailed connection between the condensate vector and the long-time behavior of the system as for the RPS chain is not possible. The fact that the consequences of the topological phases, namely chiral edge states, are nonetheless strikingly visible may give new insights into the non-linear dynamics of the ALVE.

## Interplay of topological phase transitions depending on density

In the context of microscopic reactions as introduced in Section 1.3.2, naturally a subleading term in the population size can be included by allowing mutations. Through the polarization of mass, the population density is reduced in parts of the system (due to exponential decay from the boundary), such that an interplay between the leading order dynamics and sub-leading effects may arise. Recently it was shown that diffusive dynamics on one dimensional lattices can lead to topological phase transitions [167]. Coupling these effects with the ALVE dynamics might lead to interesting interplay of two topological phases in distinct density regions of the system.

## Constructing topological systems by combination of directed multistate oscillators

The topological phase transitions on one-dimensional chains can be interpreted as a consequence of the coupling topology. Potentially, using coupling topologies that are known to give rise to topological phase transitions with local oscillators such as [30, 26, 192 instead of the RPS cycle may lead to the discovery of robust dynamical modes.

## Integrability of one dimensional chains at the topological transition point

Finally, exact solutions for the ALVE dynamics at the topological transition point remain unknown so far. As the structure of the differential difference equations derived in Section 6.6 is closely related to several integrable systems that show solitary waves [41, the existence of a closed solution seems reasonable. Additionally, as in the presented models solitary waves can move into both directions, and are transformed into each other at the edges of finite systems, new phenomena such as reflection of solitary waves at the systems boundary may be investigated.
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[^0]:    ${ }^{1}$ Of course the payoff can deviate from 1 .

[^1]:    ${ }^{2}$ Note that this behavioral species must not coincide with the biological species

[^2]:    ${ }^{1}$ Note that we do not distinguish notationally between column and row vectors in this manuscript if the meaning is clear from the context.

[^3]:    ${ }^{1}$ A nonzero center $\epsilon_{0} \neq 0$ for the distribution can be absorbed in redefined rates and noise as $a_{\alpha \beta}(1+$ $\left.\epsilon_{\alpha \beta}\right)=a_{\alpha \beta}\left(1+\epsilon_{0}\right)\left(1+\epsilon_{\alpha \beta} /\left(1+\epsilon_{0}\right)\right)=\tilde{a}_{\alpha \beta}\left(1+\tilde{\epsilon}_{\alpha \beta}\right)$

