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Abstract

Fast evolving technologies require faster data processing. Modern electronics possess phys-
ical limits for computation speed. To circumvent these limits new scientific approaches
are required. Light is the fastest information carrier, therefore optoelectronic light-matter
interaction can be potentially employed as a method towards much faster computation. In
order to exploit light-matter interactions in the attosecond (1×10−18 s) temporal and peta-
hertz (1× 1015 Hz) frequency domains, three main conditions should be fulfilled: a) tech-
niques capable of detecting such fast processes must be available, b) physical mechanisms
with an attosecond response time should be found and characterized, c) the methodology
for storing and controlling of the information by means of these fast processes should be
developed. This dissertation addresses these conditions and demonstrates the applicability
of optoelectronics towards attosecond and petahertz domains.

The thesis reports on novel approaches for the sampling of pulsed optical waveforms
with attosecond temporal resolution and petahertz detection bandwidth, as well as their
applications for time-resolved studies of attosecond non-equilibrium dynamics in solids
and gases. It is demonstrated that the light-matter-light scheme of the optoelectronic
interaction can be used to manipulate optical pulses waveforms, while optical pulses, in
turn, can manipulate properties of matter.

The temporal confinement of high-order non-linear excitation of charge carriers in di-
electrics and gases is employed as a temporal gate for the sampling of pulsed waveforms.
Non-symmetric displacement of photo-excited charges leads to polarization of a medium.
Metal electrodes in the vicinity of the created polarization produce a measurable current.
Gas pressure and distance to an electrode allow for control of the magnitude of the gener-
ated current and the detection sensitivity. The optimum signal in the air as the interaction
medium is observed at around several mbar pressure. When the current signal is measured
from two electrodes opposing each other, a 180-degree phase shift is observed, indicating
that the polarization of a medium is the main mechanism responsible for the detected
signal.

Ultra-broadband photonic detection at near-petahertz and petahertz frequencies is
demonstrated based on a heterodyne detection scheme. Pulsed waveform characteriza-
tion with unstabilized carrier-envelope phase is demonstrated.

The three-channel optical synthesizer is characterized by the novel methodology. Tem-
poral confinement of the sampling channel allows extending the detection bandwidth of
the electro-optic field sampling technique, for the first time, towards the visible spectral
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domain.
Technological advances are applied to study and control non-steady-state dynamics in

solids. The information encoded in the changes of optical pulse waveforms provides access
to ultrafast processes occurring in a sample medium. The very first moments of a medium
excitation and formation of optical properties are studied directly in the time domain.

The dynamics of the formation of the non-equilibrium refractive index of a medium
as well as thermalization of a non-equilibrium charge carrier distribution is studied in
detail. The time delay associated with the plasma screening and non-linear excitation of a
medium is observed experimentally and confirmed theoretically. Transient and long-lasting
switching and modulation of optical properties are studied for silicon, diamond, and fused
silica solids.

The manipulation of pulsed optical waveforms based on light-matter-light interaction
is demonstrated. The temporal confinement of the photo-excitation of a medium by an
injection pulse is employed as a switch to induce localized and controllable changes on a
pulse waveform. The control of the switching event in combination with the interacting
test pulse provides a scheme towards manipulation of optical pulse waveforms as well as
material properties in ultrafast time scale.



Zusammenfassung

Durch die rasche technologische Entwicklung, wird eine schnellere Datenverarbeitung not-
wendig. Die moderne Elektronik hat jedoch physikalische Grenzen in Bezug auf die
Rechengeschwindigkeit. Um diese Limitierungen zu umgehen, sind neue wissenschaftliche
Ansätze gefragt. Licht ist der schnellste Informationsträger. Diese Eigenschaft macht
die optoelektronische Licht-Materie-Wechselwirkung zu einer möglichen Methode für viel
schnellere Berechnungen. Um Licht-Materie-Wechselwirkungen in einem Zeitbereich von
Attosekunden (1 × 10−18 s) und in einem Frequenzbereich von Petahertz (1 × 1015 Hz)
nutzen zu können, müssen folgende drei Hauptbedingungen erfüllt sein: a) Techniken, die
so schnelle Prozesse detektieren können, müssen verfügbar sein, b) physikalische Mecha-
nismen mit einer Antwortzeit im Attosekundenbereich müssen sowohl gefunden, als auch
charakterisiert werden, c) die Methodik zur Speicherung und Steuerung von Informatio-
nen, die durch derart schnelle Prozesse generiert werden, muss entwickelt werden. In
der hier vorliegenden Dissertation wurden die drei genannten Bedingungen behandelt und
außerdem die Anwendbarkeit der Optoelektronik im Attosekunden- und Petahertzbereich
demonstriert.

Diese Dissertation berichtet über neuartige Ansätze zur Abtastung der Wellenformen
von optischen Laserimpulsen mit einer zeitlichen Auflösung im Bereich von Attosekunden
und einer Detektionsbandbreite im Petahertzbereich. Außerdem behandelt sie, deren An-
wendung für zeitaufgelöste Untersuchungen von Nichtgleichgewichtsdynamiken auf Atto-
sekunden-Zeitskala in Festkörpern und Gasen. Es wird demonstriert, dass das Licht-
Materie-Licht-Schema der optoelektronischen Wechselwirkung genutzt werden kann, um
die Wellenformen optischer Pulse zu manipulieren, während optische Pulse wiederum
Eigenschaften von Materie manipulieren können.

Die zeitliche Begrenzung der Anregung von Ladungsträgern in Dielektrika und Gasen
mittels hoch-nichtlinearen Prozessen wird als zeitliches Tor für die Abtastung von gepulsten
Wellenform eingesetzt. Die nicht-symmetrische Verschiebung photoangeregter Ladungen
führt zur Polarisation eines Mediums. Metallische Elektroden, die sich in nächster Umge-
bung zu dieser erzeugten Polarisation befinden, erzeugen messbaren Strom. Der Gasdruck
einerseits und der Abstand zu den Elektroden andererseits, ermöglichen es, die Stärke des
erzeugten Stroms zu regulieren und erhöhen zudem die Detektionsempfindlichkeit. Das
optimale Signal für Luft als Interaktionsmedium wird bei einem Druck von einigen mbar
beobachtet. Wenn der erzeugte Strom an zwei einander gegenüberliegenden Elektroden
gemessen wird, wird eine Phasenverschiebung von 180 Grad beobachtet. Das weißt darauf
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hin, dass die Polarisation eines Mediums der Hauptmechanismus ist, der für das erfasste
Signal verantwortlich ist.

Die ultrabreitbandige Messung von Photonen im PHz-nahen und PHz Frequenzbere-
ichen, wird auf Grundlage der Heterodyn-Detektionsschema demonstriert. Auch die Charak-
terisierung der gepulsten Wellenformen mittels Pulsen, deren Träger-Einhüllenden-Frequenz
nicht stabilisiert ist, wird demonstriertgezeigt.

Der dreikanalige, optische Synthesizer wird durch neuartige Verfahren charakterisiert.
Durch zeitliche Begrenzung des Abtastkanals wird es zum allerersten Mal möglich, die De-
tektionsbandbreite der elektrooptischen Feldabtastung in Richtung des sichtbaren Spek-
tralbereich auszudehnen.

Die technologischen Fortschritte werden angewandt, um Dynamiken in Festkörpern
außerhalb des Gleichgewichtszustands zu erforschen und zu kontrollieren. Dabei geben
die Informationen, welche in den Änderungen der optischen Wellenform gespeichert sind,
Aufschluss über die extrem schnellen Prozesse, welche in der Probe stattfinden. So können
die allerersten Augenblicke der Anregung des Mediums und die Ausbildung der optischen
Eigenschaften direkt im Zeitbereich untersucht werden.

Die Dynamik der Ausbildung des Brechungsindex, sowie die Thermalisierung von La-
dungsträgern in einem Ungleichgewichtszustand werden im Detail untersucht. Außerdem
wird die zeitliche Verzögerung, welche durch eine vom erzeugten Plasma verursachte Ab-
schirmung verursacht wird, experimentell beobachtet und auch theoretische bestätigt. Für
Silizium, Diamant und Quarzglas werden transiente und langanhaltende Veränderungen
und Modulationen der optischen Eigenschaften untersucht.

Die Manipulation von gepulsten optischen Wellenformen mittels Licht- und Materiewech-
selwirkung wird gezeigt. Dabei wird die zeitliche Beschränkung der Anregung eines Medi-
ums mit einem Injektionsimpuls verwendet, um lokale und kontrollierbare Veränderungen
in einer Test-Wellenform hervorzurufen. Die Kontrolle über das Umschaltereignis in Kom-
bination mit dem wechselwirkenden Puls, bietet ein Schema zur Manipulation optischer
Pulswellenformen, sowie Materialeigenschaften in ultraschneller Zeitskala.
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Introduction

The exponential growth of computing power predicted by Gordon Moore[8] requires faster
and smaller electronic components. However, the laws of quantum mechanics put a funda-
mental limitation on how small these components can be, and therefore how fast they can
operate. The light-matter interaction is considered to be a potential direction to circumvent
these speed limits[9, 10, 11].

One of the approaches is based on quantum computing[12, 13, 14, 15, 16]. However,
quantum computing requires a high degree of coherence[17, 18, 19] which is difficult to
achieve due to the influence of the environment. Another approach is to use fast processes
as temporal gates[20, 21] to control and measure physical observables.

Many physical processes are so fast that can take place in femtosecond (1 × 10−15

s), attosecond, or zeptosecond (1 × 10−21 s) time scales. However to control such fast
phenomena one requires a comparably fast ’switch’. A short electromagnetic pulse can serve
this purpose[22]. The invention of pulsed lasers allowed confinement of the burst of light
into femtosecond or even attosecond-scale durations[23]. For instance, it has been shown
that light pulses produced by high harmonic generation[24, 25, 26, 27, 28, 29, 30, 31] can
be confined to the attosecond-scale temporal window[23, 32, 33]. The first generation and
measurement[34] of isolated attosecond pulses therefore has lead to the birth of attosesond
physics [23, 34]. In a frequency domain, such spark of electromagnetic wave consists of a
broadband spectrum approaching or even exceeding petahertz frequencies.

If properties of light can be measured and controlled, so as sub-femtosecond changes in
properties of matter can be measured and controlled via light-matter interaction[35, 36, 37].
Hence, characterization of light pulses is essential for studying and controlling fast physical
processes. Multiple characterization techniques[38, 39, 40] have been recently developed.
In a frequency domain, the characterization of light transients can be reduced to only
two quantities: spectral amplitudes (spectral intensities) and spectral phases. If these
quantities can be measured and controlled the electromagnetic transient can be used as a
tool for light-matter interaction.

Multiple attempts have been made to access and control physical processes in at-
tosecond or femtosecond time scales[41, 42, 43, 44, 45, 46]. The ’attosecond transient
absorption’[47] approach allows accessing fast processes such as excitation of charge carri-
ers with attosecond temporal resolution[37, 44, 48]. Another recent approach is based on
the analysis of a high-harmonic generation spectra[49, 50, 51, 52, 53]. However, both types
of methodologies are sensitive only to changes in spectral intensities, while the spectral
phase information is practically lost. Although attempts have been made to acquire the
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phase information[54].
The optical field sampling approach[55, 56, 57], on the contrary, allows the study of such

fast physical phenomena[58, 59, 60, 61] preserving information about spectral amplitudes
and spectral phases. One of the breakthrough techniques is an attosecond streak camera. It
allows observation of light transients with attosecond temporal resolution in real time[62].
In this method isolated attosecond pulses are used as a temporal gate for the photo-
ionization of a medium, resulting in the emission of electrons with finite kinetic energy. If
attosecond pulses are superimposed with a driving electric field of a pulse to be measured,
the photo-excited electrons will experience a change of the kinetic energy upon interaction
with the driving field. The change in the electron kinetic energy will be proportional
to the vector potential of the driving field from the moment of the photo-excitation[23].
Measuring the final electron kinetic energy as a function of a delay between attosecond and
driving pulses, therefore, allows measuring the vector potential of the driving field directly.
The simple relation between the vector potential and an electric field of the driving pulse,
therefore, provides real-time access to the drive pulse waveform.

If the pulse waveform is known, it can be used as a reference to study physical processes
provided such processes cause a modification of the pulse waveform. Such concept was
applied to study non-linear polarization and energy transfer in a dielectric medium[7]. The
changes imprinted on the pulse waveform, therefore, provide information about processes
that caused these modifications. If the pulse waveform changes are resolved in time, the
physical processes which caused these modifications are also resolved in time, although can
not always be decoupled. The ability to measure optical pulse waveforms already paved
the way towards the study and control of very fast phenomena in atoms and molecules[63,
64, 43] as well as solids[65].

The faster is a physical process in time the larger is the spectral bandwidth of the
detection required to resolve it. In addition to that, since changes of a waveform are of
the most interest, high dynamic range and high sensitivity of the technique are required.
Although optical field sampling based on attosecond streaking provides a detection band-
width approaching petahertz frequencies[35], it lacks sufficient sensitivity to access physical
processes that produce weak signals. On the contrary electro-optic sampling[66, 67, 55, 57]
provides similar optical field detection with much higher sensitivity, however lacks a suffi-
cient detection bandwidth to access processes occurring on an attosecond time scale.

The aim of this thesis work is to extend optical field sampling metrology towards
petahertz detection bandwidth with high sensitivity and to apply it for the study and
control of attosecond scale processes for the purpose of advancing future optoelectronics.

Chapter 1 provides a theoretical background essential for the scientific work presented
in this thesis.

Chapter 2 describes several novel methods for the optical field sampling with attosecond
temporal resolution and high sensitivity exceeding several orders of magnitude of the signal-
to-noise ratio. It demonstrates that the study and control of fast processes in nature can
now be achieved with conventional and rather inexpensive laser systems on a simple table-
top setup.

Chapter 3 describes the application of the novel metrology for the characterization
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of a high-frequency channel of the optical synthesizer. This characterization allowed for
the first time to extend boundaries of the conventional electro-optic sampling towards the
visible spectral range.

The techniques are then applied for time-resolved studies of attosecond scale processes,
such as light-matter energy transfer and non-linear polarization (chapter 5) in solids. It
is demonstrated that transient and non-transient energy transfers can be confined to an
attosecond-scale temporal window within a sub-cycle of a pulse.

Chapter 4 demonstrates that the comparison of pulsed waveforms measured with dif-
ferent types of techniques allows extracting information associated with the non-linear
photo-excitation and the formation of the Coulomb plasma screening field inside a medium.

The last chapter 6 presents a detailed study of the formation and manipulation of non-
equilibrium properties of solids in ultrafast time scales. In addition, it is shown that the
control of such non-equilibrium dynamics allows localized manipulation of optical pulse
waveforms.

The new studies and metrology presented in this thesis, therefore, aim to advance
modern optoelectronics towards attosecond and petahertz domains.
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Chapter 1

Theoretical background

This chapter introduces an essential theoretical background for physical mechanisms as
well as technological approaches employed in this thesis.

Section 1.1 reviews the linear electromagnetic latter-matter interaction described by
James Clerk Maxwell[68]. The relation between medium polarization and electromagnetic
waves is introduced in terms of the wave-equation and linear susceptibility of a medium.

Sections 1.2 and 1.3 extend the theory of the linear interaction towards transient and
non-transient non-linear optical effects.

Section 1.4 provides a theoretical background for light-matter energy transfer taking
into account non-instantaneous response of a medium.

Section 1.5 provides a quantum mechanical theory for the optical properties of a medium
based on the distribution of charge carriers within the energy structure.

The last two sections of the chapter describe two main concepts of the optical pulse
waveform characterization: homodyne and heterodyne detection (section 1.6) as well as a
gated detection (section 1.7).

All sections of this chapter serve as a basis for the research described in this thesis.

1.1 Electromagnetic light-matter interaction

One of the four fundamental interactions in physics is electromagnetic interaction. In
classical electromagnetism such interaction can be described by Maxwell’s equations:

∇ ·D =
ρ

ε0
, (1.1)

∇ ·B = 0, (1.2)

∇× E = −∂B

∂t
, (1.3)

∇×H = µ0

(
J +

∂D

∂t

)
. (1.4)
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Here ε0 ≈ 8.854 ·10−12 F/m is the vacuum permittivity and µ0 ≈ 1.256 ·10−6 H/m is
the vacuum permeability. E is an electric field and H is a magnetic field strength. E and
H are external fields that are not associated with intrinsic properties of a medium. J and
ρ are current and charge densities, which may or may not be present in a medium. Bold
notations represent vector quantities.

Since Maxwell’s equations are microscopic and classical, phenomenological quantities
called polarization field P and magnetization field M are introduced to account for intrinsic
atomic electric and magnetic fields associated with free and bound charge carriers inside a
medium, as well as spins and magnetic moments of charge carriers.

The total electric and magnetic fields, taking into account atomic intrinsic fields, are
therefore called electric displacement field :

D = ε0E + P, (1.5)

and magnetic induction field or just magnetic field :

B = µ0H + µ0M. (1.6)

The time-dependent polarization field P creates a polarization current density:

Jp =
∂P

∂t
. (1.7)

On the other hand, the space dependent magnetization field creates a magnetization
current density:

Jm = ∇×M. (1.8)

The term J in the eq. 1.4 is a free-charge current density.
Therefore electromagnetic interaction with any medium can be described by Maxwell’s

equations provided that intrinsic polarization field P, intrinsic magnetization field M and
free-charge current density within a medium are known.

Everyday electronic applications and devices such as computers rely on modification
and control of some properties of a medium, represented by quantities in eq. 1.1 - 1.6.

In the case of optoelectronic applications these quantities are modified by the interaction
of a medium with electromagnetic waves such as light. If the electric field E exerts an
electric force

FE = eE (1.9)

on a particle with charge e, and this force is not large enough to accelerate a particle to
velocities (ν) comparable to the speed of light (which is usually the case, unless under
extreme conditions such as in particle accelerators), the magnetic force

FB = e(ν ×B) (1.10)
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exerted by a magnetic field B is always much smaller than exerted electric force. Therefore
a typical interaction of a medium with an incident light is mainly dominated by electric
field and sufficiently described if only polarization P of a medium is considered.

Multiple particles can create stable systems with certain energy eigenstates. These
states can be approximately determined by an appropriate version of the Schrödinger
equation. The simplest form of this equation is the time-independent Schrödinger equation:

Ĥ|Ψ〉 = E|Ψ〉. (1.11)

If a wave function Ψ and a Hamiltonian operator Ĥ of a system are known, for instance
for a single non-relativistic particle positioned by a vector r with respect to positive nu-
clei, the energy eigenstates E can be determined by solving the linear partial differential
equation: [

− h̄2

2m
∇2 + V (r)

]
Ψ(r) = EΨ(r). (1.12)

Each eigenstate solution of the eq. 1.12 corresponds to a certain wavefunction. The
wavefunction itself provides the spatial probability density function |Ψ|2. If the probability
density function posses a rotational symmetry, an average macroscopic intrinsic polariza-
tion of a medium will average to zero. This however might not be the case in, for instance,
pyroelectric materials which maintain non-zero macroscopic polarization.

Regardless of the type of medium, the space separation between charge carriers main-
tains the stability of a system. However, if the system is exposed to an external static
electric field the distribution of particles in space will be altered from its stable state.
Under influence of the external field, the particles may become closer to each other or
further from each other. This displacement from an equilibrium position will produce an
additional polarization of a medium.

Internal fields, such as a Coulomb field, which bound medium together poses different
strengths for different distances between interacting particles since the magnitude of a
Coulomb force F between two charges q1 and q2 is inversely proportional to the square of
the distance r between these charges:

|F (r)| = |q1||q2|
r2

. (1.13)

The dependence of the force between two particles on the distance between them is
therefore non-linear. This implies that if the distance between two interacting particles
will be doubled, the field strength which these particles will experience will not necessarily
be reduced by half. Or alternatively, if the static electric field, to which the medium is
exposed will be doubled, the space separation between particles in the medium will, in
general, not necessarily be increased by a factor of two.

The proportionality factors between the applied electric field and displacement of charge
carriers are determined by the internal forces within the medium, and therefore material
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specific. Depending on an atomic structure of a medium, the relation between an applied
field and displacement of charge carriers may also be medium orientation dependent.

If a medium is exposed to a time-varying electric field (instead of static), such as
electromagnetic wave, the displacement of charge carriers will also vary in time accordingly,
but the displacement will not be necessarily linearly proportional to the incident electric
field.

Incident electric field induces a polarization in a medium, according to a proportionality
factor χ called electric susceptibility :

P = ε0χE. (1.14)

This proportionality factor however, in general, is a function of the incident electric
field E and can be well approximated by a constant at rather low electric fields. This
regime is refereed as linear optics.

If an incident electric field is much weaker than the fields that maintain the medium
in a stable state, the applied external field can be considered as a small perturbation.
Within such approximation, employing a perturbation theory[69], the relation between the
incident electric field and induced medium polarization can be in general written in the
Taylor power series:

P(t) = ε0
[
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...

]
= P(1)(t) + P(2)(t) + P(3)(t) + ... (1.15)

The χ(1)E(t) term of the eq. 1.15 corresponds to the linear response of a medium to an
applied electric field, which results in a linear polarization P(1)(t). All other terms χ(2)E2(t),
χ(3)E3(t) etc. account for non-linear response of a medium and corresponding non-linear
polarizations P(2)(t), P(3)(t) etc. In general in anisotropic materials, the susceptibility
might be not uniform in different spatial directions. Therefore the general mathematical
term of a susceptibility χ(n) is a (n + 1)-degree tensor.

The regime where higher order terms of the Taylor expansion start to play an important
role is refereed as non-linear optics.

For homogeneous, isotropic and polarizable medium, the electric field wave equation
takes the following form[70]:

∇2E− 1

c20

∂2E

∂t2
= µ0

∂2P

∂t2
. (1.16)

Therefore if polarization created in a medium is varying in time it will result in the cre-
ation of a propagating electromagnetic wave. This is consistent with Larmor’s theorem of
electromagnetism that states that accelerating charges generate electromagnetic radiation.

In case of the linear polarization, the frequencies of generated light will be the same as
frequencies of incident light. However, the frequencies of light generated by a non-linear
polarization might differ from the frequencies of an incident light, as described in sections
1.2 and 1.3 of this thesis.
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Optical phenomena which can be described by the linear polarization are a part of linear
optics. However, all other phenomena which can be described by a non-linear polarization,
are a part of non-linear optics. The non-linear order is defined by the exponent of the
electric field in the non-linear polarization expression.

If a medium is exposed to an electric field comparable in magnitude to the field which
bounds medium together, such as a Coulomb field, the perturbation approximation is no
longer valid and eq. 1.15 can not be used for description of such non-linear effects. This
regime is called a non-perturbative regime of nonlinear optics.

Some non-linear effects are present only during the time of interaction with an incident
field and cause only temporary modification of a medium. Such effects are termed transient
in this thesis. However, other non-linear effects cause either permanent modification of a
medium or long-lasting modification, which is present even after the incident electric field
is no longer applied. These effects are termed non-transient in this thesis.

A combination of linear and non-linear responses to the incident electric and magnetic
fields determine optical properties of a medium, such as refraction, reflection, absorption,
transmittance, birefringence, dichroism, dispersion, etc. Many of the optical phenomena
can be described by a unique phenomenological quantity that is specific for every material.
Such quantity is called refractive index. The optical properties of a medium can be observed
and controlled if the refractive index of the material can be measured and modified in a
controllable way. Therefore refractive index provides a unique tool to alter and control the
optical properties of any medium.

In summary, light-matter interaction can be described by Maxwell’s equations, which
are based on a polarization created in a medium. The proportionality factor between an
incident electric field and created polarization is called susceptibility. The response of a
medium to the applied electric field can be linear or non-linear, transient or non-transient,
and instantaneous or non-instantaneous.

1.2 Transient non-linear optics

Eqs. 1.15 and 1.16 imply that due to the non-linear polarization of a medium, the new
light can be generated or the properties of the incident light can be modified.

Considering only the lowest order of non-linearity (second-order), and only two frequen-
cies ω1 and ω2 interacting with a medium, the resulting polarization will take the following
form[71]:

P(2)(t) = ε0χ
(2)[E2

1e
−2iω1t + E2

2e
−2iω2t + 2E1E2e

−i(ω1+ω2)t

+2E1E
∗
2e
−i(ω1−ω2)t + c.c.] + 2ε0χ

(2) [E1E
∗
1 + E2E

∗
2 ] .

(1.17)

Here E1 and E2 are the complex amplitudes, ∗ is a complex conjugate of a quantity,
while c.c. is a complex conjugate of the former expression. From this equation, we can
identify terms that describe specific types of non-linear phenomena:
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P(2ω1) = ε0χ
(2)E2

1e
−2iω1t,

P(2ω2) = ε0χ
(2)E2

2e
−2iω2t,

(SHG) (1.18)

P(ω1 + ω2) = 2ε0χ
(2)E1E2e

−i(ω1+ω2)t, (SFG) (1.19)

P(ω1 − ω2) = 2ε0χ
(2)E1E

∗
2e
−i(ω1−ω2)t,

P(ω2 − ω1) = 2ε0χ
(2)E∗1E2e

−i(ω2−ω1)t,
(DFG) (1.20)

P(0) = 2ε0χ
(2) [E1E

∗
1 + E2E

∗
2 ] . (OR) (1.21)

When only the third-order non-linearity and only three incident light frequencies ω1,
ω2, ω3 are considered, the polarization will take the following form[71]:

P(3)(t) =
∑
n

P (ωn)e−iωnt. (1.22)

Here P (ωn) are complex amplitudes of created polarizations. In total, the third order
polarization described by eq. 1.22 will consist of 22 different frequencies ωn. However,
these frequencies can be identified with three distinct types of non-linear phenomena:

P(ω1) = ε0χ
(3) [3E1E

∗
1 + 6E2E

∗
2 + 6E3E

∗
3 ]E1e

−iω1t,

P(ω2) = ε0χ
(3) [6E1E

∗
1 + 3E2E

∗
2 + 6E3E

∗
3 ]E2e

−iω2t,

P(ω3) = ε0χ
(3) [6E1E

∗
1 + 6E2E

∗
2 + 3E3E

∗
3 ]E3e

−iω3t,

(SPM or XPM) (1.23)

P(3ω1) = ε0χ
(3)E3

1e
−i3ω1t,

P(3ω2) = ε0χ
(3)E3

2e
−i3ω2t,

P(3ω3) = ε0χ
(3)E3

3e
−i3ω3t,

(THG) (1.24)

P(ω1 + ω2 + ω3) = 6ε0χ
(3)E1E2E3e

−i(ω1+ω2+ω3)t,

P(2ω1 + ω2) = 3ε0χ
(3)E2

1E2e
−i(2ω1+ω2)t,

P(2ω2 + ω1) = 3ε0χ
(3)E2

2E1e
−i(2ω2+ω1)t,

P(2ω3 + ω1) = 3ε0χ
(3)E2

3E1e
−i(2ω3+ω1)t,

P(2ω1 + ω3) = 3ε0χ
(3)E2

1E3e
−i(2ω1+ω3)t,

P(2ω2 + ω3) = 3ε0χ
(3)E2

2E3e
−i(2ω2+ω3)t,

P(2ω3 + ω2) = 3ε0χ
(3)E2

3E2e
−i(2ω1+ω2)t,

(FWM + + +) (1.25)
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P(ω1 + ω2 − ω3) = 6ε0χ
(3)E1E2E

∗
3e
−i(ω1+ω2−ω3)t,

P(ω1 + ω3 − ω2) = 6ε0χ
(3)E1E3E

∗
2e
−i(ω1+ω3−ω2)t,

P(ω2 + ω3 − ω1) = 6ε0χ
(3)E2E3E

∗
1e
−i(ω2+ω3−ω1)t,

P(2ω1 − ω2) = 3ε0χ
(3)E2

1E
∗
2e
−i(2ω1−ω2)t,

P(2ω2 − ω1) = 3ε0χ
(3)E2

2E
∗
1e
−i(2ω2−ω1)t,

P(2ω3 − ω1) = 3ε0χ
(3)E2

3E
∗
1e
−i(2ω3−ω1)t,

P(2ω1 − ω3) = 3ε0χ
(3)E2

1E
∗
3e
−i(2ω1−ω3)t,

P(2ω2 − ω3) = 3ε0χ
(3)E2

2E
∗
3e
−i(2ω2−ω3)t,

P(2ω3 − ω2) = 3ε0χ
(3)E2

3E
∗
2e
−i(2ω3−ω2)t,

(FWM + + –) (1.26)

P(ω1 − ω2 − ω3) = 6ε0χ
(3)E1E

∗
2E
∗
3e
−i(ω1−ω2−ω3)t,

P(ω2 − ω1 − ω3) = 6ε0χ
(3)E∗1E

∗
3E2e

−i(ω2−ω1−ω3)t,

P(ω3 − ω2 − ω1) = 6ε0χ
(3)E∗2E3E

∗
1e
−i(ω3−ω2−ω1)t,

P(ω1 − 2ω2) = 3ε0χ
(3)E1(E

∗
2)2e−i(ω1−2ω2)t,

P(ω1 − 2ω3) = 3ε0χ
(3)E1(E

∗
3)2e−i(ω1−2ω3)t,

P(ω2 − 2ω1) = 3ε0χ
(3)E2(E

∗
1)2e−i(ω2−2ω1)t,

P(ω2 − 2ω3) = 3ε0χ
(3)E2(E

∗
3)2e−i(ω2−2ω3)t,

P(ω3 − 2ω1) = 3ε0χ
(3)E3(E

∗
1)2e−i(ω3−2ω1)t,

P(ω3 − 2ω2) = 3ε0χ
(3)E3(E

∗
2)2e−i(ω3−2ω2)t.

(FWM – – +) (1.27)

In summary, second and third non-linearity orders provide seven main types of transient
optical non-linear phenomena: SHG, SFG, DFG, OR, SPM or XPM, THG, FWM. As will
be shown in section 2.2 of this thesis, a combination of these non-linear processes can
be used for electric field sampling of optical pulse waveforms with multi-PHz detection
bandwidth and attosecond temporal resolution.

1.3 Non-transient non-linear optics

When an incident electric field becomes comparable in magnitude to the internal fields
inside a medium, it may cause either permanent or long-lasting modifications. For instance,
the atomic field strength of a Hydrogen atom can be estimated based on the Bohr radius:

Eat =
e

4πε0a20
= 51.4(V/Å), (1.28)

where e is the electron charge, ε0 is the vacuum permittivity, a0 is the Bohr radius of the
Hydrogen atom. Some of the effects however may occur at field strengths far below this
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value. For instance color-center formation.

Since these modifications can last even after the applied field is removed, they are
considered as non-transient, and the process can not be described by eq. 1.15.

The long-lasting modifications are due to the redistribution of charge carriers in a
medium within energy levels. Since each energy level (or energy band) has an intrinsic
lifetime, it takes some time for the medium to return to its original equilibrium state.

The permanent modifications of a medium, however, can be either due to the breakage
of chemical bonds or due to the phase transition. For instance, carbon can exist in the
phase of graphite, diamond, and graphene. The exact phase of each particular carbon
specimen is determined by the environmental condition to which this specimen is exposed.

For optoelectronic applications, the temporary modifications are of the most importance
since they allow altering medium properties in a reversible manner.

The temporary modifications of a medium during the light-matter interaction occur
mainly either due to the multi-photon absorption of incident photons or due to the tun-
nelling between energy levels. Which process dominates is determined by the Keldysh
parameter[72]:

γ =
ω
√

2mI0
eF

(Gases), (1.29)

γ =
ω
√
mEg

eF
(Solids), (1.30)

γ =
ω
√
mΦ

eF
(Metal surfaces). (1.31)

Here F is a field strength of the incident wave, I0 is the ionization potential of a
gas medium, m is the reduced electron effective mass, Eg is the band gap of the transition
between energy bands, Φ is the work function of a metal surface, ω is the angular frequency
of an incident wave, e is the electron charge.

If γ is much smaller than 1, the transition is dominated by the tunnelling ionization.
On the other hand, if γ is much larger than 1, then the multi-photon absorption regime
dominates (Fig. 1.1).

Since for both, multi-photon absorption and tunnelling ionization rather strong fields
are required, the type of the transition is mainly dominated by the frequency of the incident
wave.

In summary, non-transient effects lead to permanent or long-lasting changes inside
the medium. The origin of the non-transient changes is mainly due to the multi-photon
absorption or tunnelling ionization. Which process dominates can be estimated by the
Keldysh parameter γ.
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Figure 1.1: Schematic representation of the multi-photon absorption (a) and Zener tun-
nelling (b) regimes. Adopted from [1].

1.4 Non-instantaneous response and light-matter en-

ergy transfer

In sections 1.1 and 1.2 it was assumed that susceptibilities of a medium are the same for
all frequencies of an incident light. Or in other words, the displacement of a charge carrier
and therefore a polarization created in a medium depends only on an instantaneous value
of the incident electric field.

In general however, the displacement x of charge carriers with a charge q, under influ-
ence of an incidence field is governed by the equation of motion for a damped harmonic
oscillator:

m
d2

dt2
x+ b

d

dt
x+Dx = qEe(iωt), (1.32)

where E is a complex amplitude of the applied electric field with a frequency ω, m is the
mass of a charge carrier and t is time. The term m d2

dt2
x represents an acceleration of a

charge carrier by the applied electric field, b d
dt
x accounts for damping of the oscillatory

motion due to, for instance, interaction of the oscillator with a surrounding medium. The
strength of the damping is defined by the constant b. The term Dx describes the restoring
force on the charge carrier in a bound system. The strength of the restoring force is defined
by the constant D.

Using the ansatz x = x0e
iωt[73] one can obtain the solution for the differential equation

1.32:
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x0 =
qE

m (ω2
0 − ω2 + iγω)

, (1.33)

where γ = b
m

and ω2
0 = D

m
. The displacement x allows calculation of the medium polariza-

tion

P = Nqx, (1.34)

where N is the number of dipoles in a medium per unit volume. Knowing the medium po-
larization and incident electric field allows calculating the linear susceptibility of a medium
(χ(1) = P/E):

χ(1)(ω) =
Nq2

ε0m (ω2
0 − ω2 + iγω)

. (1.35)

Eq. 1.35 shows that the optical susceptibility is, in general, frequency-dependent and
a complex-valued quantity. The frequency dependence of the susceptibility leads to non-
instantaneous polarization response, and as a consequence, to the medium dispersion. The
imaginary part of the susceptibility corresponds to medium absorption since in the phasor
representation of the oscillating electric field propagating through the medium with a
complex refractive index n′ = n+ iκ, leads to the multiplication of the complex amplitude
by an attenuating term

E = E0e
−kκzei(ωt−nkz), (1.36)

where z is the medium propagation length and k is the wave vector. The larger is the
distance z which electric field propagates through the medium, the smaller is the amplitude
of the electric field becomes.

Equation 1.35 also shows that quasi-free and bound charge carriers provide different
polarization responses[74] because the restoring force which is present in the case of bound
carriers is absent in the case of free carriers. The polarization response of carriers that are
exposed to a restoring force is referred to as Lorentz response and described by eq. 1.35.
On the other hand, the polarization response with absent restoring force is referred to as
Drude response and can be described in the integral form as

χ(1)(ω) = −
ω2
pl

ω2 + iγω
, (1.37)

where

ωpl =

√
q2N

ε0m
(1.38)

is called plasma frequency [73].
In addition, the polarization field can be defined as the time integral of the current

density (eq. 1.7). The current density is proportional to velocity of a charge carrier:
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J =
I

A
=

q

tA
=

vq

xA
, (1.39)

where I is a total current, A is a surface area, q is a total charge, v is a velocity of the
charge carrier, t is time and x is a unit of distance. This last expression is merely a velocity
times charge density.

If free and bound charge carriers with the same charge q travel through the same
distance x, the current density response to the applied electric field depends on the velocity
of the charge carrier. For the bound charge carriers the time-dependent position of the
carrier is governed by eq. 1.15. For the case of the weak applied field, the polarization
response is linear and determined by the first-order term of the eq. 1.15. The velocity v
of charge carriers can then be written as

vb(t) =
χ(1)

qN

d

dt
E(t), (1.40)

where E(t) is the applied electric field and N is a charge density. For free charge carriers
on the other hand, the time-dependent position of the carrier is governed by the equation
of motion (eq. 1.32). The velocity v of charge carriers at time t can then be written as

vf (t) =
q

m

∫ t

−∞
E(t′) dt′, (1.41)

If the incident electric field is monochromatic with a single frequency ω, it can be
represented as E(t) = Esin(ωt). The velocity of the bound carriers is then

vb(t) =
χ(1)

qN
(E · ω · cos(ωt)) , (1.42)

while of the free carriers is

vf (t) =
q

m

(
−E
ω
· cos(ωt)

)
. (1.43)

Substituting eq. 1.42 and 1.43 in eq. 1.39 and then to eq. 1.7 shows that the created
polarization in a medium is linearly proportional to the velocity of charge carriers. For
bound carriers (in the absence of absorption) Pb ∝ Esin(ωt), while for free carriers (in
the absence of damping) Pf ∝ − E

ω2 sin(ωt). Therefore the polarization response of bound
and free charge carriers in the case of absent absorption and damping, is not in phase and
oppose each other.

In solids however, the bonding of multiple atoms results in the formation of energy
bands, in which charge carriers are described by the Bloch function[75]. The crystal po-
tential of the Bloch function results in a quasi-free electron/hole crystal momentum to
be linearly proportional to the vector potential of the incident light. Such dependence is
known as acceleration theorem[76]:
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d(h̄k)

dt
= qE(t),

h̄k(t) = meffvqf (t) = q

∫ t

−∞
E(t′) dt′.

(1.44)

Equation 1.44 shows that the velocity of quasi-free charge carriers in solids is propor-
tional to the electric field of the incident light, with introduced effective mass of a charge
carrier (under parabolic approximation of a band dispersion relation) in the same manner
as for charge carriers in free space.

The creation of the medium polarization requires work to be performed by the incident
light. If the incident light is polarized along x-axis, and the polarization of a medium is
homogeneous, the performed work can be written as

W (t) =

∫ t

−∞
J(t′)V (t′) dt′ = x

∫ t

−∞
J(t′)E(t′) dt′ = x

∫ t

−∞
E(t′) · d

dt′
P (t′) dt′, (1.45)

where J is a total current, V is a voltage and P is a medium polarization. Therefore
the work made by the incident light is proportional to the time evolution of the incident
electric field and the change of the created polarization.

According to the eq. 1.15, and as described in the section 1.2 of this thesis, the total
polarization can be decomposed on linear and non-linear parts with respect to the incident
electric field. Therefore the total work is a linear sum of works performed due to linear
and non-linear polarizations of a medium.

The time-resolved non-linear polarization can be determined when the same electro-
magnetic pulse is transmitted through a thin medium at high and low field strengths,
provided that the pulse waveform can be measured. At low incident field strength the non-
linear polarization is negligible and under this assumption, the total polarization consists
of only the linear contribution. At high incident field strength, on the other hand, the non-
linear polarization can not be neglected and the total polarization consists of linear and
non-linear contributions. When the normalized transmitted pulse waveform measured at
low field strength is subtracted from the normalized transmitted pulse waveform measured
at high field strength, the linear polarization is subtracted and the difference between two
waveforms provides time-resolved non-linear polarization. In the frequency domain, the
non-linear polarization can be expressed as[7]

P (NL)
ω (

l

2
) =

2 · i · n(ω)ε0c

ωl
∆Eωe

ikωl/2, (1.46)

where l is a length of an interacting medium, n is a complex refractive index at a frequency
ω, ε0 is the vacuum permittivity, c is the speed of light, k is the wave-vector and ∆E is
the change of the field amplitude at a frequency ω.

Performed by the incident light work causes charge carriers to gain or lose their kinetic
energy, while the incident field loses or gains the same amount of energy in order for energy
to be conserved. The total free charge carrier kinetic energy can be written as
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Ek(t) =
p2

2m
=

q2

2m

[∫ t

−∞
E(t′) dt′

]2
=

q2

2m
A(t)2, (1.47)

while for the quasi-free charge carriers in solids within the parabolic approximation:

Ek(t) =
(h̄k)2

2m
=

q2

2meff

[∫ t

−∞
E(t′) dt′

]2
=

q2

2meff

A(t′)2. (1.48)

In summary, the polarization response of a medium to an applied electric field is in gen-
eral non-instantaneous and leads to dispersion and absorption by the medium. Incident
on a medium light interacts with free (or quasi-free) and bound charge carriers creating
medium polarization. The polarization created by free (or quasi-free) carriers opposes
polarization created by bound carriers within the approximation that neglects the absorp-
tion and damping of a medium. Created polarization causes work and transfer of energy
performed by the incident light. Since the polarization can be linear and non-linear, the
total work and energy transfer consist of linear and non-linear components. The non-linear
work and energy transfer can be determined if the non-linear polarization is known, while
the non-linear polarization can be determined from the field-resolved measurement of the
incident pulse in the linear and non-linear regimes.

1.5 Optical properties of a medium

So far the optical properties of a medium where explained based on phenomenological
quantities such as susceptibility and refractive index. These quantities however are the
consequence of distribution of charge carriers within a medium, which is described by the
carrier wave-functions that satisfy the time-dependent Schrödinger equation:

ih̄
∂ψ

∂t
= Ĥψ. (1.49)

Here h̄ is the Planck’s constant, ψ is the wave-function of a quantum mechanical system,
and Ĥ is the Hamiltonian operator of the system. When a medium is exposed to an electric
field, the total Hamiltonian operator will consist of the Hamiltonian of a free atom and the
interaction Hamiltonian:

Ĥ = Ĥ0 − µ̂ · E(t), (1.50)

where µ̂ = −er̂ is the electric dipole moment operator, e is an electron charge and r̂ is a
position operator.

If the interaction Hamiltonian is much smaller than the Hamiltonian of a free atom,
the perturbation theory can be used to obtain the wave-function of the system in terms of
unperturbed wave-functions and power series that account for the perturbation:

ψ(r, t) = ψ(0)(r, t) + λψ(1)(r, t) + λ2ψ(2)(r, t) + ... (1.51)
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Here λ is an order of the perturbation. The perturbation terms of the total wave-function
can be expressed as a sum of basis functions for a free atom with certain amplitudes:

ψ(N)(r, t) =
∑
l

a
(N)
l (t)ulre

−iωlt, (1.52)

where u is the amplitude of the basis function at the energy eigenstate l and corresponding
frequency ω. The probability amplitude aNl (t) gives a probability that to N-th order of the
perturbation, the atom is in energy eigenstate l and time t. The probability amplitudes
can be calculated using perturbation theory[71]:

a(N)
m (t) =

1

ih̄

∑
l

∫ t

−∞
dt′Vml(t

′)aN−1l (t′)eiωmlt
′
, (1.53)

where

Vml = 〈um|V̂ |ul〉 =

∫
u∗mV̂ uldr

3 (1.54)

are the matrix elements of the perturbation Hamiltonian, m is an index of the initial
eigenstate, l is an index of the coupled eigenstate, and ωml is a frequency corresponding to
the transition energy, while ′ stands for a time derivative.

The total polarization of a medium can be determined if the dipole moment and the
density of atoms (Nd) are known:

P = Nd 〈p〉 , (1.55)

where

〈p〉 = 〈ψ|µ̂|ψ〉 (1.56)

is an expectation value of the dipole moment operator, and ψ is the wave-function given
by eq. 1.51.

Since the wave-function of the system consists of multiple power-law terms, the expecta-
tion value of the dipole moment operator will therefore also consist of multiple power-law
terms. The first-order term of the expectation value of the dipole moment operator is
therefore related to the linear polarization of the medium:〈

p(1)
〉

= 〈ψ(0)|µ̂|ψ(1)〉+ 〈ψ(1)|µ̂|ψ(0)〉, (1.57)

while higher order terms, such as a second-order:〈
p(2)
〉

= 〈ψ(0)|µ̂|ψ(2)〉+ 〈ψ(1)|µ̂|ψ(1)〉+ 〈ψ(2)|µ̂|ψ(0)〉 (1.58)

are related to non-linear polarizations of the medium. Since the polarization of a medium
is in general frequency-dependent, one can express the total medium polarization as a sum
of polarizations caused by separate frequencies of the incident light:
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P =
∑
p

P (ωp)e
−iωpt. (1.59)

The linear relation of the medium polarization and the incident electric field therefore
becomes:

P
(1)
i (ωp) = ε0

∑
j

χ
(1)
ij Ej(ωp), (1.60)

where i and j are the indices of the coupled energy levels, Ej is a projection of the amplitude
of the incident light with a frequency ωp in the polarization plane.

By combining eq. 1.60 with eq. 1.55 one can derive an expression for the first-order
linear medium susceptibility[71]:

χ
(1)
ij (ωp) =

Nd

ε0h̄

∑
m

(
µigmµ

j
mg

ωmg − ωp
+

µjgmµ
i
mg

ω∗mg + ωp

)
, (1.61)

where g is an index of the ground state, m is an index of the coupled state, µ is a dipole
moment of the transition.

The second order non-linear susceptibility can be calculated if the second order dipole
moment expectation value is considered (eq. 1.58)[71]:

χ
(2)
ijk(ωp + ωq, ωq, ωp) =

Nd

ε0h̄
2Γ
∑
mn

(
µignµ

j
nmµ

k
mg

(ωng − ωp − ωq)(ωmg − ωp)

+
µjgnµ

i
nmµ

k
mg

(ω∗ng + ωq)(ωmg − ωp)

+
µjgnµ

k
nmµ

i
mg

(ω∗ng + ωq)(ω∗mg + ωp + ωq)

)
.

(1.62)

Here Γ is the permutation operator. Higher-order non-linear susceptibilities can be
calculated using the same approach. The calculated susceptibilities can be used A.7 to
describe optical properties of a medium, such as dispersion, absorption, reflection, birefrin-
gence, etc.

In summary, the relation between the classical phenomenological refractive index and
the quantum mechanical system is established. The optical properties of a medium are de-
termined by optical transitions within the quantum mechanical system, which are described
by transition matrix elements of the dipole moment operator. The complex refractive in-
dex of a medium at any instance of time t is therefore related to the distribution of charge
carriers within the energy structure of a medium and the coupling of the medium energy
states.
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1.6 Homodyne and heterodyne detection schemes

Homodyne and heterodyne detections are methods for extracting information from a mod-
ulation of some property of an oscillating signal. The reference oscillating signal without
modulations, is called local oscillator, while phenomenon which produces modulations of
the local oscillator, or mixes with the local oscillator is called signal.

The homodyne name stands for a single frequency, meaning a signal frequency matches
the local oscillator frequency. The heterodyne term emphasizes the fact that the signal
is mixed with some other frequency such that the beating frequency matches the local
oscillator frequency.

An example of the homodyne detection is the optical Michelson interferometer (Fig.
1.2). The laser beam (1) is split into two optical arms (2, 2*) which have variable lengths.
The beams in both arms (3, 3*) are then again recombined and the intensity of the recom-
bined light (4) can be monitored with a spectrometer, photodiode, camera, etc. The length
difference between the two arms will cause the phase difference between electromagnetic
waves in both arms, since two recombining waves will interfere. The length difference is
adjusted by the moving mirror. The total intensity of the recombined light will depend
on the phase difference between recombining waves. The recombined wave (4) is the local
oscillator. The wave which causes the modulation of the total intensity is the signal. The
change of the length between two arms transfers in the modulation of the phase between
two recombining waves, and therefore in the modulation of the total intensity after recom-
bination. The modulation of the intensity can be observed on a screen of the camera as
an interference pattern.

Another example of the homodyne detection is the lock-in amplifiers, since the detection
occurs at the reference frequency. Therefore the signal modulates the amplitude or the
phase of the local oscillator signal, and this modulation is detected.

In the heterodyne scheme however, the detection occurs at the frequency that is a
mixing product of the local oscillator and the signal. This is to shift the signal frequency
range into another frequency range. For example, if some process occurs at a frequency
that is too low or too high for conventional detectors, then this process can be mixed with
some other frequency such that the beating product occurs at the convenient frequency
range.

The heterodyning (as well as homodyning) process can also make the detection signal
much stronger than the original signal since the detection signal is a product of the mixing
of the original signal with the local oscillator. The resulting strength of the detected signal
depends on both, the strength of the original signal, and the strength of the local oscillator.
Therefore the stronger is the local oscillator signal the stronger will be the detected signal.

An example of heterodyne detection is the Morse code receiver. The received radio
wave signal is mixed with the local oscillator on the receiving device. The local oscillator
frequency is adjusted to be close to the frequency of the transmitted signal. The beating
between the local oscillator and the signal results in shifting of the transmitted signal to
lower frequencies which can be heard by a human ear.

The heterodyne detection in contrast to the homodyne detection has an intrinsic prob-
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Figure 1.2: Schematic of an optical Michelson interferometer[2].

lem associated with intrinsic classical noise, such as laser intensity fluctuations, etc. Since
in heterodyne and homodyne detections the detection signal is a product of the local oscil-
lator with the signal of interest, the noise present in the local oscillator will be transferred
to the mixing product. Typically the local oscillator is much stronger than the signal of
interest, therefore after the mixing process, the detection signal will contain a strong noise
originating from the local oscillator and not related to the signal of interest. Moreover, if
the signal of interest is very weak, it may be smaller than the noise level of the detected sig-
nal. However, this problem can be solved with the balanced detection[77, 78]. For example,
in a conventional electro-optic sampling scheme (Fig. 4.1), the detected light is split into
two polarizations. The intensity of each polarization is detected by a separate photodiode.
The polarizer is positioned such that intensities of light reaching each detector are equal.
Instead of measuring the total intensity of the detection signal, one then measures the
difference between intensities at each polarization. In this case, a classical noise due to the
local oscillator will affect both detectors equally. Since the measured quantity is the differ-
ence between signals on each photodiode, the classical noise from the local oscillator will
be subtracted. The role of the signal of interest, in this case, is a change of the polarization
of light before reaching the polarizer. This approach makes the heterodyne detection to
be approximately insensitive to intensity fluctuations of the local oscillator. The balancing
detection however does not cancel the quantum noise, such as the shot noise due to the
discrete particle nature of light. This noise will be a limiting noise factor provided perfect
balancing of the detectors[67, 79].
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In summary, homodyne detection is a method of detection of some phenomenon that
causes modulation of the phase or frequency of another signal called a local oscillator. The
heterodyne detection, on the other hand, is a method of detection of some phenomenon
that is mixed with the local oscillator of a different frequency and the mixing product
(beating) is detected.

1.7 Gated detection

Another approach of detecting the desired signal is based on gating. When the desired
quantity, such as oscillating electric field interacts with medium properties of which change
during the interaction, the resulting product of the interaction depends on the instance of
time when the medium was altered.

An example of the gated detection is the attosecond streaking[23] or non-linear photo-
conductive sampling[3] (Fig. 2.4). In attosecond streaking, the isolated XUV attosecond
pulse with photon energies higher than the ionization energy of the medium ionizes the
medium and creates free electrons. The free electrons can then be streaked to the direction
of the detector. However, the streaking process can begin only from the moment when the
free electrons are created. Therefore depending on the moment of ionization, with respect
to the waveform of the optical streaking pulse, the total kinetic energy gained by electrons
will be different.

Similarly, in non-linear photo-conductive sampling, the strong injecting pulse promotes
electrons from the valence band to the conduction band based on processes described in
section 1.3 of this thesis. Created quasi-free charge carriers are then displaced towards
electrodes. However, the displacement can begin only from the moment when quasi-free
charges are created. In both, attosecond streaking and non-linear photo-conductive sam-
pling, the measured signal is recorded as a function of the time delay between the test
pulse waveform and the gate function

S(τ) ≈ −
∫ ∞
−∞

A(t)G(t− τ) dt, (1.63)

where t is time and S is the measured signal at the time delay between the gate G and the
vector potential A of the test pulse waveform.

In this example, the medium ionization process is the gate with a duration mainly deter-
mined by the duration of the ionization process. According to the convolution theorem[80],
eq. 1.63 implies that the measured signal in the frequency domain is proportional to the
product of A(ω) and G(ω), therefore the spectral response of the techniques is determined
by the spectral roll-off of G(ω).

In summary, the gated detection is a method of measuring physical observables in time
based on the fact that observable interacts with medium properties of which are modified.
The instance of time at which the medium is modified is controlled, and the net product
of the interaction of the observable with the modified medium is detected.



Chapter 2

Petahertz field metrology in solids
and gases

As described in the introduction section of this thesis, pulse waveform sampling is an
important tool for time-resolved studies of physical processes[37, 7, 81, 82, 83, 84]. In this
chapter novel concepts of pulse-waveform characterization are presented.

Section 2.1 presents a technique based on sudden excitation of charge carriers within a
medium, which serves as a timing gate for the sampling of optical pulse waveforms. The
semi-abrupt excitation of charge carriers and their further displacement by a test electric
field can lead to a measurable current[85] which serves as an observable for the pulse
waveform detection.

Section 2.2 describes another concept of the waveform sampling based on non-linear
frequency mixing and further heterodyne detection. Multiple conditions for the heterodyne
scheme are presented, each of which provides a detection bandwidth for sampling of optical
pulse waveforms in various spectral ranges.

2.1 Non-linear photo-conductive sampling

The concept of non-linear photo-conductive sampling in solids is based on the fact that
properties of a solid medium can be changed in attosecond time scale [86, 87, 7, 46, 88, 89,
90] due to linear or non-linear excitations of charge carriers within the energy structure
of a medium. Such abrupt change of medium properties can be used as a temporal gate
(section 1.7).

In the case of a linear excitation of a medium (attosecond streaking case), the duration
of the excitation can be estimated by the duration of a pulse envelope of an exciting
pulse[23, 58]. However, in the case of a non-linear excitation, the duration of the excitation
process can be much shorter than the duration of an exciting pulse (Fig. 2.1).
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Figure 2.1: (a) The solid blue curve is an example pulse waveform used for the excitation
of a medium. The solid orange curve is a schematic temporal profile of the time-dependent
excitation of charge carriers for the case if the number of excited carriers would be propor-
tional to the instantaneous field intensity (one photon excitation case). The dashed orange
curve represents the four-photon excitation case for comparison. (b) Excitation rate for
the linear single-photon case. (c) Excitation rate for the non-linear four-photon case.

Figure 2.2: Schematic representation of the non-linear photo-conductive sampling using a
solid medium.

2.1.1 Waveform sampling in solids

Fig. 2.2 shows a schematic setup of the non-linear photo-conductive sampling. The more
detailed description of the optical setup is provided in the section A.2.1 of this thesis.

To employ the temporal confinement of the non-linear excitation of a medium as a gate
to sample optical pulse waveforms, the few-cycle ∼ 2.7 fs pulse[3] (sampling) is used to
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non-linearly excite the dielectric medium (Fig. 2.2). The quartz material was chosen as
the sample medium in order to maximize the nonlinearity of the medium excitation process
(due to the large band gap of the material). The rate of the excitation of the medium (Fig.
2.1c) will then serve as the temporal gate for the sampling process.

The pulse, waveform of which is intended to be sampled (test) is collinear with the
sampling pulse. Two pulses can be delayed in time by a piezo delay stage.

The excited by the sampling pulse carriers (electrons and holes) will be displaced upon
interaction with the test pulse (Fig. 2.3e). The net displacement of excited carriers will
depend on the moment of the excitation, which is controlled by a time delay between
injection and test pulses (Fig. 2.3d).

The net displacement of charge carriers at the end of the test pulse will create a macro-
scopic polarization of the medium[36]. In order to detect this polarization, a pair of metal
electrodes is deposited on the surface of the quartz sample. Upon the creation of the
medium polarization, the opposing shielding electric field will be created on each metal
electrode. This will generate a potential difference between the electrode and the ground.
The potential difference will provide an electromotive force to drive the current from the
electrode to the ground or from the ground to the electrode.

The light polarizations of sampling and test pulses are orthogonal, such that the sam-
pling pulse creates a medium polarization parallel to electrodes, in order to minimize the
shielding electric field on the metal surface. On the other hand, the light polarization of the
test pulse is perpendicular to the surface of electrodes, such that the medium polarization
created by the test pulse is towards electrodes in order to maximize the shielding electric
field on the metal.

The electrodes are connected to the pair of transimpedance amplifiers to convert the
generated current into voltage with further amplification. The amplified voltage signal is
then connected to the lock-in amplifier triggered at the repetition rate of the laser.

In order to increase the sensitivity of the detection, the CEP of every second pulse of
the was flipped by introducing a π offset to the pulse CEP with a DAZZLER (Fastlite).

Since the inversion of the sampling waveform only flips its shape, the number of injected
carriers caused by the sampling pulse remains the same. The inversion of the test pulse
also only flips its waveform, however changes the sign of the net polarization created in
the medium.

The lock-in detection can then be performed at half of the repetition rate of the laser
to avoid the background noise originating from the strong sampling pulse and to detect
only a signal caused by the net polarization created by the test pulse.

Since the process of the carrier injection is highly non-linear, by keeping the sampling
pulse strong, while the test pulse weak, one can avoid significant excitation of a medium
by the test pulse itself. However, since the displacement of created charge is linearly
proportional to the electric field (at the weak field regime), the test pulse will still displace
carriers to create a significant macroscopic polarization in the medium.

As long as these conditions are fulfilled, the total measured screening signal at each
time-delay between sampling and test pulses will be proportional to a convolution of the
test pulse vector potential with the gate function determined by the sampling pulse:
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Figure 2.3: (a) Orthogonally polarized sampling and test fields (Ei and Ed) are focused
on a dielectric medium (z-cut quartz) with deposited gold electrodes on a front surface.
The gap between electrodes is adjusted to the focal spot of the incident fields. The strong,
near single cycle pulse Ei induces a transition from the valence to the conduction band
in the material, in the presence of orthogonally polarized test field Ed (b). (c) in an
independent-particle picture, the crystal momentum offset ∆kd of an injected carrier along
the horizontal direction is proportional to the time integral of the field Ed. This offset,
together with band energies, determines the group velocities of charge carriers (d). In a
semi-classical picture where photo-injection at time τ creates a wave packet with zero initial
velocity, the average velocity at later times is determined by ∆kd(t) −∆kd(τ). Therefore
the average velocity of the carriers is sensitive to the time τ of the transition, which is
controlled experimentally via the relative delay between Ei and Ed fields, setting the intra-
band acceleration of the carriers after the photo-injection event (e). The measured dipole
in the dielectric is proportional to the average displacement of charge carriers, which is
obtained by integrating their average velocity over time. Adopted from [3].

Sd(τ) = −
∫ ∞
−∞

Ad(t)G(t− τ) dt, (2.1)
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where Ad(t) is the vector potential of the test pulse:

Ad(t) =

∫ ∞
t

Ed(t
′) dt′. (2.2)

When the gate function G(t − τ) is confined to the time window much shorter than
the duration of a half-cycle of the test field, it can be approximated by the delta function,
resulting in a simplified version of the eq. 2.1:

Sd(τ) ≈ −
∫ ∞
−∞

Ad(t)δ(t− τ) dt. (2.3)

According to the eq. 2.3, the measured screening signal will depend on the vector
potential of the test field from the moment of the carrier injection. Therefore when the
current signal is measured at multiple time delays between sampling and test pulses, the
electric field of the test pulse will be proportional to the derivative of the measured current
trace:

Ed(t) ≈ dS(d)/dτ. (2.4)

In order to demonstrate the validity of the non-linear NPS concept, the waveform of
the NIR pulse was measured with NPS as well as with established attosecond streaking
techniques, for direct comparison (Fig. 2.4). The correlation coefficient ρ = 0.88 and RMS
field error ε = 0.48 demonstrate a good fidelity[91] of waveform measurements obtained
with two techniques (Fig. 2.4b). The difference between the two measured waveforms
may be attributed to the different focusing and beam transform optics used in the two
measurement systems.

Fig. 2.4 also compares the complexities of the two techniques. A very simple setup is
needed for the NPS measurements, while the measurements themselves are done in ambient
air. In contrast, the attosecond streaking technique requires the use of an attosecond beam-
line, with attosecond pulse generation as well as isolation, and photoelectron spectroscopy
tools with optical components for XUV spectral range.

The agreement between two measured waveforms indicates that an attosecond streaking
and NPS provide comparable attosecond timing gates, due to localization of an injection
process in solids to the sub-cycle time scales.

Equation 2.1 indicates that the measured screening signal depends on the gate function.
Since the shape and the magnitude of the gate function itself depends on a waveform of
the sampling pulse (Fig. 2.1), thus the spectral response of the NPS technique depends on
the injection pulse waveform.

To experimentally demonstrate the dependence of the NPS spectral response, sampling
of the test pulse for different CEPs of the sampling arm was performed. The recorded
spectral amplitudes of the measured signal were then compared for all CEP settings (Fig.
2.5). Performed TDDFT simulation demonstrates a good agreement with experimental
results.
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Figure 2.4: The same few-cycle laser pulse (a) is sent to either the NPS setup or to an
attosecond beamline. The NPS setup produces time-delayed replicas of the pulse with
crossed polarizations, focused onto the quartz sample with adjustable time delay, while the
signal induced at the end of their interaction with the solid in an external pair of electrodes
is read electronically. In the attosecond beamline, attosecond streaking is used to obtain
a comparative measurement of the temporal evolution of the laser field, as it provides a
broadband response in the relevant frequency range. In attosecond streaking, the laser
pulse to be measured is coincident on a medium where bound electrons can be ejected
by a synchronized attosecond pulse of extreme ultraviolet (XUV) light. The shift of the
photoelectron energy vs. time delay allows the direct measurement of the vector potential
of the laser pulse. The waveform obtained via the first-time-derivative of the energy shift
of the photoelectrons emitted from a neon atom in an attosecond streaking experiment is
also retrieved via NPS, returning the test field Ed, producing results that are remarkably
similar given the differences between the two measurement setups (b). Adopted from [3].

Fig. 2.5d shows a good agreement in gate function calculations based on a TDDFT
and a multi-photon (4th order) injection approaches. Since the carrier injection rate is
approximately proportional to the energy deposition rate[92, 93], under the assumption of
the multi-photon excitation, the gate function can be approximated by the eq. 2.5. Here n
is an order of the multi-photon injection process. This approximation becomes more valid
as the band-gap of a material increases.

G(t) ≈ E2n
i (t− τinj). (2.5)

For the case of a quartz medium and NIR sampling pulse (∼ 750 nm central wavelength)
used gating can be approximated by a 4th order multi-photon photo-excitation (section
1.3):

G(t) ≈ E8
i (t− τinj). (2.6)
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Figure 2.5: Normalized spectral response vs. CEP of the sampling pulse (a) shows a strong,
phase-dependent minimum at the 0.42 PHz central frequency of the sampling pulse. This
is consistent with a model simulation that uses E8(t) as the gating function, (b),(c). In
this model, there is a single dominant photo-injection event for φCE = 0, which results in
a flat, unmodulated spectral response. For φCE = π/2, there are two transition events of
comparable magnitude spaced by one half-cycle of the laser, as can be seen in the temporal
evolution of the carrier injection rate, (c). The interference between these two events
makes a dip appear in the normalized spectral response, (b), in the same region where
the measured spectral response has the minimum. The φCE-controlled photo-injection
events cause an abrupt increase of the energy deposited in the system. In d, a highly non-
linear component of the energy is compared, calculated using the time-dependent density
functional theory (TDDFT), to the time integral of E8(t). The TDDFT calculations show
a slight time delay of the effective carrier injection, τinj, relative to the maximum of the
laser field. Adopted from [3].
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To get an actual waveform from the measured time-dependent screening signal, eq. 2.1
can be written in a frequency domain:

Sd(ω) = −Ad(ω)G(ω) =
iEd(ω)G(ω)

ω
. (2.7)

Knowing spectral amplitudes of the sampling pulse, absolute spectral phases, order of
the multi-photon excitation, and the measured time-dependent screening signal, the actual
test pulse waveform can be extracted:

Ed(ω) =
iωSd(ω)

G(ω)
. (2.8)

The spectral response of the NPS technique for the sampling pulse waveform (Fig. 2.4b)
and the quartz medium (4th order of multi-photon carrier injection) can be calculated
from the TDDFT simulated energy transfer (Fig. 2.5d) by a Fourier transformation. Fig.
2.6 demonstrates a continuous detection bandwidth extending to PHz frequencies. The
sampling pulse with a CEP 0 (cos pulse) leads to a relatively flat phase response up to the
cut-off frequency of about 1.2 PHz. The structure of the spectral response is associated
with a not perfectly ’delta-function-like’ temporal shape of the gate (Fig. 2.1c and Fig.
2.5c). The eq. 2.8 also shows that as G(ω) approaches 0, the eq. 2.8 approaches infinity.
Therefore to correctly extract a measured electric field, a bandpass filter should be applied
to the measured data. The bandpass filter should cover a spectral region with SNR > 1.

To experimentally demonstrate the continuous detection bandwidth of the NPS tech-
nique from THz to PHz frequencies (infrared to ultraviolet wavelengths), the original test
pulse was used to generate new spectral components by means of the intra-pulse difference-
frequency generation, intra-pulse sum-frequency generation, or intra-pulse four-wave mix-
ing (Fig. 2.7).

For the applicability of the technique, the signal-to-noise ratio, dynamic range, and
linearity of the detection are important. Fig. 2.7b demonstrates the linearity of the
detection over the broad spectral range (275 - 5300 nm) and four orders of magnitude of
the peak power of the drive field.

The linearity of the detection was determined by measuring the scaling of the NPS
screening signal at the central wavelength of the NIR test pulse and its second, second and
a half, and third harmonics. At test field strengths from 0.001 V/Å to 1 V/Å, no harmonic
distortion is present, indicating that the movement of injected charge carriers by the test
field occurs within the parabolicity region of the conduction band of quartz. Starting from
about 0.1 V/Å the noise level from the laser energy instabilities starts to dominate the
electronic background noise, as the scaling of the signal at 2d, 2.5d, and 3d harmonics of
the central wavelength is the same and linear with the test field strength.

Starting from about 1 V/Å of the test field strength, harmonic distortions appear.
Mainly in the form of the third harmonic distortion, indicating that when the field strength
of the test field becomes too high, the range of the movement of injected charge carriers
within the conduction band of quartz exceeds the parabolicity region in the vicinity of the
bottom conduction band edge. In addition, when the test pulse field strength becomes
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Figure 2.6: The spectral intensity and phase responses of the NPS technique for the quartz
sample and experimental sampling pulse waveform (Fig. 2.4b), according to TDDFT
simulation. Cos pulse corresponds to the CEP 0 of the injection waveform, while sin pulse
corresponds to the CEP π/2. Adopted from [3].

comparable to a field of the sampling pulse, the test pulse by itself starts to contribute to
the promotion of carriers from the valence band to the conduction band. Therefore the
ratio between sampling and test pulse field strengths should be kept as large as possible.

In Fig. 2.8 the SNR can be estimated as the ratio between the signal at the central
wavelength of the test pulse and the average of the spectrum outside of the bandwidth
present in the test pulse spectrum.

In conclusion, the non-linear photo-conductive sampling technique using a solid medium
is demonstrated. Continuous detection bandwidth with more than 1.2 PHz cut-off fre-
quency, high dynamic range and signal-to-noise ratio provide a tool for study charged par-
ticle dynamics with attosecond time resolution. The simplicity of the experimental setup
and ambient environment make the technique applicable without sophisticated attosecond
beamlines, without attosecond pulse generation as well as isolation, without photoelectron
spectroscopy tools and optical components for XUV spectral range.



32 2. Petahertz field metrology in solids and gases

-15 -10 -5 0 5 10 15
Time Delay (fs)

S
ig

na
l (

N
or

m
al

iz
ed

)

a

275-330 nm
375-440 nm
460-1035 nm
1050-2850 nm
3000-5300 nm

105 106 107 108 109

Peak power (W)

100

101

S
ig

na
l a

m
pl

itu
de

 (
A

rb
. u

ni
t)

b

Figure 2.7: (a) Waveforms in different spectral ranges spanning the mid-infrared to ultravi-
olet, are detected by NPS, triggered by a 2.7 fs near-infrared visible pulse. The waveforms
covering 3000-5300 nm and 1050-2850 nm are generated via difference frequency generation
in LiNbO3 and BBO, respectively. The waveform covering 460-1035 nm is generated by the
spectral broadening of a 21 fs, 790 nm pulse from a Ti:sapphire laser in a neon-filled hollow-
core fiber and compressed with chirped mirrors to 2.7 fs duration (this waveform drives
all other non-linear processes presented). The waveforms covering the spectral ranges 375-
440 nm and 275-330 nm are both generated via sum-frequency generation in BBO, using
different phase-matching conditions. The error bars represent the standard deviation of
repeated measurements. (b) Using variable attenuation, the driving pulse energies are
reduced and the signal is plotted vs. input pulse peak power, exhibiting both the linearity
of the field response and its large dynamic range. The dashed lines are fitted linear field
responses (i.e. scaling with

√
P , the square root of the peak power). The absolute positions

of the lines on the vertical scale result from both the wavelength-dependent sensitivity of
the measurement, which favors longer wavelengths, and the spatio-temporal properties of
the frequency-converted beams. This causes the driving field strength, which determines
the signal strength, to depend on more variables than power alone, but their proportional-
ity with fixed beam parameters exhibits the linearity of the measurement. Adopted from
[3].
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Figure 2.8: (a) Scaling of a measured signal at a fundamental frequency, 2d, and 3d
harmonics, with the field strength of a test pulse centered at about 1.8 µm wavelength.
(b) Scaling of a measured signal at a fundamental frequency, 2d, and 3d harmonics, with
the field strength of a test pulse centered at about 750 nm wavelength. (c) The typical
intensity signal-to-noise ratio of the NPS technique.
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2.1.2 Waveform sampling in gases (ambient air)

Figure 2.9: Schematic concept of the non-linear photo-conductive sampling in a gas medium
(a), based on a symmetry breaking of an electron photonemission (b) due to the presence
of the test pulse.

Non-linear photo-conductive sampling relies on the creation of a time gate by means
of the confinement of a medium ionization within a short time window. Conceptually it
is independent of a medium type (solids, gases, liquids) as long as a medium can be non-
linearly ionized and produced charge carriers can be displaced by the test pulse. Although
NPS in solids delivers a very compact solid-state table-top field sampling setup, a gas
medium provides certain advantages:

1. Solid medium has a fixed and large charge density which provides a mean free path
length typically smaller than 1 µm (section 5) due to the scattering[94]. This limits
the displacement of ionized charge carriers and therefore created polarization in a
medium. On the other hand, charge density and a mean free path in a gas medium
can be controlled by a gas pressure. This control can be used to increase a created
polarization in a medium and therefore the magnitude of a measured signal.

2. Ionization potentials of gases are typically much larger than the largest band-gaps
of solids, such as in LiF or Quartz. Larger ionization potentials provide higher non-
linearity of carrier injection and therefore confinement of an ionization gate to a
shorter time window (Fig. 2.1b,c), which in turn, results in an increase of a detection
bandwidth in comparison to solids.

3. Gas medium does not require a sophisticated sample preparation such as vapor de-
position of metal electrodes on a surface of a solid sample (Fig. A.12). Essentially
a piece of metal wire and ambient air medium is sufficient to perform the non-linear
photo-conductive sampling.
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4. Solid medium can be damaged if exposed to too strong incident light fields[95, 96],
while a gas medium does not exhibit permanent damages.

5. Gas medium is much less dispersive than solids and therefore causes fewer distortions
of a spectral response due to propagation effects.

6. Gases do not have surfaces and therefore do not cause reflections at interfaces which
would interfere with an incident pulse, and therefore affect a spectral response of the
detection.

7. The determination of a spectral response of the technique on an ab initio matter is
much simpler in gases comparing to solids.

Fig. 2.9 shows a schematic concept of the NPS technique using gas as a sampling
medium. More details are provided in the section A.2.1 of this thesis.

Two metal electrodes are positioned in an ambient air. The gap between electrodes is
adjusted to match a focal spot of incident sampling and test pulses. As will be shown in
the section 2.1.3, the technique does not require a pair of electrodes. A piece of a wire in
the vicinity of the focused light is sufficient for sampling of optical pulse waveforms. A
pair of electrodes is used to increase a signal-to-noise ratio.

Two pulses, dubbed sampling and test, were given orthogonal polarizations with a
variable time delay (τ) with respect to each other. The stronger sampling pulse, which
was vertically polarized, ionized ambient air, creating free electrons. Because the sampling
pulse was polarized along the direction of the electrodes, it did not by itself generate a
signal. The weak test pulse was polarized across the electrodes and was responsible for
signal generation by displacing electrons toward one of the electrodes. As the test pulse
separates electrons from positively charged ions, the emerging dipole induces image charges
in the electrodes, inducing/driving a measurable current in a simple external circuit (Fig.
2.9). A transimpedance amplifier was used to provide a voltage in response to an input
current[4].

The induced current can be interpreted as an imbalance in the angle-resolved photoe-
mission of electrons in the half-planes defined by the electrodes. This asymmetry is the
result of the combined action of the laser fields and the Coulomb potential of the ion on
the electron, which can be simulated through a solution of the time-dependent Schrödinger
equation, as shown in Fig. 2.10 for the example of a hydrogen atom. In the absence of the
test field, the asymmetry is only in the direction of the sampling field, which produces a
photoemission pattern that is identical in the planes of the two electrodes. In the presence
of the test field, the photoemission is modified such that an asymmetry appears, resulting
in a measurable potential between the electrodes. The magnitude and sign of the potential
on electrodes depend on a time delay between sampling and test pulses (Fig. 2.10b,c).

The mechanism for the generation of a discernible signal from NPS in the air at ambient
pressure is analogous to the application of NPS in solids: the separation of charges leading
to the formation of a dipole, whose field is screened by the metal electrodes, ultimately
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Figure 2.10: Simulated angle-resolved photoemission of electrons in a hydrogen atom for
several delays between sampling and test pulses. (a) no time-overlap between test and
sampling pulses, (b) photoionization of a medium at the strongest peak of a test pulse
vector potential, (c) photoionization of a medium at a peak of a vector potential with
inverted sign. Adopted from [4].

forming a current in the external circuit. By scanning the time delay between the non-
linear injection of carriers (the time gate) and the field to be traced/sampled (test pulse),
the electric field could be retrieved (Fig. 2.11).

In order to demonstrate the NPS detection in a gas medium, a multi-octave broadband
spectral bandwidth (0.12 - 0.7 PHz) of optical frequencies was measured and compared
to NPS detection in a solid medium (Fig. 2.11). The test pulse in a visible spectrum
was achieved as described in section A.1 of this thesis. The NIR spectrum centered at a
wavelength of about 2 µm was generated via intra-pulse DFG[97] in a Beta barium borate
(BBO) crystal of type II, followed by a set of silicon and fused silica plates to block the
fundamental spectrum and to compress the generated light.

The standard deviation of five measurements in both air and fused silica is represented
by the shaded areas. A typical measurement time for a complete trace is several minutes.

For any electric-field measurement, it is vital to understand the relationship between the
measured waveform, and the true electric field. In photoionization of atoms and molecules,
a possible confounding factor is a Coulombic potential surrounding the parent ion, which
will cause the free electron motion to deviate from the predictions of the strong-field ap-
proximation, according to which a signal is proportional to the vector potential of the drive
field convolved with the gate function produced by the photoionization event. In order to
investigate the influence of the Coulomb field of the parent ion on the measured signal,
we numerically solved the TDSE in three spatial dimensions, using hydrogen as a model
atom.

Using the TDSE to calculate the measured signal, assumed to be proportional to the
momentum asymmetry of the resulting angle-dependent photoelectron spectrum in the
direction of the test field, one can see that the signal as a function of time delay approx-
imates the vector potential of the test field, but with a significant delay. This delay is
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Figure 2.11: Benchmarking of measured pulse waveforms in a visible a, and in NIR b
spectral ranges in the time domain, as well as in a spectral domain (c, d) using quartz and
ambient air as a sampling medium.

attributed to Coulomb-laser coupling (CLC), and it agrees in magnitude with analytical
theories developed for attosecond streaking [98]. To further verify this, the potential of
the hydrogen ion in the simulation was replaced with a short-range spherical quantum well
with a single 13.6 eV bound state. The short-range potential results in a signal that is in
very good agreement with the strong-field approximation and with no appreciable delay.
The effect of CLC varies in strength with the intensity of the injection field, due primarily
to the injection of higher-energy electrons at higher intensities, which are less sensitive to
the field of the parent ion.

The feasibility of first-principle simulations of the microscopic interaction allows for
the microscopic response function to be fully characterized. This results in the spectral
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amplitude and group delay variations with frequency shown in Fig. 2.12c. Appropriate
phase and amplitude adjustments should be made to the measured signal, if one wishes to
accurately characterize the temporal evolution of the test field in attosecond experiments.
At high pressures and higher ionization rates, macroscopic effects may also affect the
measurement, in terms of propagation of both pulses being measured (plasma dispersion
and the Kerr effect) and the motion of the free electrons (collisions, collective plasma
oscillations, and space charge) in the medium[99].

Experimentally, the optimum conditions, in which the required spectral amplitude and
phase corrections are minimal, should be obtained by finding the value of the CEP which
maximizes the measured signal (Fig. 2.12c). This corresponds to the condition where
the photoemission gate is maximally confined to a single half-cycle of the injection field.
Calculation of the Coulomb-induced phase correction is best performed using a measured
injection pulse. If CEP optimization is performed experimentally, this can be obtained
through standard techniques which yield the complex envelope function, such as frequency-
resolved optical gating (FROG). As with other field measurement techniques, the obtained
waveform is the convolution of the actual field with a gate function corresponding to the
physical response of the system, whose influence must be corrected if one wishes to obtain
the true electric field.

The spectral response of the detection was theoretically investigated based on solving
TDSE for the case of a hydrogen atom. Fig. 2.12a shows a comparison of the ionization
probability obtained from the TDSE and the measured signal. Simulation agrees well until
the presence of a denser gas plasma starts to perturb the intensity scaling.

The signal is dominated by low-energy electrons, whose dynamics and interaction with
the laser are influenced by the presence of the atomic/ionic potential. As in attosecond
streaking experiments, where electrons are created through linear photoemission using a
weak XUV pulse, the two main effects that influence the relative timing of the streaking
signal are the atom-specific Wigner delay and Coulomb-laser-coupling (CLC). For low-
energy electrons (below 10 eV) the magnitude of these effects on the timing is expected
to be several 100 as[100, 98, 101, 102]. The electrons undergo ponderomotive motion in
the relatively strong sampling field direction, while they are being accelerated by the test
field, leading to a more complicated CLC in our case. Nevertheless, similar delays as in
attosecond streaking are to be expected[4].

Using the TDSE to calculate the measured signal, assumed to be proportional to the
momentum asymmetry of the resulting angle-dependent photoelectron spectrum in the
direction of the test field, we see that the signal as a function of time delay approximates
the vector potential of the test field (Fig. 2.12b).

The feasibility of first-principle simulations of the microscopic interaction allows for
the microscopic response function to be fully characterized. This results in the spectral
amplitude and group delay variations with frequency shown in Fig. 2.12c. Appropriate
phase and amplitude adjustments should be made to the measured signal, if one wishes to
accurately characterize the temporal evolution of the drive field in attosecond experiments.
At high pressures and higher ionization rates, macroscopic effects may also affect the
measurement, in terms of propagation of both the pulses being measured (plasma dispersion
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and the Kerr effect) and the motion of the free electrons (collisions, collective plasma
oscillations, and space charge) in the medium[99].

To examine the signal-to-noise ratio (SNR) and linearity of the signal with the measured
field, the dependence of the signal at the fundamental frequency of the test field strength,
as well as two harmonic multiples of that frequency, as a function of the test field strength
was studied. This set of data allows for two important aspects of the measurement to
be observed simultaneously. In the case that there is no component of the test field at
the harmonic frequencies, this allows for sensitive detection of harmonic distortions that
would result from nonlinearity in the detection. In the range of intensities applicable in
the experiment, distortions from e.g. the test field significantly altering the ionization
probability in the experiment, were absent. Such harmonics would be expected to grow
with nonlinear dependence on field strength. In the case of detection of the fundamental
pulse, Fig. 2.13b, the signal at the second harmonic grows linearly, indicative of linear field
detection of the weak ∼ 400 nm signal reflected outside of the working spectral range of
the chirped mirrors. A similar trend was observed when characterizing NPS in solids[3].

The SNR in the range of linear detection is above 100 in terms of intensity. This
can also be seen intuitively in the logarithmically-scaled spectrum obtained via Fourier
transformation of the signal shown in Fig. 2.13c obtained via Fourier transformation of the
experimentally retrieved waveform (Fig. 2.11a, orange curve), where the amplitude falls
abruptly outside of the transmission working spectral range band of the chirped mirror
compressor.

In conclusion, a simple and versatile technique for sampling light fields at frequencies in
the petahertz range: nonlinear photoconductive sampling in air. While NPS in solids has
potential for future implementation within optoelectronic devices and is suitable for lower-
energy injection pulses, the implementation of NPS in gas, complimentary to attosecond
measurements using XUV pulses, permits a physical interpretation based on first principles.
Simulations show that NPS in gases could also provide an interesting route to attosecond
field-resolved spectroscopy involving low-energy electrons, e.g. for time resolving photo-
ionization processes where the Coulomb interaction between an electron and its parenting
ion plays the dominant role. Advantages of the NPS in solids can be summarized in terms
of higher SNR, absence of sample preparation, higher ionization potential and therefore
shorter confinement of an ionization-time window, significantly smaller dispersion of a gas
medium, and absence of surfaces[4].
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Figure 2.12: (a) Measured intensity scaling of the signal compared with the ionization
probability for several peak strengths of the sampling field. (b) The measurement pro-
cess is simulated as the appearance of a delay-dependent asymmetry in the angle-resolved
photoelectron momentum distribution. In the presence of the atomic potential, the mea-
surement reproduces the vector potential of the applied electric field, with a delay and
phase shift caused by Coulomb-laser coupling. Performing the same simulation in an iso-
lated spherical quantum well (QW) - a short-range potential with a single bound state of
13.6 eV binding energy - yields a similar trace, but with vanishing phase shift. Positive
values of τ signify that the drive field comes before the injection pulse. (c) Simulated
amplitude response and group delay of the measurement for the optimal CEP and the
optimal CEP plus π/2, which exhibits a distinct minimum near the carrier frequency of
the sampling pulse. Adopted from[4].
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Figure 2.13: Linearity of the detection and noise level indicated by the spectral components
of the waveform at 300-344 THz (fundamental), 688-733 THz (2nd harmonic), and 957-
1000 THz (3rd harmonic) obtained by Fourier transformation of the measured signals at
varying field strengths of visible (a) and NIR (b) test pulses. (c) Spectrum and spectral
noise floor in the visible spectral range measured with a sampling field strength of 1.1 V/Å
and a test field of 0.26 V/Å.
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2.1.3 Origin and characterisation of the signal source

The measured signal from electrodes on a surface of a sample may have several origins, in
particular:

1. Transport from one electrode to another

2. Modulation of an ionization yield of a medium[103]

3. Ionization of a metal surface

4. Polarization of a medium

5. Transport of ionized charge carriers to electrodes

Which regime dominates, depends on conditions such as mean free path of ionized
charge carriers, charge density, etc.

The magnitude of a measured signal is proportional to a charge displacement and a
number of created microscopic dipoles. Therefore maximization of a measured NPS signal,
can be viewed as a maximization of a charge displacement and concentration of charge
carriers. In the case of solids, not much can be done to influence these two parameters,
however, a gas medium pressure allows for control both, charge displacement as well as
charge concentration.

Figure 2.14: (a) Pressure dependence of a measured RMS signal in ambient air medium
at a fixed incident light intensity. (b) dependence of a measured RMS on a distance to an
electrode for the case of a fused silica medium and low-pressure air medium.

In order to study the influence of gas pressure on a measured NPS signal, two copper
electrodes separated by a gap of about 80 µm were positioned in a small gas chamber, pres-
sure in which was controlled. The origin of the maximum signal formation is a contribution
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of three phenomena, the electron mean free path, number of charge carriers, and Coulomb
interaction. The higher is the medium pressure, the more charge carriers can be created
by ionization of a medium, and therefore larger medium polarization or current due to
charge displacement. However the higher is the medium pressure, the less is a mean-free
path of charge carrier displacement. Since the scattering is isotropic the mean free path
scales as 1/p, where p is pressure[104]. On the other hand, the number of charge carriers
scales linearly with a medium pressure. If the electrode distance is small enough such that
most of the carriers can reach an electrode, the signal would increase linearly with the
gas pressure. However, when the mean free path of charge carriers becomes comparable or
smaller to the distance to an electrode, the signal becomes constant, since it is proportional
to the product of a mean free path and a number of charge carriers. Therefore the signal
is expected to be constant at high pressures and to start decreasing at a pressure that
corresponds to the mean free path of carriers comparable to the distance to an electrode.
Apart from the effects described above, at high charge carrier concentration, a Coulomb
interaction between charges starts to play a role, by means of attraction of free electrons to
the positively charged ions. This attraction reduces the displacement of charge carriers to a
distance smaller than a mean free path, and therefore reduced measured signal. Fig. 2.14a
shows a dependence of a measured signal on gas pressure. The signal has its maximum at
about 5 mbar, and rolls off at higher and lower pressure. The maximum signal corresponds
to a pressure when the mean free path is comparable or larger than the electrode distance.
The roll-off of the signal at low pressure is due to the reduction of created charge carriers
as the medium becomes less and less dense. The roll-off of the signal at high pressure is
an effect of Coulomb interaction between charge carriers[104].

Fig. 2.14b demonstrates the dependence of a measured signal on a distance to an
electrode. The measurement was performed using one electrode only. This implies that
an electrode gap is not necessarily to conduct detection of generated currents. This also
implies that the origin of an NPS signal is not the transport of charge carriers through the
gap from one electrode to another due to the breakdown of a medium. The blue curve on
Fig. 2.14b corresponds to the measurement of a signal generated in a solid medium (fused
silica). A similar sharp decrease of a signal is also observed in the air at ambient pressure.
The sharp roll-off of a signal is due to a small mean free path of displaced charge carriers.
At low medium pressure, however (orange curve), the medium mean free path is much
larger than in ambient pressure or in a solid medium. While after 400 µm the signal drops
by about 90 % in a fused silica medium, it only drops by about 20 % in a low-pressure air
medium.

So far, out of the list of possible origins of the signal, only transport from one electrode
to another can be excluded. In order to get more insight into the mechanism of a signal, si-
multaneous measurement of a signal from two electrodes separated by a gap was performed.
Fig. 2.15a,c shows normalized signals from both electrodes during an NPS measurement
in SiO2 medium (section 2.1.1) as well as in ambient air (section 2.1.2) medium. The
signals from two separate electrodes are the same in magnitude but π out of phase. This
important indication implies that the origin of a signal in a dense medium is likely due
to created polarization, by means of displacement of ionized charge carriers. The created
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Figure 2.15: Measured pulse waveform signals recorded at two separated electrodes in fused
silica (a) and ambient air (c) medium, with corresponding spectral phase differences (b
and d). Dependence of a mean phase difference on sampling (e) and test (f) field strengths.

polarization then produces a screening electric field on metal electrodes. The screening
field created an electromotive force, which generates current between an electrode and a
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circuit ground. The origin of the π shift is due to the fact that created polarization has an
equal magnitude of charge, but an opposite charge sign on each side of the crated dipole.
If the generated signal would be due to modulation of an ionization yield of a medium, the
electrodes would experience the same magnitude of signal modulation and would have the
same phase, which is not the case. If the signal would be due to the transport of ionized
charge carriers to electrodes, again the same phase of the modulated signal would be ob-
served on both electrodes. If the signal would be due to ionization of a metal surface, the
signal on both electrodes would be again in phase with each other. In addition, the signal
from ionization of a metal surface would rapidly drop with the distance to an electrode.
However in a low-pressure gas medium, the signal drops by only about 20 % at a distance
of 400 µm to an electrode.

In summary, the origin of the NPS signal source was investigated. The origin of the
signal is found to be likely due to the polarization created in a medium. The magnitude of
the generated signal is found to depend on a combination of the mean free path of charge
carriers and the number of created charge carriers. At a large concentration of charge
carriers, an additional reduction of a signal occurs due to an increase in the influence
of a Coulomb interaction between charge carriers. The Coulomb interaction reduces the
displacement of charge carriers to a magnitude smaller than the mean free path of a
medium, and therefore reduces created medium polarization.
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2.2 Non-linear optical sampling

Figure 2.16: Schematic experimental setup of the non-linear optical field sampling.

As it was described in the section 2.1 of this thesis, the source of the NPS signal is
a polarization created in a medium. The created polarization is then screened by metal
electrodes and produces an opposing potential. Since the incident electric field changes
with time, the polarization in a medium and the screening potential also change with time.
Therefore in a frequency domain, the total created polarization in a medium has a certain
frequency bandwidth, which can extend beyond PHz frequencies. Typical electronic devices
are not fast enough to detect such fast oscillations, and therefore act as a low-pass filter.
For NPS experiments described in this thesis, the transimpedance pre-amplifier (DLPCA-
200, FEMTO Messtechnik) was used to convert the generated current into voltage. The
settings of the pre-amplifier provided the detection bandwidth from 0 to 7 KHz. This is
much smaller than the bandwidth needed to resolve the time-varying polarization in the
medium caused by the interaction with an incident light at PHz-scale frequencies, and
essentially limits the detection of medium polarization to quasi-DC components, or net
displacement of charge carriers.

Although typical electronic devices can not directly detect oscillating at high frequencies
polarization, any oscillating dipole will emit electromagnetic radiation with a frequency of
its oscillation. This radiation will carry information about the created polarization in the
medium[105].

If produced electromagnetic radiation occurs at frequencies photon energy of which can
be detected by a conventional photo-diode, such fast dipole oscillations of the medium
polarization can be detected in a form of produced light.

The total medium polarization and therefore generated electromagnetic radiation is
proportional to the time delay between sampling and test pulses (section 2.1) and their
waveforms. The information about the test pulse waveform can be extracted from such
modulation by means of a homodyne or heterodyne detection[106, 107, 108, 109] (section
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1.6).
The polarization created in a medium by a first pulse (sampling) can be considered as

a local oscillator. The time-delayed polarization created due to the mixing of sampling and
test pulses can be considered as a heterodyne signal. If the frequency ω of a local oscillator
matches the frequency of a heterodyne signal, a spectral intensity I at this frequency will
depend on the amplitudes and phases of sampling and test pulses:

ESig · sin(ωt+ ϕSig +
π

2
) ∝ EN

S · sin(ωSt+N · ϕS) · ET · sin(ωT t+ ϕT )

I(ω) = [ELO · sin(ωt+ ϕLO) + ESig · sin(ωt+ ϕSig +
π

2
)]2,

(2.9)

where ESig, ELO, ES, ET are the amplitudes of the signal, local oscillator, sampling and
test pulses, while ϕSig, ϕLO, ϕS, ϕT are their phases. N is a number of photons of the
sampling field involved in the mixing.

The range of frequencies that can be used as a local oscillator is provided by a spectrum
of polarization created in a medium by the sampling pulse. In electro-optic sampling, for
instance, the bandwidth of a local oscillator is determined by a linear polarization created
by the sampling pulse in a medium. However if the sampling pulse, non-linearly (section
1.2) interacts with a medium, the local oscillator bandwidth can be extended.

Fig. 2.17a shows the concept of an electro-optic sampling. The sum-frequency gener-
ation between sampling and test pulses creates a heterodyne spectrum that overlaps with
a fundamental spectrum of the sampling pulse which acts as a local oscillator. Since the
heterodyne signal depends on a time delay between sampling and test pulses, modulation
of a spectral intensity at the region of a spectral overlap contains information about the
amplitude and phase of the test pulse. This concept works when a spectrum of the test
pulse consists of much smaller frequencies than the sampling pulse, since in this case, the
sum-frequency spectrum almost fully overlaps with the fundamental sampling spectrum.
However if a spectrum of the test pulse becomes comparable to a spectrum of the sampling
pulse, a significant amount of the sum-frequency bandwidth does not spectrally overlap
anymore with the sampling spectrum. This results in a loss of information about the test
pulse. Therefore conventional electro-optic sampling can be used to detect pulse waveforms
in a spectral region of frequencies smaller than frequencies of the sampling pulse.

When the test spectrum is within the bandwidth of the sampling pulse or at higher
frequencies, the sum-frequency signal does not create a spectrum that significantly overlaps
with a sampling spectrum (Fig. 2.17b). In this case, a heterodyne detection condition is
not fulfilled anymore and information about the test pulse can not be extracted.

However, if not the fundamental sampling spectrum, but its second harmonic is used
as a local oscillator (Fig. 2.17c), the heterodyne condition is fulfilled and the test wave-
form can be again extracted. Since a second harmonic and a sum-frequency generation
happen in the same non-linear medium and with the same pulses, the phase information is
preserved. Fig. 2.17c shows that the local oscillator bandwidth can be extended by means
of a non-linear new frequency generation. Extended local oscillator allows to fulfill the



48 2. Petahertz field metrology in solids and gases

Figure 2.17: Schematic concept of the linear electro-optic sampling (a) and its detection
bandwidth limitation (b). The concept of the non-linear optical sampling (c) based on
SHG as a local oscillator and SFG as a heterodyne signal. The terms ’linear’ and ’non-
linear’ refer to the origin of the local oscillator. In the case of electro-optic sampling, the
local oscillator spectrum is a spectrum of the sampling pulse itself. In the case of the non-
linear optical sampling, the local oscillator bandwidth is extended by means of a second
harmonic generation.

heterodyne condition with heterodyne signals at higher frequencies and therefore perform
field sampling of test pulses in a frequency range that is not accessible by a conventional
electro-optic sampling.

Fig. 2.16 shows an experimental schematic setup of the non-linear optical field sampling.
The detailed description of the optical experimental setup is presented in the section A.2.4
of this thesis.

The simplest case of the non-linear optical sampling is SHG + SFG channel, which
allows a field sampling of the pulse waveform itself. An incident pulse is split into two
arms, strong sampling:

ES(t) = ASsin(ωt+ φS), (2.10)

and weak test arm, which can be delayed with respect to the sampling arm by a time τ :

ET (t) = AT sin(ω(t+ τ) + φT ). (2.11)
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A strong sampling field is incident on a non-linear medium and non-linearly generates
a second harmonic which serves as a local oscillator:

ELO(t) = ε0χ
(2)A2

Ssin(2ωt+ 2φS +
π

2
), (2.12)

while both arms, delayed by the time τ , generate a sum-frequency field which serves as a
heterodyne signal:

EHS(t, τ) = 2ε0χ
(2)ASAT sin(2ωt+ ωτ + φS + φT +

π

2
). (2.13)

Since both, the local oscillator and the heterodyne signal occur at the same frequency
ω, the intensity of the interference will depend on a time delay τ , sampling field phase φS
and test field phase φT :

ILO+HS(τ) = ILO + IHS − 2
√
ILOIHScos(ωτ + φS − φT ). (2.14)

If the phase of a sampling field φS is known, the delay-dependent modulation of an
intensity ILO+HS is proportional to a delay between two fields and the phase of the test
field, therefore provides an unambiguous test waveform information.

If a heterodyne signal however originates from a different order of non-linearity, such
as FWM:

EHS(t, τ) = 6ε0χ
(3)ASASAT sin(3ωt+ ωτ + 2φS − φT +

π

2
), (2.15)

the phase of a sampling field φS is not required to be known, provided that the local oscillator
and heterodyne signal frequencies match.

ILO+HS(τ) = ILO + IHS − 2
√
ILOIHScos(ωτ + φT ). (2.16)

This situation is analogous to conventional electro-optic sampling, where information
about an absolute CEP of a sampling pulse is not required in order to sample a test
waveform, since the local oscillator originates from χ(1) susceptibility while the heterodyne
signal from χ(2) susceptibility.

The test pulse-field strength is set to be low enough such that it, by itself, does not
generate a significant amount of new spectral components due to non-linear interaction
with a medium, and the interaction can be considered linear. However, since the sampling
pulse is strong, the non-linear mixing between sampling and test pulses will still generate
a significant amount of non-linear signal.

Based on χ(2) and χ(3) non-linearities only, there are 6 main processes (section 1.2)
which lead to generation of new spectral components, namely: OR, SHG, DFG, THG,
FWM, SPM. On the other hand, there are 5 main processes that lead to the generation of
the heterodyne signal: SFG, DFG, OR, FWM, XPM.

Since optical rectification creates a DC polarization field in a medium, it can not be
used as an optical local oscillator, as the DC polarization field can not radiate propagating
electromagnetic waves. The fundamental spectrum of a test pulse also can not be used
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as a heterodyne signal. Therefore, based on χ(2) and χ(3) non-linearities only, in total 30
main combinations (Figs. 2.19 - 2.23) can be used for non-linear optical sampling. Any of
such combinations of a local oscillator and a heterodyne signal is referred to as a channel
in this thesis and can be used for the heterodyne detection (section 1.6) of electric fields.
If a heterodyne signal is measured for various time-delays between a local oscillator and a
signal, the time delay is transferred into amplitude and phase information and can be used
for pulse waveform sampling as described further in sections 2.2.1 - 2.2.2 of this thesis.

To simulate the concept and model amplitude and phase spectral responses of the
technique, sampling and test pulses shown in Fig. 2.18 were considered. The results of
the simplest model for the infinitely thin, non-dispersing, and non-absorbing medium are
presented below.

Figure 2.18: Sampling and test pulse waveforms (a) and their corresponding spectral
amplitudes and phases (b) used for spectral response simulations.

Figs. 2.19 - 2.23 show calculated amplitude spectral responses for various NOS channels.
The detection frequency is the one that is used to detect the modulation of the spectral
intensity due to the interference of a local oscillator and a heterodyne signals. The response
frequency is the frequency of the spectral response.

The important observations can be summarized as:

1. Different channels provide spectral responses for different spectral ranges, therefore
certain channels or combinations of channels can be chosen for desired applications.
However, if a combination of multiple channels is used for field detection, then the
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Figure 2.19: Normalized spectral amplitude responses for NOS channels based on a fun-
damental sampling spectrum as a local oscillator and various heterodyne signals.

Figure 2.20: Normalized spectral amplitude responses for NOS channels based on a sec-
ond harmonic from the fundamental sampling spectrum as a local oscillator and various
heterodyne signals.

spectral response becomes sampling pulse intensity-dependent, as a ratio of spectral
responses of different channels will vary with a field strength of a sampling pulse.

2. The spectral response bandwidth of each channel can be tailored by choosing an
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Figure 2.21: Normalized spectral amplitude responses for NOS channels based on intra-
pulse difference frequency generation from the fundamental sampling spectrum as a local
oscillator and various heterodyne signals.

Figure 2.22: Normalized spectral amplitude responses for NOS channels based on a third
harmonic of the fundamental sampling spectrum as a local oscillator and various heterodyne
signals.

appropriate frequency for detection.

3. The cut-off of a spectral response bandwidth can be much higher than the highest
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Figure 2.23: Normalized spectral amplitude responses for NOS channels based on a self-
phase modulation of the fundamental sampling spectrum as a local oscillator and various
heterodyne signals.

frequency of a sampling spectrum. Based on χ(3) non-linearity only, a sampling pulse
with a cut-off frequency of about 0.6 PHz (Fig. 2.18) allows waveform sampling of
up to ∼ 3 PHz (Fig. 2.22).

4. The role of a local oscillator is to provide a reference for interference with a heterodyne
signal. Therefore, the higher is the local oscillator frequency, the higher is a cut-off
of a detection bandwidth of the channel. For instance, channels based on THG as a
local oscillator allow sampling of higher frequencies comparing to channels based on
SHG as a local oscillator.

The simulated phase spectral response for all channels is flat with an offset according
to eqs. 2.14 and 2.16.

In the experiment however, all channels will take place simultaneously, therefore the
total experimental spectral response will be a sum of spectral responses of all channels.
In addition, the ratio of spectral responses, in general, depends on a field strength of the
sampling pulse and values of χ(2) and χ(3) susceptibilities of a medium, which complicates
the extraction of the experimental spectral response. Apart from that, the absorption
and dispersion of pulses propagating through a medium with finite thickness will have an
influence on a spectral response.

In the following section it will be shown that different channels can be separated from
each other in order to obtain a simple experimental spectral response, while propagation
effects can be accounted for and do not play a significant role for thin samples.

In summary, the concept of non-linear optical sampling is described. Non-linear effects
within a medium can be used to create spectrally extended local oscillator and heterodyne
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signals. If a local oscillator and a heterodyne signal occur at the same frequency, the time
delay between sampling and test pulses results in a modulation of a spectral intensity at
this frequency. This intensity dependence on a time delay contains information about the
amplitude and phase of the test pulse, and therefore allows sampling of the test pulse
waveform. The concept provides a fully optical method for the detection of optical pulse
waveforms with PHz-scale detection bandwidth. Any non-linear medium, such as solids
or gases can be used for pulse waveform sampling, as described in detail in the following
section 2.2.1 of this thesis. Based on χ(1), χ(2) and χ(3) susceptibilities only, there are
about 30 channels that can be used for field sampling. Different channels provided different
detection spectral amplitude bandwidths which can be tailored by choosing an appropriate
detection frequency. The spectral phase response for the infinitely thin, non-dispersing,
and non-absorbing medium is flat, with an offset determined by a CEP of a sampling pulse
and the type of NOS channel.

2.2.1 Waveform sampling in solids

Out of all variety of channels, for practical applications, channels with large detection
bandwidth, high signal-to-noise ratio, and simple spectral response are of most importance.
SHG + FWM, THG + FWM, THG + SFG and THG + DFG channels are most suitable
for this purpose.

If detection occurs at multiple channels simultaneously, the spectral response will be
combined out of spectral responses of all involved channels, which may complicate the total
spectral response of a measurement. The simplest way to reduce the number of involved
channels is to use a centrosymmetric medium for detection. In this case, all channels
with χ(2) non-linearities become absent. Since fundamental spectrum and THG as local
oscillators are well separated in the spectrum, detection in a bandwidth of a THG spectrum
allows choosing channels based on THG as a local oscillator.

On the other hand, when sampling and test pulses have linear light polarizations and
orthogonal to each other, polarizations of produced local oscillators and heterodyne signals
will depend on the symmetry of a non-linear medium. For instance, z-cut α-quartz crystal
has both χ(2) and χ(3) non-linearities. Although the χ(3) non-linearity is essentially crystal
rotation independent, the χ(2) non-linear susceptibility tensor allows not only controlling
a magnitude of generated second-order process, but also its polarization. This can be
done by a simple rotation of a crystal. A z-cut α-quartz crystal can be positioned such
that polarization of the second harmonic of a sampling pulse, which can act as a local
oscillator, will be orthogonal to the polarization of a sampling pulse. On the other hand,
a polarization of produced FWM between orthogonal sampling and test pulses, will be
orthogonal to the sampling pulse. The produced SFG and DFG between sampling and
test pulses, at this orientation of the z-cut α-quartz crystal will however be collinear with
the sampling pulse. Therefore placing a polarizer after the non-linear medium allows
choosing between SHG + FWM and THG + SFG + DFG channels. If the polarizer is
collinear with the sampling pulse polarization, the THG + SFG + DFG channel is chosen,
while if a polarizer is collinear with the test pulse, the SHG + FWM channel is chosen.
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Therefore the centrosymmetric fused silica medium and z-cut α-quartz crystal, combined
with a polarizer afterward, allows using THG + FWM, SHG + FWM, and THG + SFG
+ DFG channels separately.

Although, channels can be separated, a propagation of pulses through a medium with
a finite thickness has an influence on the spectral response of the technique. In addition,
the reflections at surfaces should also be considered.

Fig. 2.24 shows a typical spectral response simulated with and without propagation
through a 10 µm thick z-cut α-quartz crystal and 10 µm thick fused silica glass. The
propagation simulation is based on solving Maxwell’s equations and described in detail in
section A.8 of this thesis.

The formation of spectral responses, is illustrated in Fig. 2.25. When the z-cut α-quartz
crystal is positioned such that the sampling pulse generates a second harmonic orthogonal
to the fundamental polarization, two types of detection channels are formed, provided that
detection occurs at a center of a second harmonic (0.8 PHz). Channel A is based on THG
+ SFG + DFG (Fig. 2.24b), channel B is based on SHG + FWM (Fig. 2.24c). Channel A
is collinear with the test pulse polarization, while channel B is collinear with the sampling
pulse polarization. The third channel can be formed in fused silica glass. When two
orthogonal, sampling and test pulses are incident on the fused silica medium. The third
harmonic from the sampling pulse will have a polarization of the sampling pulse. The
FWM process between sampling and test pulses will, however, have a polarization of the
test pulse. Placing a polarizer at 45 degrees with respect to both polarizations, projects
THG local oscillator, as well as FWM heterodyne signal on one plane, and thus forms
channel C based on THG + FWM interference (Fig. 2.24d). Fig. 2.25a shows spectral
responses based on SFG and DFG as heterodyne signals and THG as a local oscillator
(channel A), Fig. 2.25b, shows spectral responses based on FWM as heterodyne signals
and SHG as a local oscillator (channel B), while Fig. 2.25c, shows spectral responses based
on FWM as a heterodyne signal and THG as a local oscillator (channel C).

Since SFG and DFG processes, as well as, FWM processes occur simultaneously, the
simulated spectral responses for fused silica and quartz (Fig. 2.24) consist of combined
responses.

Propagation of optical pulses through a finite thickness medium causes a deviation of
a spectral response comparing to the case when neither propagation nor reflections at sur-
faces are considered. Reflection at surfaces causes back-propagating pulses to be present
in a medium together with incident pulses. At the same time, since a refractive index is
wavelength dependent, the interaction of incident pulses with a front surface of a medium,
causes reshaping of penetrating pulses with respect to incident pulses. Dispersion of a
medium, causes a phase mismatch between propagating frequencies. Since quartz and
fused silica media are not optimized for phase-matching conditions, a detection signal will
originate from regions in a medium, within a coherence length. Since shorter wavelengths
have smaller coherence lengths, propagation through a 10 µm fused silica or quartz medium
causes reshaping of the spectral response favouring longer wavelengths. The spectral re-
sponse for frequencies above 1 PHz consists of spectral fringes since coherence lengths of
these frequencies are smaller than the thickness of the crystal, therefore the build-up of
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non-linear generation of a heterodyne signal occurs at discrete points within the medium.
A small coherence length at these frequencies also causes reduction of spectral amplitude
responses, as the coherent signal does not continuously builds-up during the propagation.
As can also be seen in figs. 2.24) and 2.25, the SHG + FWM and THG + FWM provide
almost identical spectral responses since local oscillators (SHG and THG) only serve as a
reference for the detection. However, for practical applications the SHG + FWM channel
might be more favourable, since a spectral intensity of SHG can be orders of magnitude
larger than a spectral intensity of THG.

When sampling and test pulses with finite spectral bandwidths take part in SFG, DFG,
and FWM processes, the result is a generation of multiple new frequencies. Since simu-
lations presented in Fig. 2.24 and 2.25 were performed by monitoring a delay-dependent
change of a spectral intensity at one frequency only, only certain frequency out of SFG,
DFG, and FWM bandwidth can be detected. This results in the formation of ’holes’ and
determines the shape of spectral response. Detection at frequencies different from 0.8 PHz
results in reshaping of a spectral response (Fig. 2.26). For spectral responses based on
DFG, SFG FWM–+ and FWM-++ heterodyne signals, increase of the detection frequency
does not result in reshaping of the spectral response, but blue-shifting of it. On the other
hand, a decrease of the detection frequency results in the red-shifting of the spectral re-
sponse. Therefore the spectral response can be tailored for a particular application, simply
by choosing an appropriate detection frequency. The detection based on FWM++- het-
erodyne signal, however, experiences a reverse dependence. The spectral response of the
FWM++- channel blue-shifts as the detection frequency decreases, and red-shifts as the
detection frequency increases. Figs. 2.26b-c show that when the detection frequency is
increased, spectral responses from FWM++- and FWM-++ become more separated in
the spectrum, and therefore form a larger hole in a total spectral response. On the other
hand, when the detection frequency is decreased, spectral responses from FWM++- and
FWM-++ merge more, and therefore the hole in the spectral response decreases. Hence
by choosing an appropriate detection frequency one can also create a more smooth and
flat overall spectral response.

The bandwidth of the spectral response is directly related to the bandwidth of the sam-
pling pulse (Fig. 2.27). For narrow-bandwidth sampling pulses the overall spectral response
is not continuous and consists of discrete bands. However, as the sampling bandwidth is
increased, discrete bands become broader and merge, therefore providing a continuous
spectral response covering a multi-PHz frequency range.

The delay (τ) dependent term of the eq. 2.14 allows detection of a test pulse waveform,
where the strength of the detected signal is proportional to a square of LO and HS inten-
sities (

√
ILOIHS). Since local oscillators and heterodyne signals in different channels are

based on various non-linear processes, a strength of the experimentally measured signal is
supposed to scale differently with field strengths of sampling and test pulses. If a local
oscillator originates from a χ(2) non-linearity, then the field strength of LO is proportional
to E2

S. If a heterodyne signal originates from a χ(2) non-linearity, such as SFG or DFG,
then HS is proportional to ESET . Since the interfering term is proportional to a product
of ELO and EHS, measured signal with SHG + SFG channels is expected to linearly scale
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with a test field strength and to be proportional to E3
S. Table 2.1 summarizes expected

field strength dependencies for several NOS channels.

LO HS Scaling Lower BW limit Higher BW limit ∆φCE

SHG SFG ETE
3
S ω − 3

2
∆ω ω + 3

2
∆ω −φS

SHG DFG ETE
3
S 3ω − 3

2
∆ω 3ω + 3

2
∆ω φS

THG SFG ETE
4
S 2ω − 2∆ω 2ω + 2∆ω −2φS

THG DFG ETE
4
S 4ω − 2∆ω 4ω + 2∆ω 4φS

SHG FWM+, FWM- ETE
4
S 0 2∆ω 0

THG FWM+ ETE
5
S ω − 5

2
∆ω ω + 5

2
∆ω −φS

THG FWM- ETE
5
S 5ω − 5

2
∆ω 5ω + 5

2
∆ω 5φS

THG XPM ETE
5
S 3ω − 5

2
∆ω 3ω + 5

2
∆ω −3φS

Table 2.1: Summary of field strength and CEP dependencies based on second and third
harmonic of the sampling pulse as the local oscillator. ω is the central angular frequency
of the sampling pulse. ∆ω is the bandwidth of the sampling pulse. ∆φCE is the shift of the
CEP of the measured waveform relative to the actual electric field, which depends on the
CEP of the sampling pulse, φS.

Since the measured signal is linearly proportional to complex test field ET for all chan-
nels in the table 2.1, the test pulse spectral phase information is preserved in the detection.
The local oscillator spectral phase serves as a reference for the detected spectral phase of
the test pulse. Since the order of a non-linear process translates into a multiplication factor
for a spectral phase, some channels experience an offset in spectral phase response. In gen-
eral, spectral phase offset is determined by ∆φCE =

[
N(LO) −N(HS)

]
φS, where N(LO) and

N(HS) are orders of a non-linear processes responsible for LO and HS generation. Channels,
where LO and HS originate from different non-linear order, ∆φCE = 0, therefore a spectral
response of a spectral phase does not require information about CEP of the sampling pulse.
Channels, where LO and HS originate from the same non-linear orders, on the other hand,
require information about the CEP of the sampling pulse, in order to know an absolute test
spectral phase. Table 2.1 summarizes spectral phase offsets for several channels. Although
spectral responses of SHG + FWM and THG + FWM channels are practically identical,
the SHG + FWM has an advantage that the CEP of the sampling pulse is not required to
be known for the test field sampling, while THG + FWM channel does (table 2.1).

So far a spectral response of the NOS technique was based on an assumption that the
sampling pulse is Fourier transform-limited, that is has a flat spectral phase. Experimental
pulses, however, do not have a perfectly flat spectral phase. In order to experimentally
demonstrate the NOS metrology concept, spectral phases of the sampling pulse were char-
acterized with polarization gating FROG technique[38] (Fig. 2.28) technique.

As shown on Fig. 2.26, the spectral response of the detection depends on the detection
frequency. In order to get a more accurate experimental spectral response of the detection,
as well as to perform simulations close to experimental conditions, the spectral sensitivity of
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the photodiode, as well as transmission of a bandpass filter used in experiments, were taken
into account (Fig. 2.29). The photodiode spectral sensitivity was provided by ALPHALAS
GmBH, while the filter transmission measurement was provided by Amelie Schulte.

Fig. 2.8 shows measured and simulated NOS detection of an ultrashort optical pulse
obtained as described in section A.1 of the thesis. The detection medium was 12.344 ±
0.002 µm thick z-cut α-quartz crystal (section A.6). The simulation was performed based
on a model described in section A.8. During the measurement, the quartz crystal was
oriented such that a generated second harmonic polarization was perpendicular to the
sampling pulse polarization, while the polarization of the sum-frequency generation was
collinear with the sampling pulse polarization. After the quartz crystal, a broadband wire-
grid polarizer was installed at orientation which transmits a polarization of the sampling
pulse, therefore transmitting the THG, DFG, and SFG light. The wire-grid polarizer was
followed by a photodiode for detection. The signal from the photodiode was feed into
a lock-in amplifier (Stanford Instruments) triggered by a half-repetition rate of a laser
beamline (∼1.5 KHz). During the measurement, the CEP of every second pulse from the
laser beamline was shifted by π, therefore providing a detectable signal at ∼1.5 KHz.

Good agreement between measured and simulated results confirms the validity of the
model and provides an opportunity to extract an experimental spectral response of the
THG + SFG + DFG channel. To extract the experimental spectral response, the sampling
pulse was kept the same as for the simulation presented on Fig. 2.30, while the test pulse
was chosen to be a broadband theoretical, with a flat spectral phase and CEP 0.

In order to experimentally benchmark the model and the spectral response of the THG
+ SFG + DFG channel, the waveform of the broadband optical pulse was sampled with
NOS techniques based on THG + SFG + DFG channel as well as with established[3] NPS
technique. Since NPS also has a certain spectral response function, experimental spectral
responses of both, NPS and NOS were extracted from the measured spectrum and FROG
phase information. Fig. 2.31 shows experimental spectral responses of NPS and NOS
techniques for results of the experiment presented on Fig. 2.32. The spectral responses
were calculated for CEP 0 sampling pulse. In the experiment, the CEP of both pulses was
set to 0 with a solid-state light-phase detector method[89].

The extracted spectral responses were applied to the recorded NPS and NOS traces.
Fig. 2.32 shows benchmarking of the pulse waveform performed with NPS, NOS, and a
calibrated grating spectrometer.

Since NOS, provides a linear detection of the test pulse waveform, the THG + SFG
+ DFG channel is expected to scale linearly with a field strength of the test pulse. On
the other hand, since the sampling pulse is responsible for the generation of the local
oscillator (THG) as well as partially responsible for SFG or DFG heterodyne signal, an
entire measured signal is expected to scale with the 4th order of the sampling pulse field
strength (table 2.1).

Fig. 2.33a,b shows scaling of the measured signal as a function of field strength of
sampling and test pulses. Excellent agreement with exponential power-law fitting confirms
the validity of expected field strength dependencies.

Fig. 2.33c shows a typical SNR of the NOS measurement based on THG + SFG
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channel using a very small lock-in time constant of 10 ms only. Since the measurement
was performed at a half of the repetition rate of the laser (1.5 KHz), there are only about
15 optical pulses considered within 10 ms. This demonstrates an enormous sensitivity of
the technique.

Non-linear photo-conductive sampling (section 2.1), relies on non-linear excitation of
carriers from the valence to the conduction band. Since the temporal shape of such ex-
citation depends on a waveform of the sampling pulse, the spectral response of the NPS
technique is very CEP dependent. However NOS approach, does not rely on long-lasting
modification of medium properties, therefore the spectral amplitude response is expected
to be insensitive to the CEP of the incident sampling pulse. Fig. 2.34a shows dependence
of measured spectral amplitudes on the CEP of interacting pulse, which agrees well with
the theory. The CEP of incident pulses was varied with ’Stage II CEP stabilization’ de-
scribed in section A.1 of this thesis. The change of the CEP was applied to both, sampling
and test pulses. Fig. 2.34c shows how does the measured time delay signal changes when
a CEP of both, sampling and test, pulses are changed by the same amount. This again
agrees with the theory (table 2.1).

Fig. 2.35 shows extracted experimental spectral response of THG + SFG + DFG
channel.

As can be seen on Fig. 2.35, the spectral response of THG + SFG + DFG channel
extends to PHz frequencies. The low-frequency part of the spectral response is based
on a heterodyne detection of THG + SFG, while the high-frequency part of the spectral
response is based on THG + DFG heterodyne detection. In order to demonstrate that
THG + DFG heterodyne channel can be used for the detection of PHz frequencies, the
test pulse arm was spectrally broadened as described in section A.2.4.

If the test pulse spectrum consists of frequency components in the bandwidth of the
local oscillator, apart from the heterodyne detection, there will be a modulation of light
intensity due to linear interference between a local oscillator and a test pulse spectrum.
This modulation of intensity will vary with the time delay between sampling and test pulses
and therefore will produce an additional detected signal which will not carry information
about a test pulse waveform and therefore will act as background noise. However, when
the polarizer is placed after the NOS crystal, such that it blocks any light polarized in a
plane of the test pulse, the fundamental test pulse spectrum will be blocked and therefore
will not reach a photodiode, hence preventing the linear interference signal.

Fig. 2.36 shows experimental results obtained with a sampling pulse similar to the one
used for results on Fig. 2.30, but with the test pulse broadened to PHz frequencies. The
typical spectral response of the THG + SFG + DFG channel (Fig. 2.35) can be seen as 3
spectral regions. From 0.2 to 0.6 PHz, the spectral response originates from a heterodyne
detection of THG + SFG channel. In the region from 0.6 to 1.1 PHz the response is
negligibly small, since SFG with these frequencies does not produce a heterodyne signal
at the frequency of the local oscillator. The region from 1.1 to 1.5 PHz originates from a
heterodyne detection of THG + DFG channel. The experimental spectrum of the test pulse
(Fig. 2.36b) covers all three regions, and therefore the predicted spectral response of THG
+ SFG + DFG channel can be experientially tested. Fig. 2.36a shows the time-domain
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signal experimentally recorded with THG + SFG + DFG channel in 12.344 ± 0.002 µm
thick z-cut α-quartz crystal. Fig. 2.36b (orange curve) is an absolute spectral intensity of
the time-domain signal. The NOS spectrum consists of three regions in accordance with the
spectral response of the THG + SFG + DFG channel. From about 0.2 to about 0.6 PHz the
measured NOS spectrum is due to THG + SFG heterodyne detection. The region between
0.6 and 1.1 PHz does not consist of a measured NOS signal, although the actual test pulse
spectrum has spectral components in this spectral region. This is again in accordance
with the typical spectral response of the THG + SFG + DFG channel. In the region
between 1.1 and 1.4 PHz, both, spectrometer and measured NOS signal have corresponding
spectral components. The inset shows a zoomed-in 1.15-1.35 PHz spectral region. A grating
spectrometer signal as well as the NOS signal in a good agreement. Experimental results
presented in Fig. 2.36 are in a good agreement with expected spectral response of THG
+ SFG + DFG channel, and therefore provide an experimental demonstration that this
channel can be used for detection of PHz-scale frequencies.

The ideal NOS condition requires a test pulse field strength to be infinitely smaller
than a sampling field strength. In a realistic case, however, a test pulse field strength is
never infinitely small. Fig. 2.37 shows measured NOS traces for several ratios of sampling
and test pulse field strengths. Sampling and test pulses in the measurement originated
from CPA amplified and HCF broadened pulses from Ti:Sa based oscillator (section A.1).
For measurements with a quartz crystal, a polarizer was placed collinearly to the sampling
pulse polarization for THG + SFG + DFG channel. The quartz crystal was oriented such
that a second harmonic from a sampling pulse had a perpendicular polarization.

Fig. 2.37 shows that as a ratio between sampling and test pulses increases, the residual
artefacts of the detection reduce and become negligible small when a ratio approaches
10. Fig. 2.37b,c, however also show that when the detection is performed with a CEP
alternation scheme, the residual artefacts are removed, because second-order non-linear
effects are identical for CEP 0 and CEP pi incident pulses. Since in THG + SFG + DFG
and SHG + FWM channels, heterodyne signal and a local oscillator originate from different
non-linear orders, SFG and SHG are identical for CEP 0 and CEP π pulses, while THG
and FWM provide π shifted waveforms for CEP 0 and CEP π incident sampling pulse.
Hence in THG + SFG + DFG channel, the HS signal acts as stationary, while LO is flipped
and the difference between flipped and non-flipped cases is measured. In SHG + FWM
channel, on the other hand, the local oscillator is stationary while FWM is flipped and the
difference between flipped and non-flipped cases is measured. Apart from the subtraction
of residual artefacts, the CEP alternation scheme also provides about 2 times stronger
signal.

In summary, the non-linear optical (NOS) concept was introduced. The non-linear
term refers to non-linearly generated local oscillators, in contrast to conventional electro-
optic sampling where the local oscillator originates from the fundamental spectrum of the
sampling pulse. Various channels of NOS can be used for optical pulse field sampling.
Three channels were described in details: THG + SFG + DFG, SHG + FWM, THG +
FWM. Spectral responses of channels can be easily determined based on characterization
of the sampling pulse with a spectrometer and FROG. THG + SFG + DFG channel was
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analysed experimentally and benchmarked against conventional tools such as non-linear
photo-conductive sampling and a grating spectrometer. The NOS detection provides a
spectral response that can be tailored for a required application, simply by choosing an
appropriate detection frequency. Detection of up to about 1.3 PHz frequency was demon-
strated experimentally. The trigonal symmetry of the quartz medium allows sampling
of a pulse waveform without π-ambiguity. Since the concept relies on perturbative non-
linearities of a medium, any type of a medium that exhibit such non-linearities (solids or
gas) can be used for pulse waveform sampling. These techniques present new opportunities
for highly sensitive[110], time-resolved spectroscopy and field-resolved attosecond science
with new wavelength ranges and systems.



62 2. Petahertz field metrology in solids and gases

Figure 2.24: (a) Fourier representation of orthogonally polarized sampling and test pulses
used for simulations. (b) and (c) are simulated spectral responses in a 10 µm thick z-cut α-
quartz crystal oriented such that a second harmonic from the sampling pulse is orthogonal
to the sampling polarization. (b) corresponds to the detection along with a polarization of
the sampling pulse, while (c) corresponds to the detection along with a polarization of the
test pulse. (d) simulated spectral response of 10 µm thick fused silica medium, followed
by a polarizer at 45 degrees with respect to sampling and test polarizations. Filled areas
depict normalized spectral amplitude responses, while solid lines depict spectral phase
differences. The detection frequency was set to 0.8 PHz (center of the second harmonic of
the sampling pulse).
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Figure 2.25: Normalized simulated spectral responses based on THG + SFG and THG
+ DFG channels (a), SHG + FWM channel (b), as well as THG + FWM channel (c).
Filled areas depict normalized spectral amplitude responses, while solid lines spectral phase
differences. The detection frequency was set to 0.8 PHz (center of a second harmonic of
the sampling pulse).
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Figure 2.26: Spectral response dependence on the detection frequency for THG + SFG +
DFG channel (a), SHG + FWM channel (b) and THG + FWM channel (c).
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Figure 2.27: Spectral response dependence on the sampling pulse frequency bandwidth for
THG + SFG + DFG channel (a), SHG + FWM channel (b) and THG + FWM channel
(c).
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Figure 2.28: Characterization of the optical pulse used to produce sampling and test pulses
for NOS detection. The constant offset of the phase was manually set, since the FROG
technique does not provide information about the CEP of a pulse.

Figure 2.29: Photo-diode spectral response as well as a measured transmission of the
bandpass filter used in the experiment.
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Figure 2.30: (a) Measured and simulated pulse waveforms based on heterodyne detection
with THG + SFG channel. (b) measured and simulated spectral amplitudes together with
the test pulse spectrum measured with a grating spectrometer. (c) Measured and simulated
spectral phases together with a spectral phase recorded with a polarization gating FROG.
Since FROG measurement does not provide the CEP information, the DC offset of spectral
phases was manually set to the level of the measurement and the simulation.
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Figure 2.31: Experimental spectral responses for NPS (a) and NOS (b) calculated based
on the sampling pulse spectrum (measured with a spectrometer) and the phase information
extracted from the FROG measurement. The spectral response of NPS was obtained as
described in section 2.1.
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Figure 2.32: (a) Measured pulse waveform with NPS and NOS techniques. (b) Pulse
waveform spectral amplitudes measured with a grading spectrometer as well as obtained
by a Fourier transformation of recorded pulse waveforms. (c) Spectral phases of measured
waveforms obtained by a Fourier transformation.
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Figure 2.33: Scaling of the measured signal with field strengths of sampling (a) and test
(b) pulses. (c) Typical SNR experimentally obtained with THG + SFG channel with 1.14
V/Å sampling field strength and 0.17 V/Å field strength of the test pulse. The data was
acquired with 10 ms time constant of a lock-in amplifier, and is an average of 3 single
scans.

Figure 2.34: Experimental (a) and theoretical (b) dependence of recorded spectral ampli-
tudes on a CEP of incident pulses. Experimental (c) and theoretical (d) dependence of a
measured time delay signal on a CEP of both pulses.
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Figure 2.35: Experimental spectral response used for results in Fig. 2.30 simulated based
on the characterized sampling pulse.

Figure 2.36: (a) The detected waveform contains a rapid ultraviolet oscillation, preceded by
lower-frequency residual light (detected through the SFG+THG channel). (b) Obtaining
spectral intensities via Fourier transformation allows for comparison vs. the spectrum
measured by a grating spectrometer. The shaded area shows a confidence interval of one
standard deviation. Adopted from [5].
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Figure 2.37: (a) Amplitude spectrum of measured signals for several ratios between sam-
pling and test pulse field strengths. (b) Comparison of measured spectral amplitudes
recorded with a CEP-alternation and mechanical chopper methods.
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2.2.2 Pulse characterization with CEP-unstabilized transients

As described in section 2.2 of this thesis, non-linear optical sampling can be performed
via various channels. If the channel is provided by the interference of a local oscillator
and a signal originated from the same non-linear order, the time-delay measurement with
unstable CEP pules will still provide a non-zero measured signal, if the source of CEP
instability is the same in both, sampling and test pulses. The same source of CEP insta-
bility is a common phenomenon, when for instance one pulse is split into two arms for the
pump-probe type of measurements, and therefore instabilities of the original pulse will be
applied equally to both arms.

Such waveform sampling measurement can not be performed with a conventional electro-
optic sampling technique, as the local oscillator (fundamental spectrum) and the signal
(sum-frequency) do not originate from the same non-linearity order. Therefore the con-
ventional electo-optic sampling based on the interference of the fundamental spectrum and
a sum-frequency, can only be performed if at least the test pulse has a stabilized CEP.

The appearance of a stable waveform when measuring unstable electric fields can be
understood through a detailed look at the measurement process. It emerges that the CEP of
the test waveform, and the fluctuations it contains, is cancelled in the measurement through
an equal and opposite contribution of the CEP of the sampling pulse. The quantity that
remains is a stable waveform containing similar information to what one would obtain from
a traditional pulse measurement technique but measured in a way that allows sensitivity
enhancement methods from field sampling and without further post-processing with an
iterative algorithm.

The relationship between the measured signal in the case of the SHG+SFG GHOST
and the actual electric field can be described as follows. The SHG and SFG fields, ẼSHG

and ẼSFG, are either derived from the square of the sampling pulse, or the product of the
sampling pulse with the test field. In the frequency domain, these products become the
convolution between the spectra:

ẼSHG(ω, φS) = C̃SHG(ω)

∫ ∞
−∞

dω′ ẼS(ω)eiφSẼS(ω − ω′)eiφS = e2iφSẼSHG(ω, 0), (2.17)

ẼSFG(ω, φS, φT) = C̃SFG(ω)

∫ ∞
−∞

dω′ ẼT(ω)eiφTẼS(ω − ω′)eiφS = ei(φS+φT)ẼSFG(ω, 0, 0),

(2.18)
where the CEPs of the sampling and test fields, φS and φT, have been written explicitly,
and the complex-valued constants C̃SHG(ω) and C̃SFG(ω) are determined by the nonlin-
ear coefficients and phase-matching properties of the nonlinear medium, as well as their
subsequent filtration and focusing onto the detector.
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Their combined intensity on the detector is

Id(ω, φS, φT) ∝
∣∣∣ẼSHG(ω, φS) + ẼSFG(ω, φS, φT)

∣∣∣2
=
∣∣∣ẼSHG(ω, φS)

∣∣∣2 +
∣∣∣ẼSFG(ω, φS, φT)

∣∣∣2 +∣∣∣ẼSHG(ω, φS)ẼSHG(ω, φS)
∣∣∣ cos [φT − φS + ΦSFG(ω)− ΦSHG(ω)] ,

(2.19)

where ΦSHG(ω) and ΦSFG(ω) are the spectral phases of ẼSHG(ω, 0) and ẼSFG(ω, 0, 0), re-
spectively (adopted from [111]).

In a typical measurement, one would introduce a time delay to one of the fields, in-
troducing a linear phase ωτ in the frequency domain. The resulting modulation of the
cross-term on the right-hand side of Eq. 2.19 then would trace out the measured waveform
as the time delay τ was varied.

One can now see where the CEPs of the input fields enter the measurement. As men-
tioned previously, the SHG+SFG NOS experiences a CEP shift of −φS, due to the ap-
pearance of this phase in Eq. 2.19, unlike in, e. g., EOS, where all φS contributions cancel.
Accordingly, φS must be known in order to determine the waveform of the test field.

However, if the phases φS and φT are the same and contain the same fluctuations (for
example, if the test and sampling pulses are derived without nonlinear conversion from the
same laser pulse), they cancel in Eq. 2.19, with the result that Id(ω, φS, φT) = Id(ω, 0, 0);
the measured waveform will have the same form as performing the measurement with
φS = φT = 0. This will hold even if the phase φS = φT varies randomly.

In this case, the field being measured is ill-defined, and clearly the measured waveform
does not correspond to it. Instead, it provides similar information compared to other
techniques such as XFROG[112, 113], which provide the complex envelope of the pulse;
the imaginary part of this quantity can be obtained via Hilbert transformation of the
measured waveform.

One can also note that in the case where φT is fixed (for example, if the test field was
derived from difference frequency generation), introducing a linear time dependence to φS

results in a sinusoidal variation of the cross term in Eq. 2.19. Thus, by introducing an
offset of the frequency comb of the sampling pulse, an arbitrarily fast (up to the Nyquist
frequency) modulation of this signal can be introduced, enabling sensitive detection when
applied to MHz-repetition-rate laser systems (adopted from [111]).

To experimentally demonstrate the concept, a NIR pulse waveform was measured with a
stabilized CEP pulses using ’Stage I’ and ’Stage II’ stabilization modules (section A.1) using
optical setup shown on Fig. A.5 and described in section A.2.4 of this thesis. The pulses
were then split into two arms for the time-delay waveform sampling based on the technique
described in the section 2.2.1 of this thesis. After the measurement with stabilized CEP
pulses, the CEP stability was on purpose disrupted, by feeding an unsynchronized random
electrical signal to the ’Stage I’ CEP stabilization module and disabling the ’Stage II’
module. The same pulse waveform measurement was then performed with unstabilized
CEP pulses. The measurement was performed based on SHG + SFG NOS detection.
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Fig. 2.38a demonstrates a test pulse waveform measurement with CEP unstabilized
pulses. The results are compared to a measurement with CEP stabilized pulses, where the
CEP of the sampling pulse was set to zero. Fig. 2.38b shows similar comparison between
two measurements for various amounts of fused silica glass introduced in the test arm only.
The introduced glass changes the CEP and dispersion of the test pulse waveform. This
indicates that the measurement with CEP unstabilized pulses provides a characterization
of a test pulse with an ambiguity determined by the CEP difference between sampling and
test pulses.

Figure 2.38: (a) Comparison of measurements with and without CEP stabilization of
sampling and test pulses. (b) Similar comparison of measurements with and without CEP
stabilization for various amounts of fused silica glass introduced into the test arm.

In summary, channels in which a local oscillator and a heterodyne signal originate
form the same order of non-linearity allow to perform pulse characterization without CEP
stabilization as long as the source of CEP instability is the same for both (sampling at
test) pulses. The measurement provides a similar information as conventional techniques
such as XFROG, but does not require a post-processing with an iterative algorithm. The
method benefits high sensitivity due to the homodyne nature of the detection. Since the
method provides optical pulse waveform sampling with CEP ambiguity, whenever only the
change in the waveform is of interest, the concept can be used as a regular field resolved
detection. Since a CEP stabilization of optical pulses is rather difficult and expensive
procedure, the new concept therefore provides a new opportunity to perform advanced
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studies with CEP-unstabilized pulses.



Chapter 3

Three-channel optical synthesizer
characterization

Highly non-linear processes are very sensitive to incident electric fields of optical pulses[114,
23]. The number of excited carriers, as well as a shape of a time-dependent light-matter
energy transfer, can be significantly controlled by a waveform of an incident pulse (sections
2.1, 5). The simplest way to manipulate an optical pulse waveform is by changing its
carrier-envelope phase[115, 116]. However this method still provides a very limited control,
therefore artificially synthesized optical waveforms are of great importance for strong-field
phenomena.

This chapter describes the characterization of a high-frequency channel of a recently
demonstrated optical field synthesizer[6]. The experimental characterization of the high-
frequency channel allowed using it for the characterization of synthesized optical pulses with
a conventional electro-optic sampling technique at frequencies approaching visible spectral
range. The details of the synthesizer and electro-optic sampling based on characterized
high-frequency channel constitute the core of other works described elsewhere[117, 118].

3.1 Non-linear photo-conductive sampling of the high-

frequency channel

A novel concept for optical pulse waveform synthesis was recently demonstrated[6]. Two
channels (CH1 and CH2) are used for pulse waveform synthesis, while the third channel
(CH0) can be employed for synthesized pulse waveform characterization using conventional
electro-optic field sampling. However, since the spectral response of electro-optic sampling
depends on a pulse waveform, the sampling pulse waveform (CH0) has to be characterized.

Fig. 3.1 shows a schematic concept of the optical synthesizer, described in details
elsewhere[6]. The laser beam-line consists of a Ti:sapphire oscillator (Rainbow 2, Spectra
Physics) that provides an octave-spanning bandwidth with about ∼ 750 nm central wave-
length. The output from the oscillator is guided through the ’stage I CEP stabilization’
module based on the feed-forward scheme[119]. CEP stable pulses are then further ampli-
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fied within a 9-pass cryo-cooled Ti:sapphire chirped pulse amplifier at a repetition rate of
3 KHz, and temporally compressed using a transmission grating-based compressor yielding
∼ 21 fs pulses with ∼ 2.5 W output power. The amplified pulses are further spectrally
broadened in a hollow-core fibre. The spectrally broadened pulses are compressed in a
chirped mirror compressor and guided through an OPCPA system[120] resulting in 15 fs
duration (FWHM of intensity) centered at about 1.8 µm.

Figure 3.1: Amplified in OPCPA optical pulse with a spectrum centered at about 1.8 µm
(a) are spectrally broadened (b) in a hollow-core fibre filled with ambient air. Customized
beam-splitters (BS) separate the broadened spectrum into three channels (CH1, CH2 and
CH0). Custom-made chirp mirrors (CMs) are used to compensate for the dispersion of
air and beam splitters. Glass wedge pairs are inserted into channels to fine-tune the
dispersion of pulses. Temporal and spatial overlap is achieved using delay stages (DS)
and beam combiners (BC), respectively. The Wollaston prism (WP) splits the band-pass
filtered (BPF) light into two orthogonally polarized beams which are sent to a pair of
balanced photodiodes (PD) for detection. Adopted from [6].

In order to characterize CH0 of the synthesizer, the NPS technique was implemented.
First, optical waveforms of CH1, CH2, and synthesized pulse were characterized with
electro-optic sampling technique (Fig. 3.2) assuming Fourier-transform limited CH0.

From measured synthesized waveform one can extract a typical temporal profile of
carrier excitation and associated injection rate shown in Fig. 3.3. The injection rate
is calculated for a quartz medium assuming six photons absorption to be the dominant
mechanism for the carrier’s excitation.

Known carrier injection rate allows calculating a typical spectral response of NPS tech-
nique as described in details in section 2.1 of this thesis. As illustrated in Fig. 3.4 the
spectral response extends beyond the frequencies of CH0 and therefore implies that the
channel CH0 can be characterized with the NPS technique using synthesized pulse for the
carrier excitation.
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Figure 3.2: Measured optical pulse waveforms of CH2 (a), CH1 (b) as well as a synthesized
pulse waveform (c). Sub-figures (b), (d), (f) show spectral amplitudes of CH2, CH1 and
the synthesized pulse obtained by a Fourier transformation. The measured pulse waveforms
were provided by Enrico Ridente.

Fig. 3.5b,c show experimental results of CH0 pulse measurement obtained with the
NPS technique.
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Figure 3.3: Estimated temporal carrier excitation profile as well as an excitation rate
obtained with a typical synthesized pulse waveform based on six-photon absorption mech-
anism of carrier excitation in a quartz medium.

Figure 3.4: Estimated spectral amplitude and spectral phase responses obtained for the
NPS detection based on a carrier excitation rate provided by a typical synthesized pulse.
Shadow areas represent normalized spectral amplitudes of CH0, CH1, and CH2 channels
obtained by taking a square root from the spectral intensities obtained with a grating
spectrometer.

The measured pulse trance of CH0 allows the calculation of a typical spectral response
of electro-optic sampling method obtained with such sampling pulse. Fig. 3.5d show
calculated electro-optic sampling spectral response for the synthesizer setup presented in
Fig. 3.1.

Finally, the synthesized pulse can be used to tailor a temporal carrier excitation profile
and the number of excited charge carriers. In order to demonstrate such control, CH1
and CH2 were used to synthesize an optical pulse which was then focused on a quartz
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Figure 3.5: (a) Dependence of a measured current obtained with a synthesized pulse on
a temporal delay between CH1 and CH2 used for the pulse synthesis. (b) Characterized
optical pulse waveform of CH0 as well as intensity profile obtained with NPS technique.
(c) spectrogram obtained by Gabor transformation of the trace in (b) and the group delay
(white line) of the pulse in (b). (c) the response function of the EOS setup. Adopted from
[6].
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medium. Non-linear excitation of charge carriers provided by the incident synthesized
pulse is expected to be very sensitive to the pulse waveform (section 2.1). Metal electrodes
deposited on a surface of a quartz sample allow measuring a generated current due to the
excitation of charge carriers. To observe a dependence of a measured current, the time
delay between CH1 and CH2 was changed in a controlled manner, and the RMS current
was recorded at every time delay. Fig. 3.5a shows how does a measured current depend on
a time delay between CH1 and CH2 channels used for pulse synthesis. A clear dependence
of a measured signal indicates that the measured current is very dependent on the incident
pulse waveform. The largest magnitude of a measured current corresponds to a zero delay
between CH1 and CH2 channels, which provides the shortest and most asymmetric (in its
temporal E-field profile) synthesized pulse.

In summary, a two-channel optical synthesizer was characterized employing the NPS
technique. Characterization of the sampling channel (CH0) allows extracting a typical
experimental spectral response of the synthesizer setup. Measured pulse duration of CH0
confirms that the setup allows extending a detection bandwidth of conventional electro-
optic sampling, for the first time, towards visible spectral range. As a first application,
it was demonstrated that the synthesis of an optical pulse with CH1 and CH2 channels
allows controlling currents inside a medium of interest. The control is achieved by means
of a temporal synthesis of a pulse waveform employed for the excitation of carriers inside
a sample medium.



Chapter 4

Attosecond timing of
light-field-driven carrier motion

Figure 4.1: Schematic concept of an experimental setup for attosecond timing of light-field-
driven carrier motion. The experimental setup, described in detail in the section A.2.2 of
this thesis, consists of the test pulse waveform, which is iteratively measured with NPS
and EOS techniques. Under the assumption of quasi-instantaneous response of bound
charges[7], the difference between the two measured traces reveals the dynamics associated
with a carrier motion within the NPS medium.

The TDDFT simulation of the time-dependent energy transfer predicts a photo-injection
delay between the electric field of the sampling pulse and the rate of the energy transfer
(Fig. 2.5d). This delay is therefore supposed to shift the NPS gate function in time, which
will result in a measured test waveform also be shifted in time.

If the test waveform is measured with two separate techniques (Fig. 4.1), one of which
involves an injection of charge carriers (NPS) while the other not, the comparison of two
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measured waveforms will reveal the delay associated with injected charge carriers.

EOS field sampling technique is based on a transient modification of the medium with-
out injection of charge carriers[67].

Temporal offsets encoded on the waveforms simultaneously measured with NPS and
EOS techniques therefore provide insight into delays associated with the injected charge
carriers inside the NPS medium.

To measure the photo-injection delay in quartz, the NIR pulse spectrum was down-
converted by means of the intra-pulse DFG to obtain a spectrum centered at about 1.8
µm. The pulse waveform in this spectral range can be measured with a conventional EOS
technique[57] as well as the NPS technique.

Type II BBO crystal of 12 µm thickness and 50 degrees phase-matching angle θ was
used for the EOS detection.

Due to the small differences in the bandwidths of the two techniques, the best agreement
is expected at the center of the measured pulse in the time domain. The comparison
between measured waveforms (Fig. 4.2) at the center of the pulse shows a temporal delay.
The delay also changes (in magnitude and sign) with the field strength of the sampling
pulse.

Figure 4.2: Field strength dependent temporal shift of the measured test waveform at 1.04
V/Å (a), 1.4 V/Å (b), 1.7 V/Å (c) field strengths of the NPS sampling pulse.
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In order to explain the origin of the temporal delay, the screening of injected carriers,
carrier momentum relaxation, and the onset of carrier motion was considered.

Section 4.1 discusses the influence of a plasma screening formation on observed exper-
imental time delay.

Section 4.2 on the other hand discusses the quantum-mechanical origin of the time
delay associated with non-linear excitation of charge carriers within a sample medium.

4.1 Plasma screening and momentum relaxation

Due to the propagation of sampling and test pulses inside the EOS crystal, the pulses may
experience a spectral broadening due to the SPM and XPM.

In order to ensure that the EOS trace serves as a reference for the measurement, using
the known sampling pulse, the EOS spectral response function was calculated by means of
the non-linear wave equation, under the slowly evolving wave approximation[57]:

∂Eω(z)

∂z
= ik(ω)ωEω(z)− iω

2n(ω)ε0c
PNL
ω (z). (4.1)

The equation describes an evolution of each spectral competent Eω(z) as it propagates
inside the EOS crystal. The k(ω) is a frequency dependent wavevector, n(ω) is a frequency
dependent refractive index, PNL

ω (z) is a non-linear polarization created in a medium at a
distance z and angular frequency ω.

Under experimental conditions, the intensity inside the EOS crystal is not sufficient
to produce a significant timing shift due to a spectral broadening by means of SPM and
XPM. Calculated from Eq. 4.1 non-linear polarization reveals a timing shift of only about
25 as[3].

The response function for EOS was obtained by numerically propagating sampling and
test pulses (with varying time delay) inside the crystal using Eq. 4.1. The delay-dependent
change in a spectral intensity, after the known response curve of the photodiodes and the
bandwidth of the experimental spectral filter, is then Fourier transformed to obtain a
complex-valued spectrum. The ratio of the test complex spectrum and computed complex
spectrum provide a response function of the EOS under the experimental conditions. This
calculated spectral response function is then deconvolved from the measured EOS traces
to correct the measured spectral phases and amplitudes at the input facet of the non-linear
medium.

Since bulk dielectrics have relatively large dielectric constants, and the densities of
injected carriers by intense laser fields can be as high as 1019 cm−3 (Fig. 4.6), the shape
of an incident electric field and the shape of the electric field inside the material will differ
from each other.

Each component of a field inside a material can be described as:

Etrans = Einc −
EincP/ε0

4Einc + P/ε0
, (4.2)
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where Etrans is a field on the surface of the material, transmitted through the surface. Einc
is the incident field. P is the linear polarization induced by the Etrans (≈ −4ε0Einc).

The total polarization of the medium P (t) due to injected carriers is proportional to
the total induced current J(t) inside the material:

P (t) =

∫ t

−∞
J(t′) dt′. (4.3)

The bold notation indicates a vector quantity. The total current J is a contribution of
currents from free and bound electrons (J = Je +Jb). The current due to bound electrons
is related to the linear refractive index and the non-linear absorption response.

The measured NPS signal will be proportional to the net polarization or a DC compo-
nent of P (t).

The current from free electrons, driven by the local transmitted field Etrans, can be
described by the classical equation of motion:

∇Je(t) = −N(t)Etrans(t)/m
∗ − γJe(t), (4.4)

where

N(t) =

∫ t

−∞
ω(t′) dt′ (4.5)

is a free carrier density, m∗ is the reduced effective mass of an electron-hole pair, while γ
is the momentum relaxation rate. As shown in Fig. 2.5d, the carrier injection rate ω(t)
can be well approximated as

ω(t) = 109E8
i (t). (4.6)

An increase in the density of free carriers in a dielectric medium leads to a reduction of
its real part of the refractive index, because the polarization induced by the free and bound
carriers oppose one another (section 1.4), reducing the overall polarizability of the material.
Since the density of free carriers changes during the propagation of the pulse through the
material, different parts of the pulse will experience different free carrier densities and
different free carrier polarizations (screening). This in turn will cause a reshaping of the
interacting pulse, and a time-shift with respect to the incident pulse waveform.

Since the screening polarization depends on a carrier density and effective masses of
carriers, modeling of the screening polarization depends on the time-dependent carrier
density and momentum relaxation time factors, which is described by the eqs. 4.4, 4.3, 4.5,
4.6, 4.2. Since Ei and Einc can be determined experimentally, modeling of the waveform
reshaping and time-shift, reduces to the fitting of the momentum relaxation γ to the
measured NPS waveform.

In order to determine the influence of the momentum relaxation also, the simulations
of the waveform time-shift were performed for a fixed quasi-free carrier density N(t) and
varying momentum relaxation factor γ (Fig. 4.3)[3].
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Figure 4.3: Influence of the momentum relaxation time on the time-shift of the measured
with NPS test waveform. Field strength 0.5 V/Å. (a) Induced signal as a function of time
delay between sampling and test fields and the momentum relaxation time. (b) Time delay
of the measured waveform relative to the vector potential of the test field as a function of
relaxation time. (c) Final carrier density as a function of the momentum relaxation time.
Adopted from [3].

The reshaping of the pulse waveform and the time-shift are almost negligible and inde-
pendent of the momentum relaxation time for relatively low field strength. This is because
the momentum relaxation possesses a linear opposing force, as can be seen in a second term
of the Eq. 4.4. Therefore the dependence on this parameter is mainly a simple rescaling
of the magnitude of the current. And hence the shape of the waveform remains literally
the same, but experiences a shift in time.

On Fig. 4.4 and Fig. 4.5 the time shift and reshaping of the detected waveform is
simulated for various field strengths and two momentum relaxation time scales (30 fs and
0.3 fs)[3].

At a low density of injected carriers, the total polarization and the reflectivity is domi-
nated by the polarization of bound electrons which is slightly reduced by polarization from
the quasi-free electrons which is out of phase with respect to the polarization from the
bound electrons. In this regime, the response of the medium is still dielectric-like.
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Figure 4.4: Influence of sampling field strength on detected waveform for 30 fs momentum
relaxation. (a) Normalized induced signal as a function of time delay between sampling
and test fields. (b) Time delay of the measured waveform relative to the vector potential
of the test field as a function of an sampling field strength. (c) Final carrier density as a
function of a sampling field strength. Adopted from [3].

At a higher density of injected carriers, the polarization from quasi-free electrons starts
to dominate the polarization from bound electrons. In this regime, the response of the
medium becomes Drude-like or metal-like.

At around 1.1 V/Å injection field strength, the time-dependent transition between the
dielectric-like and metal-like regimes takes place. The front part of the pulse experiences the
dielectric-like regime with a reduced refractive index, causing an increase of a field entering
the medium. At the peak of the pulse, a significant number of carriers are injected and
the medium transitions from a dielectric-like to the metal-like regime. Therefore the tail
part of the pulse experiences the increase of the reflectivity and less of the field entering
the medium.

Since the light intensity distribution in the focal plane is non-homogeneous, the created
free carrier density is also non-homogeneous, which results in a charge of the overall time
shift of the waveform due to the screening polarization. This can be taken into account by
measuring the focal spot shape and performing a weighted average over the focal spot.

Fig. 4.6 shows the spatially averaged time shift of the waveform for different peak field
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Figure 4.5: Influence of sampling field strength on detected waveform for 0.3 fs momentum
relaxation. (a) Normalized induced signal as a function of time delay between sampling
and test fields. (b) Time delay of the measured waveform relative to the vector potential
of the test field as a function of an sampling field strength. (c) Final carrier density as a
function of a sampling field strength. Adopted from [3].

strengths of the incident injection pulse. The effect of spatial averaging is a reduction of
the overall time-shift.

Fig. 4.6a shows that the spatially averaged time-shift of the incident pulse E-field is
smaller compared to the case of homogeneously injected carriers. Since excited charge
carriers change the incident pulse waveform by means of introducing a time-shift and
change of the transmitted spectral amplitudes, the overlap effect can be characterized by
a change of the root-mean-square (RMS) value of the transmitted pulse waveform. Hence,
measuring the E-field RMS change of the transmitted pulse waveform and comparing it
to the theoretical model allows one to extract the density of injected carriers. Figure 4.6b
shows that the typical charge carrier density due to multi-photon (section 1.3) injection by
a ∼ 2.7 fs pulse with ∼ 750 nm central wavelength (section A.1) and ∼ 1 - 1.7 V/Å field
strengths in ∼ 12 µm thick fused silica (section A.6) is on the order of 10−19 cm−3.

In summary, the excitation of carriers in a medium by a strong pulse leads to a change
in its optical properties. Since a non-resonant excitation is non-linearly proportional to the
electric field, the time-dependent excitation of charge carriers by optical pulses depends
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Figure 4.6: Effect of the non-homogeneous field distribution over the medium inside the
focal plane on a time delay between the vector potential and the induced signal (a). The
measured change of the pulse E-field RMS allows extracting the injected carrier concen-
tration (b). Adopted from [3].

on the time-dependent evolution of the pulse electric field (pulse waveform). A relatively
small number of exited carriers leads to a decrease of the real part of the refractive in-
dex and shifting of the transmitted pulse waveform to earlier times. A large number of
excited carriers, on the other hand, leads to a screening effect, and therefore decrease in
the transmitted electric field. From the difference between pulse waveforms propagating
through the medium with and without exciting carriers, one can extract the excited car-
rier concentration, which depends on the field strength of the incident pulse. The typical
excited carrier density due to interaction of a short pulse (section A.1 of this thesis) in
a fused silica medium depends on the field strength of the incident pulse and can reach
concentrations larger than 10−19 cm−3 before sample damage.
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4.2 Time-delay of the high-order photon absorption

The simulation of the time delay of the waveform associated with a screening polarization
agrees with the experimental time delay observed between the pulse waveform measured
with NPS (at various injection field strengths) and the reference waveform measured with
EOS (Fig. 4.7). The constant time offset between the simulation and experiment is present
for all injection pulse field strengths. The measured time-delay offset (134 ± 93 as) is
however in good agreement with the delay offset (75 as) predicted by TDDFT simulation.
This suggests that the total experimental time delay is a result of the screening polarization
as well as a contribution of another physical effect.

Figure 4.7: Field strength dependent time shift of the measured waveform. The measured
values are compared to expectations of electric field screening by the laser-induced free
carriers. Error bars represent the standard deviation of multiple measurements of the
relative timing of the waveform. Adopted from [3].

Although the measured time-delay offset present in the experiment and TDDFT sim-
ulation is not well understood, it is however has a similar signature as the time-delay
associated with strong-field ionization in gasses[121]. In the case of gasses, the two-photon
ionization is considerably delayed relative to one-photon ionization when the same final
energy in the continuum is reached. Therefore the measured time-delay offset is possibly
related to the delay associated with the high-order photon absorption.

In summary, the time delay likely associated with the multiphoton nature of charge
carrier excitation was measured (134 ± 93 as) experimentally and confirmed with the
TDDFT simulation (75 as).
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Chapter 5

Switching and modulation of the
optical properties of solids

The physics behind the non-linear photo-conductive sampling (section 2.1), as well as all
other ultrafast phenomena in solids[122], are based on the fact that properties of a solid
medium can be modified due to light-matter energy exchange on ultrafast time scales
(chapter 4). Since the NPS technique provides a detection bandwidth of up to PHz fre-
quencies, the processes as quick as several hundred attoseconds can be resolved. When an
electric field in a form of light is incident on a medium, polarization inside a medium is
created, due to the work performed by the incident field. Created polarization will produce
an electric field in a medium, resulting in a modification of the incident pulse electric field
waveform. Therefore the modification of an incident pulse waveform contains information
about polarization created in a sample medium. Since NPS allows the measurement of a
pulse waveform with a couple of hundreds of attosecond temporal resolution, the dynamics
of a medium polarization can be measured with the same temporal resolution. The medium
polarization can occur due to a linear or non-linear[123] interactions (sections 1.2, 1.3, 1.4).
The linear polarization dominates at low field strengths of the incident pulse, while non-
linear polarization takes place at strong incident fields. Therefore when the transmitted
(through the sample) pulse waveform is measured at low and high incident fields strengths,
the difference between two measured waveforms reveals the non-linear polarization created
in a medium.

In this chapter, the non-linear polarization and associated light-matter energy transfer
are measured for several solids with various band gaps. The abruptness of the energy
transfer process is studied in detail.

5.1 Material-dependent study of light-matter energy

transfer

Fig. 5.1 shows a simplified concept of the experiment, described in more details in section
A.2.3 of this thesis. The incident pulse (section A.1) of about 2.7 fs duration[3] and



94 5. Switching and modulation of the optical properties of solids

Figure 5.1: Schematic concept of the experiment. An incident test pulse is transmitted
through a sample at weak and strong incident field strengths. The difference between nor-
malized transmitted waveforms reveals information related to the non-linear polarization
created in a medium.

centered at about 750 nm is incident on a sample. The transmitted pulse waveform is then
measured with the NPS technique at low and high incident field strengths. The waveforms
are normalized at the head of the pulse, where both reference and higher field waveforms
have small electric fields, not enough to induce a significant non-linear polarization of a
medium. The difference between transmitted incident pulse waveforms measured at low
and high field strengths reveals the modification of the incident pulse due to created non-
linear polarization in a medium.

In this experiment Si, Diamond, and SiO2 media were investigated. Since direct band
gaps of these materials differ significantly (∼ 3.4 eV for silicon, ∼ 5.5 eV for diamond, and
∼ 9 eV for SiO2), the non-linear polarization of a medium is expected to have different
power-law proportionality to the incident electric field strength of an incident pulse. The
higher is the order of the non-linearity, the more abrupt are the energy transfer transitions
are expected.

Figs. 5.2-5.4 show measured pulse waveforms after interaction with 240 ± 15 nm silicon
(Fig. 5.2), 9.18 ± 0.062 µm CVD diamond (Fig. 5.3) and 121 ± 8 nm SiO2 samples. The
investigated samples are thin, in order to minimize the effects of pulse waveform change
due to propagation through the medium. The transmitted waveforms measured at low
field strength are referred to as reference. The reference waveform is then compared to the
measured transmitted waveform at various higher field strengths. The recorded waveforms
were measured with the NPS technique as described in section 2.1 of this thesis.

The difference between two measured waveforms can be used to calculate (section 1.4)
a time-dependent non-linear polarization (Figs. 5.5 - 5.7).

If a time-dependent electric field of the incident pulse and the time-dependent non-linear
polarization caused by the interaction of this waveform are known, the time-dependent en-
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Figure 5.2: Change of measured pulse waveforms transmitted through 240±15 nm thick
silicon sample at 0.31 V/Å (a), 0.41 V/Å (b) and 0.43 V/Å (c) incident fields strengths.

ergy transfer density can be extracted (section 1.4). In order to determine which non-linear
order dominates the energy transfer, the RMS signal of the calculated time-dependent non-
linear energy density was studied as a function of incident pulse field strength (Fig. 5.8).
The RMS energy density was calculated as
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Figure 5.3: Change of measured pulse waveforms transmitted through 9.18±0.062 µm
thick CVD diamond sample at 0.39 V/Å (a), 0.42 V/Å (b) and 0.50 V/Å (c) incident
fields strengths.

ξRMS =

√
1

n
(ξ2t1 + ξ2t2 + ...+ ξ2tn), (5.1)

where ξRMS is an evaluated RMS energy density, ξtn is extracted energy density at time tn
within the measurement time window.
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Figure 5.4: Change of measured pulse waveforms transmitted through 121±8 nm thick
SiO2 sample at 1.16 V/Å (a), 1.27 V/Å (b) and 1.36 V/Å (c) incident fields strengths.

Since the energy stored in the electromagnetic field of a pulse is proportional to the
square of the electric field, the scaling of the RMS signal of the calculated time-dependent
non-linear energy transfer is related to the number of photons that were simultaneously
absorbed to cause the light-matter energy transfer. Fig. 5.8a,b indicate that energy transfer
due to interaction of an incident pulse with a silicon sample is dominated by excitation
of charge carriers from the valence to the conduction band by means of absorption of
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Figure 5.5: Non-linear polarizations extracted from comparison of reference and strong
pulse waveforms transmitted through the silicon sample at 0.31 V/Å (a), 0.41 V/Å (b)
and 0.43 V/Å (c) field strengths.

three photons, since E6 scaling is observed (the carrier injection rate is approximately
proportional to the energy deposition rate[92, 93]). In a similar manner, the energy transfer
is dominated by the excitation of charge carriers from the valence to the conduction band
in the diamond sample (Fig. 5.8c,d) due to four-photon absorption. In the SiO2 case,
however (Fig. 5.8e,f), at low field strengths the energy transfer is dominated by a third
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Figure 5.6: Non-linear polarizations extracted from comparison of reference and strong
pulse waveforms transmitted through the diamond sample at 0.39 V/Å (a), 0.42 V/Å (b)
and 0.50 V/Å (c) field strengths.

order non-linear polarization due to bound electrons, that is predominantly due to optical
Kerr effect and third harmonic generation. At high field strengths on the other hand, the
energy transfer is dominated by the excitation of charge carriers from the valence to the
conduction band due to six-photon absorption.

To investigate a switching nature of a medium due to excitation of charge carriers
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Figure 5.7: Non-linear polarizations extracted from comparison of reference and strong
pulse waveforms transmitted through the SiO2 sample at 1.16 V/Å (a), 1.27 V/Å (b) and
1.36 V/Å (c) field strengths.

from the valence band to the conduction band, a time-dependent energy transfer was
analysed at a rather high incident field strengths. In the SiO2 case, since the ratio between
energy transfer due to bound electrons and due to injected carriers are known at any point
(from the fitting of the RMS scaling), the energy transfer due to bound electrons can be
subtracted from the total energy transfer to get transferred energy due to injected carriers.
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Figure 5.8: (a) - linear and (b) - logarithmic representation of the dependence of an RMS
energy density on an incident pulse field strength for silicon sample. (c) - linear and (d)
- logarithmic representation of the dependence of an RMS energy density on an incident
pulse field strength for diamond sample. (e) - linear and (f) - logarithmic representation
of the dependence of an RMS energy density on an incident pulse field strength for SiO2

sample.

Fig. 5.9 shows time-dependent energy transfers dominated by injection of carriers into the
conduction band for investigated samples. The lower is the multi-photon absorption order,
the less abrupt energy transitions are observed.

In order to quantify the ’sharpness’ of the energy transfer due to multi-photon injection
of charge carriers, the transition that corresponds to the strongest peak of the incident
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Figure 5.9: Time-dependent energy due to the non-linear component of the work performed
by the incident electric field transferred to the excitation of charge carriers from the valence
to the conduction band. (a) - silicon, (b) - diamond, (c) - SiO2.

pulse was analyzed. Fig. 5.10a shows a normalized time-dependent energy transfer that
corresponds to the strongest peak of the incident pulse. Due to a large multi-photon
absorption order, the SiO2 medium provides the sharpest transition. To quantify the time
of the transition, the transition rate was calculated by taking a time derivative of the
energy transfer Fig. 5.10a. The shortest transition corresponds to the SiO2 sample with
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a duration of 514±50 as (FWHM of the transition rate). Transition in diamond takes
571±10 as, while in silicon 692±25 as.

Figure 5.10: (a) Normalized time-dependent energy transfer due to interaction of silicon,
diamond, and SiO2 samples in the vicinity of the strongest electric field of the incident
optical pulse. (b) Normalized time-dependent rates of transitions presented in (a).

As can be seen in Fig. 5.9, the excitation of charge carriers corresponds to step-like
energy transfer, because excited carriers remain in the conduction band until full relaxation
back to the valence band takes place. Since the process of this relaxation (recombination)
is rather slow (∼ps-ms time scale[124, 125]), on a femtosecond time scale, the relaxation
is negligibly small.

For the fast optoelectronic computation based on switching of a medium, it is essential
that the optical properties of a medium can not only be altered quickly, but also that the
medium can be brought back to its original state as quick as possible. The effect of a slow
recombination of excited carriers puts a limit of a modulation of optical properties of a
medium, since the return to the original state is on the order of ps-ms. However apart from
a modulation of a medium due to injection of charge carriers, similar modulation can be
performed due to perturbation of bound charges, such as modulation of a refractive index
via perturbative medium non-linearity. In order to study a modulation of a medium based
on bound electrons, regime where the energy transfer due to injected carriers is negligible
small was analyzed. Such regime (Fig. 5.8) can be observed in SiO2 medium at low incident
field strengths, since the dependence of such energy transfer on the incident field strength
(E3) is much smaller than the dependence of the carriers excitation (E12). Fig. 5.11a shows
measured energy transfer in the regime where contribution from bound charges dominates
the contribution from injection of charge carriers. The transferred energy has an envelope-
like shape, in contrast to the carrier injection case where it has a step-like shape. The
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pulse-like shape implies that the medium gains energy and then loses it. This process of
light-matter-light energy transfer is confined in about 3.5 fs which is approximately 1 cycle
of the incident pulse waveform. This implies that the optical properties of a medium are
modulated within the temporal window of the energy exchange (singe the direction of the
energy flow reverses).

Figure 5.11: Time-dependent energy transfer due to interaction of SiO2 sample with an
incident pulse in the regime where energy transfer due to bound charge carriers dominates.

In summary, a time-resolved light-matter interaction between few-cycle laser pulses
centered at about 750 nm wavelength and several solids were studied. The solids were
chosen to provide three, four, and six-photon non-linear off-resonant excitations of charge
carriers. The transition times associated with a non-linear energy transfer due to excitation
of carriers as well as due to non-linear polarization of bound charge carriers with a half-cycle
were found to be 692±25 as in silicon, 571±10 as in diamond sample, and 514±50 as in SiO2

sample. For considered experimental conditions, in silicon and diamond samples the non-
linear energy exchange is dominated by the injection of charge carriers into the conduction
band. In the SiO2 medium, two non-linear energy exchange regimes were identified. At high
incident pulse field strengths, the non-linear energy exchange is dominated by excitation
of charge carriers, and therefore can be used for ultrafast switching of medium properties.
At lower incident pulse field strengths the non-linear energy exchange is dominated by
transient non-linear response of bound charges. The energy exchange due to interaction
with bound charges is confined to about one cycle of the incident field, and therefore can
be used for ultrafast modulation of medium optical properties.



Chapter 6

Attosecond control of the optical
properties of solids

Chapter 5 describes the study of the non-linear polarization created due to interaction
of a medium with strong incident pulses. The light-matter interaction causes an energy
exchange between an incident light and a medium. The time-dependent energy exchange
within one half-cycle can be confined to a time window of several hundreds attoseconds.
Such confinement provides an attosecond switching gate for modification of optical and
electronic[52] properties of a medium. Ultrafast switching of the optical properties can
be used to induce localized changes on optical pulse waveforms and therefore for pulse
waveform manipulation. These tailored changes can also be considered as a piece of infor-
mation that can be transmitted and further read out by a pulse waveform measurement.
The amount of such information that can be stored on a pulse waveform is therefore
determined by a temporal confinement of the localized changes. In addition, controlled
laser fields have recently led to many important studies in the interaction of light with
solids[126, 65, 127, 128]. Hence understanding optical-field response of solids to sub-cycle
photo-injection is essential for advancing optoelectronics towards faster computations.

In chapter 5, a single pulse was used to modify and test the properties of several
media, therefore the switching event was synchronized with the waveform of the incident
pulse, and occurred at a fixed time (strongest parts of the pulse) with respect to the pulse
waveform. This provides a very limited control, since the same pulse is responsible for the
photo-excitation and probing of the medium.

This problem can be solved when two pulses interact with a medium. The first pulse
(injection) is set to be strong to modify properties of a medium and to provide the switching
gate by a non-linear interaction with a medium. The second pulse (test) is set to be weak,
such that its interaction with the sample medium is linear, and therefore by itself, the
test pulse does not photo-excite charge carriers from the valence to the conduction band,
but can test the modification of the medium response induced by the injection pulse. The
time delay of the injection[129] pulse with respect to the test pulse is equivalent to the
time delay of the switching gate with respect to the test pulse. The measured transmitted
waveform of the test pulse, at various delays with respect to the injection pulse, therefore
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provides information about the non-equilibrium dynamics that perturbs the linear optical
response of a medium.

To study and use the switching dynamics of the optical properties for pulse waveform
manipulation, the sample medium was altered during the presence of the test pulse at
various delays. The results of the study are described in section 6.1.

6.1 Optical-field response of solids to sub-half-cycle

photo-injection

Figure 6.1: Schematic concept of the experiment. Injection pulse modifies properties of
the sample during a propagation of the test pulse through it. Depending on the time of the
photo-injection, the transmitted test waveform exhibit different modifications of its pulse
waveform.

The non-linear interaction of an intense laser pulse with a medium can confine the event
of ’switching’ to a fraction of the pulse. The switching event[22] can be transient (as in
the case of the optical Kerr effect) or non-transient due to inter-band excitation of charge
carriers. Such an extreme temporal confinement of photo-injection also leaves a solid in a
highly non-equilibrium state that will determine a non-equilibrium optical properties.

Attosecond temporal resolution as well as the high sensitivity of the heterodyne field
detection approach (sections 2.2) allow the study of very fast processes with high precision.
To exploit these advantages the fast non-equilibrium dynamics of charge carriers during and
after photo-excitation was studied. Fig. 6.1 shows a schematic concept of the experiment.
Injection pulse transiently modifies properties of a sample medium, while the test pulse
experiences modification of its transmitted pulse waveform due to sudden changes of the
linear response of a medium.

A ∼ 3 fs linearly-polarized near-infrared injection pulse was used for a photo-excitation
of silicon and fused-silica samples by a multiphoton absorption. A weak ∼ 12 fs test pulse
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is transmitted through the sample medium at various delays with respect to the injection
pulse. The 2.2 µm central wavelength of the test pulse corresponds to an oscillation period
of 7.5 fs, therefore the photo-injection event is well confined to a single half-cycle of the test
field. The relatively long period of the test field is beneficial for studying light-driven elec-
tron motion. To decouple this motion from photo-injection, the pump and test pulses were
polarized orthogonally to each other[130]. The detailed description of the experimental
setup is provided in section A.2.5 of this thesis.

Fig. 6.2 shows typical test and injection pulses used in the experiment. As can be
noticed, most of the energy of the injection pulse is confined within a half-cycle of the
test pulse. Since the two most important processes responsible for the change of optical
properties (Kerr effect and carrier injection) are non-linearly proportional to the incident
injection electric field, the confinement of the switching gate responsible for the transition
from unperturbed medium to perturbed is confined within a sub-half-cycle duration of the
test pulse.

Figure 6.2: (a) Typical injection and test pulse waveforms used in the experiment. (b)
Spectral amplitudes of injection and test pulses obtained by a Fourier transformation of
pulse waveforms.

Fig. 6.3a shows test pulse waveforms transmitted through Si sample at several delays
with respect to the injection pulse. In the first case the injection of carriers occurs long
before the arrival of the test pulse (-130.8 fs). In this case the entire test pulse waveform
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travels through the modified medium, and therefore the entire test pulse waveform is
affected. In the second case, the injection occurs during the propagation of the test pulse
through the medium. In this case the head of the test waveform travels through the non-
modified medium while the tail of the test pulse travels though the modified medium.
From the comparison of the reference and modified waveforms one can see that modified
waveform experiences a phase shift (injection of charge carriers creates an electron-hole
plasma, thus reducing the real part of the refractive index). The modified waveform also
exhibits an attenuation of the transmitted electric field (injection of charge carriers causes
an absorption). The pulse waveform modifications can be related to the changes of real
and imaginary parts of the medium refractive index. The phenomenological model of the
time-dependent refractive index developed within the frame of this study is in an excellent
agreement with experimental results (Fig. 6.3c,d).

Since the injection time window is confined to the duration smaller than the half-cycle
of the test pulse, even a small change of the time delay between two pulses causes dramatic
difference in the measured test waveform change. Such conditions also imply that injection
at zero-crossings of the test pulse may impose different changes to the test pulse waveform
comparing to injection at the peaks of the test pulse waveform (Fig. 6.3b). As can also be
seen on Fig. 6.3b, the significant changes in the measured difference occur only within a
very short time window of the carrier injection.

Fig. 6.3c shows changes in the test pulse waveform by slicing the injection pulse through
the test pulse. The mechanism can be seen as light-matter-light interaction. The injection
pulse induces semi-instantaneous changes in the linear optical properties of the sample
medium. The modification of optical properties of the sample medium induce changes on
the transmitted test pulse waveform. When the medium properties can be controlled in
time, so is the transmitted test pulse waveform can be controlled in time. The experimental
setup therefore can also be seen as a switching device for tailoring of pulse waveforms.

Quasi-abrupt changes in the test waveform seen on Fig. 6.3c imply a quasi-abrupt
changes in the optical properties of a sample medium, which can be now measured directly.

The real part of the refractive medium is mainly responsible for the dispersion of a
meadium, while the imaginary part for the absorption (section 1.4). The dispersion of a
medium would normally reshape the optical pulse, however if the sample is thin, and the
medium dispersion is small, then the time-shift of the test pulse waveform is expected to
approximate a change of the real part of the refractive index, while the change of the field
magnitude to approximate the change of the imaginary part of the refractive index.

To extract this information positions of zero-crossings and magnitudes of the test pulse
waveform peaks were measured versus the time delay between the test and injection pulses.

Fig. 6.4 shows measured test pulse waveform as well as zero-crossing/peak-magnitude
analysis for several peaks and zero-crossings of the test field. It can be concluded that
since various zero-crossings as well as field peaks (of different magnitude and sign) provide
the same results, the interaction of the test pulse with the sample medium is linear and
the test pulse merely probes changes in a medium induced by the injection pulse.

In order to confirm that the measured temporal shifts of zero-crossings as well as mag-
nitude changes of peak fields are indeed provide an information about very first dynamics
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Figure 6.3: (a) Measured test pulse waveform signal transmitted though a Si sample at two
delays with respect to the injection pulse. (b) Difference between reference and modified
waveforms for the injection occurring within a vicinity of a zero-crossing and peaks of the
test pulse waveform. (c, c) Time dependent changes of the test waveform vs injection time.
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Figure 6.4: (a) Injection-delay dependent time shift of several zero-crossings. (b) Injection-
delay dependent E-field magnitude change of several peaks. t is time, while τ is a delay
with respect to the time of a zero-crossing or a E-field peak. The insets show reference
test waveform transmitted through a sample without injected charge carriers. The markers
on the reference waveform show which zero-crossings and peaks were considered for the
analysis.

of the medium refractive index modifications, the process was theoretically modelled as de-
scribed in more detail in [130]. Fig. 6.5 shows experimental results based on zero-crossings
shifts and peak fields magnitude change (evaluated by averaging over four half peaks and
four zero-crossings) of the test waveform together with a time-dependent refractive index
extracted by the theoretical model. The solid lines are the theoretical results obtained
by applying the same analysis to the reconstructed waveforms. The shaded green area
represents an injection pulse envelope obtained from the measured injection pulse wave-
form presented on Fig. 6.2. By comparison of left and right panels on Fig. 6.5 one can
conclude that the temporal shift of zero-crossings exhibits very similar temporal evolution
as the real part of the refractive index. On the other hand, the change of the peak field
magnitudes provides a similar information as a temporal evolution of the imaginary part
of the refractive index. Hence, the analysis of zero-crossings and peak magnitudes delivers
a new and very simple method for study of the dynamics of the non-equilibrium properties
of a medium with a temporal resolution determined by a measurement technique.

As can also be seen on Fig. 6.5, the switching of the refractive index due to photo-
excitation is more abrupt in fused silica medium in comparison to silicon. This can be
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Figure 6.5: Zero-crossings phase shift and peaks E-field change as a function of injection
delay for silicon (a) and fused silica (c) samples. Reconstructed real and imaginary parts
of the time-dependent refractive index for silicon (b) and fused silica (c) samples.

understood considering that the number of photons required to promote a charge carrier
from the valence to the conduction band in fused silica is larger than in silicon. Therefore
the photo-excitation in fused silica is more non-linear with respect to the injection pulse
field, and hence the event of the photo-excitation is more confined in time. On the other
hand, the induced concentration of charge carriers in silicon is expected to be much larger
than in fused silica, therefore the overall changes of the optical properties in silicon are
much larger in comparison to fused silica.

The transient increase of the real part of the refractive index presented on Fig. 6.5 is
associated with the optical Kerr effect. The transient Kerr effect dominates the formation
of non-equilibrium optical properties, until the plasma contribution takes over.
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Fig. 6.5 also demonstrates that the formation of the modified refractive index takes
longer than the duration of the event of photo-injection. This is particularly evident in the
case of fused silica, where photo-injection is expected to be largely confined to the half wave
cycle, i.e. to an interval of ≤ 1 fs, as also supported by the sharp change in the imaginary
part of the refractive index. However, the formation of the perturbed refractive index is
not completed even 5 fs later. When a light pulse propagates over an infinitesimally small
distance, the time-dependent change of its electric field is approximately proportional to
the time-dependent electric current that the pulse induces in the medium. Even if all the
free charge carriers emerged instantaneously, this would not lead to an abrupt change in the
transmitted waveform. Distortions would build up during the time that it takes electrons
to gain momentum due to the acceleration by the test field[130].

After the formation of the non-equilibrium refractive index, the dynamics does not stop.
Fig. 6.6 shows zero-crossings/peak-fields analysis of the experimental results extended to a
larger time window. Since this analysis provides similar information as a temporal evolution
of real and imaginary parts of the non-equilibrium refractive index (Fig. 6.5), the results
suggest that the real part of the refractive index keeps decreasing, while imaginary part
keeps increasing (after the photo-excitation took place). This can be understood in terms
of the ’thermalization’ part of the non-equilibrium dynamics. After quasi-abrupt photo-
excitation of charge carriers, multiple states within the band structure get occupied forming
a non-equilibrium charge distribution. As the time goes, the non-equilibrium distribution
would evolve towards an equilibrium Fermi-Dirac distribution[131]. This step involves
intraband relaxation of charge carriers towards the edges of conduction and valence bands.
As the electrons and holes relax to the band edges, their effective masses increase. This
results in subsequent changes of the medium refractive index[132].

In the following, the influence of the actual moment of the photo-excitation with respect
to the transmitted test pulse waveform is studied. In particular, the addressed questions
is whether it make a difference if the charge carriers are photo-injected at the peaks of the
electric field of the test pulse or at zero-crossings. To answer this question experimentally,
the event of photo-excitation must be confined within sub-half cycle of the test pulse. This
is because two adjacent zero-crossings or peaks of the pulse waveform are separated by a
half-cycle of the test field. In the present experiment the photo-excitation event is confined
to the half-cycle of the test pulse (Fig. 6.2), therefore this condition is automatically
fulfilled.

To experimentally observe the influence of the moment of carrier photo-injection, the
energy loss of the test pulse is evaluated for all time delays between injection and test pulses.
Fig. 6.7 shows that the energy loss of the test pulse clearly depends on the moment of the
photo-excitation of a medium. The later the photo-excitation takes place the larger part
of the pulse travels through the medium with unperturbed optical properties. In addition
to this overall trend, the loss of the test pulse energy oscillates with a period of a half-
cycle of the test pulse. This phenomenon can be clearly observed for fused silica sample,
where the photo-injection event is largely confined to a single half-cycle of the test pulse.
By itself, a sudden turn-on of absorption explains neither the oscillatory behaviour of the
energy loss in Fig. 6.7b, nor the timing of these oscillations with respect to the test field.
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Figure 6.6: Temporal shift of zero-crossings as well as change of the peak field magnitudes
as a function of the delay between injection and test pulses.

However, the observed modulations can be explained with the consideration of the energy
flow from the test pulse to the kinetic energy of charge carriers[130]. The classical motion
of a free electron can be estimated with a Drude-like model, where an electron’s velocity
obeys Newton’s second law with a friction term:

dv

dt
= − e

m
E(t)− γv(τ), (6.1)

where m is the electron effective mass, e is the elementary charge, E is the electric field
of the test pulse, while γ is the momentum relaxation rate. Under the assumption that
all charge carriers are created at time τ and with initial velocity, on average, zero, the Eq.
6.1 can be solved with the initial condition v(τ) = 0. The test field interacting with the
electron therefore performs work:
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W (τ) = −e
∫ ∞
τ

E(t)v(t) dt. (6.2)

When this work is positive, the test pulse loses energy due to classical acceleration of
photo-injected charge carriers. The modelled results represented by a solid orange curve
on Fig. 6.7 exhibit a very good qualitative agreement with experimentally measured test
pulse energy losses. In the model described by Eq. 6.1 and 6.2, the momentum relaxation
rate of γ = 0.5 1/fs for used for the silicon medium, while γ = 0.25 1/fs was used for
fused silica medium. For fused silica, this very simple model very well reproduces both the
overall trend and the sub-cycle modulation of the energy loss. According to this model,
the modulation depth decreases as the relaxation rate increases, which suggests one of the
possible reasons why no visible modulation was observed with the silicon sample: due to
the higher concentration of charge carriers, the momentum-relaxation[133] rate in those
measurements was probably larger than that in the measurements on fused-silica. There is,
however, another likely reason: as opposed to fused silica, several half-cycles of the pump
pulse photo-injected charge carriers in silicon, which necessarily makes sub-cycle effects
less pronounced[130].

In summary, the formation of the modified optical properties in silicon and fused silica
was measured with attosecond temporal resolution. It was show that non-linear mutli-
photon excitation of charge carriers within a solid medium can be used as a quasi-abrupt
switch of optical properties forming a modified refractive index. The abruptness and con-
finement of the switching event was studied in detail. For both media, the time dependence
of the real and imaginary parts of the refractive index was closely matched by the tem-
poral shift of the zero-crossings and rescaling of the test pulse peaks magnitudes. The
measurements show that a fast photo-injection event does not necessarily cause an equally
fast distortion of the test field, the distortion builds up as the charge carriers acquire mo-
mentum due to the interaction with the field[130]. The switching of optical properties of
a medium can be used to control and manipulate optical pulse waveforms. This could
provide a simple route towards transient optical field-synthesis. When the transition of
the switching process becomes within a time window shorter than a half-cycle of the test
pulse, one enters the regime where the actual moment of the injection plays as an addi-
tional important factor. When the injection takes place in a vicinity of zero-crossings of
the test waveform, the substantial amount of energy is transferred to the classical accel-
eration of charge carriers. Therefore the control of the switching event in combination
with a transmitted test pulse provides a light-matter-light scheme towards manipulation
of optical pulse waveforms and material properties at ultrafast time scales.
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Figure 6.7: Loss of the test pulse energy as a function of injection delay.
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Chapter 7

Conclusion

This dissertation introduced novel concepts for petahertz-scale pulse waveform sampling.
The techniques allow performing time-resolved studies of ultrafast processes with attosec-
ond temporal resolution, petahertz-scale detection bandwidth, and high sensitivity. Inex-
pensive and simple experimental setups make the technology widely accessible for a variety
of scientific and commercial applications without sophisticated vacuum experimental beam-
lines. Pulse waveform characterization with CEP unstabilized pulses is demonstrated.

The origin of a signal source for non-linear photo-conductive sampling was studied in
detail. It was found that the primary source of the signal is a medium polarization created
in a medium. The gas medium can be used for the optimization of the signal. The strongest
signal in the air medium is observed at several mbar pressure.

A high-frequency channel of a novel optical synthesizer was characterized with a non-
linear photo-conductive sampling technique. It was found that such optical channel can be
used for electro-optic sampling of synthesized waveforms approaching, for the first time,
visible spectral range.

The time delay associated with a plasma formation and high order non-linear excitation
of charge carriers was studied experimentally and supported with the theoretical model.

Switching and modulation of electronic and optical properties of solids were demon-
strated for materials with various band gap energies. The energy deposition within one
half-cycle of the experimental pulse was found to be confined (full width of the half maxi-
mum of the transition) to about 690 as in silicon, 570 as in diamond, and 510 as in fused
silica media. It was demonstrated that at low incident pulse field strengths, the light-
matter energy exchange can be dominated by the optical Kerr effect. Since this effect is
transient, it can be used for modulation of a medium response. One the other hand, charge
carrier photo-excitation can be used for ultrafast switching of medium properties.

The very first moments of the formation of the non-equilibrium optical properties due
to photo-excitation were studied in detail for silicon and fused silica solids. It was shown
that non-linear multi-photon excitation of charge carriers within a solid medium can be
used as a quasi-abrupt switch of optical properties forming a modified refractive index. The
response of the medium with modified properties was found to be non-instantaneous, as it
builds up while the charge carriers acquire momentum due to the interaction with the field.
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The dynamics of the medium properties continues after the event of photo-excitation. The
dynamics of the real and imaginary parts of the refractive index exhibit different trends
associated with the thermalization of the non-equilibrium charge distribution. For both
media, the time dependence of the real and imaginary parts of the refractive index was
closely matched by the temporal shift of the zero-crossings and rescaling of the test pulse
peaks magnitudes. This provides a very simple method to study non-equilibrium refractive
index dynamics with sub-cycle temporal resolution.

It was demonstrated that the switching of optical properties of a medium can be used to
control and manipulate optical pulse waveforms. This could provide a simple route towards
transient field-synthesis. When a transition of the switching process becomes within a time
window shorter than a half-cycle of the test pulse, the time delay between the switching
event and the test pulse can be used to control the light-matter energy exchange. When
the injection takes place in a vicinity of zero-crossings of the test waveform, the substantial
amount of energy is transferred to the classical acceleration of charge carriers within the
medium. The control of the switching event in combination with a transmitted test pulse
provides a light-matter-light scheme towards manipulation of optical pulse waveforms and
material properties at ultrafast time scales.
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Appendix A

Apendix

A.1 Laser beam-line

Figure A.1: Diagram of the experimental beam-line

Fig. A.1 shows a schematic of the laser beam-line[59, 119] used for experiments pre-
sented in this thesis. Ti:sapphire oscillator (Rainbow 2, Spectra Physics) provides an
octave-spanning bandwidth with about ∼ 750 nm central wavelength. The output from
the oscillator is guided through the ’stage I CEP stabilization’ module based on the feed-
forward scheme[119]. CEP stable pulses are then further amplified within a 9-pass cryo-
cooled Ti:sapphire chirped-pulse amplifier at a repetition rate of 3 KHz, and temporally
compressed using a transmission grating-based compressor yielding ∼ 21 fs pulses with ∼
2.5 W output power. The amplified pulses are further spectrally broadened in a hollow-
core fiber filled with neon gas (1.8 bar pressure) resulting in a spectral broadening to a
bandwidth of about 400 - 1100 nm. The chirped mirror compressor consisting of 3 pairs
of chirped mirrors in combination with about 6 mm of fused silica glass and 50 cm of air
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is then used to compress the broadened spectrum to about ∼ 2.7 fs (FWHM) duration
pulse[3]. The pulse duration is based on the intensity envelope of the complex-valued ana-
lytic wave, whose real part is the electric field measured by NPS, and the imaginary part
is the Hilbert transform of the field. The compressed pulses are then guided to an exper-
imental setup for further experiments. The small fraction of spectrally broadened light
is reflected from the Brewster window of the hollow core fibre sealing and guided to the
’Stage II CEP stabilization’. The ’Stage II stabilization’ is based on the f-to-2f technique
as described in details elsewhere[134].
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A.2 Optical schematics of experimental setups

A.2.1 Non-linear photo-conductive sampling in solids and gasses

Figure A.2: Optical setup for non-linear photo-conductive sampling in solids and gasses.
For NPS detection in gas, a solid sample is replaced by a pair of copper metal electrodes.

The input laser beam is split into two arms by taking a reflection from a front surface
of the first wedge in the wedge pair WP 1. The reflected beam (sampling arm) is guided
through a delay stage consisting of a retro-reflector M 1 and M 2 protected silver mirrors
mounted on a closed-loop piezo stage (PX 200, Piezosystems Jena).

Silicon, fused silica, non-linear crystal (NL 1), and natural density filter (ND filter)
windows can be optionally installed in the transmitted beam (test arm) for the generation
and compression of new spectral components.

The wire-grid polarizers WG 1 - WG 3 are used to adjust the energies of test and
sampling pulses, while fused silica wedge pairs (WP 1, WP 2) fine-tune the compressions
and the CEPs of the pulses[89].

Both arms are then recombined by a wire-grid polarizer WG 4, which is set to transmit
the sampling arm and reflect the test arm polarizations. The orthogonally polarized pulses
are focused on the NPS detector by a protected silver off-axis parabolic mirror OPM 1.
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The beam block BB 1 is used to block the residual light after the polarizer WG 4, while
the plane-protected silver mirrors M 3 - M 6 are used for beam guiding.

Non-linear photo-conductive sampling in the gas medium was performed by replacing
the solid-state NPS detector with two copper wires separated by a gap matching the focus
spot (Fig. A.13). For the case of measurements not in ambient pressure, two metal
electrodes were mounted inside a small vacuum chamber filled with a gas at a set pressure.

A.2.2 Attosecond timing of light-field-driven carrier motion

Figure A.3: Optical setup for attosecond timing of light-field-driven carrier motion.

The input laser beam is split into two arms by taking a reflection from the front surface
of the first wedge in the wedge pair WP 1. The reflected beam (sampling arm) is guided
through a delay stage consisting of a retro-reflector M 1 and M 2 protected silver mirrors
mounted on a closed-loop piezo stage (PX 200, Piezosystems Jena).

The small diameter (∼ 4 mm) and a high energy (∼ 350 µJ) of the collimated laser
beam provide enough intensity for the intra-pulse DFG process in a non-linear crystal (12.4
µm thick type II BBO, θ = 50 deg) NL 1. The set of silicon and fused silica windows are
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used for compression of the generated NIR spectrum centered at a wavelength of about 1.8
µm. The silicon window also blocks the incident fundamental spectrum by absorption. The
wire-grid polarizers WG 1 - WG 3 are used to fine-tune the energies of test and sampling
pulses, while fused silica wedge pairs (WP 1, WP 2) fine-tune the compressions and the
CEPs of pulses. Both arms are then recombined by a wire-grid polarizer WG 4, which is
set to transmit the sampling arm and reflect the test arm polarizations. The orthogonally
polarized pulses are then focused by a protected silver off-axis parabolic mirror OPM 1.

The fused silica plate FS 2 can be moved out of the beam for the test pulse waveform
detection with NPS or moved in, for the test pulse waveform detection with EOS. Thin 12.4
µm thick type II BBO crystal (θ = 50 deg) is used to generate a sum-frequency between
sampling and test pulses which is then filtered by a bandpass filter BP 1 and transmitted
through the Wollaston prism WOL 1 for the balanced detection with GaP photodiodes PD
1 and PD 2.

The beam block BB 1 is used to block the residual light after the polarizer WG 4, while
plane protected silver mirrors M 3 - M 6 are used for beam guiding.

A.2.3 Switching and modulation of optical properties in solids

Figure A.4: Optical setup for switching and modulation of optical properties in solids.

The input laser beam is split into two arms by taking a reflection from the front surface
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of the first wedge in the wedge pair WP 1. The reflected beam (sampling arm) is guided
through a delay stage consisting of a retro-reflector M 1 and M 2 protected silver mirrors
mounted on a closed-loop piezo stage (PX 200, Piezosystems Jena).

The off-axis protected silver parabolic mirror OPM 2 focuses the test arm on the sample,
which is then further collimated by a protected silver off-axis parabolic mirror OPM 3.

The wire-grid polarizers WG 1 - WG 3 are used to set the energies of test and sampling
pulses, while fused silica wedge pairs (WP 1, WP 2) fine-tune the compressions and the
CEPs of pulses. Both arms are then recombined by a wire-grid polarizer WG 4, which
is set to transmit the test arm and reflect the sampling arm polarizations. The orthogo-
nally polarized pulses are then focused on the NPS detector by a protected silver off-axis
parabolic mirror OPM 1.

The beam block BB 1 is used to block the residual light after the polarizer WG 4, while
plane protected silver mirrors M 3 - M 6 are used for beam guiding.

A.2.4 NOS characterization and benchmarking

Figure A.5: Optical setup for NOS detection and characterization, as well as for the NOS-
NPS benchmarking in the visible spectral range.

The input laser beam is split into two arms by taking a reflection from the front surface
of the first wedge in the wedge pair WP 1. The reflected beam (sampling arm) is guided
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through a delay stage consisting of a retro-reflector M 1 and M 2 protected silver mirrors
mounted on a closed-loop piezo stage (PX 200, Piezosystems Jena).

The wire-grid polarizers (WG 1 - WG 3) are used to set the energies of test and sampling
pulses, while fused silica wedge pairs (WP 1, WP 2) fine-tune the compressions and the
CEPs of pulses. Both arms are then recombined by a wire-grid polarizer WG 4, which is
set to transmit the test arm and reflect the sampling arm polarizations. The orthogonally
polarized pulses are then focused by a protected silver off-axis parabolic mirror OPM 1 for
the NPS or NOS detection. The quartz crystal (∼ 12.34 µm thick, z-cut) NL 2 is used to
generate a local oscillator and a signal, which are then filtered by a bandpass filter BP 1
and the wire-grid polarizer WG 5. The light is then detected by a photodiode.

The beam block BB 1 is used to block the residual light after the polarizer WG 4, while
plane protected silver mirrors M 3 - M 6 are used for beam guiding.

The reflective UVFS natural density filter (ND filter) is used for the test arm attenua-
tion.

The broadband NOS detection was performed with a setup presented on Fig. A.6. The
protected aluminum off-axis parabolic mirror OPM 2 focuses the beam on a BBO crystal
(100 µm thick type II, θ = 29.2 deg) NL 1 to generate new spectral components down to
235 nm. The fundamental light with the newly generated spectrum is re-collimated by a
protected aluminum off-axis parabolic mirror OPM 3.

Both arms are then recombined in a wire-grid polarizer WG 4 and focused with a
protected aluminum off-axis parabolic mirror to the NOS detection setup.

Plane protected silver mirror M 3 and a plane protected aluminum mirror M 6 are used
for the beam guiding.

The wire-grid polarizer WG 5 ensures the linear polarization of the test arm after
interaction with a BBO crystal NL 1.

A.2.5 Attosecond control of the optical properties of solids

The input laser beam is split into two arms by taking a reflection from the front surface
of the first wedge in the wedge pair WP 1. The reflected beam (injection arm) is guided
through a delay stage consisting of a retro-reflector M 1 and M 2 protected silver mirrors
mounted on a closed-loop piezo stage (PX 200, Piezosystems Jena).

The third optical arm (sampling arm) is created by taking a reflection from a thin (200
µm thick) UVFS window FS 2. The reflected light is guided through a delay stage consisting
of a retro-reflector M 6 and M 7 protected silver mirrors mounted on a closed-loop piezo
stage (PX 200, Piezosystems Jena).

The wire-grid polarizers WG 1, WG2, WG 3, WG 5 are used to set the energies of the
test, injection, and sampling pulses, while fused silica wedge pairs WP 1, WP 2, WP 3 to
fine-tune the compressions and the CEPs of the pulses.

The off-axis protected silver parabolic mirror OPM 2, focuses the test arm on a non-
linear crystal (BiBo, 0.8 mm thick, θ = 10.3 deg) NL 1, for the intra-pulse DFG process.
The set of silicon and fused silica plates (Si, FS 1) is used for the compression of the
newly generated NIR spectrum and for blocking the fundamental spectrum by absorption
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Figure A.6: Optical setup for broadband NOS detection.

in silicon. The generated and compressed NIR light is further collimated by a protected
gold off-axis parabolic mirror OPM 3.

Injection and test arms are recombined by a wire-grid polarizer WG 4, which is set
to transmit the injection arm and reflect the test arm polarizations. The orthogonally
polarized pulses are focused by a protected silver off-axis parabolic mirror OPM 1 on
the sample, and further re-collimated by a protected silver off-axis parabolic mirror OPM
4. The mirror OPM 4 has a hole at its optical axis, to prevent the injection arm from
propagating further, as well as to increase the contrast of the waveform changes. The
collimated beam is guided by a protected silver mirror M 10 to the wire-grid polarizer WG
6, for the recombination with the sampling arm.

Beam blocks BB 1 and BB 2 are used to block the residual beam after the recombining
polarizers WG 4 and WG 6. The beam block BB 3 blocks the injection arm after the
mirror OPM 4.

The quartz crystal (∼ 12.34 µm thick, z-cut) NL 2 provides a local oscillator and a
signal which are further filtered by a bandpass filter BP 1 and a wire-grid polarizer WG 7.
The light is then further detected by a photodiode PD 1.
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Figure A.7: Optical setup for the ultrafast relaxation dynamics and sub-half-cycle control
of optical properties in solids.

Protected gold plane mirrors M 3 and M 5 as well as protected silver plane mirrors M4,
M8, M9, and M 10 are used for the beam guiding.

Chopper wheels CW 1 and CW 2 provide the sequence of pulses used for the semi-
simultaneous detection scheme described in chapter A.3.1 of this thesis.
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A.3 Data acquisition

For the experiments involving NPS technique and described in chapters 2, 4, 5, the current
signal from each electrode was first converted into voltage with further amplification by
a transimpedance amplifier (DLPCA-200, FEMTO Messtechnik). The amplified voltage
signal was then connected to a dual-phase lock-in amplifier (SR-830, Stanford Research
Systems), triggered by an electrical signal synchronized with half of the repetition rate of
the laser.

The EOS detection discussed in chapters 2 and 4, was performed with two GaP photo-
diodes connected to produce a current signal proportional to an energy of light incident on
each photodiode. The differential output from two photodiodes was connected to a dual-
phase lock-in amplifier (SR-830, Stanford Research Systems), triggered by an electrical
signal synchronized with half of the repetition rate of the laser.

In the NOS detection, discussed in chapter 2, a photodiode produces a current signal
proportional to the light intensity incident on the photodiode. The current signal was first
converted into voltage with further amplification by a transimpedance amplifier (DLPCA-
200, FEMTO Messtechnik). The amplified voltage signal was then connected to a dual-
phase lock-in amplifier (SR-830, Stanford Research Systems), triggered by an electrical
signal synchronized with half of the repetition rate of the laser.

Experiments with three optical arms, described in chapter 6 were performed with the
semi-simultaneous pulse waveform detection described in the chapter A.3.1 of this thesis.

The measured signal from the lock-in amplifier or an oscilloscope was read by software
on a computer via GPIB interface (National Instruments).
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A.3.1 Semi-simultaneous detection scheme

Field sampling measurements based on a modification of the pulse waveform due to the
interaction with a sample, properties of which are modified, require to measure the reference
and modified waveforms for comparison.

Since the waveform sampling requires measuring some observable at multiple time de-
lays between pump and probe pulses, the actual sampling of the waveform usually takes
minutes or hours, depending on the measuring technique, pulse stability, temporal and
spectral resolutions, etc.

For instance, if the typical pump-probe study of the dynamics of some physics process
requires measuring a pulse waveform transmitted through an unperturbed sample. Then
the properties of the sample are modified, and transmitted pulse waveform though the
modified sample is measured. The difference between the two measured waveforms con-
tains information about the modification of sample properties. If a measurement of a pulse
waveform takes one minute, then the entire experiment would take about 2 minutes, as-
suming that the properties of the sample can be changed instantly. Since any measurement
is exposed to various sources of noise, two minutes would correspond to the accumulation
of noise with a spectral bandwidth from about 8 mHz (lower cut-off frequency) to infinity.

Since amplitudes of many sources of noise, such as pink noise, are inversely proportional
to a frequency, an increase of a lower cut-off frequency will significantly reduce the total
noise present in a measurement.

An increase of a lower noise cut-off frequency requires to decrease a total measure-
ment time, with the ideal situation to be when the reference and modified waveforms are
measurement semi-simultaneously.

The semi-simultaneous detection can be achieved when instead of a sequential mea-
surement of a total reference waveform followed by a measurement of a total modified
waveform, each point of waveforms is measured sequentially.

In the experiment described in chapter 6 of this thesis, three optical arms are used.
The injection arm controls the properties of the sample medium by exciting it with an
optical pulse. The pulse in the test arm is used to probe these changes in the medium by
propagation through the excited or not-excited sample. The sampling arm provides a gate
that can be delayed with respect to the test arm to sample its waveform.

The chopper wheels are placed inside the first and second arms rotating at 1/3 of a
repetition rate of the laser. The duty cycle of the wheel in the first arm is set to 1/3, while
the duty cycle of the wheel in the second arm is set to 2/3. Such configuration provides
the following sequence of pulses from three arms:

First arm 1 0 0
Second arm 1 1 0
Third arm 1 1 1

Here ’1’ indicates that the pulse is present, while ’0’ indicates that the pulse is blocked
by the chopper wheel.

This sequence of pulses is delivered to the measuring device such as a photo-diode. The
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generated by a photodiode current signal can then be further amplified and converted to
a voltage by means of a transimpedance amplifier (DLPCA-200, FEMTO Messtechnik).
The output from a transimpedance amplifier would provide a time-domain train of voltage
signals (Fig. A.8a). Such voltage signal can be guided to a boxcar integrator (SR200,
Stanford Research Systems) which provides a DC output for each of the single voltage
pulses (Fig. A.8b). The output from the boxcar integrator can be digitized with an
analog-to-digital converter or simply measured with a conventional oscilloscope.

Figure A.8: Schematic representation of a transimpedance amplifier output (blue area) for
3 consequent pulses (a), and corresponding output from a boxcar averager (b). The orange
color in (a) represent a measurement time window set for the boxcar averager.

If a first arm pulse does not change any properties of the sample medium, then there is
no influence of the first arm on the measurement and DCa and DCb outputs are identical.

If however the first arm pulse changes the sample medium, then the second arm pulse
will be different when the first arm pulse is present, thus DCa and DCb outputs will be
different. The difference between DCa and DCb outputs corresponds to a difference in the
probe waveform due to the change of the sample properties. In this configuration of the
measurement, the first arm pulse should be blocked after the sample and prevented from
reaching the detector. In this case, only the sample is affected by a first arm pulse, but
not the detector.

The measurement of a signal related to the field at each point of the reference waveform
will be DCa −DCc, while the measurement of the signal related to the field at each point
of the modified waveform will be DCb −DCc.

Since the measurement at each point of the reference and modified waveforms requires
measuring only 3 consequent pulses, such measurement is exposed to the noise occurring
only during the time between measurement of first and third pulses. In our 3 KHz repe-
tition rate laser system, this noise duration corresponds to about 666 µs. This duration
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implies that the measurement of the reference and modified waveforms experience vir-
tually the same noise, which will be subtracted when one calculates a difference. The
lower cut-off frequency of the noise bandwidth in the measurement of the difference be-
tween reference and modified waveforms can therefore be as high as 1.5 KHz. This lower
cut-off frequency is much higher than the 8 mHz frequency considered in the example,
and therefore significantly reduces the overall noise of a measurement. Such reduction of
noise significantly improves the sensitivity of the detection and therefore allows studying
processes that produce very weak signals.
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A.4 Samples for chapter 5

In order to extract non-linear polarizations, transferred energies, and charge displacements
described in chapter 5 of this thesis, precise sample thickness information is required.

A time-domain field-resolved sampling of optical pulse waveform provides a useful tool
for sample thickness measurement. When a medium is introduced into a laser beam path,
the pulse waveform will be shifted in time and attenuated in spectral amplitudes. Both
effects are described by refractive indices of the material and sample thickness. Since re-
fractive indices of various materials are well known and modeled by Sellmeier equations,
comparing measured pulse waveforms with and without samples allows to precisely deter-
mine sample thickness by modelling the propagation.

To determine a sample thickness, optical pulse waveforms with and without a sample
were measured in time-domain with NPS technique (apart from silicon sample, the thick-
ness of which was measured as described in section A.5). The measured pulse waveform
without a sample was then used to theoretically propagate it through the sample of various
thicknesses. The propagation of an optical pulse through a medium can be modelled as

Ep(t) = F−1
[
F(Ei(t)) · T1 · T2 · eikd

]
, (A.1)

where Ep and Ei are propagated and incident waveforms, F and F−1 are Fourier transform
and inverse Fourier transform operators, T1 and T2 are field transmission at front and back
surfaces, t is time, d is a samples thickness, and k = nω/c is a wave vector.

The back-reflected pulses can be modelled with

Eb(t, N) = F−1
[
F(Ei(t)) · T1 · T2 ·RN

1 ·RN
2 · eik(1+2N)d

]
, (A.2)

where N is a number of a back reflection, while R1 and R2 are reflections at front and back
surfaces.

If a frequency-dependent refractive index n is known (Sellmeier equations), trans-
missions T1 and T2 as well as reflections R1 and R2 can be calculated using Fresnel
equations[135] for electric field.

The modelled sample thickness is fitted such that the difference between modelled
and measured waveforms is minimized. Fig. A.9 show measured and modelled pulsed
waveforms considering 20 back-reflections.

Table A.1 summarizes extracted thicknesses of samples.

Sample � Material Thickness
1 Polycrystalline CVD diamond 9.18 ± 0.062 µm
2 Amorphous fused silica 121 ± 8 nm
3 Crystalline 〈 100 〉 Si 240 ± 15 nm

Table A.1: Samples and their measured thicknesses.
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Figure A.9: Measured and modelled pulse waveforms for 9.18 ± 0.062 µm thick diamond
(a), 121 ± 8 nm thick SiO2 (b) and 240 ± 15 nm silicon (c) samples.
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A.5 Samples for chapter 6

Similar to chapter 5, in order to study the dynamics of optical properties in solids, precise
unperturbed sample thicknesses have to be known.

Thicknesses of samples used in the experiment described in chapter 6 were measured
as described in section A.4 of this thesis.

Fig. A.10 shows measured and modelled pulse waveforms considering 20 back-reflections.
The pulse waveforms were measured with NOS technique described in chapter 2.2 of this
thesis.

Figure A.10: Measured and modelled pulse waveforms for 12.82 ± 0.082 µm thick fused
silica (a) and 240 ± 15 nm silicon (b) samples.

Table A.2 summarizes extracted thicknesses of samples used in experiments described
in chapter 6 of this thesis.

Sample � Material Thickness
1 Amorphous fused silica 12.82 ± 0.082 µm
2 Crystalline 〈 100 〉 Si 240 ± 15 nm

Table A.2: Samples and their measured thicknesses.
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A.6 Samples for NOS

Measurement of sample thicknesses by fitting a propagated waveforms in the time domain,
although precise, exposed to drifts of pulse waveforms. Since measurement of a single
pulse waveform usually takes a couple of minutes, the error in extracted thicknesses is
proportional to the total time required to record the waveforms. However, if a sample is
not too thick and not too thin, such that spectral fringes due to back-reflected pulses can
be resolved with a spectrometer, a sample thickness can be measured more accurately as
described further. Fig. A.11a and A.10a correspond to a thickness measurement performed
with a spectrometer as well as with field resolved detection. Both methods provide the
same information, however, the precision of extracted thickness is better in measurement
with a spectrometer.

In order to precisely determine a spectral response of NOS technique (section 2.2 of this
thesis), the propagation effects within a sampling medium should be considered. For this
purpose, the precise thickness of the non-linear medium should be known. The thickness
of a solid medium can be determined with a conventional spectrometer and a broadband
light source. As an optical pulse propagates through a solid medium, the reflection at
surfaces will take place. Some of the back-reflected pulses will travel in the same direction
as the incident pulse but will be delayed due to propagation through the medium. Multiple
pulses in the time domain will result in spectral fringes, which can be measured with a
spectrometer. The total transmission of a medium, taking into account reflections at the
surfaces can be determined[136] as

T (n, ω, d) =
1

cos
(
ω
c
nd
)
− i

2

(
n+ 1

n

)
sin
(
ω
c
nd
) , (A.3)

where T is an intensity transmission, n is a real-valued refractive index of a frequency ω,
c is a speed of light and d is a sample thickness.

To precisely measure the thicknesses of z-cut α-quartz crystal and fused silica glass
samples, the intensity spectrum of a broadband pulse (section A.1 of this thesis) was
measured with and without samples (Fig. A.11). The spacing of fringes was then modeled
with eq. A.3 and frequency-dependent refractive index based on Sellmeier equation for
a considered medium. The calculated sample thickness is the one that provides the best
agreement of fringe positions in the experiment.

The thin fused silica glass samples were provided by Valley Design Corp., while thick
z-cut α-quartz crystal samples were provided by MTI Corporation, and further polished
to reduce the thickness.

In summary, thicknesses of solid samples for NOS technique were measured and used
for further evaluation of the spectral response considering propagation effects.
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Figure A.11: Measured change of spectral intensities with amorphous fused silica (a) and
z-cut α-quartz crystal samples (b). Positions of spectral fringes allow extraction of thick-
nesses for fused silica (c) and quartz (d) samples.
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A.7 Samples for NPS

Several sample concepts for experiments involving the NPS technique have been developed
and fabricated.

The fabrication of NPS samples was performed by means of the metal vapour deposition
on a substrate material covered by a mask with a structure of intended electrode geometry.

The fabrication of masks simplifies the sample preparation as well as allows the precise
fabrication of different electrode geometries.

Fig. A.12 shows designed and fabricated samples used in the experiments described in
this thesis. The intermediate chromium layer of 5 nm thickness is used between the surface
of a substrate material and a layer of 100 nm thick gold. The chromium layer is used to
improve the overall bonding of metal electrodes with a sample surface. The deposited
electrodes are then connected to the female crimp pins (Allectra GmBH) on the round
PCB board of 1 inch diameter with a conductive silver paste and copper wires. Each pin
on the PCB boards can then be connected to a coaxial cable with a male crimp connector
on one side and a BNC connection on the other side. The BNC sides of the cables can
then be used for measurement of a signal from each electrode by means of conventional
devices such as a lock-in amplifier, oscilloscope, etc.

Figure A.12: Typical NPS samples with a linear electrode geometry and a fixed electrode
gap size (a), adjustable gap size (b), circular electrode geometry and a fixed gap size
(d), two pairs of electrodes (e), electrodes deposited on a multi-layer structure (c) and
electrodes deposited on a thin-film substrate (f).

Sample geometry illustrated on Fig. A.12a was used for experiments described in
sections 4,6, 2.1.1, 2.1.2, 2.1.3 and 2.2.1 of this thesis.

Fig. A.12a, illustrates that the NPS device can be implemented not only on bulk
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substrates, but also on free-standing thin films.
The concept of samples with two pairs of electrodes (Fig. A.12e) was used for char-

acterization of pulse polarization as well as absolute CEP detection[137]. In short, four
electrodes allow the measurement of a screening polarization in two orthogonal planes, and
therefore the sampling of optical pulses which do not possess a linear polarization.

Fig. A.12c demonstrates that the NPS device can be made out of a bulk medium, or
out of a tailored medium as described in details elsewhere[138].

The samples can then be mounted in a conventional 1 inch holder or on a rotational
mount (Fig. A.13a).

Figure A.13: Typical NPS sample installation in holders used for experiments in a solid
(a) and gas (b) medium.

For NPS measurements in a gas medium, two copper wires are soldered to the male
crimp pins which are then connected to female pins and can be mounted either on a PCB
board (ambient air medium) or mounted inside a vacuum chamber for measurements with
a controlled pressure (Fig. A.13).
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A.8 Maxwell-equations model with propagation ef-

fects

Propagation effects, such as dispersion, absorption, phase mismatch, etc., influence the
spectral response of the NOS detection. These effects were modeled by numerically solving
Maxwell’s equations on a one-dimensional grid.

Since the dispersion of the refractive index is a deciding factor in the coherent build-up
of the signals of interest, it is important that it is kept as accurate as possible, including
all dispersion orders. This is somewhat atypical for a time-domain calculation, and naive
application of the refractive index from a Sellmeier equation found in the literature may
lead to non-physical results, as they are typically the summation of a number of Lorentzian
resonances, matched only to the real part of the refractive index. However, in the time
domain, the refractive index of the material is contained in a response function, which
must obey causality. Single Lorentzian resonances, although their resulting polarizations
can be calculated quite efficiently in the time domain, typically lead to large inaccuracies
in the absorption beneath the band-gap of typical solids.

In the model, an appropriate time-domain response function is found by first placing
a series of absorption bands in the frequency domain and then calculating the resulting
refractive index through the Kramers-Krönig relations, which guarantees that the resulting
function will obey causality. The refractive index is matched to literature values in a
nonlinear least-squares fitting. There is some freedom in choosing the length of the response
function, but typically it contains 3000-15000 points, with a time step of 6 attoseconds (0.25
atomic units). This means that the history of the electric field must be stored at each point
on the grid which contains the crystal. In other words, previous values of the electric fields
must be stored in order to calculate the new ones. Additionally, the histories of the linear
and nonlinear polarizations are stored at each point.

The linear polarization is calculated as a convolution of the field history with the
response function, meaning its value at time t is given by

P (1)(t) =

∫ t

−tL
dt′ χ(1)(t)E(t− t′), (A.4)

where tL is the (finite) length of the response function χ(1)(t).
The nonlinear polarizations can be calculated from the convolution of the field with

a separate set of response functions, which can differ for different orientations of each
instance of the field.

For the second-order polarization:

P
(2)
k (t) =

∫ t

−tL
dt′ χ

(2)
jk (t)Ej(t− t′)

∫ t′

−tL
dt′′ χ

(2)
ij (t)Ei(t− t′′). (A.5)

For the third order polarization:

P
(3)
` (t) =
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dt′ χ

(3)
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ij (t)Ei(t− t′′′) (A.6)
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The subscripts of the fields and polarizations indicate the direction of the field within
the material and, in general, must be summed over all combinations. As a significant
simplification, the same response function is employed by deriving from the linear response,
for the nonlinear terms, with a weighting determined by the susceptibility tensors of the
crystal, thus approximating the dispersion of the nonlinear coefficients by Miller’s rule.

The values of the polarization in the given directions come from summing over the
elements of the nonlinear tensors, which are then normalized by the known linear suscep-
tibility χ(1) at a frequency of interest ω0. The normalization factor, χ(1), can be extracted
from a measured or calculated refractive index by means of Eq. (A.7).

n(ω0) =
√

1 + χ(1)(ω0). (A.7)

The full polarization is calculated using the full tensor nature of the third and second-
order nonlinearities, meaning that 14 separate polarizations are calculated for the two
polarization components at each time step and contribute to the final polarization, which
serves as a driving term in Maxwell’s equations. The calculation of the nonlinear polariza-
tion is by far the most numerically intensive step in the propagation.

The full propagation is performed using numerically evaluated spatial derivatives that
are accurate to sixth order in the spatial grid step. Convergence checks were performed
such that the dispersion and transmission of broadband pulses up to 1 PHz frequency are
transmitted with numerical dispersion accounting for < 0.001 of the actual dispersion. The
model was developed by Nicholas Karpowicz.



Appendix B

Data Archiving

All the data and programming scripts used for the evaluation and analysis of results pre-
sented in this thesis are stored on the data archive server of the Max Planck Computing
and Data Facility: archive.mpcdf.mpg.de.

The archive consists of separate folders for each figure that illustrates experimental or
simulation results presented in this thesis. The containing sub-folders store all relevant
raw data as well as programming scripts used for the analysis and plotting.
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