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Abstract

Electro-optic sampling (EOS) is a powerful method for the characterization of electric
fields with frequencies in the range of ≈ 1-300 THz. For mid-infrared (MIR) radiation (2-
20µm), it can be understood as a two-step process: first, a sub-MIR-cycle visible/infrared
gate pulse generates sum and/or difference frequency radiation with the light field under
investigation in a nonlinear medium. Second, the newly generated frequencies are detected
in a heterodyne scheme with the transmitted gate pulse serving as the local oscillator.
Scanning the delay of the gate pulse with respect to the MIR waveform results in a signal
proportional to the incident MIR field, with the spectral response depending on the gate-
pulse duration and phasematching in the detection crystal. The nonlinear frequency
conversion on the one hand transfers the detection to the near-infrared spectral range,
affording the use of low-noise photodetectors. On the other hand, it limits the detection
efficiency and subjects it to a trade-off against bandwidth.
Our research group develops high-power ultrashort-pulsed laser sources for field-resolved
infrared spectroscopy. Explicitly, nonlinearly post-compressed femtosecond lasers are used
both to drive the generation of waveform-stable MIR light for molecular-sample excitation,
as well as for obtaining gate pulses for EOS of the full macroscopic sample response. To
maximize the sensitivity of our field-resolved spectrometers, this thesis studied the photon
detection efficiency of EOS for MIR radiation with wavelengths in the 6-18-µm range in
experiment and theory.
Three different types of gate pulses were investigated experimentally: first, the EOS de-
tection efficiency was characterized for gate pulses with 1030-nm central wavelength, gen-
erated by an Yb-thin-disk oscillator. Limited by multi-photon-absorption-caused damage
of the GaSe crystal, with an average gate-pulse power of 450 mW, a conversion efficiency of
2 % from the MIR into sum-frequency photons was achieved in a 500-µm-thick detection
crystal. Accounting for Fresnel reflections at the crystal and losses in the heterodyne
detection, up to 0.76 % of the incident MIR photons arrived at the balanced diodes.
Together with mW-level MIR average powers, this resulted in 13 orders of magnitude
frequency-domain intensity dynamic range at 9-µm wavelength for a measurement time
of 16 s and a scan range of 3.3 ps. However, phase-mismatch limited the −20 dB spectral
width to 1.2µm. Using a 85-µm-thick GaSe crystal, the full MIR spectrum of the source,
spanning from 6.6 to 10.7µm at −20 dB, was detected, while trading in two orders of
magnitude in peak dynamic range. In our research group, the prototype field-sensitive
spectrometer with this record detection efficiency and dynamic range is currently being
used for fingerprinting real-world biomedical samples, with up to 40 times higher molecular
detection sensitivity than commercial Fourier-transform infrared spectrometers.
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Due to the dispersion of GaSe, the trade-off between detection efficiency and spectral
coverage is mitigated for longer-wavelength gate pulses. Using gate pulses centered at
1550 nm wavelength from an Er-fiber laser and a 300-µm-thick crystal, a comparable
detection dynamic range and bandwidth as with the 85-µm-thick crystal at 1030 nm was
achieved, despite the lower gate pulse power of 120 mW. This performance enables high-
sensitivity spectroscopic measurements, when employing the Er-laser in a dual-oscillator
fast-scanning mode (≈ 1 kHz scan rate), avoiding low-frequency noise sources.
In addition to the broader phasematching bandwidth, choosing a longer gate-pulse wave-
length also increases the detection-crystal damage threshold due to reduced multi-photon
absorption, allowing for the use of higher gate pulse powers and, consequently, enhancing
the nonlinear interaction. This benefit was harnessed in the investigation of limitations to
the detection efficiency with 1.9-W gate pulses from a Tm-fiber laser at 1965 nm central
wavelength, comparing several EOS crystal thicknesses with respect to detection efficiency
and spectral coverage. Traces measured with 100 to 300-µm-thin crystals closely resemble
the incident field, spanning from 8.1µm to 14.2µm at −10 dB, with a conversion efficiency
from the MIR into sum-frequency photons of up to ≈ 10 %. Using a 500-µm-thick GaSe
crystal, more than 20 % of the MIR photons from a 3-µm spectral band around 9.3µm
were upconverted. Further increasing the crystal thickness resulted in saturation of the
depletion, explained by temporal walk-off and reduced peak powers due to dispersion.
The overall number of detectable MIR photons of ≈ 6.4 % from within the detection
crystal an interaction time window, together with mW-level MIR powers, lead to a
peak intensity dynamic range > 1014, with twice the detection bandwidth as for the
1030-nm gate pulses in the efficiency-optimized configuration, thus spanning ≈ 5 µm at
−20 dB. Despite the MIR depletion upon detection, the EOS signal scaled linearly with
the field strength for average photon numbers between 103 and 1017 per second within
our measurement accuracy, because enough MIR photons stay available for nonlinear
interaction. The multi-percent-level conversion efficiency allows for characterization of
waveforms with an average of 22 photons inside the detection crystal in a 2.2-ms-long
integration time window per temporal element. The combination of sensitivity, dynamic
range and spectral coverage finds application e.g., in broadband vibrational spectroscopy,
where the minimum detectable concentration is only a factor of ≈ 4 higher than what
would be possible when detecting all incident MIR photons. Furthermore, the detection
bandwidth allows for the simultaneous measurement of multiple molecular species with
spectrally wide-spread absorption lines.
Employing the high detection dynamic range, a further study in the frame of this thesis
concerned the use of EOS as a highly sensitive characterization technique for the stability
and reproducibility of the MIR waveform and, therefore, for the control over optical fields.
These capabilities were demonstrated by measuring the temporal fluctuations of the EOS
trace, resulting in a record-low timing jitter of < 10 as over billions of pulses. A theoretical
model simulating the chain of nonlinear processes from the laser frontend to EOS detection
confirmed the measured values, identifying intensity noise of the modelocked oscillator
front-end as the main source of the remaining MIR waveform instabilities. These jitter
values were ≈ 3 orders of magnitude above the field fluctuations expected from a shot-
noise-limited driving pulse train.



Zusammenfassung

Die elektro-optische Abtastung (EOS) ist eine leistungsstarke Methode zur Charakter-
isierung elektrischer Felder mit Frequenzen im Bereich von ≈ 1-300 THz. Für Strahlung
im mittleren Infraroten (MIR, 2-20µm) kann man EOS am besten als zweistufigen Prozess
erklären: Zuerst erzeugt ein Abtastimpuls im sichtbaren oder infraroten Frequenzbereich,
der weniger als einen MIR-Zyklus lang ist, in einem nichtlinearen Medium Summen-
und/oder Differenzfrequenzstrahlung mit dem zu untersuchenden Feld. Anschließend
werden die neu erzeugten Frequenzen heterodyn detektiert, wobei der Abtastimpuls als
Lokaloszillator dient. Die zeitliche Verzögerung des Abtastimpulses relativ zur MIR-
Wellenform ergibt ein Signal, welches proportional zum einfallenden MIR-Feld ist. Dabei
bestimmen die Dauer des Abtastimpulses und die Phasenanpassung im nichtlinearen
Medium die spektrale Antwort und damit die Abweichungen zwischen dem gemessenen
Signal und dem tatsächlichen elektrischen Feld. Durch die nichtlineare Frequenzkonver-
sion wird die Detektion ins nahe Infrarote verlagert, was die Verwendung rauscharmer
Photodetektoren ermöglicht. Gleichzeitig begrenzt die Frequenzkonversion die Detek-
tionseffizienz und -bandbreite, weshalb ein Kompromiss zwischen diesen Spezifikationen
gefunden werden muss.
Unsere Arbeitsgruppe entwickelt leistungsstarke und ultrakurze Laser für feldaufgelöste
Spektroskopie. Dafür werden die Impulse eines femtosekunden Lasers, die durch nichtlin-
eare Prozesse zeitlich komprimiert wurden, zugleich für die Erzeugung von MIR-Strahlung,
welche molekulare Schwingungen anregt und als Abtastimpuls für die Detektion der
Molekül-antwort mittels EOS verwendet. Mit dem Ziel, die Sensitivität der feldaufgelösten
Spektroskopie zu maximieren, untersucht diese Arbeit die Detektionseffizienz von EOS
bei der Messung von MIR-Strahlung im Wellenlängenbereich von 6-18µm in Theorie und
Experiment.
Im Experiment wurden drei verschiedene Abtastimpulse untersucht: Zunächst wurde die
Detektionseffizienz für Abtastimpulse mit einer Zentralwellenlänge von 1030 nm charak-
terisiert, die von einem Yb-Dünnscheibenlaser erzeugt wurden. Begrenzt durch die Zer-
störung des GaSe-Kristalls bei einer mittleren Abtastleistung von 450 mW, wurde eine
Konversionseffizienz von MIR - in Summenfrequenzphotonen von 2 % in einem 500µm
dicken Detektionskristall erreicht. Unter Berücksichtigung von Fresnel-Reflektionen und
Verlusten bei der Heterodyndetektion erreichten insgesamt bis zu 0.76 % der einfallenden
MIR-Photonen den Detektor. In Kombination mit MIR Leistungen von mehreren mW
resultierte daraus ein Dynamikbereich von 13 Größenordnungen in der spektralen Inten-
sität bei 9µm, für eine Messzeit von 16 s und für einen Scanbereich von 3.3 ps. Dabei
war die spektrale Breite bei −20 dB durch Phasenfehlanpassung auf 1.2µm limitiert. Mit
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einem 85µm dicken GaSe-Kristall konnte das gesamte erzeugte MIR-Spektrum zwischen
6.6 und 10.7µm (bei −20 dB) mit einem zwei Größenordnungen kleineren Dynamikbereich
detektiert werden. In unserer Forschungsgruppe wird dieser Prototyp eines feldaufgelösten
Spektrometers derzeit zur Messung von molekularen Fingerabdrücken biomedizinischer
Proben verwendet, wobei die Empfindlichkeit bis zu 40 mal höher ist als bei kommerziellen
Fourier-Transform-Infrarotspektrometern.
Wegen der Dispersionseigenschaften von GaSe verbessert die Verwendung von Abtastim-
pulsen mit längerer Wellenlänge den Kompromiss zwischen Detektionseffizienz und -
bandbreite. Mit Abtastimpulsen, die bei 1550 nm Wellenlänge von einem Er-Faserlaser
erzeugt wurden, konnte in einem 300 µm dicken Kristall ein ähnlicher Dynamikbereich
wie mit dem 85 µm dicken Kristall bei 1030 nm erreicht werden, obwohl die mittlere
Leistung der Abtastimpulse nur 120 mW betrug. Durch die Erzeugung von MIR und
Abtastimpuls mit zwei unterschiedlichen Oszillatoren kann die Verzögerung der beiden
durch Unterschiede in der Wiederholrate mit kHz Geschwindigkeit variiert werden (’Dual-
comb-spectroscopy’). Die optimierte Detektion ermöglicht somit hochempfindliche spek-
troskopische Messungen, bei denen zudem niederfrequente Rauschquellen vermieden wer-
den.
Zusätzlich zur Verbesserung der Phasenanpassung steigt auch die Zerstörschwelle des
Kristalls mit zunehmender Abtastimpulswellenlänge, da die Mehrphotonenabsorption ver-
ringert ist. Dies ermöglicht die Verwendung höherer Leistungen bei der Abtastung und
somit eine Verstärkung der nichtlinearen Wechselwirkung. Dieser Vorteil wurde bei der
Untersuchung der Grenzen der Detektionseffizienz mit Abtastimpulsen aus einem Tm-
Faserlaser bei 1965 nm Zentralwellenlänge und 1.9 W mittlerer Leistung ausgenutzt, wofür
verschiedene EOS-Kristalldicken im Hinblick auf die Detektionseffizienz und die spektrale
Abdeckung verglichen wurden. Mit 100 bis 300 µm dünnen Kristallen gemessene EOS-
Spuren ähnelten dem einfallenden elektrischen Feld, da die Detektion einen spektralen Be-
reich von 8.1µm bis 14.2µm bei −10 dB mit einer Konversionseffizienz von bis zu ≈ 10 %
abdeckte. Bei Verwendung eines 500 µm dicken GaSe-Kristalls wurden mehr als 20 % der
MIR-Photonen aus einem 3-µm breiten Spektrum um 9.3µm in Summenfrequenzphotonen
umgewandelt. Für noch dickere Kristalle sättigte die Konversion, was durch zeitliches
Auseinanderlaufen der Impulse und eine reduzierte Spitzenleistung aufgrund von Disper-
sion erklärt werden kann. Insgesamt erreichten in diesem Fall ≈ 4 % der einfallenden
MIR Photonen den Detektor. Zusammen mit der mittleren MIR-Leistung von mehreren
mW wurde damit ein maximaler Dynamikbereich von mehr als 14 Größenordnungen
erreicht. Zugleich verdoppelte sich aufgrund der besseren Phasenanpassung die Detek-
tionsbandbreiten im Vergleich zu den Abtastimpulsen mit 1030 nm Zentralwellenlänge
im Fall der optimierten Effizienz, was zu einer spektralen Abedeckung von ≈ 5µm bei
−20 dB führte. Trotz der deutlichen Verringerung des MIR-Leistung bei der Detektion
durch die hohe Konversionseffizienz, skalierte das EOS-Signal für mittlere Photonenzahlen
zwischen 103 und 1017 pro Sekunde im Rahmen unserer Messgenauigkeit linear mit der
Feldstärke, da weiterhin genügend Photonen für die nichtlineare Interaktion zur Verfügung
standen. Die Konversionseffizienz von mehreren 10 Prozent erlaubt es, Wellenformen mit
durchschnittlich 22 Photonen im Detektionskristall innerhalb des Integrationszeitfensters
von 2.2 ms pro Verzögerungspunkt zu detektieren. Die Kombination von Empfind-
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lichkeit, Dynamikbereich und breiter spektraler Abdeckung kann zum Beispiel für die
Vibrationsspektroskopie angewendet werden, wo die minimal messbare Konzentration
lediglich einen Faktor 4 höher ist, als wenn alle MIR Photonen detektiert werden kön-
nten. Gleichzeitig ermöglicht die große spektrale Bandbreite die Detektion verschiedener
molekularer Spezies mit Absorptionslinien bei sehr unterschiedlichen Wellenlängen.
Als Anwendung des hohen Dynamikbereichs wurde in dieser Arbeit die Nutzung von
EOS als hochempfindliche Charakterisierungsmethode für die Stabilität und Reproduzier-
barkeit von MIR-Wellenformen und damit für die Kontrolle über optische Felder unter-
sucht. Dies wurde durch die Messung der zeitlichen Fluktuationen der EOS-Spur demon-
striert, was zeitliche Variationen von < 10 as über Milliarden von Impulsen ergab. Ein
theoretisches Modell, das die nichtlinearen Prozesse vom Oszillator bis zur EOS-Detektion
simuliert, bestätigte die gemessenen Werte und identifizierte das Intensitätsrauschen des
modengekoppelten Oszillators als Quelle der Instabilitäten. Diese Fluktuationswerte sind
≈ 3 Größenordnungen höher, als jene die erwartet werden, wenn die MIR-Felder von
einem Schrotrauschen-begrenzten Impulszug erzeugt werden.
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Chapter 1

Introduction and Motivation

Mode-locked lasers generate trains of pulses with reproducible intensity envelopes and
with an exceptional confinement of the optical energy to durations as short as several
femtoseconds. The brevity of these light flashes allowed, e.g., for the study of the motion
of atomic nuclei during chemical reaction, establishing the field of femtochemistry [1].
The additional measurement and control of the phase of the optical carrier with respect
to the temporal intensity envelope of ultrashort pulses [2–5] brought about the concept
of the frequency comb: A train of equidistant, phase-coherent laser pulses corresponds to
a comb of spectral lines in the frequency domain, with a frequency offset describing the
pulse-to-pulse evolution of the waveform with respect to the envelope and a frequency
spacing given by the pulse repetition rate. In this framework, optical oscillations at THz
and PHz frequencies serve as frequency standards, enabling unprecedented precision in
the measurement of natural constants [6, 7]. Various noise sources in mode-locked lasers
[8–10] broaden the comb linewidths and require active or passive stabilization to achieve
reproducible waveforms.
In time-domain metrology, the control of the optical electric field enables the study of
light-matter interaction on the fundamental level of optical-field-induced dynamic charge
separation. Characterizing the electric field on this time scale requires nonlinear optical
processes, using variably-delayed, sub-cycle events (such as ultra-short gate pulses), pro-
viding the temporal resolution. The generation of waveform-stable laser pulses in the near-
infrared (NIR) and visible spectral region enables the study of bound electron dynamics
in matter on attosecond timescales [11], using time-resolved methods like attosecond
streaking or - very recently - (nonlinear) current sampling [12] and electro-optic sampling
[13].
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Intra-Pulse Difference Frequency Generation (IPDFG)
and Electro-Optic Sampling (EOS)
Combining the generation of waveform-stable pulses in the mid-infrared (MIR) spectral
region (2-20µm) via Intra-pulse difference frequency generation (IPDFG) and their field-
sensitive pulse characterization using electro-optic-sampling (EOS) [14, 15] allows to
probe a wide range of dynamics in solids [16–18] and molecules [19, 20]. The sub-cycle
temporal resolution of EOS was recently employed to study squeezing [21] and the vacuum
fluctuations of the ground state of electromagnetic radiation [22–24].
In IPDFG, the difference of two frequencies within the same laser pulse is generated via
second order nonlinear mixing, resulting in a waveform that is passively locked in phase
with respect to the envelope of the driving pulse [25–27]. The driving pulse envelope thus
naturally affords a temporal reference for precision measurements without the need for
stabilization of the repetition rate.
EOS makes use of powerful, ultra-short laser pulses and employs second-order perturbative
nonlinear processes to sample sub-opticle-cycle portions of the electric field of light. For
MIR radiation, it can be most conveniently described as a two-step process [28], combining
nonlinear upconversion via sum and difference frequency mixing using a NIR gate pulse,
with subsequent heterodyne detection of the newly generated frequencies. As these sum
and difference frequency components are polarized perpendicularly to the gate pulse, they
change the polarization state in their spectral overlap region [29]. This change is detected
with an ellipsometry setup, providing a signal which is proportional to the electric field
of the MIR wave.
The spectral response of the detection depends, among other factors, on the duration of
the gate pulse and on the phasematching characteristics of the nonlinear medium. On
the one hand, the nonlinear frequency conversion transfers signal detection to the NIR
spectral region, where low-noise photodetectors are available. On the other hand, the
detection efficiency is limited by the efficiency of the nonlinear upconversion process and
the detected spectrum is limited in bandwidth to due phasematching in the detection
crystal. The research work presented in this thesis was driven by the motivation to
explore these trade-offs in electro-optic detection and, thereby, advance the measurement
of optical electric fields toward their fundamental limits.
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MIR Spectroscopy and EOS: The State of the Art
The gold-standard method used for spectroscopic analysis of various molecular species
with absorption lines in the spectral region from 2-20 µm is Fourier-transform infrared
(FTIR) spectroscopy [30]. This technique employs incoherent, thermal light sources and
detectors, or mercury-cadium-telluride (MCT) detectors which require active cooling to
achieve high sensitivity [31, 32]. Recently, quantum cascade lasers [33] and MIR sources
based on IPDFG, which uniquely combine a broad spectral bandwidth and high brilliance
[34–39] while being relatively compact, were developed as significantly more brilliant
light sources covering the molecular fingerprint region. The spatial coherence of these
sources allows to e.g., increase the interaction length with a sample and thus enhance
the spectroscopic sensitivity. FTIR spectroscopy records an interferogram, from which
the spectrum and - depending on the measurement geometry - the spectral phase change
caused by transmission through a sample is determined. Using two frequency combs,
time-domain spectroscopy of the free-induction decay is performed with data acquisition
and over nanosecond temporal delay ranges, resulting in unprecedented spectral resolution
[40, 41], also in the MIR spectral region [42]. Furthermore, upconversion spectroscopy
employs the advantage of using low-noise detectors in the NIR [43–45]. This technique
uses sum-frequency generation similar to EOS, but typically with narrowband NIR lasers
for the nonlinear frequency conversion.
EOS is a well-established technique for field-sensitive measurements in various spectral
regions. It was first demonstrated for the characterization of electrical transients more
than 30 years ago [46]. In a free-space geometry, it was then applied for measurements
of few-THz waves [47] and also time-domain, electric-field-sensitive spectroscopy [48],
typically using gate pulses at 800 nm central wavelength from titanium-sapphire oscillators
and zinc telluride as the nonlinear crystal. For few-THz waves, EOS is best described
using the Pockels-effect, causing a polarization rotation of the gate pulse by the quasi-
static THz field. More recently, field-resolved characterization of few-cycle laser pulses
with ever-shorter wavelengths was made possible by the advancement of femtosecond laser
technology [13, 49–52].
While single-shot methods of EOS were demonstrated in the THz spectral region [53, 54],
in its standard, multi-shot implementation EOS relies on the pulse-to-pulse reproducibility
of the characterized waveform. Thus, MIR radiation generated via intra-pulse difference
frequency generation (IPDFG) or optical rectification (OR) serves as an ideal source
for field-resolved detection with EOS, suitable e.g., for application in spectroscopy in
the molecular fingerprint region [19, 20]. In comparison to time-integrating techniques,



4 1. Introduction and Motivation

such as direct absorption or FTIR spectroscopy, where the excitation pulse impinges
on the detector at all delays, temporal gating in EOS allows for filtering the weak
molecular response and for adjusting the sensitivity of the detection after the main
pulse. Furthermore, detection of a signal proportional to the electric field instead of
the MIR intensity results in reduced requirements for the detector dynamic range. This
is particularly advantageous when characterizing strongly attenuating samples [55].
In the frame of this thesis, the converison efficiency of MIR into sum-frequency photons
in EOS, and hence the number of detectable photons and measurement dynamic range
(previously investigated in [56, 57] for THz radiation) were optimized for the first time
by means of high gate-pulse powers and in conjunction with thick electro-optic crystals
[58]. Using gate pulses at different central wavelengths, the conversion efficiency versus
bandwidth trade-off was investigated theoretically and experimentally. Reaching the
detection of several percent of the incident MIR photons while maintaining an octave-
spanning spectral response, the optimized detection system allows for the spectroscopic
analysis of various molecular species with unprecedented field sensitivity.
Furthermore, the measurement sensitivity of EOS makes it suitable for the characteriza-
tion of the stability of the MIR waveforms. In comparison to well-established methods for
the measurement of the pulse-to-pulse evolution of the waveform under the intensity enve-
lope, like e.g., f-2f interferometry [4] or above-threshold ionization [59] for characterizing
the electric field on a shot-to-shot basis, the signal scales linearly with the characterized
field and does not require additional steps of spectral broadening, which add noise.
Contrary to recent investigations on the phase noise of waveforms generated via IPDFG
with a shot-noise limited source [60, 61], temporal jitter of the pulse envelope is not
considered here, because the gate pulse, derived from the same source in the experiments
presented here, acts as a temporal reference. Furthermore, temporally chirping the
infrared waveform allows for a wavelength-dependent analysis of the waveform stability.
In this work, the correspondence between the waveform jitter measured with EOS and
the field fluctuations was investigated, tracing the main source of fluctuations back to
relative intensity noise of the laser front-end.
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Outline of This Thesis
Chapter 2 comprises the theoretical background, namely linear and perturbative nonlin-
ear optical processes employing short laser pulses. An introduction to nonlinear crystals,
phasematching and a theoretical description of EOS serve as the basis for the simu-
lation results presented in Chapter 3. These calculations focus on the dependence
of phasematching and the spectral response of EOS on the gate pulse parameters and
detection crystal thickness. They also investigate differences in the detection efficiency
when phasematching sum or difference frequency generation in thick electro-optic media.
Furthermore, the significance of the gate pulse phase for the wavelength dependent EOS
signal is illustrated.
The experimental results are presented in Chapter 4. First, the detection efficiency
of EOS is optimized for 1-µm gate pulses and the trade-off between detection efficiency
and bandwidth, as well as the issue of multiple reflections from the detection crystal
are discussed. Measuring the MIR power transmitted through the detection crystal as a
function of the gate-pulse delay is introduced as a method to characterize the upconversion
efficiency. In addition, the application of high-sensitivity EOS for the characterization of
the stability of the MIR waveforms generated via IPDFG is presented. The resulting
few-as jitter values are traced back to intensity fluctuations of the IPDFG driving laser
employing a theoretical model of the involved nonlinear processes. Secondly, longer-
wavelength gate pulses are used to overcome the severe efficiency and bandwidth trade-
off, allowing for the use of thicker detection materials, which enable the increase of the
time-window before the first multiple reflection.
Finally, EOS with percent-level detection efficiency is demonstrated with high-power, 2-
µm gate pulses. The significant depletion of the MIR field upon detection necessitates a
characterization of the scaling of the signal amplitude with the MIR field strength and
the gate pulse power, showing now significant deviation from a linear behavior for mW to
fW MIR powers within our measurement accuracy. In linear vibrational spectroscopy, the
unprecedented detection efficiency allows for the field-sensitive characterization of broad-
band molecular emissions only a factor of five stronger than what would be achievable
when detecting all infrared photons.
Chapter 5 summarizes the work and gives an outlook on future developments of field-
sensitive spectroscopy towards shorter MIR and even longer gate pulse wavelengths.
Furthermore, the application of high-dynamic-range EOS for gas-phase absorption spec-
troscopy is addressed.



6 1. Introduction and Motivation



Chapter 2

Theoretical Background

2.1 Linear Optics
A single pulse from a mode-locked laser is commonly described mathematically in the
frequency domain by an amplitude and phase representation, using the double-sided
complex amplitude Ẽ(ω), defined for positive and negative frequencies, with absolute
value A(−ω) = A(ω) and spectral phase ϕ(−ω) = −ϕ(ω)

Ẽω = Ẽ(ω) = A(ω) · e−iϕ(ω) (2.1)

Its real time-domain electric field can then be calculated as the Fourier transform of this
double-sided complex spectral amplitude

E(t) = F
{
Ẽ(ω)

}
(2.2)

The complex refractive index ñ(ω) describes the linear optical effects of dispersion and
absorption

ñ(ω) = n(ω)− iκ(ω) (2.3)

The real part n(ω) is what is commonly referred to as the refractive index and κ(ω) is
the extinction coefficient. Propagation of a laser pulse through a linear medium with that
refractive index along the z-direction is then described in the frequency domain as

Ẽlin(ω) = Ẽin(ω)e−ik̃(ω)z = Ẽin(ω)e−i
ñ(ω)ω
c

z = Ẽin(ω)e−i
n(ω)ω
c

ze−κ(ω)ω
c
z (2.4)

using the definition of the wavenumber k̃(ω) = ñ(ω
c
. The first exponential accounts for

linear material dispersion and the second one for attenuation caused by absorption.
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The linear spectral phase in the first exponent, ϕ(ω) = n(ω)ω
c
z, can be Taylor expanded

around the central frequency ωc of the laser pulse

ϕ(ω) ≈ ϕ0 + GD · (ω − ωc) + GDD · (ω − ωc)2

2 + ... (2.5)

This allows for the separate description of the individual phase contributions: ϕ0 is a
constant phase offset for all frequencies, causing a temporal shift of the peak of the
oscillating waveform with respect to the envelope (see Figure 2.1 below). The group delay
(GD) shifts the envelope in time, the group-delay dispersion (GDD) is the lowest-order
phase term that causes distortions of the pulse shape.

Frequency Comb Picture and waveform stability

For modelocked lasers with MHz to GHz repetition rates, no individual pulses, but the
equidistantly spaced pulse-train is considered, as illustrated in Figure 2.1.

Figure 2.1: Illustration of the individual pulses of a frequency comb. The temporal
envelopes (black) stay constant and are separated in time by the inverse of the repetition
frequency frep. The maximum of the oscillating electric field (red) is offset with respect
to the envelope maximum by φCE, which changes from pulse to pulse.

Assuming identical temporal envelopes for each of the pulses, the time-domain electric
field Efc is given as [6]

Efc(t) = Re
{∑

n

Ane
−i(ωc+n2πfr)t

}
(2.6)

with the n-th temporal envelope An, the central frequency ωc and the repetition frequency
fr. In the frequency domain, this pulse train corresponds to a series of comb lines, where
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the n-th mode is calculated as [62]

νn = nfr + f0 (2.7)

The repetition frequency fr is the inverse of the time difference Tr between two subsequent
laser pulses: fr = 1

Tr
and f0 is the comb offset, determining the pulse to pulse phase slip

∆φce of the waveform under the temporal envelope:

f0 = 1
2πfr∆φce (2.8)

The relative phase φce between the waveform maximum and the peak of the envelope
corresponds to the constant offset ϕ0 of the spectral phase in Equation (2.5). For an offset
frequency f0 = 0, the electric field does not shift under the envelope, corresponding to
identical waveforms for each laser shot. This reproducibility is one crucial prerequisite for
the measurement of the electric field with multi-shot techniques, like the implementation
of EOS used in this thesis.

Polarization and Jones-Matrices

The electric field of polarized light can be described as a linear combination of two
orthogonal polarization components, using the Jones formalism [63]. Usually, it is split
into horizontally (along the x-axis, p-) and vertically (along the y-axis, s-) polarized light.
The electric field vector ~E, with components Ẽx and Ẽy is then written as

~̃E =
 Ẽx

Ẽy

 =
 A0,xe

−iϕx

A0,ye
−iϕy

 (2.9)

where A0,x/y are the spectral amplitudes and ϕx/y the spectral phases (see Equation (2.1))
for each polarization component. For the understanding and theoretical implementation
of the ellipsometry setup that is the basis of EOS detection described in Section 2.3,
the effect of a quarter and a half wave plate on the different polarization components
is required. The effect can be calculated using the corresponding Jones-matrices. For a
quarter wave plate with its fast axis rotated to an angle θ with respect to the horizontal
axis (x-axis, or p-polarization axis), the matrix reads

Mλ/4 = e−
iπ
4

 cos2 θ+ i sin2 θ (1− i) sin θ cos θ
(1− i) sin θ cos θ sin2 θ+ i cos2 θ

 (2.10)

Similarly, for a half wave plate with its fast axis rotated to an angle θ with respect to the
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horizontal axis, the matrix reads

Mλ/2 = e−
iπ
2

 cos2 θ− sin2 θ 2 sin θ cos θ
2 sin θ cos θ sin2 θ− cos2 θ

 (2.11)

This allows for the calculation of the phase changes of the individual polarization compo-
nents via multiplication of the respective matrix with the electric field vector.

2.2 Perturbative Nonlinear Optics
Characterizing MIR radiation with linear techniques like (dispersive) FTIR spectroscopy
results in its spectral amplitude and the linear phase shift caused by a sample. Gaining
information on the temporal evolution of the optical electric field requires nonlinear optical
gating processes.
Nonlinear optical effects become observable when the strength of the electric field causes a
distortion of the initially harmonic motion of the charges which is caused by light-matter
interaction [26]. In this case, the response of a material on the transmitted laser pulse is
not sufficiently described by the linear propagation with the complex refractive index in
Equation (2.4), but the interaction depends on higher powers of the electric field. For the
effects considered here, the polarization induced by an electric field E(t) can be treated
in the frame of perturbation theory, where the higher-order terms in the Taylor series
decrease in strength:

P (t) = ε0
[
χ(1)E(t) + χ(2)E(t)2 + χ(3)E(t)3 + ...

]
≡ P (1)(t) + P (2)(t) + P (3)(t) + ...

≡ P (1) + PNL

(2.12)

This formalism treats the nonlinear terms as perturbations to the linear response and is
therefore commonly split into its linear and nonlinear contributions [26]. The nth order
optical susceptibility χ(n) indicates the strength of the respective nonlinear effect, where
the possible nonlinearities are determined by the crystal symmetry, i.e., second-order
effects can only occur in materials without inversion symmetry [26]. In general, it is a
tensor describing the interaction between the different input polarisation components. The
non-zero entries of this tensor depend on the material symmetry. For a given crystal - and
input field geometry, the effective interaction strength of an instantaneous nonlinearity
can be calculated, reducing the tensor to a scalar quantity [64].
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Propagation of a laser pulse´s frequency component ω through a nonlinear medium along
the z-direction can be described by the first order propagation equation, as derived in
[65]:

∂Ẽω(z)
∂z

= −ikωẼω(z)− iω

2n(ω)ε0c
P̃NL
ω (z) (2.13)

It assumes small changes of the induced polarization in transverse dimensions on the scale
of the central wavelength as it is based on the scalar wave equation. Furthermore, due
to polarization-induced changes that are small in comparison to the electric field on this
scale, the slowly-evolving wave approximation can be applied [66]. The first term on
the right-hand side accounts for linear dispersion and absorption, equivalent to Equation
(2.4). The second term describes nonlinear effects, with the nonlinear polarization in
the frequency domain calculated as the Fourier transform of the time-domain sum of the
relevant terms:

P̃NL(ω) = F
{
P (2)(t) + P (3)(t) + ...

}
(2.14)

In this work, instantaneous second and third order effects will be used. The second order
nonlinear effects of sum-frequency generation (SFG) and difference-frequency generation
(DFG) will be discussed in detail in the theoretical description of EOS in the next section.
Furthermore, the third-order effect of self-phase modulation (SPM) or temporal optical
Kerr-effect will be simulated in Section 4.5 as a cycle-averaged-intensity dependent change
of the refractive index [26].

2.3 Theoretical Description of EOS
For the detection of few-THz radiation, EOS is commonly described with the Pockels-effect
[47]. The THz field causes birefringence or a change of birefringence of a second-order
nonlinear material [67], which rotates the polarization of a probe/gate pulse, propagating
through the medium at a varied time delay. However, this description assumes that all
gate pulse wavelengths experience polarization rotation. This is only the case for THz
frequencies much smaller than the spectral width of the gate pulse, where the second
order nonlinearity underlying the Pockels effect does not cause a significant frequency
shift [68]. For the detection of MIR or NIR radiation, with frequencies on the order of
the spectral width of the gate pulse, the frequency shift is considerable and the sum - and
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difference frequency generation picture [28] is more suitable to describe the generation
of the electro-optic signal. In this case, polarization changes only occur in the spectral
overlap region of the gate pulse and the newly generated frequencies (for a visualization
of the polarization rotation see [29, 69]).
Here, a detailed theoretical description of EOS following the sum - and difference frequency
generation picture will be given. For the detection of low-frequency THz radiation, the
Pockels-effect picture will be shortly summarized.

2.3.1 Sum - and Difference Frequency Generation

The two-step model for the description of EOS was first described in [28] and also detailed
in [29]. A schematic of a typical detection setup is sketched in Figure 2.2(a).

Bal. Det.
λ/4 WPSPF

(a)
GaSe

gate pulse

MIR field

+ MIR

I(ω)

ω

gate

SFG

LO

(b)

ωMIR

BC

Figure 2.2: Schematic of a typical EOS setup and sketched spectra of the interacting
fields. (a) Typical schematic beampath. The MIR field and variably delayed gate pulse
are spatially overlapped using the beam combiner (BC). Arrows and circles indicate the
polarization states of the incident fields. Both beams are focused into a nonlinear crystal,
i.e., GaSe with an off-axis parabolic mirror. The generated sum-frequency components
and the transmitted gate beam are recollimated with a lens and transmitted through a
short-pass filter (SPF) for SNR improvement. The quarter-wave plate and Wollaston
prism (WP) serve as the ellipsometry setup before balanced heterodyne detection (Bal.
Det.), with part of the gate spectrum serving as the local oscillator (LO). (b) Sketch
of the frequency-domain spectra involved in the EOS detection. SFG: Sum-frequency
generation. The dashed line indicates the transmission through the SPF used for SNR
improvement. Gate and sum-frequency spectrum are approximately offset by the central
frequency ωMIR of the MIR spectrum.

First, the infrared field to be characterized is converted to higher frequencies, using a short
NIR ’gate’ or ’probe’ pulse (in the following: ’gate’). Specifically, the two fields interact
in a second-order nonlinear medium to generate the sum- and difference-frequency fields.
In the second step, the newly generated frequencies are detected in a heterodyne scheme
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with the gate pulse (’local oscillator’) in their spectral overlap region (see the sketch of
the interacting spectra in Figure 2.2(b)), employing an ellipsometry setup consisting of a
quarter or half-wave plate and a Wollaston prism, followed by balanced photodiodes.

The input to the nonlinear crystal consists in the superposition of the MIR and the
gate fields, each written here in the amplitude and phase representation in the frequency
domain (see Equation (2.1)):

ẼMIR(ω) = AMIR(ω) · e−iϕMIR(ω), Ẽgate(ω) = Agate(ω) · e−iϕgate(ω) (2.15)

Sum - and difference frequency mixing is a second order nonlinear process. Starting from
the Taylor expansion for the nonlinear polarization (see Equation (2.12)) the relevant
polarization can be written in a simplified, scalar form for a known crystal geometry and
input fields [26, 64]. The nonlinear polarization in the time domain is then given by:

P
(2)
EOS(t) = ε0

[
χ(2)EMIR(t)Egate(t)

]
(2.16)

A more detailed description takes into account the tensor nature of the nonlinear suscep-
tibility χ̂(2) and therefore the varying nonlinearity for different polarization components of
the interacting laser fields. This description will be detailed here for GaSe, as this crystal
is used in all experiments and in the simulation results presented in Chapter 3. For a
second order nonlinear process, the interaction strength of the field components E ′j and
E ′k, that result in a polarization P ′i , for the principal crystal axes i, j, and k, is described by
the nonlinear tensor dijk. This tensor is related to the nonlinear susceptibility according
to

dijk = 1
2χ

(2)
ijk (2.17)

In general, this tensor is frequency dependent. However, for frequency ranges away
from optical or phonon resonances in the nonlinear material, assuming it to be constant
with frequency is a valid assumption [14]. Under this assumption, Kleinman’s symmetry
for permutation of the mixing field components is valid [26], which allows to write the
nonlinear polarization compoenents for sum-frequency mixing as [70]:

P ′i (t) = ε02dijkE ′j(t)E ′k(t) (2.18)
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The nonlinear tensor can then be written in as

dil =


d11 d12 d13 d14 d15 d16

d21 d22 d23 d24 d25 d26

d31 d32 d33 d34 d35 d36

 (2.19)

This allows to write the nonlinear polarization vector for the three principal crystal axes
as a function of the field components along those same axes as the matrix multiplication:

~P ′NL =


P ′1

P ′2

P ′3

 = 2ε0 · dil ·



E ′1E
′
1

E ′2E
′
2

E ′3E
′
3

E ′2E
′
3 + E ′3E

′
2

E ′1E
′
3 + E ′3E

′
1

E ′1E
′
2 + E ′2E

′
1


(2.20)

Crystal symmetries limit the number of non-zero and independent elements of dil. In the
case of GaSe, with its hexagonal structure and crystal class 6̄m2, these are: d21 = d16 =
−d22 = −54 pm/V [71, 72].
As dil is given in the reference frame of the crystal, but the response is calculated for the
input field polarization components, the polarization vector has to be transferred back to
the laboratory reference frame [70]:

~PNL( ~E) = U ~P ′NL

(
UT ~E

)
(2.21)

with the transformation matrix U . For a uniaxial crystal such as GaSe, this matrix
depends on the two rotation angles θ and ϕ according to:

U =


cosϕ cos θ sinϕ cos θ − sin θ
− sinϕ cosϕ 0

sin θ cosϕ sinϕ sin θ cos θ

 (2.22)

The rotation angles are visualized in the sketch of the GaSe crystal in Figure 2.3(a).
With this transformation, the nonlinear polarization for the two orthogonal field polar-
ization directions Ex (p-polarization) and Ey (s-polarization) is [73]:

Px = Pe = 2ε0
[
2d22 cos2 θ cos 3φExEy + d22 cos θ sin 3φE2

y

]
(2.23)

Py = Po = 2ε0
[
d22 cos2 θ cos 3φE2

x + 2d22 cos θ sin 3φExEy
]

(2.24)
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φ
x - axis

(a) (b)

z - axis

θext

Figure 2.3: (a) Sketch of the crystal geometry for gallium selenide. θext is the angle
between the optical axis along the z-direction of the nonlinear crystal and the propagation
axis of the input beam(s). ϕ is the angle between the plane spanned by the incoming
beams and the z/optical-axis to the crystal x-axis. The arrow and circle indicate the
polarization directions of the input beams. (b) Ordinary and extra-ordinary refractive
indices in GaSe, the latter for varying internal θ-angles.

Inserting these nonlinear polarization components into the first-order propagation equa-
tion, leads to coupled differential equations for the two polarization axes. The evolution
of the s-polarized field component, that propagates on the ordinary axis when assuming
a vertical rotation axis for θ, is described in the frequency-domain by [70]:

∂Ẽo

∂z
= −ikoẼo −

iω

no(ω)cF
[
d1E

2
e + 2d2EeEo

]
(2.25)

and the evolution of the p-polarized field on the extra-ordinary axis evolves according to:

∂Ẽe

∂z
= −ikeẼe −

iω

ne(ω)cF
[
2d1EoEe + d2E

2
o

]
(2.26)

The effective nonlinear coefficients follow from the transformation matrix, and are [64]:

d1 = d22 cos2 θ cos 3φ, d2 = d22 cos θ sin 3φ (2.27)

In our experiments, we chose the phasematching configuration for SFG in GaSe, where the
gate pulse on the ordinary axis and the MIR field on the extraordinary axis generate the
sum-frequency field on the extraordainary axis (’type II phasematching’). Gate and sum-
frequency field have to have perpendicular polarizations for the electro-optic signal to be
field-dependent when measured with the standard balanced setup. The initial conditions
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for the nonlinear interaction are therefore

Eo,0 = Egate, Ee,0 = EMIR (2.28)

The relevant component of Equation (2.26) is therefore the mixing term of Eo and Ee,
that is maximized for ϕ = 0◦.
Analogously, phasematching DFG is most efficient for the gate pulse propagating on the
ordinary axis and the MIR field on the extraordinary one. The DFG then also has to be
generated on the ordinary axis in order to be detectable. Therefore, the mixing term in
Equation (2.25) has to be maximized, which is the case for ϕ = 30◦. The field evolution
throughout the nonlinear crystal according to these propagation equations is implemented
in the EOS simulation code used for calculations throughout this thesis, with the main
results presented in Chapter 3. Dispersion and phasematching are considered by the linear
term of the propagation equation. Cascaded effects of second order at all wavelengths
are also included, because the interaction between the different polarization components
is calculated after each propagation step.
The second step of the EOS detection is the heterodyne detection of the generated sum -
and difference frequency components with the gate pulse constituting the ’local oscillator’.
For a simple description of the scaling laws, only the mixing of three single frequency
components, is written here. The sum - or difference frequency field is therefore [28, 29]:

ẼSFG/DFG(ω ± Ω) = ASFG/DFG(ω ± Ω)e−iϕSFG/DFG(ω±Ω) ∝ iẼgate(ω) · ẼMIR(Ω) (2.29)

Using the amplitude - and phase representation of the input fields, this yields:

ASFG/DFG ∝ Agate · AMIR (2.30)

ϕSFG/DFG ∝
π

2 +ϕgate ±ϕMIR ∓ Ωτ (2.31)

for the relative delay τ between the MIR and gate pulses. Because we typically use
>50-µm-thick detection crystals, strongly favouring phasematching of SFG and thus
suppressing the DFG components, only the sum-frequency contribution is considered
in the following. The simulation results describe the more complicated mixing of all
wavelengths and also the full nonlinear response.
In the ideal picture of gate and MIR being perfectly polarized and not experiencing
any birefringence of the nonlinear crystal, the generated sum-frequency radiation cannot
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interfere with the local oscillator field ~ELO, as they propagate on orthogonal polarization
axes (~ex = ~ee, p-polarization and ~ey = ~eo, s-polarization):

~̃ELO =
 0
ẼLO

 , ~̃ESFG =
 ẼSFG

0

 (2.32)

The superposition of the two fields after the nonlinear crystal, ~̃Ehet is therefore given by:

~̃Ehet =
 ẼSFG

ẼLO

 (2.33)

To allow for interaction of the two fields, they have to be projected onto common polar-
ization axes. This is achieved by using a quarter - or half waveplate [29] and a Wollaston
prism (’ellipsometry setup’). The waveplates change the polarization state according to
the Jones matrices given in Equations (2.10) and (2.11). We typically use the quarter-
wave plate configuration, with θλ/4 = 45◦. For compensation of the chromaticity of
the quarter-wave plate and crystal birefringence, we use an additional half-wave plate
rotated to a small angle, θλ/2 ≈ 0. For simplicity, the effect of the second waveplate is
not considered for the mathematical description here. After the quarter-wave plate, the
electric field vector of the heterodyne signal is therefore:

~̃Ehet,mix = e−iπ/4

2

 1 + i 1− i
1− i 1 + i

 ·
 ẼSFG

ẼLO

 = 1
2

 ẼSFG − iẼLO

−iẼSFG + ẼLO

 (2.34)

A Wollaston prism then splits this field into the x - and y polarization components, that
are measured with balanced photodiodes. For ẼSFG = 0 the total field is the circularly
polarized local oscillator field, with equal power to both diodes. For ẼSFG 6= 0 and at
τ = 0, the intensity of each polarization component is:

Ix = |ASFG|2 + |ALO|2 + ALOASFG(ei(ϕLO−ϕSFG−π/2) + e−i(ϕLO−ϕSFG+π/2))

Iy = |ASFG|2 + |ALO|2 − ALOASFG(ei(ϕLO−ϕSFG−π/2) + e−i(ϕLO−ϕSFG−π/2))
(2.35)

Subtracting the two signals gives the measured differential intensity:

∆I = Ix − Iy = 4ALOASFG sin(ϕLO −ϕSFG)

= 4ALOAgateAMIR sin
(
ϕLO −ϕgate −ϕMIR −

π

2

)
≈ 4A2

gateAMIR cos (ϕMIR)

(2.36)
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The last simplification step can only be made for constant amplitude and phase of the
gate field at both frequencies ω and ω + Ω. Furthermore, only a single sum-frequency
was considered. In reality, the intensity measurement integrates over all frequencies and
potential phase differences reduce the signal strength. These effects are discussed in [29]
and will be illustrated in Section 3.1. The scaling of the signal strength with the intensity
of the gate pulse and the strength of the investigated field is crucial for the experiments
described below.

Spatial Overlap in EOS

No spatial effects were considered in the theoretical description so far. However, the EOS
signal depends on the strength of two interactions: In the first step, SFG depends on
the product of the MIR and gate fields, and in the second step, heterodyning requires
interaction of the generated sum-frequency field and the local oscillator. For maximum
signal strength, the spatial overlap of the interacting fields is therefore crucial. Adapting
the formalism presented in [74], the complete overlap integral Toverlap is calculated here as
the product of the two overlaps, TMIR,NIR for the sum-frequency generation and TSFG,NIR

for the heterodyning:

Toverlap = TMIR,NIR · TSFG,NIR = 4wNIRw
2
MIR√

w2
NIR + w2

MIR(w2
NIR + 2w2

MIR)
(2.37)

The spots of the gate and MIR beams are assumed to be concentric inside the EOS crystal,
with 1

e2 -spot sizes wgate and wMIR, respectively. Using these spot sizes as the only free
parameters, the SFG beam is calculated as the product of the interacting beam. The
overlap calculated using Equation (2.37) is shown in Figure 2.4 for several NIR-beam radii
as a function of the MIR beam radius.
The overlap is maximized for wMIR ≈ wNIR, with a slight increase of the optimum ratio
to values > 1 for larger wNIR. In addition, the exact MIR beam size is less crucial for
larger NIR foci. Typically, due to the focusing properties of Gaussian beams, wMIR <

wgate applies. In the EOS optimization described below, telescopes are used to optimize
this overlap integral. As Equation (2.37) assumes concentric beams and collinearity, the
reduction of the spatial overlap due to spatial walk-off inside the detection crystal is
not considered. Equation (2.37) was used to determine the optimum beam sizes in the
experimental setups, but is not included in the theoretical model.
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Figure 2.4: Calculated spatial overlap in EOS detection, calculated as the product of the
overlap for SFG and for heterodyne detection. wNIR and wMIR are the 1

e2 beam radii of
the gate and MIR beams, respectively.

2.3.2 Pockels-Effect

The sum - and difference frequency generation formalism can also be applied for the
detection of radiation with few-THz frequencies. In this limit, ωTHz ≈ 0, and the generated
frequency components are barely shifted with respect to the gate pulse spectrum: ωSFG =
ωgate ± ωMIR ≈ ωgate. However, they are still generated on the perpendicular polarization
axis, thus causing the polarization over (almost) the full gate pulse spectrum.
This polarization rotation is commonly described by the linear electro-optic effect or
Pockels effect, where a static electric field changes the principle refractive indices of the
nonlinear material and therefore induces or changes the birefringence. A derivation of the
electro-optic effect for zincblende materials (like ZnTe and GaP) is given in [67] and the
THz EOS signal is calculated in [75]. A discussion of the dependence of the signal on the
THz polarization is presented in [76], and polarization sensitive electro-optic detection is
discussed in [77, 78].

The mathematical description of the Pockels effect starts from a change of the principle
refractive indices by the applied electric field according to [26]:

∆
( 1
n2

)
i

=
∑
j

rijEj (2.38)

In analogy to the tensor of the nonlinear coefficients used in the sum-frequency picture,
the tensor of the electro-optic coefficients, rij, quantifies the strength of the nonlinear
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interaction, in this case the change of the refractive index. Again, crystal symmetries
limit the number of independent and non-zero tensor elements. Here, the EOS signal is
given for zinc-blende structured crystals, following the calculations for (110)-cut ZnTe in
[75]. The same description can be used for (110)-cut gallium phosphide which was used for
the THz experiments described in [79]. The only non-zero electro-optic coefficient in GaP
is r41 = 0.97 pm/V [80]. A gate pulse, initially polarized parallel to the [001] or

[
1̄10

]
axis

of the crystal, experiences a phase retardation, as the crystal acts as a waveplate rotated
to 45◦ with respect to the gate pulse polarization [81]. This phase retardation Γ is caused
by the refractive index difference along the rotated principal axes of the nonlinear material
of length L, n′x and n′y [26]:

Γ = (n′x − n′y)
ωL

c
(2.39)

In [76], the refractive index changes are given as a function of the THz and gate beam
polarization. They showed that the maximum polarization rotation is achieved for both
the THz and gate being polarized at 90◦ to the (001)-axis of the crystal. This leads to
[81]:

ΓTHz = 2πL
λgate

n3r41ETHz (2.40)

with the central wavelength λgate of the gate pulse and the corresponding refractive index
ngate. For weak THz field strengths and balancing with a quarter wave plate rotated to
45◦, the measured difference output ∆I of a balanced diode, normalized to the total signal
Itot is given by:

∆I
Itot
∝ sin (ΓTHz) ≈ ΓTHz (2.41)

thus showing the linear correspondence between the THz field and the electro-optic signal.

2.3.3 Comparison to Time-Integrating MIR Characterization
Techniques

FTIR spectroscopy is the standard technique for absorption measurements in the MIR
spectral region. The scaling laws for the signal strengths and fundamental differences
between this time-integrating characterization technique and time-gated EOS are sum-
marized here. The interferometric setup for FTIR spectroscopy is shown in Figure 2.5(a).
Light from a broadband source is split into two paths with a beam splitter (BS) and
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(a) (b)

FTIR DFTIR
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Figure 2.5: (a) Interferometer setup for FTIR spectroscopy. Light from a broadband
source is transmitted through a sample before it is split into two paths with a beam
splitter (BS). One of the arms is variably temporally delayed, allowing for the recording
of a spectrogram. After recombination at the beam combiner (BC) the intensity of the
interfering beams is detected. (b) Interferometer setup for dispersive FTIR, where only
one of the beams is transmitted through a sample, thus allowing for the determination of
the phase of the sample response.

transmitted through a sample. For recording of a spectrogram, one of the paths is variably
temporally delayed before the two beams are recombined using a second BS. The delay
dependent signal SFTIR(τ) is calculated as

SFTIR(τ) =
∫
|Esample(t) + Esample(t− τ)|2dt

∝
∫
Isample(t) + Isample(t− τ) + Esample(t) · Esample(t− τ)dt

(2.42)

In the dispersive setup [82] - see the schematic in Figure 2.5(b) - only one of the beams
is transmitted through the sample, while the second one serves as a reference beam, Eref .
The resulting signal is given as

SDFTIR(τ) =
∫
|Esample(t) + Eref(t− τ)|2dt

∝
∫
Isample(t) + Iref(t− τ) + Eref(t− τ) · Esample(t)dt

(2.43)

The sample field results from convolution of the reference with the sample response in
the time domain: Esample(t) = H ∗ Eref(t). This corresponds to a multiplication in the
frequency domain: H̃(ω) · Ẽref(ω). As SDFTIR(τ) only depends linearly on Esample(t) in
the dispersive setup, the phase information of H̃(ω) is obtained after Fourier transform
of the interferogram. This is also illustrated by the different nature of the time-domain
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signals in Figure 2.6:

Figure 2.6: Comparison of signals from FTIR, DFTIR and EOS. (a) MIR electric field
(black) and sample response upon excitation with that field (green). The inset shows
the corresponding spectrum and spectral phase of the combined field, with a Lorentzian
absorption line at 30 THz. (b) Simulated interferogram for an FTIR measurement. (c)
Simulated interferogram for a dispersive FTIR measurement. (d) Simulated time-domain
EOS trace, for a gate pulse with 5 fs pulse duration and a central wavelength of 1550 nm.

Panel (a) shows the time-domain MIR electric field and the response of a sample after
excitation with that field. The corresponding complete spectrum and spectral phase are
plotted in the inset, showing the Lorentzian absorption line at 30 THz which was used
to simulate a sample response. The simulated interferogram for the FTIR measurement
in panel (b) is centred around a relative signal strength of 0.5, because of the constant
background of the two intensities. Furthermore, the signal is symmetric in time, which di-
rectly reflects the loss of phase information. The simulated interferogram of the dispersive
FTIR is also offset at 0.5, but the molecular signal only appears in the wake of the ’central
burst’, reflecting the conserved phase information of the molecular response. For both
geometries, the common background can be subtracted using a balanced detection scheme.
However, the integrated intensities of the pulses in both paths arrive at the detector at
all times, contributing intensity noise. Panel (d) shows a simulated EOS trace, using gate
pulses with 5 fs pulse duration at 1550 nm in a 1-µm-thin GaSe detection crystal and no
spectral post-filtering. As discussed below (see Figure 3.7(a)), the spectral response is flat
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for those parameters. The simulated trace closely resembles the input MIR field up to a
small phase shift. Due to the temporal gating, the intensity noise of the main pulse of the
MIR field does not affect the measurement of the molecular signal trailing the few-cycle
excitation.

2.4 Nonlinear Crystals and Phasematching
Frequency conversion via nonlinear effects relies on suitable materials with fitting sym-
metries and nonlinear coefficients. Material properties for most nonlinear crystals are
summarized in [83] and [73]. The choice of the detection crystal material for EOS in the
THz spectral region is discussed in [84]. Furthermore, [85] gives an overview of the most
common materials for EOS detection.
Here, several nonlinear crystals which are suitable for MIR detection with EOS, employing
the second order nonlinear processes of difference and sum frequency generation, are
compared. These materials do not have inversion symmetry, in order for the second order
susceptibility to be non-vanishing (χ(2) 6= 0). Key parameters for a comparison of their
performance, summarized for all crystals in Table 2.1, are:

1. Nonlinear coefficient (’Nonlin.’): Determines the interaction strength of the fields in
the nonlinear process. As mentioned in Section 2.3.2 on the Pockels-effect picture,
nonlinear crystals for the THz spectral region are typically characterized using the
electro-optic coefficient rij instead of the nonlinear coefficient dij. The two are related
via the refractive index of the gate pulse ngate [86]: dij = 1

4n
4
gaterij. In the table below,

the nonlinear coefficients for ZnTe (r41 = 3.9 [85]) and GaP (r41 = 0.97 [85]) are
calculated from their electro-optic coefficients using the refractive indices nZnTe = 2.8
[87] and nGaP = 3.1 [88] at 1030 nm, respectively.

2. The spectral window of optical transmission (’Transm.’).

3. Walk-off: Temporal walk-off between the gate and MIR field, caused by differences
in the group refractive index. This factor is a measure for the phase-mismatch, see
the detailed description of EOS in Section 2.3 and the calculations in Section 3.4. In
this table, the temporal walk-off was calculated for the typical MIR and gate pulse
wavelengths of 8.6µm and 1030 nm, respectively, for a 100-µm-thick crystal, using
the group refractive indices from [89] for the MIR propagating on the extraordinary
crystal axis and the NIR on the ordinary axis.
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4. Bandgap for the direct transition: Indicator for the damage threshold by multi-
photon absorption, which inreases with the bandgap and decreases with the NIR
photon energy.

Table 2.1: Overview of second order nonlinear crystals for DFG and EOS.

Crystal Nonlin. [pm/V] Transm. [µm] Walk-off [fs] Bandgap [eV]
ZnTe 60 - 32 2.26 [90]
GaP 22 - 29 2.3 [91]
GaSe 54 0.65-18 [89] 82 2.0-2.09
AGS 16.2 [89] 0.47-13 44 2.7 [22]
ZGP ≈ 70 2-12 [89] 24 2-2.1
HGS 36.8 [89] 0.55-12 43 2.84
CSP 84.5 [92] 0.66-6.5 [89] 97 2.45 [93]
LGS 5.8 [94] 0.32-11.6 7 3.62-4.15
BGSe 9.4 - 14 [95] 0.47-18 [96] - 2.73 [97]
LNB 4.6 0.4-5.5 - 3.9 - 4.3
BBO 2.2 0.2-2.6 - 6.2

Where not cited differently, the material properties in Table 2.1 are taken from [83].
In general, a nonlinear medium has three refractive indices, one for each of the main
crystal axes. The number of independent components depends on the crystal geometry,
typically illustrated using the refractive index ellipsoid [72]. In the following, the nonlinear
materials listed in table 2.1 are discussed in more detail, grouped according to the number
of independent refractive indices.

Isotropic Crystals

Gallium phosphide (GaP) and zinc telluride (ZnTe) are isotropic zinc blende structure
semiconductors with 4̄3m point group symmetry. Without an external electric field, all
three principle refractive indices are identical. For these materials, the electro-optic effect
is described in [23, 67, 76] as field-induced birefringence. Due to the isotropy, rotating the
crystals does not change their refractive indices. However, they intrinsically phasematch
certain wavelength combinations. GaP, typically cut in [110]-direction, phasematches few-
THz radiation and gate pulses with a central wavelength of 1030 nm [91]. This crystal
was therefore also chosen for broadband THz generation and electro-optic detection in [79]
and subsequently in [98]. High average THz-powers were demonstrated in [99]. A phonon
resonance of GaP at 11 THz [100] limits the detection bandwidth at high frequencies.
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The orientation patterned version of GaP is used to improve the efficiency of difference
frequency generation, e.g., in [101]. ZnTe phasematches few-THz radiation and gate
pulses with a central wavelength at 800 nm, e.g., radiation generated by titanium-sapphire
oscillators. It is used for THz generation and EOS [102, 103]. The phonon resonance is
at 5.31 THz, limiting the detection bandwidth even more than in the case of GaP.

Uniaxial Crystals

Gallium selenide (GaSe) is a negative uniaxial crystal with hexagonal, 6̄2m point group
symmetry. It has broad phasematching and a high nonlinear coefficient, which is why it is
widely used for electro-optic detection of MIR radiation [104]. Silver gallium sulfide
(AGS) has similar properties and is employed for EOS detection e.g., in [22]. Zinc
germanium phosphide (ZGP) is a new nonlinear material with an outstandingly high
nonlinear coefficient of 111 pm/V. However, it suffers from absorption below 2µm. So
far, it was used for DFG with 2.5µm driving pulses in [105]. It is also promising for
electro-optic sampling with long-wavelength gate pulses. One additional new crystal with
a high nonlinear coefficient is mercury thiogallate (HgGa2S4, HGS). It has been used
for DFG in [106], its transmission is however limited to 9µm at long MIR wavelengths.
Cadmium silicon phosphide (CSP) is one further negative uniaxial crystal used for MIR
generation [92, 93, 107, 108]. It only transmits up to 9µm and has a drop in transmission
to below 60 % at 6.8µm.
Lithium niobate (LiNbO3, LNB) is used in its periodically poled form (PPLN) to gener-
ated MIR radiation up to 5µm wavelength [36, 109, 110]. It is used in [78] for electro-optic
detection of low-THz waves and is to be tested for EOS of short wavelength MIR radiation.
Beta barium borate (BBO) is commonly used for second harmonic generation due to its
high bandgap and thus damage threshold. It is used for EOS of near-infrared waveforms
[13] and common for second harmonic generation. The optical transmission is however
limited to below 2.5µm.

Biaxial Crystals

Two bi-axial crystals, commonly used for DFG are promising also for application in EOS:
Lithium gallium sulfide (LiGaS2, LGS) is widely used for DFG with 1µm driving pulses
[34]. LGS has the lowest temporal walk-off of all crystals considered here and thus allows
to boost the nonlinear conversion by using thick nonlinear media while maintaining a
broad spectral coverage. However, its birefringence affects the gate pulse polarization and



26 2. Theoretical Background

thus limits the detection noise floor in EOS (see experimental investigation in Section
4.1). Furthermore, barium gallium selenide (BaGa4Se7, BGSe) was recently discovered
for DFG [96, 97, 111], with its optical transmission reaching up to 12µm wavelength .

For the EOS simulations and experiments discussed below, we chose the uni-axial crys-
tal GaSe as the nonlinear crystal, due to its combination of large optical transmission
range and nonlinear coefficient. ZGP will be a promising candidate for electro-optic
detection with long-wavelength gate pulses, as its transmission only exceeds 50 % at 2µm
wavelength. We excluded the isotropic crystals because their intrinsic phasematching for
low-frequency THz radiation is not suitable for the detection of 6-18µm radiation. The
bi-axial crystals are promising because of their remarkably low temporal walk-off, proper
handling of gate pulse polarization distortions due to their large birefringence is, however,
required. LGS was tested as a detection crystal in the frame of this thesis (Section 4.1).

Birefringent Phasematching

Nonlinear optical processes are only efficient if the newly generated radiation adds up
coherently upon propagation through the nonlinear material. Assuming no depletion of
the incident intensities I1 and I2 of the frequency components ω1 and ω2, and neglecting
dispersion effects, the intensity I3 of the generated sum-frequency component at frequency
ω3 = ω2 ± ω1 is written as [26]:

I3 = 8d2
effω

2
3I1I2

n1n2n3ε0c2L
2sinc

(
∆kL

2

)
(2.44)

where deff is the effective nonlinear coefficient [64], ni are the refractive indices at the
interacting frequencies and L the length of the nonlinear medium. The phase-mismatch
∆k is defined as

∆k = k3 − (k2 + k1) = n3ω3 − (n2ω2 + n1ω1)
c

(2.45)

Due to dispersion, ∆k = 0 is usually not fulfilled, limiting the scaling of the generated
sum-frequency power with the square of the interaction length. One method to achieve
phasematching is to use birefringent materials. For example, uni-axial materials which
have one optical axis have two different main refractive indices, no and nextra. Polariza-
tion components parallel to the optical axis propagate as the extra-ordinary beam with
refractive index nextra, those with perpendicular polarization as the ordinary one with
refractive index no. The extraordinary refractive index depends on the angle θ between
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the propagation axis of the light field and the optical axis of the crystal. The tuning
angles of a uniaxial nonlinear material are illustrated in Figure 2.3(a). For GaSe, which
cannot be cut along a certain θ-angle, the crystal itself has to be rotated. The angle
ϕ between the plane spanned by the propagation direction and the optical axis of the
crystal to its x-axis defines the strength of the individual second-order processes that can
occur in the nonlinear material, see the rotation matrix U in the previous section. The
θ-dependent extra-ordinary refractive index is calculated according to

1
ne(θ)2 = sin2(θ)

n2
extra

+ cos2(θ)
n2

o
(2.46)

Figure 2.3(b) shows the refractive indices for GaSe, with the extraordinary refractive
index for several internal (after refraction) values θint. To achieve phasematching for sum
and difference frequency generation in EOS, we chose the configuration where the gate
pulses propagate on the ordinary crystal axis while the MIR and SFG/DFG components
propagate on the extra-ordinary one. Comparing the refractive indices at the near-infrared
wavelengths between 1 and 2µm, which are the crucial components in the equation for
the phase-mismatch because of their higher frequencies, an increase of the slopes of the
refractive indices is observed for shorter wavelengths. This dispersion behaviour indicates
better phasematching for longer gate pulse wavelengths. Furthermore, with increasing
θint, wavelengths with a larger difference have the same no and ne. Therefore, steeper
angles correspond to a better phasematching and thus detection efficiency for higher
frequency/shorter wavelength MIR radiation.

2.5 Noise in Balanced Detection
As sketched in Figure 2.2(a), the electro-optic signal is measured as the difference current
of two identical photodiodes. This balanced detection setup allows for the efficient
suppression of common intensity noise in the two channels [112]. For perfect subtraction
of the two signals, the noise floor is either limited by the detector noise, or, for sufficiently
high optical powers, by the shot noise. The latter has its origin in the quantum nature
of light, meaning that for a given optical power P , only an integer number of photons at
wavelength λ exists. The photon number N follows a Poissonian distribution, with width√
N [113]. The single sided power spectral density of the shot noise level is radio-frequency

independent and calculated as [114]

sq =
√

2× hc
Pλ

= 1.9× 10−8Hz−1/2 ×
√

1 mW
P
×
√

1064 nm
λ

(2.47)
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thus decreasing with the optical power and wavelength of the radiation. When using two
balanced diodes, only half the power P/2 impinges on each of those. In addition, due to
the uncorrelated noise of the two diodes, the power spectral density of the balanced noise
floor is a factor of

√
2 higher than for a single diode measuring P/2.

The gate-pulse shot-noise-balanced noise floor in electro-optic detection is thus propor-
tional to the square root of the number of local-oscillator photons NLO:

σSN ∝
√
NLO (2.48)

while the signal strength is proportional to the product of the gate pulse and sum-
frequency fields (see Equation (2.36)) and thus the square-roots of the photon numbers:

S ∝
√
NLO

√
NSFG (2.49)

resulting in a scaling of the signal to noise ratio (SNR) or what will be called dynamic
range in the following, with

√
NSFG and SNR= 1 for a single sum-frequency photon.

2.6 Techniques to Improve the EOS Dynamic Range
and Sensitivity

Spectral Filtering

As can be seen from the sketch in Figure 2.2(b), for MIR frequencies larger than the
spectral width of the gate pulse spectrum, the spectral shift of the generated sum-
frequency spectrum is significant. Therefore, the two spectra do not overlap completely,
limiting the spectral region of polarization rotation as discussed above. As a consequence,
a significant number of gate pulse photons only contributes to noise on the detector, but
not to the signal. In [68], improving the detection dynamic range by using a spectral filter
to select only the spectral region of interest was demonstrated. For a SPF with cut-on
frequency νSPF, the EOS signal is proportional to:

SSPF ∝
∞∫

νSPF

ALO · ASFG · νdν (2.50)

Assuming the local oscillator to be shot-noise limited, the noise floor (for no MIR radia-
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tion) is proportional to:

SNSPF ∝
√
ILO (2.51)

with the spectrally filtered intensities ILO of the local oscillator. The resulting signal to
noise ratio (or what is called dynamic range throughout this thesis) has a maximum for
the optimum νSPF, that depends on the power distribution of the gate and sum-frequency
spectra. This is illustrated for the experimental spectra measured in Sections 4.1 and 4.8
in Figure 2.7.

Figure 2.7: Calculated shot-noise limited SNR improvement as a function of the SPF
wavelength for two experimental configurations. (a) Gate pulse and sum-frequency
spectrum at the delay position of maximum signal measured using 1030-nm gate pulses.
(b) Gate pulse and sum-frequency spectrum at the delay position of maximum signal
measured using 1960-nm gate pulses.

Panel (a) shows the measured gate pulse and sum-frequency spectrum for the 1030 nm
gate-pulse EOS discussed in detail in Section 4.1. The calculated improvement of the
dynamic range/signal-to-noise ratio as a function of the filter wavelength is shown on
the right axis. As the sum-frequency power is below the local oscillator for almost all
wavelengths, the optimum cut-off wavelength is at the edge of the spectrum. For the
higher sum-frequency powers in the 1960-nm gate-pulse EOS shown in panel (b) and
discussed in detail in Section 4.8, the optimum cut-off is significantly closer to the central
wavelength. The calculated optima will be compared to the filters used in the experiment
below.
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Selective Attenuation

For a measurement of the electro-optic signal as the ratio of the difference current to
the total current from both diodes, attenuation of the local oscillator increases the signal
strength as it effectively enhances the measured polarization change. In our case, where
we measure the non-normalized difference current, attenuation of the local oscillator can
be required to avoid saturation of the balanced diodes, while having no effect on the
measured signal to noise ratio as the shot-noise limited noise floor is decreased by the
same amount. However, this selective attenuation has to be achieved without affecting
the sum-frequency beam. In [115], polarization-selective attenuation using Brewster plates
is suggested. Furthermore, using crossed polarizers to reduce the local oscillator power
or what is called the ’optical bias’ was employed to detect weak THz signals in [116–118]
and is discussed in [119].
However, for the comparatively weak local oscillator, potential nonlinearities of the signal
with the THz field strength have to be taken into account, as discussed in [81, 120]. For
an arbitrary optical bias Γ0 and no contributions from scattered light, they write the
measured signal strength as:

I ∝ I0 · sin2 (Γ0 + ΓTHz) (2.52)

When using a quarter-wave plate in the standard-geometry, Γ0 = π
4 and the normalized

difference-current simplifies to Equation (2.41) for the Pockels effect. Assuming however
a small optical bias Γ0 << 1 that is on the same order as the polarization rotation caused
by the THz signal, ΓTHz << 1, the signal is approximated as

I ≈ I0 · (Γ0 + ΓTHz)2 ∝ Γ2
THz (2.53)

Considering the THz-induced phase shift in Equation (2.40), the signal therefore depends
on the square of the THz-field. In [81, 120], ways to retrieve the THz-field from the
nonlinear measurements are presented.
While we typically do not operate the EOS in the low-bias limit, the generated sum-
frequency power is similar to the strength of the local oscillator or even higher. Because
we measure the non-normalized signal, the stronger sum-frequency field itself does not
result in any nonlinearities, as will be confirmed experimentally in Section 4.9.



Chapter 3

Simulation Results for EOS

For an in-depth understanding of EOS-based detection of MIR waves, a one-dimensional
numerical model was developed, based on the theoretical description in Section 2.3. It con-
siders sum - and difference frequency generation in GaSe and the subsequent heterodyne
detection with an ellipsometry setup using a quarter-wave plate and Wollaston prism.
The nonlinear propagation according to the first order propagation equation is solved in
a split-step method: the dispersion of the interacting fields is modelled in the frequency
domain, while the nonlinear polarization results from the time-domain multiplication of
the fields. As the full second-order polarization is considered, phasematching of sum- and
difference-frequency generation as well as cascaded mixing effects are taken into account.
Using this model, several questions were investigated and are discussed in the following:
First, the effect of the spectral phase of the gate pulse and of propagation through thick
nonlinear crystals is illustrated by simulating the wavelength-dependent electro-optic
signal. In the second section, differences in the detection efficiency between phasematching
SFG and DFG in EOS are investigated. For a reconstruction of the electric field from the
measured trace, the frequency-domain instrument response function and its time-domain
correspondent, the effective temporal gate window are introduced in the third section.
In the fourth section, the spectral instrument response is compared for gate pulses with
varying central wavelength. This will also be explored experimentally in the next chapter.
Finally, the dependence of the instrument response function (IRF) on the spectral phase
of the gate pulse is simulated for 11-fs gate pulses at 1550 nm central wavelength.
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3.1 Wavelength-Dependent EOS Signal for Thick De-
tection Crystals

As described in detail in [29], by investigating the wavelength dependent EOS signal,
the ellipsometry setup measures the relative phase between the local oscillator and the
generated sum and difference frequency components, which includes the phase of the
measured field. A straightforward expression for this relative phase was given for thin
detection crystals and a compressed gate pulse. Using a quarter-wave plate in the
ellipsometry setup, the relative phase is constant for all NIR wavelengths and the signals
from the different wavelengths add up constructively.
In this work, >50-µm-thick detection crystals are used to maximize the MIR-to-NIR
conversion efficiency. However, their dispersion and polarization dependent propagation
effects cause the relative phase between local oscillator and sum-frequency radiation to be
wavelength dependent, potentially reducing the overall EOS signal strength. Therefore,
the effect of the spectral phase of the gate pulse and of the crystal dispersion on the
wavelength dependent EOS signal was analyzed with simulations.
The input fields were gate pulses with a central wavelength of 1550 nm and a full-width-at-
half-maximum (FWHM) pulse duration of 11 fs (see Figure 4.19 for the measured pulse
shape) and a Fourier-transform limited, super-Gaussian MIR spectrum with a central
wavelength of 10µm and a spectral FWHM of 6 THz. First, different gate pulse phases
are compared in Figure 3.1 for a 1-µm-thick GaSe crystal, where dispersion is negligible.
The top-row depicts the delay and NIR-frequency-dependent spectral intensity of the
generated sum- and difference-frequency components. In the middle row, the input field
and the EOS signal are compared and the bottom row shows the wavelength-dependent
EOS signal. From left to right (panel (a) to (c)), the spectral phase of the gate pulse was
varied: To the left, the experimentally available gate pulse was taken as measured using
FROG [121], which has a strongly varying spectral phase below 1200 nm (250 THz).
In panel (b), the spectral phase of the gate pulse was set to zero, thus resulting in a
Fourier transform limited pulse, which closely resembles the ideal case described in [29].
To the right, the spectral phase of 3-mm-thick fused silica was added to the Fourier-
transform limited pulse. For all gate pulses, the spectral intensity of the sum - and
difference frequency components shows a periodic modulation with twice the frequency of
the detected field, which allows for a determination of the square of the field amplitude
[122]. This is caused by interference of the two contributions, that are generated with
equal strength in the thin crystal, with their relative phase varying with the gate pulse
delay. No fringes are visible in the wings of the spectra, where only one of the processes
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Figure 3.1: Influence of the spectral phase of the gate pulse on the EOS signal for a 1-µm-
thick detection crystal. Top row: Sum - and difference frequency intensity as a function
of the gate pulse delay and frequency. Middle: comparison of the input field and the
EOS trace. Bottom: Frequency and delay dependent EOS signal. (a) Gate pulse from
FROG measurement. (b) Fourier transform limited gate pulse, ϕ(ω) = 0. (c) The phase
of 3-mm-thick fused silica added to a Fourier transform limited gate pulse.
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occurs. For the very thin detection crystal, the spectral phase of the gate pulse is directly
reflected in the delay-dependent shape of the generated sum and difference frequency
components [123]. The wavelength dependent EOS signal shows a similar behaviour to
the delay dependent sum and difference frequency spectra. When integrating over all
wavelengths to achieve the simulated EOS traces, contributions with opposite sign cancel
out and reduce the signal strength. In addition, the reduced peak power and a longer
gate-time window have detrimental effects on the signal strength. This reduction is visible
in the comparison of the relative strengths of the EOS traces in the middle row, which
is the lowest for the gate pulse taken from the FROG measurement and the strongest
for the Fourier transform limited gate pulse. In this case, the simulated trace resembles
the input field up to a small time-shift. Benefits from pre-chirping with fused silica for
thicker detection crystal will be explained below.

As discussed in Section 2.4, the intensity of the generated sum - and difference frequency
components scales with the square of the length of the detection crystal. However,
dispersion and temporal walk-off of the interacting fields limit this behaviour. Here,
the wavelength dependent EOS signal was calculated for a 30-µm-thick and a 100-µm-
thick detection crystal with the same MIR waveform and gate pulse parameters as for
the previous figure, to illustrate the effect of the increasing crystal thickness on the
relative phase between the generated sum-frequency components and the gate pulse. With
otherwise identical input parameters as in Figure 3.1, this is illustrated in Figure 3.2.
Again, the top row shows the delay-dependent intensity of the generated sum - and
difference frequency components, the middle row the input fields and EOS traces and the
wavelength dependent signal is illustrated in the bottom row. In panels (a) and (b), a
30-µm and a 100-µm-thick detection crystal were used, respectively. Panel (c) shows the
results for a 100-µm-thick crystal, where the spectral phase of 4-mm-thick fused silica was
added to the gate pulse. The GDD of fused silica of this thickness matches that of 50-µm
of GaSe at ≈ 1450 nm but with opposite sign, resulting in temporal compression of the
gate pulse at this wavelength in the center of the crystal.
For the increased crystal thicknesses, the generated sum and difference frequency spectra
show less modulation with the delay. This is caused by a preference of SFG with
phasematching in the thicker crystals that reduces the DFG contributions and thus the
modulation depth. An increase of the slope of the fringes of the wavelength dependent
signal is noted when increasing the crystal thickness (compare (a) and (b)). Pre-chirping
the gate pulse with fused silica leads to regions with vertical fringes, where the spectral
phase of fused silica flattens the phase relation between the generated sum-frequency
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Figure 3.2: Frequency-dependent EOS signal for thick detection crystals. Top row: Sum
- and difference frequency intensity as a function of the gate pulse delay and frequency.
Middle: comparison of the input field and the EOS trace. Bottom: Frequency and delay
dependent EOS signal. (a) 30-µm-thick GaSe and Fourier-transform-limited gate pulse.
(b) 100-µm-thick GaSe and Fourier-transform-limited gate pulse. (c) 100-µm-thick GaSe
and gate pulse pre-chirped with 4-mm-thick fused silica.
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components and the local oscillator. The limited spectral region of a constant relative
phase decreases the signal strength when integrating over the full wavelength range. Pre-
chirping the gate pulse thus has two effects when using thick detection crystals: First,
instead of temporal elongation of the gate pulse through the whole crystal when entering
perfectly compressed, the point of optimum compression can be shifted to the center of
the crystal. On average, this increases the achievable peak powers in the crystal and thus
the efficiency of the sum-frequency generation. Secondly, compensating for the spectral
phase of the detection crystal also causes the phase difference between the gate pulse
and local oscillator to be constant over broader spectral regions and thus increases the
spectrally integrated signal strength.

3.2 MIR Depletion and Amplification for Phasematch-
ing SFG or DFG

In thin nonlinear crystals with broadband phasematching, SFG and DFG are equally
strong, as illustrated in Figure 3.1 by the interference of the two components. When
employing thicker detection crystals, e.g., in order to maximize the detection efficiency,
one of the components is preferred, depending on the phasematching configuration. In
the experiments shown below, this is typically the sum-frequency component. However,
SFG and DFG are fundamentally different in photon rates. The level schemes of both
processes are illustrated in Figure 3.3 [26].
In SFG (left), two input photons at frequencies ω1 and ω2 are converted into one output
photon at the sum of the two frequencies, ω3 = ω1 + ω2. On the other hand, in the DFG
process (right), the mixing of the input frequencies generates an output photon at the
difference of the two frequencies, ω3 = ω1−ω2. For energy conservation, a second photon
at ω2 is generated in this process. Therefore, the investigated field is amplified during
this process.
For optimizing the electro-optic detection efficiency, one step is the maximization of the
conversion of MIR photons to the NIR. When phasematching SFG, the MIR spectrum
can be depleted significantly, as shown experimentally in Section 4.8, potentially causing
a saturation of the EOS signal strength for thick crystals. Because of the fundamentally
different nature of the DFG process (see Figure 3.3), no depletion, but instead an ampli-
fication of the investigated field occurs when phasematching this contribution. Therefore,
potential detection efficiency advantages of phasematching DFG instead of SFG were
investigated theoretically.
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Figure 3.3: Level schemes of the second order nonlinear effects of SFG (left) and DFG
(right). In SFG two input photons at frequencies ω1 and ω2 mix to generate one photon
at frequency ω3 = ω1 + ω2. In DFG, two input photons at frequencies ω1 and ω2 mix
to generate a photon at frequency ω3 = ω1 − ω2. For energy conservation, an additional
photon at frequency ω2 is generated.

To this end, detection of a super-Gaussian MIR spectrum of 4.5µm width, centred at
10µm and with 1 mW average power was simulated for two different phasematching
configurations, both with perpendicular polarizations for the gate and MIR pulses, as
this is the configuration in our experiments. For SFG, the phasematching angles were
set to θ = 12.9◦ and ϕ = 0◦, with the gate pulse propagating on the ordinary and the
MIR and sum-frequency on the extra-ordinary polarization axis. For DFG, θ = 11.1◦

and ϕ = 30◦, with opposite polarization axes as for SFG. In both cases, the gate pulse
power was varied from 0.5 W to 5 W, for a repetition rate of 50 MHz and a beam radius of
35µm, thus increasing the nonlinear conversion efficiency. Their central wavelength was
1960 nm and the FWHM pulse duration was 13 fs, with a temporal shape similar to that
of the FROG measurements shown in Figure 4.29. Figure 3.4 illustrates the change of
the MIR average power through the detection crystal at the gate pulse delay position of
maximum EOS signal for the two phasematching configurations.
In panel (a), the relative MIR power evolution is shown on a linear scale for a 500-µm-
thick detection crystal. When phasematching SFG, the final power value at the end of
the detection crystal monotonically decreases with increasing gate pulse power, reaching
as low as 50 % for 5 W. For phasematching DFG, the average infrared output power
increases with the gate pulse power and is doubled for the highest one. For the 1-mm-thick
crystal, the power evolutions is shown on a logarithmic scale in panel (b). Similar effects
to the thinner crystal are observed. However, for SFG and 5 W gate pulse power, the
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Figure 3.4: MIR power evolution through the EOS crystal at the gate pulse delay of
maximum signal for different gate pulse powers and crystal thicknesses. (a) 500-µm-thick
EOS crystal. (b) 1-mm-thick EOS crystal.

MIR power reaches a minimum before the end of the crystal, while the amplification does
not saturate in the case of DFG. For these power levels, advantages from phasematching
DFG could become significant. This is further investigated, by plotting the sum - and
difference frequency spectra and the spectrally resolved MIR depletion at the peak of the
EOS signal, see Figure 3.5.
Panels (a) and (c) show the generated sum and difference frequency spectra for a 500-µm
and 1-mm-thick crystal, respectively. The black dashed line indicates the gate pulse/local
oscillator spectrum for comparison. In panels (b) and (d), the corresponding MIR spectra
at the end of the detection crystal are depicted. With increasing gate pulse power, the
level of the sum-frequency spectra (blue) starts to saturate, while a monotonic increase
is observed for the generated DFG spectra. Furthermore, in the case of the 1-mm-
thick crystal, the generated spectra are more narrowband than for the 500-µm-thick
one. This effect is explained by the reduced phasematching bandwidth with increasing
crystal thickness. Similarly, the spectral depletion increases for SFG, both with the gate
pulse power and with the crystal thickness. For the 1-mm-thick crystal, this spectral
dip is also more narrowband. In the case of DFG, the MIR amplification is spectrally
flat for the 500-µm-thick crystal, while it increases at longer wavelengths for the thicker
crystal. Furthermore, the generation of short-wavelength infrared radiation increases with
the crystal thickness, most likely due to cascaded effects with the newly generated NIR
photons at longer wavelengths or second harmonic generation of the generated MIR.
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Figure 3.5: (a, c) Simulated sum (blue) and difference-frequency (red) spectra at
maximum EOS signal for 500-µm-thick and 1-mm-thick GaSe, respectively; Gate pulse
spectrum (dashed line) shown for comparison. (b, d) Corresponding MIR spectra at the
end of the EOS crystal for the delay value of maximum signal strength.
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For the gate pulse power of 1.5 W which is at the onset of saturation for SFG and close to
the experimental value (1.9 W), the simulated EOS spectra are compared in Figure 3.6.

Figure 3.6: Simulated EOS spectra for SFG and DFG phasematching in a 500-µm and a
1-mm-thick detection crystal for a gate pulse power of 1.5 W. The input MIR spectrum
is shown for reference.

For phasematching SFG, the EOS spectrum becomes more narrowband but also locally
stronger for the thicker crystal. In the case of DFG, this effect is not observable, because
the MIR amplification between 11µm and 14µm dominates the signal. As no spatial
effects are considered in the simulations, the EOS signal for the 1-mm-thick detection
crystal is stronger than for the 500-µm-thick one. However, from the experiments, we
expect spatial walk-off to play a significant role for the signal strengths (see discussions
below).

In conclusion, the simulations suggest that with our gate pulse power, we are at the
onset of saturation of the SFG efficiency for thick EOS crystals. With even higher gate
pulse powers and thus larger depletion, phasematching DFG instead of SFG can become
beneficial. However, the nonlinearity of the signal with the amplified MIR field, especially
for higher average powers is to be investigated and the damage threshold of GaSe sets an
upper limit to the gate pulse peak intensity. Furthermore, at the gate pulse wavelength of
1960 nm, the currently only available choice of detectors for the DFG signal is extended
InGaAs diodes. The increased noise equivalent power for those detectors as compared to
standard InGaAs diodes has to be taken into account for the experimental realization.
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3.3 Temporal and Spectral Transfer Functions
Due to phasematching, the finite duration of the gate pulse and transmission or reflection
properties of the crystal, transport optics and spectral filters, the measured EOS trace is
not identical to the incident field. In [124], the distortion of THz waves upon detection
with EOS was illustrated. Furthermore, the complex frequency response of electro-optic
sensors was introduced in [14], discussed further in [125, 126] and also applied in [13].
Ref. [127] contains a detailed discussion of the spectral response, split into its various
contributions. In addition, considering the dependence of the EOS signal on the MIR
polarization, [128] shows how to retrieve the undistorted THz waveform for an elliptically
polarized field. The measurement of the electric field or its Hilbert transform is discussed
in [29].

Here, the EOS instrument response is calculated numerically, to allow for characterization
of the MIR fields, mostly investigating spectral effects and no polarization or spatial
dependencies. For a generic complex MIR spectral amplitude EMIR(Ω), we obtain the
complex EOS spectral amplitude SEOS(Ω) as the Fourier transform of the time-domain
trace SEOS(τ), calculated with the theoretical model described in Section 2.3. The variable
input parameters to the simulations are the following:

• Peak intensity, as well as spectrum and spectral phase of the gate pulse, typically
characterized with FROG [121] for the experimental parameters.

• Thickness and phasematching angles θ and ϕ of the GaSe detection crystal. The
angles are calculated as internal angles with SNLO [89] for phasematching of specific
wavelengths, or measured external rotation angles for the experimental configura-
tions.

• Transmission properties of the spectral filters used for dynamic range optimization
[68].

The complex frequency-domain IRF as a function of the MIR frequency Ω is then
calculated as the ratio of the two complex spectral amplitudes:

IRF(Ω) = SEOS(Ω)
EMIR(Ω) (3.1)
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The time-domain instrument response is obtained from the spectral response via the
inverse Fourier transform:

IRF(t) = F−1 {IRF(Ω)} (3.2)

This time-domain response can be interpreted as the effective interaction time window at
each delay and therefore the time-domain function with which the investigated field was
convoluted to obtain the measured trace. For thick detection crystals in particular, this
can be much longer than the initial gate pulse duration.
For a known crystal geometry and gate pulse, the measured trace can be corrected with
the calculated spectral IRF, to retrieve an estimation of the electric-field waveform. Most
importantly for our applications, this back-calculation shows the effects of dispersion of
the detection crystal, of the gate pulse temporal profile and of the spectral filters used
for dynamic range improvement. The calculation allows to disentangle the various con-
tributions on the response. However, the carrier-envelope phase remains undetermined,
because e.g., not all transport optics are considered in the calculations [29] and only the
approximate detection crystal thickness is known. In the following experimental chapters,
the waveform is typically retrieved for thin detection crystals, for which spatial effects are
less severe and the spectral response is more broadband and less modulated, avoiding
division by small numbers that can cause instabilities. For validation of the retrieval, the
MIR spectrum can be measured with an FTIR spectrometer. To determine the accuracy
of the calculated instrument response, e.g., a variation of the phasematching angle in
experiment and theory could be compared. If necessary for the investigation of field-
dependent effects, the electric field could be measured more precisely using a thin detection
crystal as presented in [29], which would allow for the experimental determination of the
response function for thicker crystals.
For the field-resolved spectroscopic measurements in our working group, the exact knowl-
edge of the instrument response is not necessary, as long as it depends linearly on
the measured field [20]. In this case, the molecular response can be determined by
comparison of a sample and reference measurement without the field-information. We
experimentally verify the linearity by recording EOS traces for various MIR powers
(see Section 4.9). Especially for thin detection crystals with a low MIR depletion, this
assumption is justified.
The focus of this thesis was the optimization of the detection efficiency and dynamic range
without the exact knowledge of the investigated field. However, two effects affecting the
spectral response are discussed here. The requirement of spectral overlap of the local
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oscillator and generated sum-frequency intrinsically limits the maximum pulse duration
or minimum bandwidth of the gate pulse to detect frequencies which cause a large spectral
shift of the sum - and difference frequency fields. To illustrate the effect of the gate pulse
duration on the spectral response of the EOS detection, the spectral IRF was simulated
for Fourier-transform limited, Gaussian gate pulses at a central wavelength of 1960 nm
with FWHM durations varying between 5 fs and 20 fs and a 1-µm-thick detection crystal.
Figure 3.7(a) shows the resulting responses in the wavelength range from 6µm to 16µm,
as this is the experimentally investigated spectral region.

Figure 3.7: Effect of the gate pulse duration and SPF wavelength on the spectral IRF. (a)
Spectral intensity IRF for gate pulse durations varying between 5 fs and 20 fs. (b) Spectral
intensity IRF for varied cut-off wavelength of the SPF used for SNR improvement.

With increasing gate pulse duration, the spectral response drops towards higher frequen-
cies. This is expected from the simple time-domain picture, where the gate pulse has to
be shorter than one half-cycle of the measured field in order to temporally resolve the
oscillation. In the frequency domain, the decreased response stems from a lack of local
oscillator photons, as the high MIR frequencies cause a large shift in the sum-frequency
wavelength.
Furthermore, to illustrate the effect of the spectral filter, which can be employed for
dynamic range optimization (see Section 2.6), the spectral IRF for different filter wave-
lengths is shown in Figure 3.7(b). Filtering at shorter wavelengths decreases the contri-
butions from low frequencies, because only the highest MIR frequencies mix to the wings
of the gate pulse spectrum (see also the illustrations in [29]). However, as discussed in
Section 2.6 and in the experimental chapters, depending on the spectral shape and the
noise properties of the local oscillator, this can still increase the detection dynamic range.
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3.4 Detection Bandwidths for Different Gate Pulse
Wavelengths

The benefits of using longer-wavelength driving pulses for MIR generation via IPDFG
have been discussed previously [129, 130]. However, using gate pulses with different
central wavelengths for EOS has not been investigated before.
In GaSe - our EOS crystal of choice for broadband MIR detection [51] - moving to longer
wavelength gate pulses reduces dispersion and thus improves phase matching conditions.
Improved phasematching allows for the use of thicker detection crystals, which is beneficial
in several regards: It increases the MIR to NIR conversion efficiency while maintaining a
broad spectral coverage and increases the time window without multiple reflections - which
will be discussed in detail in Section 4.4. Furthermore, using longer gate pulse wavelengths
increases the crystal damage threshold for multi-photon absorption and allows for the use
of higher gate pulse powers, thus also benefiting the MIR photon upconversion efficiency.
Erbium fiber lasers are commonly used for the generation and field-resolved detection of
broadband infrared waveforms [15]. However, the average powers of the gate pulses are
limited to several hundred mW. In recent years, high-power laser-frontends with central
wavelengths in the infrared were developed. These are based on ytterbium [131–134],
thulium [135–137], holmium [138, 139] and chromium technology [105, 140].
Within the scope of this thesis, gate pulses from three different laser systems were
investigated experimentally: 1030-nm pulses with 16 fs pulse duration and 450 mW average
power, as generated by a 28-MHz, Yb:YAG thin-disk-laser based system [34], 1550-nm
pulses with 11 fs pulse duration and 120 mW average power, from a 56-MHz, Er-fiber-laser
[141] and 1960-nm pulses with 13 fs pulse duration and 1.9 W average power, as generated
by a 50-MHz, Thulium-fiber-based laser system [38].
In the following, the effect of the increasing gate pulse wavelength on the detection
bandwidth of EOS is investigated theoretically [142]. To this end, the IRF was calculated
for the different gate pulse wavelengths and detection crystal thicknesses varying from
1µm to 300µm. For the 1030-nm and 1960-nm pulses, this comparison was shown in
[142]. First, to separate the effect of the increasing gate pulse wavelength from response
changes caused by varying pulse durations, only the gate pulse central wavelength is
varied for an otherwise identical, Fourier transform limited Gaussian pulse shape with
10 fs FWHM pulse duration. For each wavelength, the GaSe rotation angle was chosen to
phasematch the central wavelength of the gate pulse and the 10-µm field. This corresponds
to θ1030 = 16.1◦, θ1550 = 13.5◦ and θ1960 = 12.7◦, as calculated with SNLO [89]. The
resulting frequency-domain intensity responses are shown in Figure 3.8.
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Figure 3.8: Simulated frequency-domain IRF for gate pulses with a Gaussian intensity
envelope with 10 fs FWHM pulse duration and for varying detection crystal thicknesses.
The central wavelength of the gate pulse is 1030 nm in the top panel, 1550 nm in the middle
and 1960 nm on the bottom. For each wavelength, a spectral filter transmitting only
wavelengths below the central wavelength was used in the simulation of the heterodyne
detection.
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For the gate pulse with 1030 nm central wavelength, the IRF has a maximum around
10µm for the thinnest crystals. It narrows with increasing crystal thickness and the
maximum shifts to shorter wavelengths. In the case of the 1550 nm gate pulses, the
maximum of the spectral response is at the longest MIR wavelength that is considered
here and stronger than for the shorter gate pulse wavelength. The IRF becomes more
narrowband with increasing crystal thickness. A similar effect is observed for the longest
gate pulse wavelength of 1960 nm. In this case, the maximum of the response is even higher
and the effect of spectral narrowing is less severe. All gate pulse wavelengths show a drop
of the spectral response towards shorter MIR wavelengths. This trend can be explained
by the effect of the gate pulse duration as discussed before, see Figure 3.7(a). The
monotonous dispersion of GaSe leads to improved phasematching for longer-wavelength
gate pulses, which results in the broadening of the IRF from top to bottom. Furthermore,
an increase in the strength of the spectral response and a shift of the maximum to thicker
detection crystals is observed when increasing the gate pulse wavelength. These effects
can be explained by the reduced dispersion of GaSe for longer wavelengths: The GDD
decreases from 1030 fs2/mm at 1030 nm to 408 fs2/mm at 1960 nm. This reduction of the
dispersion by more than a factor of two causes the gate pulse to disperse less in time.
Thus, the average peak intensity of the gate pulse inside the detection crystal, which
directly affects the detection efficiency, is higher.

Next, the IRF was compared for the gate pulses that were used for the experimental
results shown in the next chapter. The electric field of the gate pulses was retrieved from
FROG measurements of the temoprally compressed experimental pulses (see Figure 4.2
for 1030 nm, Figure 4.19 for 1550 nm and Figure 4.29 for 1960 nm). The internal angle
of the beams inside the GaSe crystal was set for phasematching 8µm in the MIR and
the central wavelength of the gate pulse (θ1030nm = 18◦, θ1550nm = 14.8◦, θ1960nm = 13.7◦,
ϕ = 0◦ for all cases). Spectral filters for dynamic range improvement (see Section 2.6
were implemented with cut-off wavelengths similar to what was used in the experimental
setups described below: A 912-nm SPF for the 1030-nm gate pulses, a 1400-nm SPF for
the 1550-nm gate pulses and a 1600-nm SPF for the 1960-nm gate pulses. The frequency-
domain IRFs for the investigated gate pulses are compared in Figure 3.9.
For 1030-nm gate pulses (top panel), the IRF has a sharp maximum at 8µm, that
decreases in width and shifts slightly to the red with increasing crystal thickness. Even
the thinnest investigated GaSe crystals do not support a spectrally flat response with this
gate pulse wavelength. With the 1550-nm gate pulses a much broader spectral coverage
is reached. For the 1-µm-thick crystal, the spectral response covers the full investigated



3.4 Detection Bandwidths for Different Gate Pulse Wavelengths 47

Figure 3.9: Comparison of simulated frequency-domain IRF for experimentally available
gate pulses and varying detection crystal thicknesses. Top: 16-fs-long gate pulses at
1030 nm central wavelength, 912 nm SPF. Middle: 11-fs-long gate pulses at 1550 nm
central wavelength, 1400 nm SPF. Bottom: 13-fs-long gate pulses at 1960 nm central
wavelength, 1600 nm SPF. All IRFs are normalized to the maximum for each gate pulse
wavelength.
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spectral range from 6µm to 16µm with a minimum in the relative response varying
between 60 % and 100 %. The FWHM of the spectral response gradually narrows with
the increasing detection crystal thickness, spanning from 6.4µm to 8.2µm for the 300-
µm-thick one. The peak of the spectral response shifts to higher MIR frequencies with
increasing crystal thickness. This behavior is most likely caused by decreased dispersion of
GaSe at lower gate pulse frequencies, which disperse less in thicker crystals and therefore
mix more efficiently. Using a SPF for the local oscillator requires low-frequency gate
photons to most efficiently detect high-frequency MIR photons [29]. For the 1960-nm
gate pulses, the IRF has a ’double-humped’ appearance, covering the spectral range up
to 15µm at half the response maximum. It narrows to a FWHM detection bandwidth
spanning from 6.7µm to 11.7µm and the maximum response is also shifted towards
shorter wavelengths. The modulation of the spectral response can be explained by the
two-lobe structure of the gate spectrum, which drops almost to zero intensity around
the center wavelength. Comparing the maxima of the spectral response as a function of
the crystal thickness shows that the detection efficiency increases for the 16-fs pulses at
1030 nm, while a maximum is reached for lower thicknesses for the other two gate pulses.
One explanation for this effect is the increasing effect of dispersion on the shorter gate
pulses.

In the time-domain, the limited phase matching bandwidth can be understood by the
temporal walk-off of the interacting pulses, caused by the group-velocity mismatch. For
the monotonously changing dispersion of GaSe, the temporal walk-off reduces for MIR and
gate pulse wavelengths lying closer together, i.e., for moving the gate pulse wavelengths
further towards the infrared. Furthermore, as it was already mentioned for the comparison
of the phasematching bandwidths, the dispersion of the gate pulses is reduced at longer
central wavelengths. To illustrate these effects for the increasing gate pulse wavelengths,
the infrared fields and gate pulse temporal intensity envelopes were plotted at the be-
ginning and at the end of the EOS crystal at the delay position of maximum signal, see
Figure 3.10.
Figure 3.10(a) shows the start conditions for the gate pulse and infrared field entering
the crystal for maximum EOS signal, while the temporal intensity profiles of the gate
pulses after the 100-µm-thick crystal and their timing with respect to the investigated
waveform is shown in Figure 3.10(b). Passing through the GaSe crystal chirps the initially
compressed gate pulses in time. The FWHM pulse duration of the pulses with 1030 nm
central wavelength increases from 16 fs to 60 fs. This effect is reduced at longer gate pulse
wavelengths, i.e., at 1960 nm, the 13.8 fs pulses mostly show an increase of the side-pulses
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Figure 3.10: Comparison of the temporal walk-off between MIR field and gate pulse
temporal intensity envelope for different gate pulses and crystal thicknesses. In all cases,
the delay point of maximum EOS signal is illustrated. (a), (b) MIR field and gate pulse
intensity envelopes at the beginning and end of a 100-µm-thick GaSe crystal, respectively.
(c), (d) MIR field and gate pulse intensity envelopes at the beginning and end of a 500-
µm-thick GaSe crystal, respectively.

without an increase of the main-pulse duration. Figs. 3.10(c) and (d) show the start and
end conditions for optimum signal strength for a 500-µm-thick crystal. This increases
the dispersion, causing all gate pulses to extend over the full MIR field at the end of the
crystal and a chirp of the initially compressed MIR waveform. In addition to the temporal
dispersion, a decrease of the temporal walk-off with increasing gate pulse wavelength can
be observed. The calculated temporal walk-off at different gate pulse wavelengths in
100µm and 500µm GaSe crystals is summarized in Table 3.1:

Table 3.1: Relative temporal walk-off between the peak of the MIR field and the center
of mass of the gate pulse temporal intensity envelope for gate pulses at different central
wavelengths and two different detection crystal thicknesses.

GaSe thickness 1030 nm gate pulse 1550 nm gate pulse 1960 nm gate pulse
100µm 98 fs 52 fs 28 fs
500µm 489 fs 261 fs 142 fs

Gradually increasing the gate-pulse wavelength from 1030 nm to 1960 nm decreases the
temporal walk-off from 98 fs to 28 fs in a 100-µm-thick GaSe crystal. A reduction by a
similar factor is observed in the five times thicker crystal. The group velocities of the
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MIR and gate pulse are more similar for longer gate pulse wavelengths, thus causing the
smaller walk-off. This reduced temporal walk-off directly relates to the increase in the
phasematching bandwidth observed in Figure 3.8 and Figure 3.9.

In conclusion, several effects of the reduced dispersion of GaSe for longer wavelengths
on the EOS detection were illustrated with simulation results for different gate pulse
wavelengths. These effects are a decrease of the GDD and thus a reduced temporal
stretching of the gate pulses and a reduction in the temporal walk-off between MIR field
and gate pulse, resulting in an increase in the phasematching bandwidth. In Chapter 4,
the benefits of choosing gate pulses with longer central wavelengths will be investigated
experimentally. Increasing the gate-pulse center wavelength to beyond 1960 nm has
become possible with the temporal compression of the output pulses of chromium laser
frontends [105, 140] and is currently investigated in our working group. An upper limit
to the gate-pulse wavelength is reached when it spectrally overlaps with the characterized
radiation, because this would result in a constant background signal.

3.5 Pre-Chirping of 1550-nm Gate Pulses
As illustrated in the previous section, the dispersion of GaSe causes an initially compressed
gate pulse to disperse significantly in time and thus limits the signal strength achievable
with short gate pulses in thick detection crystals. Pre-chirping the gate pulse before
the detection crystal increases the average peak intensity in the nonlinear medium and
flattens the phase relation (see Section 3.1) between the gate and generated sum-frequency
field, and thus increases the signal strength. While a detailed investigation of pre-chirping
would benefit the signal strength in all EOS setups discussed below, it was experimentally
studied in detail for the 1550-nm gate pulses described in Section 4.6. Here, the effect is
investigated theoretically for deeper understanding. The 1550-nm gate pulses are shown
in Figure 4.19 and a 300-µm-thick crystal was used for EOS detection. The spectral
phase of fused silica, with thicknesses varied between 0 mm and 15 mm, was added to
the gate pulses before calculating the instrument response. Fused silica is a suitable pre-
chirping material for wavelengths above 1270 nm, where its GDD has the opposite sign
as compared to that of GaSe. The angle of the beams inside the GaSe crystal was set to
θ = 14.8◦ and ϕ = 0◦, for phasematching the SFG of 8µm and 1550 nm, propagating
on the extraordinary and ordinary crystal axis, respectively. Furthermore, a SPF at
1400 nm was implemented, matching that used in the experiment. Figure 3.11(a) shows
the frequency-domain IRF for varied fused silica thickness.
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Pre-chirp with fused silica Pre-chirp with fused silica + CM(a) (b)

Figure 3.11: Simulated EOS spectral intensity IRF for several thicknesses of fused silica,
used for pre-chirping the 1550-nm gate pulses. (a) Pre-chirp with fused silica. Top:
Quantitative comparison of the non-normalized spectral intensity IRF. Bottom: IRF
normalized to the maximum for each fused silica thickness for comparison of the spectral
coverage. (b) Pre-chirp with fused silica and chirped mirrors (CM). Top: Non-normalized
spectral intensity IRF, allowing for comparison of the signal strenghts. Bottom: IRF
normalized to the maximum for each fused silica thickness for comparison of the spectral
coverage.
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A quantitative comparison of the strength of the spectral response for different pre-chirps
is possible in the top panel, while the responses in the lower panel were normalized to
the maximum for each thickness of fused silica to illustrate its spectral evolution. The
maximum response is achieved for pre-chirping with a 9-mm-thick fused silica plate. This
amount of fused silica has the negative GDD of half of the detection crystal thickness
(150µm GaSe) at ≈ 1400 nm. With increasing fused silica thickness, the maximum of
the spectral response shifts from 7.1µm to 8.3µm. Both the maximum and the spectral
shift can be explained by the dispersion properties of fused silica. Increasing the amount
of fused silica optimizes the pre-chirping for shorter gate pulse wavelengths, thus favoring
the detection of longer wavelength MIR radiation (the opposite effect as described for
Figure 3.9). Most likely, the strongest wavelength dependent electro-optic signal occurs
around 1400 nm, resulting in the optimum for best compression at this wavelength. In
future experiments, pre-chirping will be further optimized by using chirped mirrors, which
compensate for the GDD of 150µm of GaSe (half the EOS crystal thickness) over the
full spectral bandwidth of the gate pulses. Figure 3.11(b) shows the expected instrument
response with the designed phase of the chirped mirrors applied to the gate pulses, again
for different amounts of fused silica in the gate pulse beam path. While the overall trend
of the spectral response is comparable to panel (a), two main differences are observable:
For the same phasematching angle, the spectral response is shifted to longer wavelengths,
with the maximum now varying between 7.6µm and 8.3µm with increasing fused silica
thickness. Furthermore, the maximum response is more than a factor of two stronger
and is now achieved for adding 5 mm of fused silica. The chirped mirrors compress the
gate pulses in the centre of the crystal and thus maximize the sum-frequency generation
efficiency. In addition, adding fused silica can still improve the phase relations in the
wavelength dependent signal and thus increase the signal strength. The effect of the
chirped mirrors has in the meanwhile also been observed experimentally1.

In conclusion, pre-chirping 1550 nm gate pulses with fused silica increases the EOS signal
strength. However, dispersion compensation can only be achieved for wavelengths longer
than 1270 nm, where the GDD of GaSe and fused silica have opposite signs. Due to the
different shapes of the dispersion curves of GaSe and fused silica, perfect pre-chirping can
also only be achieved at one wavelength. The effect of pre-chirping is improved by the use
of chirped mirrors that match the spectral phase of GaSe over a broader spectral range.

1Chirped mirror coating by V. Pervak (Coating number CM2051, experimental implementation by P.
Jacob and A. Weigel.



Chapter 4

Experimental Results

In the previous chapter, a theoretical analysis of the phasematching and dispersion ad-
vantages of using gate pulses with longer central wavelengths was presented. Ultimately,
increasing the gate pulse wavelength and thus being able to use thick detection crystals,
while maintaining octave spanning detection bandwidths, has the goal of increasing the
MIR photon detection efficiency. As compared to linear characterization techniques,
which rely on low-noise detectors for a high detection sensitivity, the nonlinear effect
employed for EOS detection intrinsically causes photon losses in the upconversion step.
Furthermore, in the second step of heterodyne detection, an imperfect spatial overlap
and spectral filtering reduce the number of detected photons. Overall, we thus define the
detection efficiency as the ratio of the number of sum-frequency photons contributing to
the electro-optic signal, to the number of MIR photons impinging on the detection crystal.
So far, the estimation presented in [68], with an approximate upconversion efficiency of
0.1 %, is the only reference for the efficiency of the electro-optic detection.
Here, high-power gate pulses and a detailed analysis of photon losses in the two-step
process are employed to characterize and optimize the number of detected MIR photons
for the first time. Measuring the depletion of the MIR power as a function of the gate pulse
delay is employed for investigating the upconversion efficiency. The first optimization
of the detection efficiency was performed with 1-µm gate pulses, resulting in ≈ 0.76 %
maximum overall detection efficiency, and an unprecedented measurement dynamic range
in the MIR spectral range that was applied for the spectroscopic measurements presented
in [20]. For these gate pulses, the trade-off between detection efficiency and bandwidth is
illustrated next, followed by a discussion of several approaches to avoid detecting multiple
reflections from the GaSe detection crystal.
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One application of the high detection dynamic range is the measurement of the sta-
bility of the MIR waveforms and the theoretical analysis of the correspondence between
their measured fluctuations and those of the electric field. Furthermore, EOS detection
with 1550 nm gate pulses is compared to gating at 1030 nm, elucidating the improved
phasematching for longer gate pulse wavelengths. Finally results for EOS with 2-µm gate
pulses are presented. The high gate pulse power and even better phasematching than
at 1550 nm, allowed us to reach multi-percent-level detection efficiencies. For these high
detection efficiencies, the linearity of the signal with the infrared field strength and gate
pulse power is investigated.

4.1 Optimization and Characterization of EOS with
1-µm Gate Pulses

The first optimization and characterization of the EOS detection efficiency was performed
with 1030-nm gate pulses from a high-power Yb:YAG thin-disk laser system. Figure 4.1
shows the schematic of the experimental setup1, which is described in detail in [143].
An Yb:YAG thin-disk oscillator2 [144], delivers 220 − fs (FWHM pulse duration) pulses
centered at 1030 nm wavelength with 90 W of average power at 28 MHz repetition rate.
The pulses are spectrally broadened in three Herriott-cells [144, 145] and temporally
compressed with dispersive mirrors. After the third cell, a small portion of the power is
transmitted through a 920-nm SPF to generate an error signal for power stabilization
with an acousto-optic modulator (AOM) at the oscillator output [146]. The resulting
16-fs pulses with 60 W of average power are sent to a 1-mm-thick lithium gallium sulfide
(LiGaS2, LGS) crystal for IPDFG [34], resulting in infrared fields with a maximum of
60 mW average power and centered at 8µm wavelength. The generated long-wavelength
radiation and the NIR driving pulses are separated with a dichroically coated ZnSe plate.
A mechanical chopper modulates the MIR beam at 7 kHz for lock-in detection of the
EOS signal. The 8-µm pulses are then transmitted through a sample cell and can be
temporally compressed with chirped mirrors [147]. A wedge reflection of the NIR pulses
after the IPDFG crystal is temporally re-compressed with chirped mirrors, delayed with a
mechanical stage and variably attenuated with a pellicle on a rotation mount. A two-lens

1K. Fritsch and S. A. Hussain built the laser frontend with the help of W. Schweinberger and M.
Huber. I planned, built, optimized and characterized the EOS detection (indicated by the green dashed
line in Figure 4.1), with the help of S. A. Hussian and W. Schweinberger.

2developed in the group of O. Pronin by K. Fritsch
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Figure 4.1: Schematic of the laser system used for the optimization and characterization
of the detection efficiency of EOS with 1-µm gate pulses. An Yb:YAG thin-disk oscillator
drives three Herriott-cell-type spectral broadening and chirped mirror compression stages.
With an acousto-optic modulator (AOM) placed after the oscillator, the power measured
behind a SPF at 920 nm is stabilized after the last compression stage. With the resulting
1030-nm pulses with 60 W average power and 16 fs pulse duration, radiation with an
average power of 60 mW and with a central wavelength of 8µm is generated via IPDFG
in a 1-mm-thick LGS crystal. The driving pulses are then split-off with a dichroically
coated ZnSe plate. A fraction of these pulses is re-compressed with chirped mirrors
(CM), attenuated and polarization cleaned to serve as the EOS gate pulse. A rotatable
pellicle allows for variable power attenuation. The gate pulse is variably delayed with
a mechanical stage and a lens-telescope decreases the its beam size. The MIR beam is
mechanically chopped and transmitted through a sample cell for biological measurements,
before it is spatially combined with the gate beam using a germanium plate (Ge). The
absolute interferometer length is tracked with an auxiliary laser (interferometric delay
tracking (IDT)). An off-axis parabolic mirror focuses the recombined beams into a GaSe
crystal for EOS detection. Using a flip-mirror, the MIR and sum-frequency beams can
be characterized. For the signal measurement, the gate and sum-frequency beams are
transmitted through a 912-nm SPF. Two waveplates and a Wollaston prism (WP) serve
as the ellipsometry setup before balanced detection.
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telescope adjusts the focus size at the position of the EOS crystal to that of the MIR beam.
Placing the second lens (L2) on a translation stage allows for collimation adjustment
and thus setting of the lateral focus position. The MIR and gate beams are spatially
combined with an uncoated germanium plate, placed at Brewster’s angle for minimum
losses. An auxiliary laser tracks the relative interferometer length between the two
channels (interferometric delay tracking (IDT), [148]). For EOS detection, the spatially
combined beams are focused into a GaSe crystal using an off-axis parabolic mirror with
50 mm effective focal length. After the nonlinear crystal, the MIR photon upconversion
efficiency is measured by tracking the transmitted power of the characterized pulses, using
a µW power sensor from LASNIX. Additionally, the generated sum-frequency spectrum
is measured after transmission of the NIR beam through a polarizer for suppression of
the remaining gate pulse power. A lens collimates the generated sum-frequency and the
local oscillator beam and a 912-nm SPF is used for dynamic range optimization [68],
see calculation in Section 2.6. A combination of two achromatic waveplates is used to
balance the amount of power sent to the two diodes after beam-splitting with a Wollaston
prism (Thorlabs WP10). The electro-optic signal is detected with a home-built balanced
detector, using two diodes (First Sensor, PC5-7 TO) with a quantum efficiency of 100 % at
900 nm wavelength. The differential output current of the balanced detector is amplified
with a current amplifier (DLPCA-200 from FEMTO) and then detected with a lock-in
amplifier (Zurich Instruments, MFL) at the modulation frequency of the chopper placed
in the MIR beam path. The electro-optic signal is not normalized to the total power on
the balanced diodes. While this would reduce fluctuations of the signal strength caused
by the gate-pulse power, it would introduce nonlinearities when significant sum-frequency
powers are generated.

As derived in Section 2.3, the signal strength scales with the peak intensity of the gate
pulse and the amplitude of the MIR field. Therefore, the first step of the EOS signal
strength optimization was the temporal recompression of the gate pulses after dispersion
in the IPDFG crystal using dispersive mirrors and accounting for the additional material
in the gate pulse beam path. The temporal intensity profile at the detection crystal was
characterized using a home-built FROG [121] setup with a 10-µm-thick BBO crystal,
with the results shown in Figure 4.2.
Panel (a) shows the retrieved spectrum and spectral phase and an independently measured
reference spectrum. The measured and retrieved spectra agree up to a small shift in
central wavelength, validating the FROG measurement. Third-order contributions to the
spectral phase cause the side pulses that are visible in the retrieved temporal intensity
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Figure 4.2: Gate-pulse FROG measurement and beam profiles at the EOS crystal. (a)
Retrieved gate pulse spectrum/spectral phase and independently measured spectrum for
validation. (b) Retrieved temporal intensity envelope, FWHM pulse duration of 16 fs. (c)
MIR and NIR beam profiles at EOS crystal position with 1/e2 diameters, axes indicated
with arrows.

envelope in panel (b). Reduction of the side pulses would require the use of chirped
mirrors with a tailored spectral phase.

In addition to the gate pulse (peak) intensity, the SFG efficiency depends on the spatial
overlap of the MIR and NIR beams, as described by Equation (2.37) [74]. A two-lens
telescope in the gate pulse beam path (lenses L1 and L2, see Figure 4.1), reduces its
beam diameter, such that the focus sizes of the interacting beams are matched at the
position of the GaSe crystal. The lateral position of the NIR focus was set via translation
of the second lens of the telescope to match that of the MIR focus. The resulting focus spot
sizes for both beams were measured with CCD cameras (WinCamD-UHR and WinCamD-
FIR2-16-HR, respectively) and are shown in Figure 4.2(c). The 1/e2 beam diameters in
x and y direction for the gate beam are 2wx = 70µm and 2wy = 60µm and 2wx = 90µm
and 2wy = 75µm for the MIR beam.
For the given NIR focus spot size, we then maximized the gate pulse power. We used
a beamsplitter (BS502, custom in-house coating by V. Pervak), polarizer and a 100-nm-
thin, silicon nitride (Si3N4) pellicle for power tuning. Above 500 mW of gate pulse power
reaching the GaSe crystal, it showed flickering as a first sign of damage. For stable
operation, we set the gate power to 450 mW. As demonstrated in [68], a SPF was used for
optimization of the DR for a given phasematching configuration. When optimizing the
detection for 8-µm MIR radiation, with our gate pulses, this is achieved with a 912 nm
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SPF, matching the prediction by the calculation in Section 2.6.

To characterize the efficiency of the MIR to sum-frequency conversion, we measured the
MIR depletion behind the electro-optic crystal. A thermal power sensor (µW power sensor
for mid-IR laser beams, 511 from LASNIX) tracked the power transmitted through the
EOS crystal while the gate pulse delay was scanned over the signal maximum. Figure
4.3(a) shows the resulting depletion as a function of the gate pulse delay for a 500-µm-thick
detection crystal.

Figure 4.3: (a) Measurement of the MIR depletion as a function of EOS delay for a
500-µm-thick EOS crystal. (b) Maximum of the delay-dependent depletion for varied
gate pulse power. Solid line: linear fit, intersecting the y-axis at 100 %, with a slope of
0.00464± 0.00016 %/mW.

At the minimum, the transmitted MIR power drops by 2 %. After the minimum, the
power measurement shows oscillations with a frequency matching that of the 8-µm field.
These oscillations are most likely caused by interference of radiation generated in the EOS
crystal with the transmitted MIR beam. This effect was minimized by careful adjustment
of the NIR polarizer to avoid DFG in the detection crystal.
In order to relate the measured 2 % depletion to the number of photons that can interact
with the gate pulse at the delay position of maximum signal, the effective interaction
time window has to be considered. For the 500-µm-thick crystal, the temporal walk-off
between the MIR and NIR pulses is 489 fs (see table 3.1). This means that the gate
pulse interacts with almost all photons of the 60-fs-long MIR pulse (determined from the
retrieved field in Figure 4.10 and discussed below) at the delay corresponding to maximum
EOS signal. From the nonlinear polarization for SFG, it follows that the power depletion
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of the measured field scales with the gate pulse power. To validate this scaling law for
the significant reduction in MIR power, the depletion was measured for several gate pulse
powers, varied by rotation of the pellicle in the gate beam path. The resulting minimum
power transmission for gate pulse powers ranging from 225 mW to 440 mW is shown in
Figure 4.3(b). A fit through 100 % at 0 mW gate pulse power with a relative error of 3 %
confirms the linear scaling within this measurement uncertainty.

After upconversion, the following effects reduce the overall detection efficiency: the trans-
mission properties of the SPF, the spatial overlap of the gate and sum-frequency beam
and additional reflection and transmission losses of the remaining optics. First, we
characterized the effect of the spectral filter that is used for dynamic range optimization.
At the delay position of maximum EOS signal, we measured the sum-frequency spectrum
behind the EOS crystal after a polarizer, rotated to transmit horizontally polarized light to
suppress the strong gate pulse spectrum. A measurement with blocked MIR beam serves
as the background. Figure 4.4 shows a measurement of the gate pulse spectrum (with
orthogonal polarizer orientation) and of the sum-frequency spectrum with and without
the SPF.

Figure 4.4: Measurement of gate and sum-frequency spectrum with an optical spectrum
analyzer, showing the spectral cut-off of the SPF used for dynamic range optimization
and the relative strength of the two spectra.

The full sum-frequency spectrum has a similar shape as the gate pulse, but is shifted
by 40 THz (7.5µm) which corresponds to the peak of the spectral response (see Figure
4.9(a)). Of the generated sum-frequency photons at maximum signal, 60 % are transmit-
ted through the SPF at 912 nm.
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Furthermore, photons are lost due to the imperfect spatial overlap of sum-frequency and
gate beam. We calculate an overlap of 95 % in the collimated beam, taking the sum-
frequency focus size as the product of the almost perfectly matching MIR and NIR foci.
Additional reflection losses at transport and polarization optics reduce the transmitted
power to ≈ 87 %. Taking into account Fresnel losses of the MIR and the sum-frequency
beam at the detection crystal, ≈ 0.76 % of all MIR photons impinging on the EOS crystal
arrive at the balanced photodiodes.

Minimum Detectable Photon Number

The minimum detectable photon number is limited by the detection noise floor, given by
the balancing of the local oscillator. This noise floor is minimized with a combination of a
λ/2 and a λ/4 plate. Figure 4.5 shows a typical balanced radio-frequency noise spectrum,
with 140µW of optical power of the local oscillator reaching each diode.

Figure 4.5: Radio-frequency noise spectrum of the balanced local oscillator (black). Red:
calculated shot noise. The dashed line indicates the lock-in detection frequency of 7.5 kHz.

The theoretical value for the shot noise limit was calculated with Equation (2.47), for
λ = 900 nm and P = 0.140 mW. The peak at the chopper-modulation frequency of
7.5 kHz is most likely caused by residual signal, because the noise-floor was measured
away from optimum signal but without blocking the MIR beam. At the onset of the
peak, the measured amplitude noise is a factor of 1.6 above the calculated shot noise.
Possible reasons for this discrepancy are the gate pulse relative intensity noise (RIN)
and the imperfect retardation of the waveplates. Consequently, a minimum average of
1.62 ≈ 3 sum-frequency photons are required in addition to the local oscillator photons
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arriving at the balanced detectors in the measurement time window at each delay point
to surpass the detection noise floor (see Section 2.5).

4.2 Dynamic Range and Background-Reduced Mea-
surements

For a given EOS signal strength and the balanced noise floor, measured with a blocked
MIR beam, the time-domain amplitude dynamic range is calculated as the ratio of the
two. This is shown in Figure 4.6.

Figure 4.6: Time-domain amplitude DR of EOS traces for 500-µm and 85-µm-thick GaSe
crystals, also showing the difference of two subsequent measurements with the 500-µm-
thick one. tB: Time where the difference of two subsequent measurements reaches the
detection noise floor.

Signal and noise were filtered with a super-Gaussian filter in the frequency domain,
limiting the spectral region to where the EOS signal is non-zero. For a 500-µm-thick
GaSe crystal, the peak of the amplitude dynamic range is 5.4 × 106 for 2.4 ms (lock-
in time constant of 183µs with a 6-th order filter) measurement time per temporal
element, (light red curve). The time-domain signal of the main pulse extends up to
2 ps, caused by the strongly limited detection bandwidth (see Figure 4.8 and discussion
below). After the main pulse, the signal stays two orders of magnitude above the noise
floor, as the free induction decay from water molecules in the sample cell is measured.
For the characterization of biological measurements, water often serves as a reference
measurement. Therefore, the trace measured for water is usually subtracted from the
actual measurement. The background for those measurements is thus calculated by
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subtracting two reference measurements, as shown by the dark red line. At tB = 1.5 ps,
this difference reaches the detection noise floor, thus opening a time window where the
sensitivity of the free-induction-decay measurement is limited by the detector noise. The
remaining background for referencing measurements with varying high-pass-time-filtering
times tB is illustrated in the frequency domain in Figure 4.7.

Figure 4.7: Frequency-domain amplitude calculated from the time-domain traces for
different cut-on times tB. Light red: Fourier transform of a single measurement. Dark
red: Fourier transform of the difference of two references. The effective dynamic range is
limited by the remaining background for the difference measurement.

From left to right, the cut-on time tB for the Fourier transform is shifted from the
beginning of the time-domain trace to 1.5 ps after the main pulse, as indicated in Figure
4.6. For each case, the light red line shows the Fourier transform of a single measurement
and the dark red line is the Fourier transform of the difference of two measurements. The
effective noise floor for a spectroscopic measurement is given by the difference of the two
references. Only in the last case, for tB = 1.5 ps the noise floor is reached up to a factor
of two, that is the limit when subtracting two noise traces. In this case, the full dynamic
range can be exploited for measurements, not being limited by residuals from the reference
measurement. This condition we refer to as a ’background-free measurement’. In order
for this background free time-window to start at earlier times tB, or at the same time
for a spectrally more complex solvent, better subtraction of two traces and/or a faster
roll-off of the EOS trace is required. The green line in Figure 4.6 shows the time-domain
amplitude dynamic range for a 85-µm-thick detection crystal, peaking at 105. For this
detection crystal, the pulse decays roughly twice as fast as for the 500-µm-thick one,
as the detection bandwidth is more braodband (see spectral comparison in Figure 4.8).
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However, a second peak occurs at 1.6 ps delay, corresponding to a reflection of the MIR
pulse off the back surface of the GaSe crystal. This reflection will be discussed in more
detail in Section 4.4.
In addition, the time-domain trace can be temporally compressed using tailored chirped
mirrors for the MIR field [147]. This was applied here for the 85-µm-thick crystal,
were a broad MIR frequency range is detected and the uncompensated dispersion is the
dominating effect for the trace elongation. In addition, reducing the measurement time
for a single trace can reduce the influence of drifts and therefore improve the subtraction
of two traces. Methods to achieve fast delay-scanning of the gate pulse are asynchronous
optical sampling (ASOPS) [149] or the use of an oscillating mirror [150]. An electro-optic
detection system employing the first technique will be discussed in Section 4.6.

4.3 Bandwidth-Efficiency Trade-off
Section 2.3 and Chapter 3 discussed the increase of the MIR to sum-frequency power
conversion with the square of the length of the detection crystal. However, this also affects
the phasematching bandwidth of SFG, resulting in a trade-off between the detection
efficiency and bandwidth. While the aim discussed in Section 4.1 was to maximize the
number of detected photons, the detection bandwidth for the 500-µm-thick EOS crystal
is limited to a spectral width of 1.2µm around 9µm at the −10 dB level, shown as the
black line in Figure 4.8(b).

Figure 4.8: Comparison of MIR power depletion and spectral intensity dynamic range for
different EOS crystal thicknesses. (a) Relative MIR power transmission through the EOS
crystal. (b) Frequency-domain intensity dynamic ranges.
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The limited spectral coverage is detrimental for the analysis of samples with a broad
distribution of absorption lines, like biological samples. Therefore, the measurements in
[20] were taken in a broadband phasematching configuration with a 85-µm-thick crystal,
at the expense of maximum detection efficiency. Figure 4.8(a) shows measurements of the
MIR power depletion for different EOS crystal thicknesses and phasematching settings.
The average minimum depletion in panel (a) reduces from 2 % for the 500-µm-thick crystal
to 0.3 % for the 85-µm-thick one. Furthermore, the thinnest crystal shows the strongest
interference fringes, as phasematching for DFG and temporal walk-off are less severe.
The red and the blue lines show two different phasematching configurations for a 300-
µm-thick crystal. Because of the more broadband phasematching for longer wavelengths,
the depletion is larger in that case. The detection dynamic range and spectral coverage is
illustrated in Figure 4.8(b) for a MIR-average power of ≈ 1 mW at the detection crystal
and a measurement time of 16 s for each thickness. From the 500-µm-thick to the 85-µm-
thick crystal, the maximum intensity dynamic range decreases by almost two orders of
magnitude, but the FWHM spectral coverage extends from 6.6µm to 10.6µm at the −20-
dB-level. For the intermediate crystal thickness of 300µm, two phasematching settings
were tested. Optimum phasematching for the red curve is similar to the 500-µm-thick
crystal, while the spectral response was tuned to peak at 7µm for the blue line. This
tunability allows for the selection of a spectral range of interest with locally increased
detection efficiency.

Electric Field Reconstruction

EOS traces measured with the spectrally flat and broadband spectral response of the 85-
µm-thick detection crystal closely resemble the MIR electric field. Remaining limitations
to the spectral response, caused by phasematching, the gate-pulse duration or spectral
filtering, can be corrected with a calculated IRF for the measured gate pulse (Figure 4.2)
and the given crystal geometry - θ = 55◦ and ϕ = 0◦ - as explained in Section 3.3. Figure
4.9 shows the simulated spectral and temporal IRF.
The spectral intensity IRF shown in panel (a) has a two-peak structure, with the FWHM
width spanning from 7.2µm to 8.6µm and the long wavelength tail of the response
extending to 10.6µm at −10 dB. In the time domain, this corresponds to a gating
window with an intensity-FWHM duration of 52 fs. With these results, the measurement
was corrected for the spectral amplitude and phase response, resulting in the retrieved
spectrum and field shown in Figure 4.10.
The retrieved spectrum in panel (a) shows an increase in the spectral components in the
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Figure 4.9: Calculated EOS IRF for 1-µm gate pulses in a 85-µm-thick GaSe crystal
rotated to θ = 55◦ and ϕ = 0◦. (a) Intensity and phase of the frequency-domain IRF.
(b) Normalized amplitude of the time-domain IRF.

Figure 4.10: Comparison of EOS measurement and reconstructed MIR field for a 85-µm-
thick EOS crystal. (a) Measured EOS and reconstructed MIR spectrum after correction
with the calculated IRF. (b) Measured EOS trace and retrieved field, corrected with the
calculated spectral response.
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spectral wings, that were suppressed by the IRF. Suppression of those wavelengths and
propagation through the detection crystal also temporally compresses the EOS signal as
compared to the retrieved field, see panel (b). Overall, both waveforms are similar in
length and shape.
While knowledge of the exact field is not necessary for the linear spectroscopic measure-
ments performed with this EOS detection setup, a more realistic estimation of the field
allows us to investigate changes to the detection geometry, e.g., the crystal thickness
or spectral filters, on the measured traces. In addition, the different effects of chirped
mirrors [147] on the temporal compression of the measured trace or the MIR field can be
understood.

4.4 Multiple Reflections from GaSe
As discussed in Section 2.4, GaSe stands out with its unique phasematching properties,
relatively large damage threshold and high nonlinear coefficient. Therefore, it is our
crystal of choice for EOS detection. However, it cannot be cut at a certain phasematching
angle, as the two-dimensional crystal layers are only weakly bound and the material easily
breaks along cleavage lines. This property also makes anti-reflection coatings challenging.
Both MIR generation and detection in GaSe therefore suffer from power losses and the
visibility of internal reflections of the gate and MIR beams. For EOS, reflections of
the MIR beam off the back surface of the detection crystal appear at delays behind
the main pulse, in the same time window were the free-induction decay of molecules is
analyzed in spectroscopic measurements, thus limiting the background-free measurement
time window. For the 85-µm-thick crystal, this is shown in Figure 4.6.
Up to now, anti-reflection coating of GaSe was demonstrated in [151] for 800-nm wave-
length with magnetron sputtering of SiO2 and SiO2/Si3N4 layers, leading to a higher
THz generation efficiency, as less driving pulse power is reflected off the front surface.
Furthermore, [152, 153] show that the fabrication of anti-reflection micro-structures can
be used to increase the MIR transmission of GaSe crystals. However, the effect of the
microstructures on the crystal damage threshold still has to be investigated. Because the
structures are on the scale of the gate pulse wavelength, they act as a grating, which
makes the crystals promising for IPDFG, but so far not for EOS, where the gate beam
(polarization) properties are crucial.
The use of thick detection crystals can shift the appearance of the first echo to beyond
the time window of interest. Furthermore, this can reduce the detection of the reflection
because of spatial walk-off. However, the thick crystals limit the detection bandwidth, as
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discussed above for 1-µm gate pulses. The following sections show EOS using longer gate
pulse wavelengths with a broader phasematching bandwidth and thus thicker crystals.
Here, three different approaches to suppress the multiple reflections which were tested
within the scope of this thesis, are discussed.

1. In a collaboration with M. Knorr and Prof. R. Huber at the University of Regens-
burg, we tried the approach they present in [154]. GaSe is optically contacted to a
poly-crystalline diamond substrate via van-der-Waals bonding upon evaporation of
a droplet of methanol. At 8-µm wavelength, the refractive index of diamond matches
the extra-ordinary refractive index at normal incidence of GaSe. One difference to
their approach is that we use crystals with ≥ 85µm thickness to maximize the signal
strength, while they have almost single-layer, < 10µm thin samples. We observed
that only one or a few of the GaSe layers contacted to the diamond substrate, while
the rest peeled off. We therefore first contacted 5-µm-thin GaSe to diamond and
then attached a second, 60-µm-thick crystal to the other side of the thin GaSe. The
resulting EOS measurements are shown in Figure 4.11.

Figure 4.11: EOS measurements with GaSe contacted to diamond. (a) Comparison of the
EOS traces. (b) Comparison of the intensity spectra and noise measurements.

Panel (a) shows the time-domain trace, with a reference measurement for a 85-µm-
thick GaSe crystal for comparison. The frequency-domain spectra and the noise
floor are shown in panel (b). From the time-domain traces, no reduction of the
multiple reflection is observable, indicating that no optical contact was formed. The
modulations in the frequency-domain plots for the ’contacted’ crystal are most likely
caused by the slightly different phasematching angle. Furthermore, the noise floor
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for the contacted crystal is three orders of magnitude larger than for the reference
measurement. We observed a strong dependence of the balanced noise floor on the
gate-beam position on the nonlinear material and therefore assume that the poly-
crystalline diamond substrate caused depolarization of the gate pulses. For future
experiments we therefore suggest to use single-crystalline diamond to mitigate the
depolarization effect.

2. Similar to the application in [155], Arsenic Sulfide (As2S3) was investigated as a
material with matching refractive index to GaSe. We attempted to contact a 500-
µm-thick diamond plate to a GaSe sample by using a layer of Arsenic Sulfide in
between. The material was applied in liquid form, solved in propylamine. However,
when the solvent evaporated to form the contact, a crystalline Arsenic Sulfide
structure formed, which strongly distorted the NIR beam profile. The optimization
of the drying process has to be investigated in more detail for future attempts.

3. Optical glue with a refractive index matching that of GaSe is an additional option
to reduce the strength of the reflection or shift it to later delays. The glue with
the highest available refractive index is NOA 170 (from Norland), with nNOA170 =
1.7. We attempted to reduce the MIR reflection by gluing a 500-µm-thick, single-
crystalline diamond plate to the back-surface of the GaSe crystal. A comparison of
a reference measurement and an EOS trace for the glued crystal is shown in Figure
4.12.

Figure 4.12: Comparison of EOS traces measured with a bare GaSe crystal (black) and
with a 500-µm-thick diamond plate glued to the back surface of the crystal (red). The
numbers indicate the strengths of the visible MIR reflections.
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Due to the limited aperture of the glued crystal, the phasematching angle was
reduced to θ = 46◦ instead of θ = 52◦ for the reference measurement. In addition,
despite the same nominal thickness, the crystal used for gluing was more than twice
as thick, as can be seen from the MIR reflection shifted to longer delays. Taking
into account all Fresnel reflections and no spatial effects, a reduction of the MIR
reflection in the field of 70 % was expected. The measured value shows the opposite
behaviour, even though a reduction of the spatial overlap of the inner reflection
with the gate pulse is expected for the thicker crystal. We therefore assume that
no optical contact between the substances was formed. Investigating the inner
reflection of the s-polarized gate-beam, which appears before the main signal, should
increase the visibility of potential improvements, because of the increased change
in reflection. Suggesting an alternative way to use the optical glue, we propose to
attempt to achieve spatial separation of the multiple reflections by forming a lens
with a droplet of glue. This approach is still to be investigated in more detail.

Furthermore, LGS, which is widely used for IPDFG with 1-µm driving pulses, was tested
as an alternative detection crystal. This material can be anti-reflection coated and has a
broader phasematching bandwidth and higher damage threshold than GaSe (see temporal
walk-off in Table 2.1), which allows for the use of approximately five times thicker crystals
while maintaining the detection bandwidth. Figure 4.13 shows the resulting frequency-
domain intensity dynamic range for 500-µm-thick LGS, compared to that for 85-µm-thick
GaSe.

Figure 4.13: Frequency-domain intensity DR for EOS with a 500-µm-thick LGS crystal.
Comparison to the dynamic range measured with 85-µm-thick GaSe.

The signal strength for both crystals was comparable when using 390 mW of gate pulse
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power for GaSe and 620 mW for LGS, with the increased power approximately compen-
sating for the lower nonlinear coefficient. Note that the higher damage threshold of LGS
would allow the use of even higher powers and thus increase the signal strength. However,
the balanced noise floor was a factor of 2.7 worse in amplitude. This was caused by the
bi-axial nature of the crystal, which lead to severe depolarization of the local oscillator.
Therefore, the intensity dynamic range is a factor of 23 lower at 8µm wavelength for the
LGS crystal. To reverse the depolarization, we suggest to use a second LGS crystal in
opposite orientation. This approach still needs to be tested experimentally.

In conclusion, attempts to suppress the multiple reflections of the MIR beam at the GaSe
surfaces by optical contacting of several materials were tested, however so far with limited
success. Using LGS as a detection crystal is promising in terms of signal strength and
spectral coverage. However, uncompensated depolarization of the local oscillator due to
birefringence limits the balanced noise floor. Currently, for the analysis of spectroscopic
measurements performed in our working group, the multiple reflections are suppressed
numerically.
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4.5 Application of High-DR EOS: Waveform Stabil-
ity Analysis

In Section 4.2, electro-optic detection with a time-domain amplitude dynamic range
of more than six orders of magnitude was demonstrated. Besides the application for
spectroscopic measurements, as described in [20], this high sensitivity allows for the precise
characterization of the temporal stability of the EOS traces and thus of the MIR waveforms
with respect to the gate-pulse reference. On the one hand, this provides information on
the remaining timing jitter after passive optical-phase stabilization via IPDFG. On the
other hand, the quantification of the remaining jitter and its time scales provides insight
on how well and over which time scales consecutive measurements can be averaged to
increase the overall measurement sensitivity.
For an analysis of the stability of the investigated waveforms, we measured the amplitude
extrema and zero-crossing position jitter of the EOS traces. To draw conclusions about
the jitter of the actual electric fields, a theoretical model was developed, that propagates
the laser-fronted RIN through all nonlinear processes involved in the generation and
detection of the waveforms. The experimental results of this study are discussed in detail
in [Hussain.2021] and were presented in [156]. Here, the focus is on the measurement
sensitivity and the correspondence between the fluctuations measured with EOS and those
of the electric field.

The waveform stability was measured by setting the nominal gate pulse delay to the
positions of various zero-crossings and extrema of the EOS trace at a time, recording
the signal for millions of pulses and analyzing the relative standard deviation for the
extrema and the absolute variations at the zero-crossing positions3. The detection crystal
was 85-µm-thick GaSe, thus corresponding to the bandwidth-maximized measurement
configuration shown in Figure 4.10(b), where the measured trace closely resembles the
input field. At the extrema, the signal variation is directly proportional to the amplitude
fluctuations of the EOS trace. For the zero-crossings, the signal variation ∆Ŝ was
transferred to a jitter in the position of the zero-crossing via the slope of the optical
waveform: With the instantaneous angular frequency ω and signal amplitude Â, the
oscillating signal Â× sin(ωτ) can be approximated with the 0th-order term of the Taylor
expansion: ∆Ŝ(τ) ≈ Â(τ)× ω(τ)×∆τ .

3The waveform stability measurements and data analysis were performed by S. A. Hussain and W.
Schweinberger. T. Buberl helped with the data analysis.
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Figure 4.14 summarizes the results of those amplitude and zero-crossing position jitter
measurements for a chirped and a compressed MIR wave.

Figure 4.14: Waveform stability measurements for a temporally chirped ((a)-(c)) and
compressed MIR waveform ((d)-(f)). (a) EOS trace of the chirped MIR waveform, red and
green circles indicating delay points for zero-crossing and amplitude jitter measurements,
respectively. (b) Measured amplitude jitter, with (dark green) and without (light green)
power stabilization of the driving pulses of IPDFG. (c) Measured timing jitter, with
(dark red) and without (light red) power stabilization. (d) Temporally compressed EOS
trace, red and green circles indicating delay points for zero-crossing and amplitude jitter
measurements, respectively. (e) Measured amplitude jitter for the radio-frequency ranges
1 Hz− 625 kHz (triangles) and 10 kHz− 625 kHz (circles). (f) Measured timing jitter for
the two radio-frequency ranges. The grey shaded areas show the calculated measurement
sensitivity.

Panel (a) shows a measured EOS trace of the chirped waveform, obtained from the
compressed waveform in panel (d), by adding a 5-mm-thick CaF2 substrate to the MIR
beampath. From left to right, the instantaneous frequency decreases monotonically,
corresponding to a wavelength change from 7.2µm to 9.3µm. The red and green circles
indicate the delay positions at which the waveform stability was measured. For the
chirped pulse, the fluctuations were analyzed in the radio-frequency range from 10 kHz
to 625 kHz, with and without power stabilization of the IPDFG driving pulses with the
acousto-optic modulator (AOM) (see the setup description in Figure 4.1). We chose this



4.5 Application of High-DR EOS: Waveform Stability Analysis 73

radio-frequency range for the analysis, because the interferometer length between MIR
field and gate pulse is assumed to be constant, avoiding the measurement of drifts in
the temporal delay between the pulses. The upper frequency-limit is determined by the
measurement electronics.

Sensitivity of the Waveform Stability Measurements

The plots of the measured fluctuation values also show the measurement sensitivity for
the amplitude and zero-crossing fluctuations as the grey areas. This sensitivity was
determined from the time-domain amplitude dynamic range: At the maximum of the
compressed pulse, we measured the average amplitude value of the signal, S̄max(0) = 4.8 V.
With blocked MIR, the standard deviation of the noise floor was 3× 10−4 V, resulting in
an amplitude dynamic range of 1.6×104. Therefore, the minimum measurable amplitude
change, calculated as the inverse of the dynamic range, is σdet,amp(0) = 6 × 10−5 at the
delay position of maximum of the EOS trace envelope (τ = 0). When varying the delay
τ to positions away from this maximum, the minimum detectable change increases with
the inverse signal amplitude Â(τ): σdet,amp(τ) = σdet,amp(0)/Â(τ). As the timing jitter
is also measured via the signal change, its detectable minimum is related to the smallest
measurable amplitude change with the instantaneous frequency ω of the compressed pulse:
σdet,τ (0) = σdet,amp(0)

ω
≈ 0.5 as. The influence of the variation of the slope of the EOS signal,

caused by the amplitude jitter, that is used for the transformation of the amplitude to
the timing jitter, is on the order of 0.01 as and therefore considered negligible. As the
signal strength is reduced for the chirped pulse, the measurement sensitivity is decreased
in that case.

Measurements Results

In the free-running case (light green), the amplitude fluctuations increase from 0.3 % at
9.3µm to 0.4 % at 7.2µm, as shown in Figure 4.14(b). The data points are the average
values for five consecutive measurements and the error bars correspond to the standard
deviation. With the stabilization switched on (dark green), the amplitude fluctuations
are approximately constant at 0.1 % at all wavelengths. Without power stabilization, the
positions of the zero-crossings jitter with an amplitude between 4 as and 5 as over the full
optical wavelength range (light red dots in panel (c)). Switching on the AOM leads to
a decrease of the fluctuations at the shortest wavelengths to 3 as (dark red). For both
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the amplitude and zero-crossing fluctuations, the power stabilization has the strongest
effect for the shortest wavelengths. This is due to the error signal of the stabilization
being generated in the short-wavelength/high optical frequency wing of the NIR driving
spectrum, that contributes the most to the generation of high MIR frequencies/short
wavelengths.
For the compressed pulse (panel (d)), both the amplitude and timing jitters values are
calculated from the measured signal changes for two different radio-frequency ranges with
the power stabilization switched on. This allowed us to investigate the contributions of
low-frequency noise to the waveform stability. In the range from 1 Hz to 3 kHz, the data
was corrected with position data recorded for the gate pulse delay with interferometric
delay tracking (IDT), compensating for drifts in the interferometer length (details in
[Hussain.2021, 148]). Within the FWHM of the compressed EOS trace, the average
amplitude fluctuations are 0.1 % in the frequency range from 1 Hz to 625 kHz, see Figure
4.14(e). Selecting only the higher frequencies from 10 kHz to 625 kHz reduces the average
amplitude fluctuations within the FWHM of the trace to 0.1 %. In this range, drifts of the
interferometer are negligible, thus making the position correction obsolete. The average
zero-crossing jitter in the full and limited frequency range is 6 as and 0.8 as, respectively,
see Figure 4.14(f).

Comparing the measured timing jitter values and the measurement sensitivity shows that
the two are close together and that the shape of the measured values is similar to that of
the noise floor. In order to show whether the measurement was fully dominated by the
noise floor or additional laser noise is detectable, we assumed the total jitter to be given by
the sum of the uncorrelated detector and laser noise. To demonstrate the effect of purely
increased detector noise, we assume a constant laser noise, i.e., at the lowest measured
value at maximum signal σlaser,0. This results in: σtot(τ) =

√
σdet(τ)2 + σ2

laser,0. This
data is shown as the black triangles in Figure 4.14(c) and (f). The deviations from the
calculated and measured fluctuations shows that the increase of the measured fluctuations
away from the maxima of the traces is not solely caused by the decreased sensitivity, but
that the traces fluctuate more at those delays.

In conclusion, the stability of waveforms generated via IPDFG was characterized by
measuring the variations of the EOS signal. This resulted in amplitude and timing jitters
on the order of 0.1 % and 1 as, respectively. Optical-wavelength dependent effects were
illustrated by measuring with and without the power stabilization of the driving pulses
for IPDFG.
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Theoretical Model and Simulations

The waveform stability measurements were performed with a 85-µm-thick GaSe crystal.
Although Figure 4.10 shows the similarity of the measured trace and the input field,
attosecond-level fluctuations could be averaged due to propagation effects in the detec-
tion crystal, i.e., the temporal walk-off of detected field and gate pulse. Furthermore,
amplitude fluctuations of the gate pulse directly affect the amplitude fluctuations of
the measured trace, as no normalization to the gate pulse intensity is performed when
recording the electro-optic signal.
For understanding the connection between the measured fluctuations and the actual jitter
of the MIR fields, we developed a theoretical model, simulating the chain of nonlinear
effects in the experimental setup4. This model is sketched in Figure 4.15.
The simulation input (see Figure 4.15(a)) is the experimentally determined laser oscillator
output, a sech2-shaped soliton pulse with 220 fs FWHM duration, characterized with an
autocorrelation measurement. Figure 4.15(b) depicts the measured RIN spectra with
and without the power stabilization of the NIR pulses with an acousto-optic modulator.
Three stages of Herriott-cell-type spectral broadening in fused silica (Figure 4.15(b)) are
simulated with the nonlinear phase shift ϕKerr for self-phase modulation [26] in the time
domain:

ϕKerr = −4n2Ik0d

Aafter = Aine
iϕKerr

(4.1)

with the complex amplitudes Ain and Aafter for before and after the nonlinear interaction,
respectively. For fused silica, the nonlinear coefficient is n2 = 3.5 × 10−20 m2/W [26]
and we use substrates with a thickness of d = 6.35 mm. The wavenumber at the central
frequency ω0 is given as k0 = ω0/c. From the complex time-domain amplitude At, the
intensity is calculated as I = n|At|2

2cµ0
. The linear propagation over the broadening cell

chirped mirrors considers their phase ϕHC (calculated as in (2.4)), and reflectivity, as
provided by the mirror design.
After the spectral broadening, the temporal compression with chirped mirrors is im-
plemented analogously to the chirped Herriott-cell mirrors with a linear phase shift. We
adjusted the peak intensity in the broadening medium to achieve Fourier transform limited

4M. Högner helped developing the theoretical model, performed parts of the simulations and crucially
contributed to understanding the results.
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Figure 4.15: Sketch of the theoretical model for the waveform stability analysis. (a)
Simulation input: Oscillator parameters and measured relative intensity noise as shown
in (b); stabilized: with power stabilization using an acousto-optic modulator (AOM).
(c) Simulation of the spectral broadening of the oscillator output, resulting in 15-fs NIR
pulses. (d) Simulation of IPDFG and EOS, both in GaSe, with the spectral coverage
matching the experimental parameters. Simulations are performed for several oscillator
output powers, assuming a Gaussian distribution of the intensity values (see panel (b))
with the width corresponding to the measured RIN value from (a) (σ). (e) Fluctuations
are calculated as the standard deviations of the simulated amplitude and zero-crossing
values for MIR fields and EOS traces, weighted according to (b).
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pulse durations after each of the three stages that match the experimental values, i.e.,
80 fs, 43 fs and 15 fs, respectively. For the simulation of IPDFG (Figure 4.15(d)), we
implemented the first-order propagation equation with the second-order nonlinearity, as
described in Section 2.3, for a 100-µm-thick GaSe crystal as a simple model system.
This generates a spectrum spanning 27-47 THz at −30 dB, which agrees well with the
experimental IPDFG results. This field is optionally chirped in time to extend over
more than 1 ps, by adding the spectral phase of 5-mm-thick CaF2. For simulating EOS
detection, the theoretical model described in Section 2.3 is used for a 85-µm thick detection
crystal. Note that a reduction of the detection crystal thickness to 30µm did not change
the qualitative results of the simulation results presented here.

The full chain of nonlinear processes was simulated for various intensities of the soliton
input. In all cases, the pulse shape was kept identical, thus only a constant factor was
multiplied to all frequencies. The variation of the oscillator power was determined from the
measured RIN as shown in the measured radio-frequency spectra in Figure 4.15(b) with
and without the power stabilization. All simulation results were then analyzed according
to the measured integrated RIN value of ≈ 0.02 % for the frequency range down to 10 kHz.
The timing-jitter and amplitude fluctuations were calculated as the standard deviation
of the zero-crossing times and field extrema, respectively (Figure 4.15(e)). Because the
intensity distribution of the oscillator output is assumed to be Gaussian with a width
corresponding to the measured RIN, the amplitude and zero-crossing values were weighted
accordingly.

Referring to the discussion in Section 2.3, the MIR field is convoluted with a gate or
instrument response function upon detection with EOS. This time-domain convolution
corresponds to a multiplication in the frequency domain and suggests to analyze the
correspondence between the jitter of the measured trace and the input fields also in the
frequency domain. For a chirped MIR waveform, with its individual frequencies mapped
to different times, this frequency-domain behavior can be analyzed with a time-domain
measurement. Simulation results for the time- and frequency-domain jitter of the chirped
waveform are depicted in Figure 4.16.
Panel (a) shows the normalized modulus squared of the frequency-domain complex am-
plitude for the MIR, IRF and EOS. Following the description of the IRF in Section 3.3,
the complex spectral amplitude of the EOS signal results from a multiplication of the
MIR complex amplitude with that of the IRF in the frequency domain. As a result, and
using the amplitude and phase representation for the frequency-domain fields introduced
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.16: Simulated jitter values for a chirped MIR waveform in the time and frequency
domain. (a) Intensity spectra of MIR field (grey), EOS trace (black) and frequency-
domain IRF (black, dashed). (b) Frequency-domain relative amplitude jitter for MIR
(grey), EOS (black) and IRF (black dashed). For comparison, the red dashed line shows
the sum of the MIR and IRF jitter. (c) Phase jitter for each case, also given as a timing
jitter, calculated using the instantaneous wavelengths. (d) Simulated chirped MIR field
(grey) and EOS trace (black). (e) Relative amplitude fluctuations for MIR field (grey)
and EOS trace, with (dark green) and without (light green) gate pulse fluctuations. (f)
Respective zero-crossing jitters.
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in Equation (2.1), the following relations hold for the relative fluctuations of the EOS
spectral amplitude and the absolute phase jitter:

∆AEOS = ∆AMIR + ∆AIRF + ∆AMIR∆AIRF (4.2)

∆ϕEOS = ∆ϕMIR + ∆ϕIRF (4.3)

The instrument response jitters due to fluctuations of the gate pulse. Via the dependence
of the spectral broadening via self-phase modulation on the input pulse intensity, the
temporal and spectral shape of the compressed gate pulses varies with the oscillator
output power.
In panel (b), the simulated frequency-domain relative amplitude fluctuations are illus-
trated. For the MIR field, those are on the level of 0.05 %. The amplitude fluctuations
of the IRF vary between 0.1 % and 0.25 %, most likely caused by variations of the
fluctuations of different components in the gate-pulse spectrum, which contribute most
to the detection of the different MIR frequencies. Adding the fluctuations of the field and
the instrument response yields, in good approximation - except for low intensity values -
the EOS amplitude fluctuations. Panel (c) shows the wavelength-dependent phase jitter.
Because a phase shift of 2π corresponds to a time change of one oscillation period, the
phase jitter ∆ϕ can be transferred into a timing jitter ∆τ , as shown on the right axis.
The two are related with the instantaneous frequency ω via ∆τ = ∆ϕ

ω
.

The MIR phase jitter is below 0.5 mrad over the full wavelength range, corresponding
to timing jitters below 2.5 as. For the IRF, the timing jitter increases from 0.5 mrad
at 7µm to 2 mrad at 10µm. Adding the jitters of the field and the IRF again yields
the variations of the simulated signal. Furthermore, the IPDFG driving pulses and
gate pulses are derived from the same source, suggesting that their jitters correlate. It
shall be noted though that a dependence of the wavelength dependent jitter values on
the configuration of the broadening stages was observed in the simulations: Driving the
compression stages in the positive or negative dispersion regime leads to a different noise
behavior [157]. Furthermore, wavelength dependent effects of the NIR power stabilization
are not considered in the simulations. Discrepancies between the experimental and
simulated broadening stages are therefore expected to lead to differences in the simulated
fluctuation values.
For the chirped MIR waveform (panel (d)), the frequency-domain phase jitter (panel (c))
is directly comparable to the timing jitter (panel (f)), owing to the mapping of the spectral
components to different temporal positions because of the wavelength-dependent group
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delay of CaF2. The amplitude fluctuations in panel (e) do not match the behaviour in the
frequency domain, most likely because of interference of the various spectral components
and the influence of the spectral phase fluctuations on the time-domain amplitude jitter
Panels (e) and (f) also show the fluctuations of the simulated traces without gate pulse
fluctuations, that means, with the simulated EOS detection using the same gate pulse for
each of the varying MIR fields. In this case, the trace fluctuations in both amplitude and
phase match the field fluctuations. Therefore, we conclude that the nonlinear detection
process itself does not alter the time-domain fluctuations, despite temporal walk-off of
the gate pulse and MIR field. However, fluctuations of the gate pulse cause a jitter of the
instrument response, that in turn influences the shape of the measured fluctuations. The
influence of the amplitude fluctuations of the gate pulse could be avoided by measuring
the EOS signal normalized to the total local oscillator power reaching the balanced diodes.

Because the spectral response of the detection does not depend on its phase, compressing
the investigated field in time does not change the behavior of the frequency-domain
fluctuations. However, the differently fluctuating wavelengths are now interfering and
therefore change the temporal jitter of the waveform. The simulated amplitude and
timing jitter values for the compressed trace are shown in Figure 4.17.
Panel (a) shows the compressed simulated trace and the MIR field. The two were
temporally aligned at their maxima for better comparability. The relative amplitude
fluctuations in panel (b) are below 0.1 % for the field and the EOS trace, both with and
without gate pulse fluctuations. At three delays between 40 and 120 fs (indicated by the
dotted line), the amplitude jitter of the MIR field diverges (the same holds for the timing
jitter). This effect ist caused by low-amplitude oscillations, which are not showing clear
zero-crossings and therefore distort the jitter analysis. Because of the limited spectral
coverage, the EOS trace extends longer in time, which avoids the occurrence of divergences
for the considered delay window.
Panel (c) shows the timing jitter of the simulated fields and EOS traces, which have
average values of 1.9 as and 3.7 as within the FWHM of the field and trace, respectively.
For both amplitude and timing jitter, their fluctuation levels are comparable, with the
increase in the EOS timing jitter attributed to the fluctuations of the instrument response.
Furthermore, the simulated jitter values are comparable to the ones determined experi-
mentally.
In addition, the theoretical model allows for extrapolation of the jitter values to various
RIN values of the oscillator front-end. The RIN for a shot-noise limited, 90-W output
of the laser oscillator at 1030 nm wavelength and in the radio-frequency range from 10 to
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Figure 4.17: Waveform stability simulation results for a compressed MIR field. (a)
Compressed MIR field (grey) and EOS trace (black), the temporal offset is caused by
walk-off in the nonlinear crystal. (b) Amplitude jitter of the compressed MIR field (grey)
and EOS trace with (dark green) and without (light green) gate pulse fluctuations. (c)
Corresponding timing jitter for the fields and EOS traces.
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625 kHz amounts to ≈ 5.1× 10−8. This value is approximately three orders of magnitude
below the measured RIN in Figure 4.15(b) and would correspondingly result in three
orders of magnitude lower jitter values for amplitude and timing. In that case, the shot-
noise limited RIN of the generated MIR radiation (≈ 50 mW of average power at 8µm
wavelength) would however be dominating the amplitude fluctuations.

In conclusion, the fluctuations measured with EOS correspond to the sum of the input
field and instrument response fluctuations in the frequency domain, where the complex
spectral amplitude of the EOS signal is the result of a multiplication of the field and IRF
complex spectral amplitudes. Because of the interference of different spectral components,
this relation is not straightforward in the time domain for a compressed input field.
Furthermore, it is suggested that the fluctuations of the NIR pulses that both drive
the IPDFG and act as gate pulses in detection strongly depend on the configuration
of the pulse compression scheme and that wavelength-dependent effects from the power
stabilization affect the exact behavior of these fluctuations. The fluctuation levels between
simulations and experiment agree qualitatively for comparable RIN. Furthermore, despite
temporal walk-off between the gate pulse and the infrared field in the thick detection
crystal, averaging of the field fluctuations at different delay values does not significantly
alter the simulated fluctuation values of the EOS trace with respect to the input field.
This makes high-dynamic-range EOS a powerful technique to investigate fluctuations of
the electric field of light on a sub-cycle time-scale, where the measured fluctuation values
correspond more closely to the electric-field fluctuations for lower gate-pulse fluctuations.
The as-level jitter enables linear spectroscopy with high precision and allows for accurate
tracking of the mutual delay between two pulse-trains for dual-oscillator scanning [158].
Using a detection geometry with a more broadband frequency response (i.e., with thinner
detection crystals and/or longer gate-pulse wavelengths), in order for the EOS trace to
resemble the MIR field more closely, this stability benefits the sensitive time-domain
investigation of nonlinear effects [16, 18, 159, 160]. For our experimental setup, a further
reduction of the fluctuations would require a lower RIN of the laser frontend or a com-
pression scheme with taylored noise characteristics for a reduction of the amplitude noise
[161]. For a shot-noise limited laser oscillator output, the timing and amplitude jitter
values are expected to be ≈ 3 orders of magnitude lower than the fluctuations measured
here.
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4.6 EOS with 1550-nm Gate Pulses
While the EOS results with the 1-µm gate pulses described in the previous section were
unprecedented in terms of detection efficiency and already greatly benefit the sensitivity
of spectroscopic measurements, both the MIR generation and detection were limited in
efficiency and bandwidth due to crystal damage thresholds and phasematching limitations.
Benefits from increasing the gate pulse wavelength were discussed with the simulation
results in Section 3.4. Erbium-fiber lasers with a central wavelength of 1550 nm are well-
established as sources for gate pulses for broadband EOS in GaSe [51, 162]. However,
they suffer from limited peak power, thus limiting the conversion efficiency for SFG of
MIR and gate pulses. Here, phasematching benefits from using 1550-nm gate pulses in
comparison to the 1030-nm-based EOS are demonstrated experimentally.
The infrared-field resolved detection system studied here, is based on the same Yb:YAG
thin-disk technology as discussed in Section 4.1 and is sketched in Figure 4.185.
In short, an Yb:YAG thin-disk oscillator generates pulses at 1030 nm central wavelength
with 100 W of average power and 200 fs FWHM pulse duration. Two Herriott cells and
chirped mirror compressors shorten the pulse duration to 15 fs. Focusing these pulses
into a 1-mm-thick LGS crystal for IPDFG generates waveforms with a spectral coverage
from 6µm to 11µm at the −10 dB level and an average power of 54 mW. For gating
at 1030 nm, 500 mW average power of the Herriott-cell output are split off by a Fresnel
reflection at a fused silica surface.
Alternative gate pulses at 1550 nm were provided by an erbium fiber laser, broadened
and self-compressed in a highly nonlinear fiber (HNLF) [141]6. The resulting pulses at
100 MHz repetition rate have a FWHM pulse duration of 10 fs and an average power of
165 mW. The results of a second-harmonic generation FROG [121] measurement of the
compressed gate pulses are shown in Figure 4.19.
The temporal intensity envelope (panel (a)) has a FWHM duration of 11 fs. Panel (b)
shows the spectral coverage from 1024 nm to 1750 nm at the −10 dB level. The spectral
phase varies within 2 rad, before strongly deviating from its flat behavior at 1100 nm and
below. Fused silica plates are used for pre-compensation of the dispersion introduced by
the detection crystal. Together with losses at additional optics, this results in an average
gate pulse power of 100 mW at the GaSe crystal. In order to record EOS traces, the

5K. Fritsch developed the laser frontend and NIR compression stages. T. Buberl set up the IPDFG,
1µm EOS and developed the MIR spectrometer with 1030-nm gate pulses (Detailed description in [163])

6A. Weigel and P. Jacob are developing the 1550-nm EOS. I worked with them on the optimization
of the signal strength, investigating different detection crystal thicknesses, the beam geometry and
recombination.
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Figure 4.18: Experimental setup for the comparison of gate pulses at 1030 nm and 1550 nm
central wavelength. An Yb:YAG thin-disk oscillator serves as the laser front-end at
1030 nm central wavelength. The pulses are temporally compressed to 16 fs with 60 W
of average power in two Herriott-cell-type spectral broadening stages and with chirped
mirrors (CM). A small portion of the resulting pulses is split off via reflection off a fused
silica substrate to serve as the 1030-nm EOS gate pulses. The remaining power generates
8-µm-pulses via IPDFG in LGS, which are sent through a sample cell and temporally
compressed with chirped mirrors. They can then be optionally directed to EOS with 1030-
nm, or 1550-nm gate pulses with a flip mirror. For the 1550-nm gate pulses, the 236-mW,
90-fs output of an erbium-fiber oscillator is compressed to 10 fs in a highly nonlinear fiber
(HNLF) and with chirped mirrors. Fused silica is used for pre-chirping of the gate pulse.
In the detection setup using 1030-nm gate pulses, the MIR and gate beams are spatially
combined with a germanium plate. They are focused into a 85-µm-thick GaSe crystal.
A SPF at 950 nm is used for dynamic range optimization. For electro-optic detection
at 1550 nm, the beam combiner (BC) is a ZnSe polarizer. A 300-µm-thick Gase crystal
is used for upconversion and a 1400-nm SPF for dynamic range optimization. In both
detection setups, two waveplates and a Wollaston prism serve as the ellipsometry setup
before balanced detection.
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Figure 4.19: Results of a FROG measurement of the 1550-nm gate pulses. (a) Retrieved
temporal intensity envelope with a FWHM pulse duration of 11 fs. (b) Retrieved
spectrum and spectral phase.

second laser was synchronized to the Yb:YAG thin-disk oscillator with a slight offset in
repetition rate, thereby implementing asynchronous optical sampling (ASOPS) [149]. The
frequency difference leads to a constant delay slip between the two lasers from one pulse
to the next, so that a recurring delay scan is performed.
Before recombination with the gate pulses, the MIR field is sent through a sample cell
and is temporally re-compressed with chirped mirrors. With the help of a flip mirror, it
is directed either to the 1-µm or 1.55-µm gate-pulse detection setup. In the first case, a
germanium plate spatially combines the MIR and gate beams before they are collinearly
focused onto a 85-µm-thick GaSe crystal for EOS detection. A 950-nm SPF is used for
dynamic range improvement. In the latter, a telescope, consisting of two concave mirrors,
enlarges the MIR beam diameter by a factor of three, to achieve a focus spot size similar to
that of the NIR beam at the position of the nonlinear crystal. A ZnSe polarizer spatially
recombines the two beams, before they are focused into the GaSe crystal for electro-optic
detection.
As the first step of the electro-optic signal optimization for the 1550-nm gate pulse, the
thickness of the GaSe crystal was chosen such that the spectral bandwidth of the signal
matches that of the 1030-nm EOS. This allows for a direct comparison of the performance
of the different gate pulses, with respect to the spectral coverage, dynamic range, stability
etc.. Figure 4.20 shows a comparison of the spectrum measured with the 1030-nm gate
pulses and a 85-µm-thick detection crystal to several spectra measured with the 1550-nm
gate pulses for different crystal thicknesses and phasematching angles.
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Figure 4.20: Comparison of EOS spectra measured with the 1550-nm gate pulses for
different EOS crystal thickness. The blue dashed line shows the spectral coverage of the
1030-nm EOS with a 85-µm-thick detection crystal, scaled in intensity for comparability.

All spectra show sharp spectral modulations around 7µm wavelength, caused by water
absorption in ambient air. Slight frequency-shifts of the spectra are caused by remaining
jitter in the delay axis which will be improved in future experiments. The spectrum
measured with a 85-µm-thick crystal using the 1030-nm gate pulses spans from 7.1µm to
10.3µm at −10 dB. Using a 500-µm-thick crystal with the 1550-nm gate pulses results in
a similar spectral coverage, however with a distinct dip caused by phasematching. Two
different settings of the GaSe rotation angle show the tunability of the spectral response
with this parameter. For the 300-µm-thick crystal, the EOS response matches that of the
1030-nm detection at short wavelengths and extends up to 12µm. We chose this crystal
to achieve a flat and broadband spectral response.
In the second step of the signal maximization, the pre-chirp of the gate pulses was
optimized for the 300-µm-thick detection crystal. Fused silica is one possible material,
as it has a GDD with the opposite sign to GaSe for wavelengths longer than 1200 nm.
Different thicknesses were tested to achieve maximum signal strength7, with the optimum
found for a 9-mm-thick plate, matching the simulation results shown in Section 3.5. As the
broadband gate pulse spectrum spans from 1024 nm to 1750 nm at −10 dB (see Figure
4.19(b)), but the dispersion relation of fused silica and GaSe is different, perfect pre-
chirping with fused silica can only be achieved at one specific gate pulse wavelength.
Furthermore, fused silica has its zero-dispersion wavelength at ≈ 1.27µm, thus changing
the sign of the group velocity dispersion. As shown in the simulations, dispersive mirrors

7P. Jacob optimized the pre-chirp.
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were designed for optimized pre-chirping. Those were implemented at the time of writing
this thesis and showed the expected signal increase8.
As the next optimization parameter, the MIR beam was expanded with a mirror telescope
(see Figure 4.21(a)) by a factor of three to match the focal spot sizes of MIR and gate
beam at the position of the detection crystal. A manual stage is used to adjust the
collimation of the MIR beam with the second concave mirror and thus match the lateral
focus position of the two beams

NIR MIR

(a) (b) (c) KRS-5

(d) ZnSe

Figure 4.21: Pictures of parts of the experimental setup, including the MIR beam path
indicated with the red and the gate pulse/NIR beam path with the blue line. (a) MIR
telescope for focus size adjustment. The beam passes two concave mirrors with focal
lengths f1 = 75 mm and f2 = 250 mm and a flat, uncoated gold mirror. The left
concave mirror is placed on a translation stage for adjustment of the collimation. (b)
ZnSe polarizer, used for recombination of the MIR and NIR beams. The MIR beam is
reflected off a flat, uncoated gold mirror before being transmitted through the polarizer.
The NIR beam is reflected off a protected silver mirror before being reflected by the
polarizer under a small angle. (c) Gate-pulse beam profile behind EOS focus when using
a KRS-5 polarizer as a recombiner. (d) Gate-pulse beam profile behind EOS focus when
using a ZnSe polarizer as a recombiner.

Figure 4.22 shows the matched beam waists at the EOS crystal position, measured with
a scanning-slit beam profiler (Nanoscan 2s Pyro/9/5).
The matching focus sizes for both beams are 2w0 = 44µm with a Rayleigh length of
2zR = 2 mm for the NIR beam and 2w0 = 22µm with a NIR-Rayleigh length of
2zR = 490µm, respectively. For the smaller focal length, the Rayleigh length of the
NIR beam is still longer than the crystal length. Despite the stronger divergence of the
MIR beam, which is much smaller than the 300µm crystal length, we observed a higher

8V. Pervak provided the chirped mirrors, P. Jacob and A. Weigel implemented them in the
experimental setup.
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Figure 4.22: Modematching of the MIR and the 1550-nm gate beam at the position of
the EOS crystal. (a) Caustic of the MIR and NIR beams through the EOS focus for
a 50.8-mm focal length parabola. The focus diameter for both beams is 2w0 = 44µm.
The vertical lines indicate the Rayleigh length of the NIR beam, 2zR = 2 mm. (b)
MIR and NIR caustic through the EOS focus for a 25.4-mm focal length parabola. The
focus diameter for both beams is 2w0 = 22µm with a Rayleigh length of the NIR of
2zR = 490µm.

signal with stronger focusing. One possible reason is the increased peak intensities of both
beams for this configuration.
A KRS-5 and a ZnSe polarizer (both from Thorlabs) were considered for spatial combina-
tion of the MIR and gate beams. In comparison to using an uncoated germanium plate,
this leads to a power increase at the detection crystal of more than a factor of two in
both beams. KRS-5 is beneficial due to its five times lower GDD as compared to ZnSe.
However, the NIR beam profile was strongly distorted upon reflection (see the comparison
of panels (c) and (d) in Figure 4.21), thus affecting the EOS signal strength. The final
recombination geometry is depicted in Figure 4.21(b), with the MIR beam transmitted
through and the gate beam reflected off the ZnSe polarizer.
The performance of the 1550-nm detections setup in terms of dynamic range under
optimized conditions was investigated next. Using a 1400-nm SPF resulted in the highest
dynamic range. A single time-domain trace, recorded with the 1550-nm gate pulses in a
measurement time of 100µs, is shown in Figure 4.23(a).
The corresponding frequency-domain intensity dynamic range is shown as the red line in
Figure 4.23(b), reaching 1.3× 105 at 8µm wavelength. For the 1030-nm gate-pulses, the
highest dynamic range achieved with the 85-µm-thick crystal in a typical measurement
time of 10 s is shown as the black line in Figure 4.23(b). The red dotted line indicates
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Figure 4.23: Time-domain trace and frequency-domain intensity dynamic range for the
1550-nm gate pulse EOS. (a) Single-scan time-domain trace with an acquisition time
of 100µs. (b) Single-scan frequency-domain intensity dynamic range (red solid line).
Expected dynamic range for a measurement time of 10 s (red dotted line) and comparison
to the dynamic range of the slow scan, 1030-nm gate pulse EOS for the same measurement
time (black solid line).

the expected level of the dynamic range for the 1550-nm detection setup when using the
same measurement time, assuming that averaging over that time scale decreases the noise
floor with the characteristic ∝

√
Tmeas scaling with the measurement time.

In conclusion, the dynamic range expected for the 1550-nm gate pulses is comparable to
what we achieved with 1-µm gate pulses in the same measurement time. Because of better
phasematching, a similar spectral coverage was demonstrated with a more than 3 times
thicker detection crystal. In addition, the shorter gate pulses would allow for the detection
of shorter MIR wavelengths. The optimizations achieved in this work benefit the use
of ultra-rapid dual-oscillator EOS for field-sensitive measurements with high sensitivity.
Ultra-rapid scanning allows to record full EOS traces faster than most common noise
contributions and to investigate fast processes. In the meanwhile, this was implemented
in the experiment, also employing the as-level stability of MIR waveforms generated via
IPDFG, demonstrated in the previous section, for tracking the timing between the two
combs electro-optically [158]. Because of the reduced noise within one trace acquisition,
the fast-scanning approach promises increased referencing capabilities and reproducibility
for future applications in biomedical spectroscopy [164].
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4.7 EOS with 2-µm Gate Pulses
With the thorough optimization and characterization of EOS with 1-µm gate pulses
described in Section 4.1, the upconversion efficiency in EOS was improved by more than
one order of magnitude compared to the state of the art [68]. Nevertheless, due to
phasematching and power limitations, the maximum MIR to NIR conversion efficiency
was 2 %, resulting in an overall maximum detection efficiency of 0.76 %. As discussed
in Section 3.4, the recent development of longer-wavelength laser frontends, based on
thulium, holmium and chromium doped active media, allows to simultaneously improve
both these parameters. On the one hand, as shown with simulations in Section 3.4
and for the erbium-fiber-based gate pulses in the previous section, the electro-optic
detection bandwidth for MIR waves employing GaSe improves with increasing gate pulse
wavelength. On the other hand, the lower photon energy at longer gate pulse wavelengths
increases the damage threshold and thus allows for the use of higher gate pulse powers,
which also increases the signal strength.
In this section, proof-of-principle EOS measurements with high-power, 2-µm gate pulses
are presented. In comparison to the erbium-fiber-based gate pulses, these allow to exploit
also the higher damage threshold of the detection crystal and thus investigate limitations
of the detection efficiency, which follows in the next section [165, 166].
The laser system is described in detail in [38], showing the configuration for EOS that
was used for the proof of principle experiments. A schematic of this experimental setup
is depicted in Figures 4.24(a) and (b)9.
An erbium-fiber oscillator from Menlo Systems is amplified and Raman shifted to 1965 nm
in a nonlinear fiber. After temporal stretching with a fiber Bragg grating, these pulses seed
a thulium fiber amplifier [167], generating a 50-MHz repetition rate pulse train at 1965 nm
central wavelength, with 50 W of average power and 250 fs FWHM pulse duration. This
beam is split into two channels: In one channel, 7 W of average power are sent into a
photonic crystal fiber (PCF) to generate pulses with 13 fs FWHM pulse duration and
4.5 W average power via nonlinear self-compression. These pulses are transmitted through
a 2-mm-thick sapphire and a 2-mm-thick fused silica plate to compensate for the dispersion
of the remaining transmissive optics. A λ/2 plate and a polarizer are used for attenuation
and to ensure linear polarization. The pulses are temporally delayed with a mechanical

9The laser frontend was developed in a collaboration with the group of Prof. Jens Limpert at the
FSU Jena. The fiber compression and MIR generation were implemented by T. P. Butler, D. Gerz and
J. Gessner with support from J. Xu and me. As indicated by the green dashed line, I planned and set
up the EOS detection, with support from T. P. Butler and D. Gerz. Together with D. Gerz, I optimized
the EOS detection.



4.7 EOS with 2-µm Gate Pulses 91

1mm

GaSe

(b) EOS detection

500 mW

UVFS

200 mW
500 mW, 21 fs

Ge

Al2O3
λ/2 Pol.

λ/2 λ/4

WP
Grating

BS

Chopper 1550 nm

SPF

38 µm GaSe
@ 8 µm 

Erbium fiber oscillator 

+ Fiber Bragg grating

Seed @ 1965 nm 50 W, 250 fs

@ 1965 nm

Diagnostics

Tm fiber amplifier 

+ Grating compressor

λ/2 λ/2
TFP TFP

33 W

7 W

PCF 1

MIR

field

Gate

pulse

30 W, 32 fs

4.5 W,13 fs

(a) Laser front-end

PCF 2

Gate

pulse

Figure 4.24: Sketch of the laser system used for EOS with 2-µm gate pulses. (a)
Laser front-end: Er-fiber oscillator, amplified and Raman shifted to 1965 nm, temporally
stretched with a fiber Bragg grating and amplified in two Tm-fiber amplifiers. The output
is sent into two photonic crystal fibers (PCFs) for nonlinear self-compression. Pulses with
30 W of average power and 32 fs FWHM pulse duration from the first fiber generate MIR
in a 1-mm-thick GaSe crystal via IPDFG. The 4.5-W, 13-fs output pulses from the second
PCF serve as gate pulses for EOS. Gold-coated gratings split the MIR and driving pulses
and a mechanical chopper modulates the MIR beam for lock-in detection. (b) Beam path
for proof-of principle EOS measurements, with the full setup in vacuum. The IPDFG
field is transmitted through 6-mm-thick germanium for dispersion compensation of the
generation crystal. The gate pulse is pre-chirped with 2-mm-thick sapphire and 2-mm-
thick fused silica. A λ/2 plate and a polarizer are used for attenuation and to ensure linear
polarization. The gate pulses are temporally delayed with a mechanical stage. MIR and
gate beam are recombined with a ZnSe polarizer. A 38-µm-thick GaSe crystal and a
1550-nm SPF are used for EOS detection.
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stage and serve as the gate pulses for electro-optic detection of the MIR waves generated
in the second channel with an average power of 500 mW. In the second channel, pulses
with 33 W of average power are nonlinearly self-compressed in a second PCF to 32 fs
with 30 W of average power. These pulses drive IPDFG in a 1-mm-thick GaSe crystal.
Up to 500 mW of MIR power, centered at 8µm wavelength can be generated with this
configuration [38, 168]. Gold coated gratings suppress the near-infrared driving pulse
power by three orders of magnitude while reflecting more than 80 % of the MIR power10

[169]. Transmission through a chopper wheel with a chopping frequency of 7 kHz serves
as the modulation for Lock-in detection of the EOS signal and reduces the average MIR
power by a factor of two. A 6-mm-thick, uncoated germanium plate compensates for the
dispersion of the IPDFG crystal.11 The gate and MIR beams are recombined with a ZnSe
polarizer, with the second propagating in reflection, resulting in 200 mW of MIR average
power arriving at the detection crystal. For characterization of the generated field as it
exits the IPDFG crystal, the whole setup was kept at a mbar-level vacuum environment
to avoid absorption losses in air and the number of transmissive optics for the IPDFG
beam was reduced to a minimum.

In order to infer the electric field of the input waveform from an EOS measurement, the
instrument response has to be taken into account, as discussed in Section 3.3. The two
inputs to this calculation are the detection crystal geometry and the gate pulse properties.
In the geometry shown in Figure 4.24(b), the gate pulse is transmitted through several
dispersive substrates and polarization optics. We characterized its spectrum and spectral
phase with a home-built FROG [121] setup. The results of this measurement are shown
in Figure 4.25.
Panel (a) shows the retrieved spectrum and spectral phase and a measured reference
spectrum. The agreement of the retrieved and measured spectra serves as a validation for
the FROG measurement. Differences, particularly at longer wavelengths, can be caused
by a strong dependence of the shape of the reference spectrum on the spectrometer input
coupling. For wavelengths longer than 1950 nm, a strong curvature of the spectral phase
is observed. The corresponding retrieved temporal intensity envelope is illustrated in
panel (b), with a FWHM pulse duration of 21 fs and 32 % of the power contained in
the main peak. For the proof of principle experiments with 2-µm gate pulses, we used a
39-µm-thick GaSe crystal rotated to θ = 44◦ and ϕ = 0◦ for EOS detection. A 1550-nm
SPF was used to suppress spectral components of the gate pulse spectrum that do not

10The grating beam splitters were implemented by D. Gerz.
11T. P. Butler optimized the MIR field compression, see details in [38]
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Figure 4.25: FROG measurement of the gate pulse used for the first 2-µm EOS
measurements. (a) Retrieved spectrum and spectral phase (blue), as well as measured
spectrum (grey) for comparison. (b) Retrieved time-domain intensity envelope, with as
FWHM pulse duration of 21 fs.

interact with the upconverted photons [68]. With these parameters and the gate pulse
FROG measurement, the EOS IRF was calculated numerically as explained in Section
3.3 - see the results in Figure 4.26.
The frequency-domain response in panel (a) has a three-peak structure, with a FWHM
spectral width spanning from 6µm to 10µm and a long-wavelength wing extending up
to 16µm. In the time domain (see panel (b)), this corresponds to a convolution of a
pulse with 26 fs intensity-FWHM duration, resulting from the gate pulse duration and
dispersion in the detection crystal.
The electro-optic signal was measured as the difference of the currents from two InGaAs
diodes (Hamamatsu, G1218-005), amplified with a transimpedance amplifier (DLPCA-
200 from FEMTO Messtechnik GmbH). The resulting voltage was detected with a lock-in
amplifier (Zurich Instruments, UHFLI) with a time constant of 166µs, at the modulation
frequency of the chopper of 7 kHz. The measured EOS trace is shown as the green line in
Figure 4.27(a), the corresponding intensity spectrum in panel (b).
The intensity FWHM of the measured trace is 43 fs, with the spectrum spanning from
8µm to 16µm at the −10 dB level. With the calculated instrument response from Figure
4.26, the electric field was retrieved from the measured EOS trace - see the grey line
in Figure 4.27(a). The agreement of the reconstructed MIR and the measured FTIR
spectrum, plotted in Figure 4.27(b), confirms the validity of the calculated IRF.
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Figure 4.26: Simulated instrument response of EOS with 2-µm gate pulses for a 39-µm-
thick, GaSe detection crystal, rotated to θ = 44◦ and ϕ = 0◦, and using a 1550-nm SPF
for noise reduction of the local oscillator. (a) Intensity and phase of the frequency-domain
IRF. (b) Normalized amplitude of the time-domain IRF.

Figure 4.27: Measured and retrieved field and spectrum for the first EOS with 2-µm gate
pulses. (a) Measured EOS trace (green) and retrieved MIR field (grey) for a 39-µm-thick
EOS crystal. (b) EOS spectrum (green), retrieved spectrum (grey) and measured FTIR
spectrum (black).
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4.8 Optimized 2-µmEOS: Reaching Percent-Level De-
tection Efficiency

After proof-of-principle EOS measurements with 2-µm gate pulses for the characterization
of the generated IPDFG waveforms, the electro-optic detection was optimized to maxi-
mize the photon detection efficiency and dynamic range, similar to the steps performed
for the 1-µm gate pulses described in Section 4.1.

Beam Geometries

The first improvement was the reduction of transmissive optics in the gate pulse beam
path, resulting in the adapted beam geometry for electro-optic detection shown schemat-
ically in Figure 4.28 and in pictures in Figure B.1.
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Figure 4.28: Beam path for detection efficiency optimized EOS. A 1-mm-thick ZnSe and a
1.5-mm-thick fused silica valve window (UVFS) allow for operation of the EOS detection
under ambient pressure while keeping the IPDFG in vacuum. The 7.3-µm long-pass
filter (LPF) suppresses signal from water absorption lines and the sample cell may be
used for gas-phase measurements. A 1-cm-thick germanium plate compensates for the
ZnSe dispersion. Two concave mirrors (C1, C2) allow for NIR beam size and divergence
adjustment. The MIR and NIR beams are spatially combined with a ZnSe plate and
focused into a GaSe crystal for EOS detection. After the crystal, the transmitted MIR and
generated sum-frequency spectra and powers can be characterized. For EOS detection,
a combination of three spectral filters optimizes the local oscillator contributions and
two waveplates and a Wollaston prism serve as the ellipsometry setup before balanced
detection.
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Transmission through the waveplate and two polarizers was avoided by using a wedged,
1-mm-thick ZnSe substrate, placed under Brewster´s angle, for recombination of the MIR
and NIR beams. The only additional material transmission after the self-compressing
fiber was a 1.5-mm-thick fused silica window in the vacuum valve. This adds the same
amount of GDD as 250µm of GaSe at 1870 nm, but with opposite sign. The shorter
wavelength spectral wing of the gate pulse spectrum is thus pre-chirped for a 500-µm-
thick detection crystal. Pre-chirping of the gate pulse is discussed in more detail for the
1550-nm gate pulses in Section 3.5. The results of a FROG measurement of the optimized
gate pulse at the position of the electro-optic detection crystal are shown in Figure 4.29.

NIR

MIR

85x77 µm

68x54 µm

(a) (b) (c)

Figure 4.29: FROG measurement of the optimized gate pulse and NIR and MIR beam
profiles at the EOS crystal. (a) Retrieved time-domain intensity envelope, with a FWHM
pulse duration of 13.8 fs. (b) Retrieved frequency-domain spectrum and spectral phase,
and independently measured spectrum for validation. (c) Measured MIR and NIR beam
profiles at the position of the EOS crystal, with the 1/e2 beam sizes given for two
orthogonal axes.

The temporal intensity envelope shown in panel (a) has a FWHM duration of 13.8 fs, with
56 % of the power contained in the main peak. Panel (b) shows the retrieved spectrum and
spectral phase and an independently measured spectrum for comparison and validation.
The reduced material transmission along with the Fresnel reflections also increased the
gate pulse power arriving at the detection crystal by almost a factor of four, to 1.9 W.
Furthermore, the EOS focus sizes and positions along the propagation direction of the
MIR and gate beams were matched by adjusting the NIR size and divergence with a
telescope consisting of two concave mirrors. The resulting beam profiles are shown in
Figure 4.29(c) and were measured using a WinCamD-UHR using two-photon absorption
and a WinCamD-FIR2-16-HR for the NIR and MIR beams, respectively. According to
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Equation (2.37), their average 1/e2 diameters of 2wgate = 61µm and 2wMIR = 81µm,
result in total spatial overlap of > 90 %. The MIR beam is transmitted through a 1-mm-
thick ZnSe window in a vacuum valve, such that the full beam-path can either be kept
under vacuum environment or the EOS detection can be optimized in air. Furthermore,
a sample cell with with two wedged, 1-mm-thick ZnSe windows may be used for gas-
phase absorption measurements (see chapter 5). Temporal compression of the MIR field
is achieved with a 1-cm-thick germanium substrate, placed under Brewster´s angle for
minimum losses. Furthermore, a long-pass filter (LPF, coated 1-mm-thick germanium)
with the cut-on wavelength at 7.3µm can be placed in the beam to avoid unwanted
background signals from water absorption in gas-phase measurements.

Comparison of Different Detection Crystal Thicknesses

As described in Section 2.4 in a simplified picture, which does not include dispersion
and spatial or temporal walk-off of the interacting pulses, the power conversion from
the MIR to the NIR in sum-frequency generation scales with the square of the crystal
thickness. However, for thick crystals, these effects lead to deviations from this scaling
law, limiting the maximum achievable power conversion. For investigating the maximum
MIR photon detection efficiency in EOS in the present experimental configuration, several
crystal thicknesses were tested and compared in terms of MIR to NIR conversion efficiency,
signal strength, spectral coverage and balanced noise floor. The overall MIR photon
detection efficiency was then characterized for the crystal with the best trade-off in terms
of detection efficiency and bandwidth.
Five different crystals were compared, nominally 100-µm, 300-µm, 500-µm, 750-µm and
1-mm-thick. Due to uncertainties in the manufacturing process, the nominal and actual
crystal thicknesses can differ significantly. For comparison of the data sets, we determined
the actual thickness for each case from the delay position of the first inner reflection of
the infrared beam in the EOS trace. The MIR travelled twice through the crystal with
thickness d and group refractive index nMIR ≈ 2.7 at the central wavelength of 9µm,
resulting in the following relation for the thickness and the delay of the inner reflection
τMIR:

d = cτMR cos(θint)
2nMIR

(4.4)

The internal propagation angle θint ≈ 12.9◦ of the MIR beam inside the GaSe crystal
increases the effective propagation length. The resulting thickness values are summarized
in Table 4.1.
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Table 4.1: Comparison of nominal and measured detection crystal thicknesses.

Nominal thickness [µm] Reflection position [ps] Thickness [µm]
750 13.6 736
500 10.0 541
300 5.7 308
100 2.4 130

The measured thicknesses deviate from the nominal ones by up to 30 %. For the 1-mm-
thick crystal, no reflection could be observed, most likely due to spatial separation.

For all measurements presented below, the gate pulse was similar to the FROG mea-
surement shown in Figure 4.29 and the spatial overlap and detection crystal rotation and
position were optimized to maximize the time-domain signal strength. Figure 4.30 shows
the measured EOS traces for all crystal thicknesses.
As described in the previous section, the signal amplitude was measured as the amplified
difference current from two InGaAs diodes, now detected at a chopping frequency of
9.5 kHz with a lock-in time constant of 166µs and a filter of order six, corresponding to
≈ 2.2 ms total integration time per data point. For the 541-µm to 1-mm-thick crystals,
the MIR power on the detection crystal was ≈ 12 mW. For the thinner specimens, the
IPDFG field was compressed with an additional 3 mm of Germanium, in order to reduce
the longer wavelength tail of the EOS traces that is visible in upper two traces. Inserting
the additional Germanium plate reduced the power to 5.8 mW, the EOS traces were
therefore scaled with the square-root of the power ratio. A 2-mm-thick, anti-reflection
coated fused silica substrate in the gate beam path was used to introduce additional
pre-chirp for the 1-mm-thick crystal. For the two thickest crystals, the local oscillator
power had to be attenuated to avoid saturation of the current amplifier. Furthermore,
while the gate pulse spectrum and average power were kept approximately constant for
all measurements, slight deviations in the spectral broadening caused power changes of
the local oscillator - that is in the short wavelength wing of the gate spectrum - by more
than a factor of four. To allow for comparison of the signal strengths, the traces were
scaled with the square-root of the local oscillator power and with the attenuation factors,
respectively.
Two effects are observable in the measured traces with increasing detection crystal thick-
ness: Firstly, an increase of the signal strength up to 541µm and secondly, a reduction
of the signal in the longer-wavelength ’tail’. The suppression of the longer wavelengths
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Figure 4.30: Time-domain electro-optic signal for various detection crystal thicknesses.
The signal is measured as the amplified difference current of two diodes. From top to
bottom, the detection crystal thickness was increased from 130µm to 1 mm. All traces
were scaled with the square-root of the MIR power on the detection crystal, the square-
root of the local oscillator power and the NIR power attenuation factor after the electro-
optic detection crystal.
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can be explained by considering the changes of the frequency-domain spectra, i.e., the
decrease in phasematching bandwidth, as illustrated in Figure 4.31.

Figure 4.31: EOS spectra for all crystal thicknesses. (a) Intensity spectra, obtained
as the Fourier transform of the traces in Figure 4.30. The grey dashed line shows the
MIR spectrum transmitted through the detection crystal as measured with an FTIR, for
comparison. (b) Same spectra as in (a), but on a logarithmic scale for better visibility
of the measurements for the thinnest crystals. (c) Scaling of the signal intensity at
9.2µm/32.5 THz.

Panel (a) shows the intensity spectra on a linear scale, as obtained from a Fourier trans-
form of the traces shown in Figure 4.30. The figure also includes a reference MIR spectrum
measured with an FTIR (compact lamellar FTIR spectrometer from LASNIX). For better
visibility of the data for the thinnest detection crystals, panel (b) shows the same spectra
on a logarithmic scale. The signal intensity values in panel (b) summarize the scaling of the
signal strength at 9.2µm (32.5 THz). With increasing thickness, the spectral narrowing
that was already visible in the time-domain traces, is observed. Furthermore, the signal
strength at 9.2µm does not increase significantly for crystals thicker than 541µm. In the
following, the MIR photon conversion efficiency is characterized to investigate the reasons
for this signal scaling.

Characterization of the MIR to NIR Conversion Efficiency

Two main factors limit the overall MIR photon detection efficiency: Firstly, the nonlinear
conversion efficiency of MIR and gate field into the sum-frequency field. Secondly, sum-
frequency photons are lost at the spectral filters used for selection of the local oscillator



4.8 Optimized 2-µm EOS: Reaching Percent-Level Detection Efficiency 101

photons - see calculations in Section 2.6.
As the first parameter, the MIR-to-NIR upconversion efficiency was characterized. There-
fore, the power of the infrared waveform transmitted through the GaSe crystal was
measured as a function of the gate pulse delay with a thermal power sensor (µW power
sensor from LASNIX), analogously to the measurements described in Section 4.1. The
resulting delay-dependent transmission measurements are shown in Figure 4.32(a).

Figure 4.32: Spectrally integrated and spectrally resolved MIR power depletion. (a)
Spectrally integrated MIR depletion as a function of the gate pulse delay for varying
crystal thickness. (b) Minimum transmission as a function of the detection crystal
thickness, as nominally measured in (a) (dark blue) and corrected for the number of
interacting photons, as calculated in (d) (grey). The orange dots on the right axis show
the number of mid-infrared photons in the EOS crystal within the interaction time-window
detectable after additional losses in the heterodyning setup at the peak of the signal. (c)
MIR waveform as measured with a 130-µm-thick detection crystal. (d) Relative number
of interacting photons as a function of the gate pulse delay. Calculated from the intensity
envelope of the MIR field in (c) and the gate-pulse walk-off and dispersion.

All measurements were normalized to the power transmission outside the temporal overlap
region of gate pulse and MIR field. Therefore, power losses due to Fresnel reflection at
the crystal or (possible) delay-independent nonlinear effects of the MIR field itself do not
contribute to the measurements. With increasing crystal thickness, the minimum power
transmission increases from 2 % for the 130-µm-thick crystal by more than one order of
magnitude to 27.7 % for the 1-mm-thick one. The minima of the depletion measurements
as a function of the crystal thickness are summarized as the dark blue dots in Figure
4.32(b). Saturation of the depletion is observed from 541µm onwards, similar to the
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EOS signal strength. For the two thinnest crystals, the depletion curves oscillate with a
period similar to the MIR wavelength. Most likely, these oscillations are caused by an
interference of radiation generated inside the detection crystals and the transmitted field
or the delay-dependent interference of the sum-and difference frequency components (see
Section 3.1).
Because the temporal walk-off between MIR and gate pulse as well as dispersion increase
with the crystal thickness, the effective interaction time window of the two fields elongates.
Therefore, and depending on the shape of the characterized waveform, the relative number
of MIR photons interacting with the gate pulse varies with the crystal thickness and the
gate pulse delay. For a normalization of the spectrally integrated dip measurement to
the number of interacting photons, the interaction time-window was calculated for each
thickness, considering dispersion and temporal walk-off of the gate pulses. The effective
interaction window was then defined as spanning from the time corresponding to half the
intensity maximum at the onset of the gate pulse at the beginning of the crystal, to half
the intensity value at the falling edge of the dispersed intensity envelope at the end of the
detection crystal.
From the thinnest to the thickest detection crystal, the temporal FWHM of the interac-
tion window increases from 58 fs to 367 fs. The shape of the MIR field was assumed
to closely follow the trace measured with the thinnest crystal, as the green line in
Figure 4.31(c) is similar to the spectrum measured with the FTIR. For reference, this
measurement is shown again in Figure 4.32(c). Knowing the shape of the field incident on
the detection crystal allows for the calculation of the number of MIR photons within the
interaction time window for each delay point, as shown in Figure 4.32(d). The maximum
percentage of interacting photons increases from 35 % for the 130-µm-thick crystal to 85 %
for the 1-mm-thick one. The maximum dip depth related to the number of interacting
photons is plotted as the grey dots in Figure 4.32(b). The observed saturation is even
stronger than the non-normalized one, with maximum values around 30 %, indicating no
further increase of the nonlinear interaction. This relative depletion is assumed to be
constant for all gate-pulse delays, with deviations caused by chirp of the MIR waveform.
Overall, we measured a maximum average MIR photon conversion efficiency reaching
30 %. Saturation of the depletion is most likely caused by temporal walk-off and dispersion
in the thickes detection crystals. The temporal walk-off limits the interaction-time of the
gate pulse at a delay position with the largest number of MIR photons, the second reduces
the peak intensity of the gate pulse and therefore lowers the interaction strength. A
further increase of the conversion efficiency could thus only be reached with even higher
gate pulse powers, up to the point of back-conversion and saturation due to a limited
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number of available MIR photons available for interaction (see also the simulation results
in Section 3.2.

The measurement of the overall power depletion does not reveal potentially significantly
stronger depletion at certain wavelengths. The percent-level depletion and the mW-level
MIR powers available in the experiment allowed for spectrally resolved measurements
with an FTIR spectrometer (see the setup sketch in Figure 4.28). For all detection
crystal thicknesses, FTIR spectra of the MIR beam transmitted through the detection
crystal were recorded while scanning the gate pulse delay. Figure 4.33 shows the spectrally
resolved relative intensity changes, obtained from the measured spectra by normalization
to a reference spectrum, which was recorded for a gate pulse delay away from the temporal
overlap with the MIR field.

Figure 4.33: Delay-dependent spectrally resolved MIR depletion for several detection
crystal thicknesses, obtained by normalization of the measured gate-pulse delay-dependent
spectra transmitted through the detection crystal to a reference spectrum acquired outside
the temporal overlap region.
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In Figure 4.34, the spectral depletion is plotted for the gate pulse delay of maximum
electro-optic signal.

Figure 4.34: Spectrally resolved depletion at the gate pulse delay of maximum electro-
optic signal strength for several detection crystal thicknesses.

The spectrally resolved measurements show depletion over almost the full spectrum for the
two thinnest crystals, however with a maximum of 25 % for the 308-µm-thick crystal. With
increasing thickness, the depleted spectral region narrows down and increases in depth,
reaching down to only 40 % transmission at 33 THz for the 1-mm-thick crystal. Starting
from the 541-µm-thick crystal, the MIR depletion saturates, similar to the observations
from the spectrally integrated measurements. Furthermore, for the 1-mm-thick crystal,
the optimum spatial overlap differs for maximum depletion and maximum EOS signal, as
illustrated with the depletion measurements in Figure 4.35.
Rotating the GaSe crystal by 2◦ to a flatter phasematching angle, thus tuning the spectral
response to longer wavelengths, and adjusting the spatial overlap of MIR and gate beam
with one mirror in the MIR beam path, allowed us to locally reach a spectral depletion
of up to 80 %. However, angular walk-off in the thick detection crystal causes the
spatial overlaps for maximized signal and maximized depletion to differ significantly.
Furthermore, changing the alignment of the MIR beam effectively changes the propagation
angle inside the detection crystal, which can explain the wavelength of best depletion for
the two different alignment contributions. A test with even thicker crystals (namely
2 mm) confirmed that this behavior becomes even more severe. We therefore concluded
that in addition to the saturation of the depletion, spatial walk-off limits the maximum
achievable signal strength and the optimum crystal would be ≈ 500µm thick, where both
effects are not yet dominating. Furthermore, the detection bandwidth to signal strength
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Figure 4.35: MIR spectra transmitted through a 1-mm-thick detection crystal measured
with an FTIR spectrometer for varying MIR alignment and phasematching configura-
tions. Reference: No temporal overlap of gate pulse and MIR field. θ = 34◦, max. EOS:
Phasematching angle and spatial overlap optimized to achieve the maximum time-domain
signal strength in EOS. θ = 32◦, max. depletion/max. EOS: Phasematching tuned to
longer wavelengths, MIR beam alignment to achieve optimum depletion or maximum EOS
signal strength, respectively.

trade-off is best for this thickness. The effects of spatial walk-off could be avoided when
using crystals which can be cut to a certain phasematching angle and therefore be placed
at 0◦ angle of incidence.

In Figures 4.33 and 4.34, significant generation of MIR radiation in the detection crystal
is visible. After the minimum, the three thickest crystals show delay-dependent, local
increases at ≈ 28 THz of up to 60 %. As this effect is delay dependent, we assume the
MIR generation to be a cascaded effect, appearing only as a consequence of the interacting
pulses. One possibility is DFG of the newly generated sum-frequency photons around
1700 nm with the longer wavelength wing of the gate pulse. The delay-dependence matches
that of the sum-frequency spectra illustrated in Figure 4.36 and explained below. Effects
of the newly generated radiation on the linearity of the EOS detection will be investigated
in Section 4.9.

Generated Sum-Frequency Spectra and Spectral Filtering

The second step of EOS is heterodyne detection of the generated sum-frequency photons
with the transmitted gate pulse. We measured the generated spectra as a function of the
gate pulse delay behind a wire-grid polarizer rotated to transmit p-polarized light, thus
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suppressing the local oscillator spectrum, see Figure 4.36.

Figure 4.36: Generated sum-frequency spectra as a function of the gate pulse delay
for several detection crystal thicknesses. The dashed lines indicate the spectral region
transmitted to the detection.

The spectra are normalized to the measured sum-frequency power, which is consistent
with the number of depleted MIR photons. Two dashed lines indicate the spectral window
from 1500 to 1600 nm, which is selected with the filter combination described below. For
all crystal thicknesses, sum-frequency components are generated in this spectral range
at delays before the EOS signal maximum. After the peak, almost all the generated
components have wavelengths longer than 1600 nm. For the two thinnest crystals, a long-
lasting modulation at even longer sum-frequency wavelengths is observed. The modulation
itself can be explained by interference of sum and difference frequency components, as
both processes can occur with similar strengths for thin crystals (see Figure 3.1 for
the simulation results for a 1-µm-thick crystal). In addition, where those modulations
stretch into the spectrally filtered region, the long-wavelength tail of the EOS traces is
measured (see Figure 4.30). The delay-dependent change of the wavelength of maximum
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sum-frequency signal can be explained by the spectral phase of the gate pulses. This is
illustrated by the simulation results shown in Figure 4.37.

Figure 4.37: Simulated delay-dependent sum-frequency spectra and wavelength dependent
EOS signal for a 500-µm thick GaSe crystal and two different spectral phases of the 2-µm
gate pulses. (a) Fourier-transform limited gate pulse. (b) Gate pulse as taken from FROG
measurement, pre-chirped with fused silica for the 500-µm thick detection crystal.

Panel (a) shows the simulated sum-frequency spectra and EOS signal for a Fourier-
transform limited gate pulse. For panel (b), the gate pulse was taken from the FROG
measurement shown in Figure 4.29, therefore pre-chirped for a 500-µm thick detection
crystal using fused silica. Most likely, a combination of chirp and temporal walk-off
results in different mixing process depending on the relative temporal position of gate
pulse and MIR field at the beginning of the nonlinear interaction. At the same time, the
pre-chirp increases the signal strength as it results in an almost frequency-independent
EOS signal around the peak of the simulated trace. Further improvement of the pre-
chirp with custom optics, as shown for the 1550-nm gate pulses in the previous section,
is expected to result in even better signal strengths.
Figure 4.38(a) shows the spectrum of the gate pulse and of the sum-frequency spectrum
at the maximum of the time-domain EOS signal for a 541-µm-thick detection crystal.
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Figure 4.38: Spectral filtering and balanced noise floor. (a) Gate pulse and maximum
sum-frequency spectrum for a 541-µm-thick detection crystal. The right axis shows the
measured transmission properties of the final spectral filtering geometry for the local
oscillator and sum-frequency. The quantum efficiency of the balanced diodes is plotted
as the dashed line on the right axis. (b) Radio-frequency spectrum of the balanced local
oscillator noise for the 541-µm-thick EOS crystal. Dashed grey line: Calculated shot
noise for 203µW of local oscillator power per diode. Vertical line: Chopping frequency of
9.5 kHz.

Around 1550 nm, the generated sum-frequency power is approximately six times stronger
than the local oscillator power. Because the electro-optic signal is not normalized to the
total power, this does not cause nonlinearities within the trace, as will be shown in Section
4.9. According to the calculations in Section 2.6, the SPF wavelength to achieve maximum
dynamic range for a shot-noise limited balanced noise floor is at ≈ 1750 nm. However,
we obtained the best results with filters resulting in the transmission plotted on the right
axis of Figure 4.38(a) (a 1500 nm long-pass filter (LPF), a 1600 nm SPF and a 1800 nm
SPF12 to avoid transmission of wavelengths> 2000 nm where the SPF reflection decreases
again). Slight differences in transmission are caused by the perpendicular polarizations
and the dip in the transmission curve is caused by the coating of the 1600-nm SPF.
The right axis also includes the quantum efficiency of the balanced diodes13. In the
selected region, the generated sum-frequency at the delay of maximum signal is strongest
in comparison to the local oscillator. The arrow indicating a spectral shift of 33 THz
indicates that this corresponds to mixing of the short wavelength wing of the gate pulse
spectrum with the wavelengths of highest power in the MIR spectrum. On the one hand,
filtering at shorter wavelengths decreases the spectral response for long MIR wavelengths,

12Custom coating number IC1802 by V. Pervak.
13Quantum efficiency of Hamamatsu G12180 calculated from responsivity.
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as discussed in Figure 3.7(b) and in [29]. Even though the beam sizes on the balanced
diodes were maximized and a large bias-voltage was used, as suggested in [170], including
longer local oscillator wavelengths decreased the signal to noise ratio, as balancing to
the shot-noise limit becomes challenging for broader spectra and higher powers, due to
imperfections of the phase retarders and RIN. Therefore, the optimum filter cut-off here
was found to be at shorter wavelengths than predicted for shot-noise limited balancing
with the calculations shown in Figure 2.7(b). In addition, the strong dip in the center
of the gate pulse spectrum limits the wavelengths which mix efficiently and can therefore
also limit the detection bandwidth. This effect is to be investigated in future simulations
and experiments with a less-modulated spectrum.

Figure 4.38(b) shows the balanced noise floor after optimization of the power distribution
with a combination of a λ/2 and a λ/4 plate. The total local oscillator power measured
behind the spectral filters was 0.55 mW. Additional losses of optical power at the Wol-
laston prism, transport optics and the detector quantum efficiency, result in an effective
optical power per diode of 203µW. For the central wavelength of the detected spectrum
of 1550 nm, the theoretical shot noise was calculated from Equation (2.47) and is plotted
as the dashed grey line. At the chopping frequency of 9.5 kHz (indicated by the vertical
line in Figure ??(a)), the average balanced amplitude noise does not show significant
deviations from a white-noise floor. However, we determined the average noise value to
be a factor of 1.4 above the calculated shot noise level. For all other crystal thicknesses,
a similar balanced noise floor was measured, thus no worsening of the balancing, caused
by crystal birefringence was observed.

While optimizing the detection dynamic range, spectral filtering reduces the number of
detectable sum-frequency photons. The number of photons transmitted through the final
filter geometry was calculated for each crystal thickness for the peak of the signal. Panel
(b) in Figure 4.32 shows the resulting overall number of MIR photons that arrive inside the
detection crystal within the interaction time window, which can contribute to the electro-
optic signal after nonlinear conversion and spectral filtering on the right axis. It also
includes Fresnel losses of the sum-frequency beam at the back surface of the detection
crystal, which could be avoided with suitable coating techniques (see the discussion in
Section 4.4). The total number of detectable photons varies between 1 % and 8.8 % for
the different thicknesses and reaches 7.5 % for the 541-µm-thick detection crystal.



110 4. Experimental Results

Dynamic Range and Overall Detection Efficiency

Measuring the MIR depletion and the sum-frequency transmission through the SPF
for the temporally compressed field allows for an estimation of the spectrally averaged
MIR photon number that can be upconverted and sent to the detector for the dynamic
range optimized measurement geometry. A direct measure for the detected photons, that
includes interference of the local oscillator and sum-frequency photons, the spatial overlap
and additional transmission losses, is the time-domain amplitude dynamic range for 1 s
measurement time for each temporal element, as shown in Figure 4.39(a).

(a) (b)

Figure 4.39: Time and frequency domain dynamic range. (a) Time-domain amplitude
dynamic range, measured with a 541-µm-thick crystal with 1 s measurement time per
temporal element. (b) Frequency-domain intensity dynamic range, achieved with a 541-
µm-thick detection crystal in 16 s total measurement time for 12 mW of average MIR
power. Dashed black line: Optimum frequency-domain intensity dynamic range for 1-µm
gate pulses, for the same measurement time, average MIR power and nominal detection
crystal thickness. Dashed grey line: Dynamic range for 1-µm gate pulses in the broadband
configuration. Dashed green line: Spectrum measured with an FTIR spectrometer for the
2-µm experiments. Red/right axis: wavelength dependent percentage of MIR photons,
contributing to the electro-optic signal after upconversion and transmission through the
post-interaction spectral filtering for the 2-µm EOS.

The time-domain dynamic range, with a maximum of 1.5× 108, was obtained by dividing
the maximum time-domain signal of a single EOS trace (5.04×106 V) by the average noise
floor for 1 s average time (0.0335 V). For a MIR average power of 12 mW reaching the
detection crystal, a flux of ≈ 3.8 × 1017 photons per second inside the detection crystal
within the interaction time window was calculated using the MIR spectrum shown in
Figure 4.31(a) (grey dashed line). The maximum average number of detected photons
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is then given by the square of the ratio of the peak dynamic range to the interacting
MIR photons, namely ≈ 5.9 %. This value is a factor of 1.17 lower than the detectable
MIR photons after upconversion and spectral filtering, which is reasonable considering
imperfect overlaps, interference and additional losses.
Investigating the spectrally resolved depletion measurements in Figure 4.33, the photon
detection efficiency at different wavelengths can differ significantly. For measuring the
MIR-wavelength resolved detection efficiency, the MIR field was temporally chirped using
a 4-mm-thick ZnSe substrate. The resulting waveform, now temporally stretched over
more than 1 ps, is shown in Figure 4.40(a).

Figure 4.40: Measurement of the wavelength dependent overall detection efficiency with a
chirped MIR waveform. (a) Chirped waveform (red, left y-axis) and spectrally integrated
power depletion measurement (grey, right axis). (b) Delay dependent spectrally resolved
MIR relative transmission, measured with an FTIR spectrometer. (c) Delay dependent
sum-frequency spectra, with the dashed lines indicating the transmission window of the
spectral filters.

Panel (a) also shows the spectrally integrated power depletion measurement. The mini-
mum here is reduced by a factor of ≈ 3, as compared to the compressed pulse, because
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there are less photons in the interaction time window. Panel (b) shows the delay dependent
relative MIR depletion measured with the FTIR spectrometer. The relative transmission
reaches a minimum of 70 % at the instantaneous wavelength of 9µm. New frequency
components around 35 THz (8.6µm) and 30 THz (10µm) are generated at delays after the
peak of the EOS trace. Panel (c) shows the generated sum-frequency spectra as a function
of the gate pulse delay, with the transmission window of the spectral filters indicated by
the dashed lines. The maximum transmission of 13.2 % is reached at the instantaneous
frequency of 33 THz and decreases to ≈ 3 % towards longer wavelengths. Most likely, the
mid-infrared generation for longer delays is caused by cascaded processes with the long-
wavelength sum-frequency radiation (> 1.6µm), as they show a similar delay-dependence.
Combining the depletion and SPF-transmission measurements, the wavelength dependent
number of MIR photons that contributes to the electro-optic signal can be calculated as
the product of the FTIR dip depth and the transmission through the SPF, resulting in the
red line plotted on the right axis of Figure 4.39(b). At the peak of the spectral response at
≈ 9µm, the number of detectable photons surpasses > 3 %. The steep drop in efficiency is
caused by the increasing phase mismatch. Furthermore, detection of longer wavelengths,
is suppressed by spectral filtering after the nonlinear conversion, as illustrated by the
comparison of different filters in Figure 3.7(b) and described [29]. Overall lower numbers
for the detectable photons as compared to the measurement for the compressed pulse can
be explained by the imperfect separation of the different wavelength components and the
reduced number of photons in the interaction time window due to the chirp. Nevertheless,
this measurement illustrates the wavelength dependence of the detection efficiency caused
by phasematching, the gate pulse parameters and spectral filtering.

This detection efficiency, together with the shape of the MIR spectrum results in the
wavelength dependent spectral intensity dynamic range shown in Figure 4.39(b), for a
total measurement time of 16 s, and 12 mW average MIR power at the crystal. For
comparison, the green dashed line shows the MIR spectrum measured with a FTIR
spectrometer. The dynamic range peaks around the wavelength of maximum photon
detection efficiency, namely at 9.1µm with a value of 1.58×1014. At −10 dB, the spectral
intensity dynamic range spans from 8.2 to 10.6µm, nicely matching the shape of the
wavelength-dependent detection efficiency. The black dashed line shows the optimum
intensity dynamic range achieved with the 1-µm gate pulses (see Section 4.2 for the
detection optimization and characterization), for the same measurement time, average
MIR power and nominal detection crystal thickness. In this case, the narrower spectral
coverage is caused by the detection bandwidth. On the other hand, for the bandwidth
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optimized dynamic range in the 1-µm EOS shown as the grey dashed line, the long-
wavelength cut-off stems from the generated MIR spectrum. Comparing the peak intensity
dynamic ranges sees an increase of approximately one order of magnitude for the 2-µm
gate pulses. This can be related to the increase in overall detection efficiency.

4.9 Linearity of Large Depletion EOS Measurements
Commonly, the theoretical description of EOS assumes undepleted fields and either a
strong MIR/THz field with a weak gate pulse or a strong gate pulse interacting with
a weak MIR field. With those assumptions, the time-domain signal is - in very good
approximation - proportional to the infrared field strength and the intensity of the local
oscillator. For a strong gate pulse, the interaction strength is independent on the MIR
power. Here, as shown in the previous section for the highly efficient electro-optic
detection, the MIR power is depleted by tens of percent, thus violating the assumption of
no depletion and suggesting a saturation of the signal strength as a function of the gate
pulse power.
Therefore, we investigated the validity of the linear scaling laws for EOS with percent-
level detection efficiency. This is crucial for applications like gas-phase spectroscopy, where
the time-domain signal from molecules with concentrations varying over several orders of
magnitude should ideally be detected with a field-strength independent IRF.

First, we measured the scaling of the EOS signal strength with the gate pulse power.
Attenuation of the 13.8-fs-short pulse has to be achieved without introducing dispersion
or altering the polarization state, in order to keep the electro-optic response constant
in all parameters but the gate power. One option is to use free-standing, 100-nm-
thick silicon nitride pellicles, placed at a small angle to avoid changes to the gate pulse
polarization. Their refractive index of n = 2 at 1965 nm causes Fresnel losses of ≈
23 % upon transmission through one pellicle. We used two pellicles, thus allowing for
attenuation of the maximum gate pulse power from 1.8 W to 1.48 W (one pellicle) and
1.2 W (2 pellicles). Figure 4.41(a) shows the resulting EOS traces, scaled with the gate
pulse power for better comparability.
The zoom-in on one of the trace maxima elucidates the small differences in signal ampli-
tude, with a variation of 0.5 %. Panel (b) shows the gate pulse power dependent, spectrally
integrated MIR power depletion measurement. The dip depth scaling with the gate pulse
power in panel (c) also shows a linear fit through the origin, thus confirming the linear
dependence. No saturation of the MIR depletion or signal strength was observed for the
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Figure 4.41: Scaling of the measured EOS signal strength with the gate pulse power.
(a) Measured EOS traces for varied gate pulse power, normalized to that power for
comparison. The zoom-in to one of the trace extrema illustrates the variations of the
normalized signal strength. (b) Spectrally integrated MIR power depletion as a function
of the gate pulse delay and power. The inset shows the scaling of the dip depth with the
NIR power, with the linear fit through the origin confirming the linear dependence.
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W-level gate pulse powers. This behaviour agrees with the simulations shown in Section
3.2, which predicted that we are only at the onset of saturation with comparable gate
pulse powers.

Secondly, the scaling of the signal strength with the MIR power was investigated. In
a first step, the maximum power at the detection crystal of 12 mW was attenuated with a
0.3 OD and a 1.0 OD germanium neutral density filter. This resulted in 6 mW and 1.4 mW
reaching the GaSe crystal, respectively. The EOS traces, normalized by the square-root
of the power attenuation factor, are shown in Figure 4.42(a).

Figure 4.42: Scaling of large depletion EOS measurements with the MIR field-strength.
(a) Measured EOS traces, scaled with the square-root of the power-attenuation factor.
The zoom-in on one of the trace extrema illustrates the differences. (b) MIR depletion
measurements as function of gate pulse delay for varied infrared powers. (c) Spectral
intensity dynamic range. Horizontal lines show expected levels for the indicated MIR
power attenuation. (d) Corresponding spectral phases.

Zooming in on one of the peaks of the time-domain trace, shows variations of the amplitude
by 2.7 %. Attenuation by only one order of magnitude still allowed for the MIR depletion
measurement. Panel (b) illustrates the measured spectrally integrated power depletion
for varied MIR power. For a gate power much larger than the MIR one, the sum-
frequency generation is in the no-pump-depletion regime described in [26]. In this case,
the conversion efficiency only depends on the gate pulse power. However, we reproducibly
measured 73 % maximum depletion for the highest MIR power, as compared to 79 % for
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the other two power values. This increased dip depth matches the increase in signal
strength observed in panel (a). The frequency-domain intensity dynamic range for varied
MIR power is shown in panel (c), including horizontal lines to indicate the dynamic range
expected from the power attenuation at 9.3µm wavelength. Similarly to the time-domain
data, the dynamic range for the highest MIR power is slightly higher than expected, but
the spectral phases in panel (d) show no clearly visible deviations. Possible explanations
for the more efficient depletion are the contribution of generated sum-frequency radiation
to the MIR depletion and an observable influence of the high MIR power on the strength
of the nonlinear interaction.
For investigating the linearity of the electro-optic signal over the full measurement dy-
namic range, an attenuation series of the MIR power over 14 orders of magnitude was
performed. A combination of ZnSe and germanium neutral density filters was used,
keeping the overall dispersion as constant as possible with possible variations in Figure
4.43(a).
The measurement time for no attenuation up to 13.3 OD was 10 s, averaging over 10
scans, each 2 ps long and with an integration time per temporal element of 2.2 ms. The
resulting noise floor is plotted as the dashed black line. For the largest attenuation of
14.3 OD we averaged over twice the number of scans, thus doubling the measurement
time and reducing the noise floor, which is on the level of the x-axis. A constant offset
in the scaling is visible for the lowest attenuation factors, however no large deviations
from the linear behaviour are observable, which is also confirmed by the similar spectral
phases plotted in panel (b). Panel (d) shows the time-domain traces, normalized by the
square-root of the nominal attenuation at 9.3µm.In panel (c), the spectrally integrated
signal intensity for the attenuation factors in Figs. 4.42(b) and 4.43(a) is plotted as a
function of the nominal MIR power reaching the detection crystal, including a linear fit
through the origin. Discrepancies between expected and measured values can be caused
by imperfect filters and changes in spatial alignment, with some of the filter substrates
being slightly wedged.
The measured signal for 14.3 OD attenuation confirms our claimed intensity dynamic
range for 10 s measurement time. In addition, the average number of sum-frequency
photons reaching the detector in the integration time window at the peak of the EOS
trace can be estimated: Attenuating the MIR power by 4.95 × 1013 orders of magnitude
(the time-domain intensity dynamic range for 2.2 ms average time per temporal element),
an average number of ≈ 22 photons arrives inside the detection crystal in the integration
time of 2.2 ms per temporal element of an EOS trace, corresponding to 2× 10−4 photons
per pulse, which is similar to the < 10−3 photons per pulse cited in [22] for a measurement
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Figure 4.43: MIR power attenuation series. The individual traces covered a delay-range of
2 ps, with 2.2 ms integration time per temporal element and a measurement time per trace
of 1 s. (a) Intensity spectra, not normalized. Horizontal lines indicate the expected signal
levels after multiplication of the reference measurement with the nominal attenuation at
9.3µm. The x-axis is at the noise-floor for the 14.3 OD measurement and the dashed black
line shows the noise floor for all other measurements. (b) Spectral phases for the same
attenuation factors as the spectra in panel (a). (c) Spectrally integrated signal power as
a function of the nominal MIR power arriving at the detection crystal after attenuation.
The attenuated power was calculated from the filter specifications at 9.3µm. (d) EOS
traces, normalized by the square-root of the nominal power attenuation factor at the
central wavelength of 9.3µm.
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time of 1 s. This value corresponds to a minimum measurable field strength of ≈ 4 V/m.

In conclusion, proof-of principle EOS measurements with 2-µm gate pulses were demon-
strated for characterization of the high-power infrared fields generated with the same laser
system. A thorough optimization of the detection geometry allowed us to employ 1.9 W
of gate pulse average power, thus boosting the nonlinear frequency conversion efficiency
in the electro-optic detection crystal above 20 %. In combination with spectral filters to
maximize the detection dynamic range, an average of 6.4 % of the MIR photons in the
detection crystal and interaction time window arrive at the balanced diodes, requiring
only ≈ 22 MIR photons inside the detection crystal in the integration time window per
temporal element for the minimum detectable signal. For linear vibrational spectroscopy,
this corresponds to a minimum measurable concentration, which is only a factor of 4
above what would be possible when detecting all MIR photons in the interaction time
window. Remarkably, within our measurement accuracy, the electro-optic signal strength
scaled linearly with the MIR field strength for photon numbers varying between ≈ 103

and 1017 per second, despite the large depletion. This means, that enough MIR photons
are available for nonlinear interaction with the gate, despite the large depletion and that
the MIR power does not significantly determine the interaction strength. An onset of
nonlinearity was observed for the highest MIR power, where the interaction strength
seemed to increase. Further investigations of the linearity would require an increase of
the MIR intensity on the interaction crystal.



Chapter 5

Conclusion and Outlook

The aim of this thesis was the optimization and characterization of the MIR photon
detection efficiency for field-sensitive measurements with EOS. To that end, high gate
pulse peak-powers were employed, which are typically only available at kHz-repetition rate
laser systems, which are used for the generation and sensitive detection of THz waves [119].
In addition, phasematching advantages when using longer-wavelength gate pulses allowed
the use of thick detection crystals without strict limitations to the spectral coverage. For
EOS in the MIR spectral region, established gate pulse sources are erbium-fiber lasers at
multi-MHz repetition rates and thin EOS crystals are used to detect waveforms closely
matching the electric fields to investigate fundamental quantum optical effects [16–18, 22,
24]. The tight focusing geometries used in those systems result in peak powers comparable
to the high-power 2-µm EOS described here, however also limit the interaction length for
efficient conversion.
Characterizing the MIR photon detection efficiency in EOS is particularly interesting in
two limits: Firstly, for low MIR powers, the photon detection efficiency determines the
minimum number of photons required to measure non-zero signal. This is critical e.g.,
for the detection of weak molecular signatures containing only a few photons. Secondly,
for high MIR and gate pulse powers, and the corresponding potentially large conversion
efficiency, the fundamental question arises to what extent the linear dependence of the
EOS signal on the amplitude of the investigated field and the gate pulse power is a valid
assumption.

In this thesis, the MIR photon detection efficiency was first optimized and characterized
using 1-µm gate pulses from an Yb-YAG thin-disk oscillator. Measuring the MIR power
transmitted through the nonlinear crystal as a function of the gate-pulse delay was
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introduced for evaluating the MIR to sum-frequency conversion efficiency. This efficiency
was limited to 2 % by damage of the 500-µm-thick detection crystal with an unprecedented
high gate pulse power of 450 mW on a 70-µm-diameter spot at 28 MHz repetition rate
and for 16-fs-long pulses. After additional losses in the heterodyne detection and spectral
filtering, the overall average detection efficiency was 0.76 %. For the 1-µm gate pulses, the
trade-off between detection efficiency and bandwidth was critical, caused by the phase-
matching properties of GaSe. Using a 85-µm thick detection crystal, the full generated
MIR spectrum, spanning from 6.6µm to 10.7µm at −20 dB was detected, however with
two orders of magnitude less detection efficiency. In addition, for the thin detection
crystal, multiple reflections of the MIR beam on the surfaces of the detection crystal
arise in the tail of the EOS trace. These distort the temporal window in which molecular
signals are detected. Several approaches to suppress these reflections by means of optical
contacting to materials with matching refractive index were investigated, however with
limited success. New developments in other working groups, using micro-structures acting
as anti-reflection coatings are promising approaches for future improvements [171, 172].
Nevertheless, the detection efficiency optimization contributed to the finalization of a
field-sensitive spectrometer that is currently used for real-world biomedical applications
[20] and is outperforming state-of-the-art FTIR spectrometers in sensitivity by up to a
factor of 40. In addition, the unprecedented sensitivity and dynamic range allowed for
the demonstration of EOS as a broadband and highly sensitive characterization technique
for the stability/reproducibility of and, therefore, control over optical fields. Timing
fluctuations of the MIR waveforms of < 10 as were measured and the theoretical model
developed in the frame of this thesis allowed to conclude that the remaining instabilities
can be traced back to the RIN of the laser frontend. The jitter values are ≈ 3 orders of
magnitude above of what would be expected from a shot-noise-limited source.

In theory and experiment, the phasematching properties of GaSe were investigated when
using longer-wavelength gate pulses. Gate pulses with a central wavelength of 1550 nm
are used in our group for the implementation of dual-oscillator scanning to acquire EOS
traces faster than most technical noise sources, with the goal to improve the reproducibility
and referencing capabilities [158, 164]. Despite the comparably lower average power of
the erbium-fiber front-end, a similar performance in terms of detection bandwidth and
dynamic range as with the 1-µm system was achieved. This was enabled by the use of
thicker detection crystals that boosted the conversion efficiency, while maintaining the
detection bandwidth due to better phasematching. With potentially higher gate pulse
powers, there is still room for improvement to the detection efficiency using 1550-nm gate
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pulses. Furthermore, the conversion efficiency is still to be characterized.
For field-resolved spectrometers based on 1-µm sources, one future development in our
working group will be the generation and field-resolved detection of MIR wavelengths
below 6µm to spectrally cover the absorption lines in the second amide band [173]
and thus increase the information obtained from biomedical samples. Generation of
short-wavelength radiation via IPDFG requires compression of the driving pulses to
< 10 fs pulse duration, which is currently investigated. In addition to pushing the short-
wavelength limits of IPDFG in LGS, PPLN [36] is a suitable nonlinear crystal for efficient
generation of MIR radiation down to 5µm. For electro-optic detection, the corresponding
un-poled material, namely LiNbO3 is to be investigated as the detection crystal. One
challenge when using thick detection crystals will be the gate pulse dispersion, which
becomes more critical for ever shorter gate pulses that are necessary to detect the shortest
wavelength components.
Secondly, instruments for field-resolved spectroscopy, based on chromium laser-front-ends
with a central wavelength at 2.4µm, are currently under development in our group.
They are promising due to their compactness, cost efficiency and the highly efficient
MIR generation using IPDFG in ZGP [174, 175], which only requires few-W driving
lasers. For developing a field-sensitive spectrometer, electro-optic detection using 2.4-µm
gate pulses will be required in those systems. While they are expected to behave similarly
to the 2-µm gate pulses presented here, the use of extended InGaAs diodes might not be
avoidable. Their noise properties will have to be investigated and potentially the use of
cooled diodes will be required.
In addition, the new materials like ZGP are to be investigated as EOS detection crystals,
promising high detection efficiencies even with moderate gate pulse powers.

During the past years, several high-power laser sources with direct output in the MIR
spectral region were developed. One of the most promising technologies is based on
thulium-fibers, with a typical central wavelength of 1965 nm. Using such a laser front-end,
EOS with 2-µm, 1.9-W gate pulses was performed and optimized for the first time in the
scope of this thesis. Several detection crystal thicknesses were then investigated regarding
scaling laws of the signal strength, MIR power conversion and the bandwidth versus
detection efficiency trade-off. Firstly, the MIR to NIR conversion was pushed to > 20 %
using crystals with thicknesses ≥ 541µm, requiring only a minimum of ≈ 20 MIR photons
in the integration time-window. For the measurement of e.g., the free-induction decay
in gas-phase absorption spectroscopy, this world-record detection efficiency corresponds
to a limit of detection that is only a factor of 4 above what would be achievable when
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detecting all MIR photons. This sensitivity was meanwhile applied for the detection of
ppb-level concentrations of several molecular species.
Significant depletion of the MIR power upon electro-optic detection violates the usual as-
sumption of the nonlinear interaction taking place in the non-depletion regime. Therefore,
the scaling of the signal strength with the gate pulse power and MIR field strength was
investigated. For attenuation of the gate pulse power from 1.9 W to 1.4 W, no deviation
from the linear scaling was observed in the experiment. Simulation results predicted a
saturation of the depletion with even higher gate pulse powers, which will be investigated
experimentally in the future. For this case, potential advantages of phasematching DFG
instead of SFG in EOS were discussed. However, for MIR radiation generated in the
detection crystal that is of similar strength as the input beam, the linearity of the signal
strength is to be investigated.
Measurements of the EOS signal strength for MIR photon numbers varying between
103 and 1017 per second, showed no deviations from linear scaling with the electric
field strength within our measurement accuracy. However, an onset of nonlinearity was
observed for 12 mW of MIR power, with a percent-level stronger depletion than for lower
powers. For high gate pulse powers, strong MIR fields and 10 %-level depletion of the
power of the measured waveform in the detection crystal, the following nonlinear effects
should be further investigated:

• For high gate pulse powers and a comparatively low number of MIR photons in
the case of large depletion, saturation effects with crystal length and the gate pulse
power might occur, due to a limited number of photons available for interaction
after depletion.

• Usually, the gate pulse intensity is assumed to determine the strength of the non-
linear interaction. For MIR powers comparable to the gate pulse, both intensities
affect the interaction strength. - This is a potential source for the deeper dip that
we observed in the experiment, but has to be investigated with even higher MIR
powers.

• Furthermore, for a constant relative depletion of the infrared field, the number of
converted gate pulse photons increases with the MIR power, potentially lowering the
detection efficiency for significant depletion before the end of the detection crystal.

• Cascaded nonlinear effects, caused by the generated sum-frequency radiation could
distort the electro-optic signal. The polarization of the generated MIR wavelengths
that was observed in the experiment is to be investigated in this regard. Regarding
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the generation of new NIR frequencies, MIR/THz-induced second-harmonic gen-
eration is an additional nonlinear effect used for field-characterization [118], that
could be observable with our experimental setup.

Gas-Phase Spectroscopy with Percent-Level Detection
Efficiency EOS
One application of the high-dynamic range and unprecedented sensitivity of EOS demon-
strated with the 2-µm gate pulses is gas-phase absorption spectroscopy. A typical example
for the state-of-the-art detection limit in gas phase spectroscopy was shown in [176]: In
multi-pass-cell with a length of 25 m, they detected 9 ppb of ethanol using a quantum
cascade laser as the light-source and 10 s measurement time.
Using the formalism presented in [20], we can estimate the limit of detection (LOD) for the
intensity dynamic range demonstrated with the 2-µm EOS from the measurement dynamic
range. Two potential gases with absorption features in the spectral region of highest
detection efficiency are methanol and methane. Methanol has the largest absorption
cross section of σmethanol = 1.4×10−18 cm2

Molecule at 9.7µm, where we determined an intensity
dynamic range of 8.8×1013 in 16 s measurement time, where the 3.3-ps-long scan-window
corresponds to ≈ 4 cm−1 spectral resolution. For the planned interaction length of 45 cm,
this results in an expected LOD for methanol in an ambient pressure nitrogen environment
of LODmethanol ≈ 0.15 ppb. The strongest methane absorption occurs at 7.7µm, with a
cross section of σmethane = 8 × 10−19 cm2

Molecule . At this wavelength, the intensity dynamic
range is 1.4 × 1012, thus giving and expected LOD for methane of LODmethane ≈ 2 ppb.
Angle tuning of the generation and detection crystals allows to match the spectral region
of best sensitivity even better to the absorption frequencies of the molecules.
Here, proof-of-principle measurements with high gas concentrations (20 mbar methanol
in vacuum, and methane in air-filled cell) are shown. Exemplary time-domain EOS traces
are shown in Figure 5.1 and the corresponding absorption spectra in Figure 5.21.
The time-domain trace for methanol shows strong distortions of the main pulse due to
the large concentration. In the frequency domain, the main features of the reference
spectrum (from [177]) are well-reproduced. For methane, no distortion of the main pulse
was observed, due to lower concentration and an absorption line away from the peak of
the EOS spectrum. Correspondingly, the molecular response in the tail of the pulse is also

1The methane and methanol samples were prepared by A.-K. Raab, who also helped with the
measurements.
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Figure 5.1: Time-domain EOS traces for proof-of-principle gas phase absorption
measurements of methanol (a) and methane (b).

Figure 5.2: (a) Mesured absorption spectrum of 20 mbar methanol in vacuum
environment. (b) Methanol absorption spectrum from [177]. (c) Measured absorption
spectrum of methane under ambient air pressure. (d) Methane absorption spectrum from
[177].
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weaker. The methane absorption lines are in a region of less spectral intensity and where
the spectrum is modulated, but are still well-distinguishable. Both time-domain traces
show multiple reflections from transmissive optics like cell windows and the generation and
detection crystals. All optics except the nonlinear crystals can be replaced with wedged
substrates in the final measurement configuration. Together with an optimized vacuum
environment, which suppresses signal from water and other compounds in ambient air,
this is crucial to achieve a background-free measurement window.
The verification of the predicted LOD and detailed studies on gas-phase absorption
spectroscopy using the 2-µm laser system are subject to current studies. The broad
spectral coverage also promises advantages in the detection of several substances with
spectrally wide-spread absorption lines [178].
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Appendix A

Data Archiving

The experimental raw data and simulation codes used in this thesis can be found on the
data archive server of the Laboratory for Attosecond Physics at the Max Planck Institute
of Quantum Optics:
//afs/ipp-garching.mpg.de/mpq/lap/publication-archive/theses/2021/Hofer, Christina (PhD).
For each figure, all necessary raw data, evaluation and plotting files are collected in a
separate folder with the corresponding name. The data processing is described in the PDF
’DissertationDataArchiving.pdf’ and the final figures are collected in the corresponding
folder.
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Appendix B

Setup of the 2-µm EOS

(a)

(b)

MIR from IPDFG

gate pulse
delay

stage

BC

GaSe

WP

Bal. Det.

λ/4

λ/2

Figure B.1: Picture of the experimental setup of the 2-µm EOS. (a) The gate pulses are
variably delay with a motorized stage with two retroreflectors on top. MIR and gate beam
are recombined using a ZnSe plate as a recombiner (BC) and focused into the GaSe crystal.
Up to this point, the setup can be kept in vacuum environment. (b) Ellipsometry setup
outside the vacuum chamber. The gate beam and generated sum-frequency radiation
are transmitted through several filters, the waveplates. They are split in two beams for
balanced detection (Bal. Det.) using a Wollaston Prism (WP).
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