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Zusammenfassung

Die Physik aktiver Materie ist ein Teilgebiet der Physik, das sich mit so unterschiedlichen Systemen
wie synthetischen selbstangetriebenen Kolloiden, Gruppen von kleinen Robotern, Mischungen von
Biofilamenten und Motorproteinen, eukaryotischen Zellen, schwimmenden Spermien oder Bakterien
und Tierschwärmen beschäftigt. Diese Systeme haben die gemeinsame Eigenschaft, dass sie aus einer
großen Anzahl einzelner Teilchen bestehen, die unter Energieverbrauch angetrieben werden und
stehen damit im Gegensatz zu “passiven” Teilchen, die sich nur durch Brownsche Bewegung bewegen.
Verschiedene Modelle für solche Systeme wurden vorgeschlagen, einige mit dem Ziel, eine universelle
Beschreibung für eine breite Klasse von Systemen aktiver Materie zu liefern, andere zugeschnitten auf
bestimmte Beispielkonstellationen. Dazu gehören Kontinuumsmodelle, Modelle in Form von wechsel-
wirkenden aktiv angetriebenen Einzelteilchen oder Beschreibungen von ausgedehnten Objekten mit
interner Dynamik.

In dieser Arbeit werden zwei numerische Fallstudien von wachsender aktiver Materie, die durch
die äußere Geometrie in ihrer Bewegungsfreiheit eingeschränkt ist, vorgestellt. Wir analysieren die
Invasion eines aktiven Nematen in einen geraden Kanal mit einem hydrodynamischen Kontinuumsmo-
dell und die Invasion eines zellulären Pottsmodells (CPM) für Epithelzellen in Kanäle mit konstantem
oder variablem Durchmesser. Schlussendlich vergleichen wir die Ergebnisse beider Studien.

Die Arbeit ist in sieben Kapitel unterteilt:

Kapitel 1 - Einführung
Zu Beginn geben wir eine kurze Einführung in Systeme aktiver Materie und erörtern die Gründe, die
für deren Untersuchung sprechen, sowohl aus Sicht der Physik als auch der Biologie. Wir motivieren
daraus die Wahl der in dieser Arbeit gewählten Studien.

Chapter 2 - Modelle kollektiver Bewegung
In diesem Kapitel geben wir einen kurzen Überblick über verschiedene theoretische Ansätze zur
Untersuchung von Systemen aktiver Materie und vergleichen diese zueinander.

Kapitel 3 - Eindringen aktiver Materie in eine Kapillare
gemeinsam mit Romain Mueller, Erwin Frey, Julia M. Yeomans und Amin Doostmohammadi.
Biologisch aktive Materialien wie bakterielle Biofilme und eukaryotische Zellen wachsen in begrenz-
ten mikroskopischen Räumen. Wir zeigen durch numerische Simulationen, dass Begrenzung als
mechanische Führung dienen und zu verschiedenen Moden kollektiver Invasion führen kann, wenn
sie mit der Wachstumsdynamik und der intrinsischen Aktivität biologischer Materialien zusammen
spielt. Wir analysieren die Dynamik einer wachsenden Grenzfläche zwischen aktiver Materie und
einer umgebenden Flüssigkeit in einem Kanal und klassifizieren die auftretenden Moden kollektiver
Invasion basierend auf der Aktivität der Teilchen, die diese wachsenden Materie bilden. Während
bei kleinen und mittleren Aktivitäten das aktive Material als zusammenhängende Einheit wächst,
stellt sich heraus, dass sich oberhalb einer gewissen Aktivitätsschwelle kleine Verbunde davon aus
dem Hauptfeld lösen. Wir charakterisieren außerdem die mechanischen Mechanismen, die den
Übergängen zwischen den verschiedenen Invasionsmoden zugrunde liegen und quantifizieren deren
Einfluss auf die Geschwindigkeit der Invasion insgesamt. Eine Momentaufnahmen einer solchen
Simulation ist zur Veranschaulichung links in Abbildung 1 dargestellt. Dieses Kapitel wurde in [1]
veröffentlicht.

Kapitel 4 - Filme und Tröpfchen: aktive Materie auf einer Oberfläche
Unter Verwendung des gleichenModells wie in Kapitel 3 beschreiben wir das Verhalten von Filmen und
Tröpfchen aus einem aktivemMaterial auf einer ebenen Oberfläche. Diese vereinfachten Anordnungen
erlauben es uns, die Besonderheiten aktiver Flüssigkeiten im Vergleich zu analogen Systeme im
thermischen Gleichgewicht zu untersuchen. Wir finden heraus, dass der Endzustand des Systems im
Allgemeinen von der Stärke der aktiven Kräfte abhängt. So werden Filme oberhalb einer bestimmten
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Aktivitätsschwelle instabil. Tröpfchen können einen stationären Zustand erreichen, in dem die Form
und die innere Struktur des Tröpfchens durch die Stärke der Aktivität bestimmt ist. Wir können
zeigen, dass dieser stationäre Zustand durch ein Gleichgewicht von Advektion durch aktive Kräfte
und Diffusion bestimmt wird.

Kapitel 5 - Intermezzo: Zelluläre Systeme als aktive Materie
Bevor wir in Kapitel 6 ein Modell für kollektive Zellmigration untersuchen geben wir einen kurzen
Überblick über die Eigenschaften von sich koordiniert bewegenden Zellen und erklären, warum sie
als aktive Materie betrachtet werden können.

Kapitel 6 - Zelluläres Pottsmodel in einem Flaschenhals
mit Andriy Goychuk und Erwin Frey.
Zellmigration ist von großer Bedeutung für das Verständnis von Phänomenen wie Morphogenese,
Metastase bei Krebserkrankungen oder Wundheilung. In diesen Situationen ist die Bewegunsfreiheit
der Zellen oftmals durch Hindernisse beschränkt. In dieser Arbeit zeigen wir anhand von Computer-
simulationen mit einem zellulären Pottsmodell (CPM), dass das Vorhandensein einer Engstelle in
einem ansonsten geraden Kanal großen Einfluss auf die interne Organisation einer eindringenden
monozellulären Schicht und die Bewegung einzelner Zellen darin hat. Vergleichbar mit Zuständen
in Gläsern oder viskoelastischen Materialen stellen wir fest, dass die Zellschicht gleichzeitig Eigen-
schaften von klassischen Festkörpern und klassischen Flüssigkeiten aufweist. Die lokale Ordnung
entspricht im Mittel einem regelmäßigen hexagonalen Gitter, während die relative Bewegung der
Zellen nicht beschränkt ist. Im Vergleich zu einem Kanal ohne Verengung beobachten wir, dass
eine Engstelle die Bildung regelmäßiger hexagonaler Anordnungen im Epithel bremst und zu einer
Ansammlung und einem rückwärts gewandten Fluss von Zellen vor der Engstelle führt, wodurch
auch die Invasionsgeschwindigkeit in ihrer Gesamtheit beeinflusst wird. Diese Phänomene hängen
in ihrem Ausmaß von den Abmessungen der verschiedenen Kanalabschnitte sowie von der Form
des Trichterbereichs ab, der die breiteren mit den engeren Teilbereichen verbindet. Eine typische
Situation ist in Abbildung 1 auf der rechten Seite dargestellt.

Kapitel 7 - Schlussfolgerungen
Zum Abschluss vergleichen wir die Ergebnisse der beiden in dieser Arbeit vorgestellten Studien
zum Invasionsverhalten aktiver Materie und arbeiten die grundlegenden Unterschiede der beiden
verwendeten Modelle heraus. Ausgehend davon schlagen wir den Bogen zur Einleitung und stellen
diese Ergebnisse in den größeren Kontext der Erforschung aktiver Materie.

Abbildung 1 Momentaufnahmen der Systeme aus den Kapiteln 3 und 6.
Linke Seite: Momentaufnahme der Invasion des aktiven Nematen in einen geraden Kanal. (links: Geschwindig-
keitsfeld, rechts: nematische Ordnung). Rechte Seite: Epithelzellen, simuliert mit einem zellulären Pottsmodell,
durchqueren eine flaschenhalförmige Anordnung.



Summary

Active matter physics is a field concerned with systems as diverse as synthetic self-propelled colloids,
groups of small robots, mixtures of biofilaments and motor proteins, eukaryotic cells, swimming
sperm or bacteria, and animal flocks. These have the common property that they are composed
of a large number of individual constituents that are propelled under the consumption of energy
in contrast to “passive” particles that only move by Brownian motion. Various models have been
proposed for such systems, some aimed at offering a universal description for a broad class of active
matter systems, some tailored to specific example setups. These include continuum models, models
in terms of interacting actively driven single particles or descriptions of extended objects with internal
dynamics.

This work presents two computational case studies of growing active matter constrained by
geometry. We analyse the invasion of an active nematic into a straight channel with a hydrodynamic
continuum model and invasion of a Cellular Potts Model (CPM) for epithelial cells into channels with
constant or varying diameter. Finally, we compare the results of both studies.

The thesis is divided into seven chapters:

Chapter 1 - Introduction
In the beginning, we give a short introduction into active matter systems and discuss reasons for their
study from a physics as well as a biology perspective. We also motivate the choice for the studies
picked in this thesis.

Chapter 2 - Modelling collective motion
In this chapter, we briefly review and relate different theoretical approaches to studying active matter
systems.

Chapter 3 - Invasion of active nematics into a capillary
With Romain Mueller, Erwin Frey, Julia M. Yeomans, and Amin Doostmohammadi.
Biological active materials such as bacterial biofilms and eukaryotic cells thrive in confined micro-
spaces. We show through numerical simulations that confinement can serve as a mechanical guidance
to achieve distinct modes of collective invasion when combined with growth dynamics and the intrinsic
activity of biological materials. We assess the dynamics of the growing interface between an active
material and a surrounding fluid in a capillary and classify these collective modes of invasion based on
the activity of the constituent particles of the growing matter. While at small and moderate activities
the active material grows as a coherent unit, we find that blobs of active material collectively detach
from the cohort above a well-defined activity threshold. We further characterise the mechanical
mechanisms underlying the crossovers between different modes of invasion and quantify their impact
on the overall invasion speed. A simulation snapshot is shown on the left side of Figure 1 for illustration.
This chapter has been published in [1].

Chapter 4 - Films and droplets: active matter on a wall
Employing the same model as in chapter 3, we describe the behaviour of films and droplets of active
material on a flat surface. These simplified configurations allow us to investigate the features of active
fluids in comparison against analogous systems in thermal equilibrium. We find that the final state of
the system in general depends on the strength of active forces: films become unstable above a certain
activity threshold and droplets can reach a steady state, in which the shape and the internal structure
of the droplet are related to activity. This steady state can be shown to be determined by a balance of
advection caused by active stresses and diffusion.

Chapter 5 - Intermezzo: Cellular systems as active matter
Before studying a model for collective cell migration in chapter 6, we give a brief overview on the
properties of systems of collectively moving cells and how they can be regarded as active matter.
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Chapter 6 - Cellular Potts Model in a bottleneck
With Andriy Goychuk and Erwin Frey.
Cell migration is of major importance for the understanding of phenomena such as morphogenesis,
cancer metastasis, or wound healing. In many of these situations cells are under external confinement.
In this work we show by means of computer simulations with a Cellular Potts Model (CPM) that
the presence of a bottleneck in an otherwise straight channel has a major influence on the internal
organisation of an invading cellular monolayer and the motion of individual cells therein. Comparable
to a glass or viscoelastic material, the cell sheet is found to exhibit features of both classical solids
and classical fluids. The local ordering on average corresponds to a regular hexagonal lattice, while
the relative motion of cells is unbounded. Compared to an unconstricted channel, we observe that a
bottleneck perturbs the formation of regular hexagonal arrangements in the epithelial sheet and leads
to pile-ups and backflow of cells near the entrance to the constriction, which also affects the overall
invasion speed. The scale of these various phenomena depends on the dimensions of the different
channel parts, as well as the shape of the funnel domain that connects wider to narrower regions. A
typical situation is shown Figure 1 on the right side.

Chapter 7 - Conclusions
To conclude, we compare findings from the two invasion studies presented in this thesis and work out
the fundamental differences in both models used. Based on this, we close the loop to the introduction
and put these results in the context of active matter research.

Figure 1 Screenshots of systems investigated in chapters 3 and 6.
Left panel: screenshot of invading active nematic into a straight channel (left: velocity field, right: nematic
order). Right panel: Epithelial cells simulated with a cellular Potts model (CPM) passing through a bottleneck
configuration.
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1 Introduction

Die Wissenschaft von heute ist der Irrtum von morgen.
Today’s science is tomorrow’s error.

— Jakob Johann von Uexküll

The field of active matter is a relatively young one in physics. Its object of study
are systems composed of particles that are active, here specificallly meaning that
they generate forces[2–4]. Such local force generation means that energy is pumped
into the system locally driving it away from thermal equilibrium. Therefore, active
systems are a special type of non-equilibrium systems. In many cases, systems under
study consist of a large number of constituents that are small compared to the size
of the full system (and in this sense are often called microscopic). Fields traditionally
concerned with many-particle systems are condensed matter physics and statistical
mechanics. Hence, models and methods from these fields are often adapted to
investigate active matter systems.

This very open definition fits many different realisations of systems in the labor-
atory as well as outside of it to be regarded as active systems (see for example
the reviews: [4–9]). There are synthetic examples like vibrated granules, colloids
that are propelled by electromagnetic forces or chemical reactions, or groups of
small robots that drive around on surfaces. Yet, the main interest in the topic
comes from the various biological examples of active systems across various scales:
cytoskeletal structures, mixtures of biofilaments and motor proteins, collections
of eukaryotic cells, swimmers like sperm or bacteria, bacterial colonies, but also
flocks of insects, mammals, fish, or birds. The reader interested in more exhaustive
and detailed descriptions of different examples for active systems is referred to the
works referenced above and below (and the works referenced therein).

Because of its applicability to biological systems, the long-term vision of many
researchers is that active matter could deliver “a theory of the mechanics and
statistics of living matter with a status comparable to what’s already been done for
collections of dead particles.” (Siriam Ramaswamy, cited after [3]).

This touches on the central question on which I want to give some thoughts
in the next section 1.1: why study active matter? With the arguments given there
in mind, I then want to give an outlook on the research presented in this thesis
(section 1.2), before we will look into the different ways of modelling active systems
in chapter 2.



2 Introduction

1.1 Why study active ma�er?
A good overview over prominent voices from the field on why they are interested
in active systems can be found in [3]. My personal impression is that sometimes
too little time is spent on reflecting about the intentions behind the study of active
matter. The following is a rather personal account on that from my side where I
would like to present and briefly explain three possible reasons.

Exploring the rich phenomenology. Active systems in their various realisations
show a wide range of phenomena which cannot be observed in comparable non-
active systems, i.e. systems in thermal equilibrium. Exploring, characterising, and
categorising this richness is interesting in itself and sustained by ongoing technical
progress, e.g. in microscopy and growing experience in experimental techniques.
Besides directed research with a certain research question to answer or hypothesis
to test, explorative research is an important part of science. Among the properties
of active systems that are interesting from the physicist’s point of view are:

• Large density fluctuations[10–15].

• Phase separation (then called motility-induced phase-separation) and various
effects like trapping or sorting of swimmers connected to the breaking of
detailed balance[7, 16, 17].

• Spontaneous symmetry breaking into strongly correlated motion, either po-
larised into one direction (then called flocking)[12–14, 18–23] or in opposing
directions along lanes[24].

• Glass-like dynamics[25–29].

• Complex spatio-temporal patterns including defect dynamics and turbulence[22,
30–37].

This richness in experimental observations is complemented by the richness in
models that we will discuss in chapter 2. The interplay between both, theory and
experiment, can spark new ideas for investigations.

The research presented in this thesis is mainly motivated in this sense, at least
in my view. Although we have potential biological systems in mind, where our
research could be of interest, it is mainly about testing out existing models in new
settings, as will be explained in section 1.2.

The (theoretical) physics aspect: active ma�er systems as non-equilibrium
model systems. Historically, physicists have been very successful in describing
systems at or close to thermal equilibrium: Starting in the 19th century with abstract
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descriptions of heat engines an impressive apparatus of thermodynamics, statistical
physics, fluid dynamics, etc. has been evolved to describe all sorts of different
systems[38–40]. Specifically with the works of Onsager[41, 42], also methods for
non-equilibrium physics have been developed. However, these do not work “too far
away” from thermal equilibrium. Actually, equilibrium systems are rather a special
case and large parts of our world are out of equilibrium, among that most of what
we call “living”.

Now, from a theoretical perspective it is of course a pressing question to find
ways to describe non-equilibrium systems and in particular to nail down differences
between equilibrium and non-equilibrium systems. Here, active matter physics
provides a broad range of experimental as well as computational model systems.

In this sense, active matter systems serve as example systems in the endeavour
to find criteria that can be used to classify non-equilibrium systems[43–45]. Various
works discuss whether and how concepts known from equilibrium statistical physics
like phases, temperature, pressure, fluctuation-dissipation theorems, or equations of
state can be generalised or reformulated in order to be useful for the understanding
of active matter[46–53].

All this work can not only lead to a better understanding of the active matter
systems themselves, but in the best case leads us to a more profound understanding
of statistical physics and thus the systems it describes in general. It might also open
new perspectives on equilibrium systems as a special case of a more general class of
systems.

The biology aspect: towards a theory of living ma�er? This approach is com-
plementary to the last one although this difference is often overlooked: While from
the physics perspective the idea was to use biological or biochemical systems to gain
insights about genuinely physical questions, the biological side of the question is:
can we use the methods from physics to gain understanding of living organisms? It
should be clear that this is not at all the same question as both professions follow
different research questions. While for example, finding an equation of state for
active systems would be a great achievement for physics, most biologists would
probably not judge it as too useful for their work. They traditionally look at living
systems from a different perspective and are more interested in functional relations
specific to the organisation and development of life than in universal statistical
quantities.

At first glance, using the physics toolbox to analyse biological systems seems a
very good idea as these techniques have shown great success. Although there are
many examples where this has worked out very well (e.g. the studies of Purcell
on bacterial swimming[54] or the quantitative methods employed by Luria and
Delbrück that helped proofing the mutation-selection based theory of evolution[55]),
I want to bring forward potential limitations to this idea.



4 Introduction

There is the saying: if you have a hammer everything looks like a nail. The tools
you use affect how you see a system. This is not a principal limitation, but one has
to be aware of the danger of trying to analyse or model a system with methods
that do not really fit for the system and research question just because one is very
convinced of these methods from experiences in other fields.

A deeper problem maybe lies in the fundamental difference between both fields,
put in one phrase: physics is reductionist while biological systems are inherently
complex. Complexity of course is a difficult and rather vague term, but the general
idea is the following: physics often allows explanations that are based on few
fundamental effects (e.g. model of the electronic structure of the hydrogen atom)
that still deliver results that are very close to the real experimental observations
(e.g. spectrum of the hydrogen atom). Such models can be sufficient to deliver a
basic understanding of more complex systems (e.g. spectra of higher elements may
not be computed exactly analytically, but their appearance can be understood). It
has turned out to work beautifully to strip down systems to a “minimal core” and
use highly idealised models to explain the guiding principles of the whole larger
system. This allows reduction of complexity by simplification and approximation.
Just think of very simplistic concepts like the harmonic oscillator that is useful in
many different situations.

Additionally, the way systems are treated in physics is highly reductionistic. With
this I mean the idea that systems can be deconstructed in parts between which the
interaction - as a very good approximation - is negligible compared to the effects
of the parts of the systems. Assuming this, you can understand the system by
analysing and understanding suitably chosen subsystems independently and then
taking together the results from these analyses. In other words, physical models
are often “linear” or different effects are thought as approximately independent
or “orthogonal”. Taking equilibrium thermodynamics as an example: due to the
convenient fact that equilibrium systems can be described by thermodynamic po-
tentials, it works nicely to consider changes in two appropriately chosen variables
(e.g.volume and temperature) independently in an idealised quasistatic process,
even though they might occur simultaneously. This reasoning is also fundamental
for perturbation theory that is applied across all fields of physics. The perturbation
is assumed to come “on top” of the unperturbed system, e.g. if a Hamiltonian
determines the dynamics, the perturbative Hamiltonian is simply added to the
unaltered Hamiltonian for the unperturbed system.

Physicists are used to these methods working out. Actually, this is not at all
natural and many past and present thinkers were trying to understand why this is
the case[56], a prominent example is Eugene Wigner[57]. Even more, one has to be
very careful when transferring these methods to other fields of science where there
is no experience with their application. The problem is blind utilisation of methods
from physics in other fields that just do not allow such simplification. Such mistakes
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have been made in the application of idealised mathematical models, often inspired
by models from physics, to financial markets. A very prominent example is the Black-
Scholes formula for option pricing: Wrong assumptions on the stochastic properties
of the system led to failure of the model and major financial turbulences in the real
world[58]. In general, there are fundamental concerns whether at all modelling is
a sensible approach to systems like financial markets that are dominated by large
fluctuations and a large number of complex interactions[59, 60].

Furthermore, physics laws have often found to be highly universal: Navier-Stokes
equations work for all kinds of chemically different one-component fluids or many
different materials follow exactly the same scaling at phase transitions, only a few
material parameters have to be adapted. The success of these and other theories
has led to the idea that nature’s laws are universal being deeply engraved in the
thinking of many physicists. Also many models for active matter are derived from
simple assumptions and hence some physicists seem to believe that they could serve
as a universal theory for living systems, as Ramaswamy’s quote at the beginning
of this chapter might suggest. This however silently assumes that biological, or
more general active, systems also follow universal laws. This actually is a strong
assumption taking into account the diversity and complexity of biological systems
like bacterial colonies or the internal workings of a single cell.

From all these aspects, I will try to draw a conclusion. As mentioned above,
applying methods from physics to biological systems has been successful, but organ-
isms and their interactions are a very diverse and complex field and it is not clear
how far the deconstructivist methods and the idealised models of physics will carry.
For active matter physics, this means that there probably will not be a universal
theory to describe all collective phenomena in biology, but it can still contribute to
the understanding of certain systems. A very good example is how a model of single
particles with simple interaction rules developed in the context of active matter
helped to understand the key mechanisms that govern swarm behaviour in real
starling flocks[61]. However, the same study also found problems with matching
quantitative predictions from the model to their experiments: As the authors put it:
“This dialectic between highly detailed versus ultrasimplified models is a very typical
trait of the somewhat complicated relationship between biology and physics. In our
opinion, the core of the problem is that there is a sort of trade-off between predictive
power and understanding.” This introduces another aspect: what to expect from
models? And maybe this is the key aspect to the question of the purpose of active
matter theories in biology. Even though a universal theory of living systems might
not be feasible, active matter theory still could help in at least two ways: providing
general, (to a certain degree) universal theories that help the understanding of key
mechanisms but lack quantitative predictive power on the one side and delivering
quantitative, but less general models that are specifically tailored to certain systems
on the other.
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I hope that I could convince you that active matter physics is a valid field of
research for several reasons, but also that it is important to become aware of your
goals in the process. Do I want to use biological systems as model systems to
answer physics’ questions or do I want to use tools from physics to make progress
in biological problems? Or do I just want to explore the fascinating variety of
phenomena? The answer to these questions can affect the choice of appropriate
experiments and theoretical models although, of course, intentions can overlap. In
the context of biologically motivated research, additional dangers are lurking. As a
physicist one has to be very attentive to the interests of biologists and their way of
thinking. Only if one is critical of its own assumptions and habits acquired during
the study of physics, such projects can be successful. In the same way one has to
become aware of the possible limitations of the physics toolbox when applied to
biological systems that might be fundamentally different in important aspects.

1.2 Motivation and outline of this thesis or: why
active ma�er and geometry?

As outlined before, there are plenty of open directions in active matter research.
Among these, one is the interaction of different types of active matter with external
structures or the dynamics of active matter under confinement. Examples are as
diverse as:

• single or several microswimmers close to a wall or in environments with
obstacles[7, 62–66],

• in-vitro experiments in channel-like geometries with epithelial cells[67–74],
bacteria[23, 75, 76], and mixtures of biofilaments and molecular motors[36,
37, 77, 78],

• spontaneous emergence of flow in cells confined to rectangular or circular
geometries[73, 79],

• and related in-vivo phenomena like guidance by surrounding tissue in cancer
cell migration[80, 81] and substrate-interaction in biofilm formation[82, 83].

The work presented in this thesis mainly consists of two different computational case
studies concerned with the interplay between geometric confinement and growth
in active matter. Growth is another property present in many biological active
systems: under the appropriate conditions bacteria and eukaryotic cells proliferate
on timescales that are comparable to the duration of experiments or physiological
processes (doubling times on the order of hours to days). This is an essential factor
in morphogenesis, cancer metastasis[84–86], or spreading of bacteria[87–89]. We
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use two different models, a continuum model for an active nematic and a Cellular
Potts Model for epithelial cells, and analyse their behaviour in different invasion
setups where active matter grows into a confined environment.

In the sense of the previous section, the motivation is thus twofold: The main
goal is the exploration of further properties of established models, which are already
proven to describe certain aspects of experimental systems correctly, by simulating
them in new setups. However, we also hope that our work sparks new ideas for the
analysis of experimental data and contributes to an improved understanding of the
mechanisms relevant to experiments where active matter is found in comparable
configurations.

In the next chapter, we will give an overview over existing approaches to mod-
elling active matter. In chapter 3, we then present the first invasion study of an
active nematic into a straight channel. Here the focus lies on the interplay between
flow-fields, the shape of the invasion front, and overall invasion speed. After that, in
chapter 4, we want to investigate a simpler setup and briefly look into films and
droplets of an active nematic on a flat surface with a no-slip boundary-condition.
Although not concerned with growth and invasion, this is a good way to show certain
properties of the model used in comparison to thermal systems.

As a short introduction to the second part where a computational Cellular Potts
Model is used that is tailored to simulating cellular systems, we will discuss how
specifically cells can be seen as active matter in chapter 5. Then in chapter 6, we
will present our simulations of a cellular sheet invading into a channel of varying
diameter before attempting a summary for the whole thesis in chapter 7.
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Figure 2.1 Schematic illustration of the relations between model classes. Continuum models
describe systems on larger scales. More detailed descriptions of individual agents require
more refined concepts of the mechanisms they follow. These mechanisms have to be defined
explicitly. Similarly, when single particle models are extended to models of extended objects
with internal structure. Then, rules have to be established that regulate the shape and
the internal structure. In the other direction, at least in principle, it should be possible to
replace explicitly defined mechanisms by effective, and more “simple” interactions, and
arrive at a model for larger scales. This procedure is known as coarse-graining. Performing
coarse-graining explicitly for a given microscopic model can be difficult and ambiguous, so
often equations are derived from general assumptions (e.g. the symmetries of the system) or
constructed semi-phenomenologically. Then this connection is more of hypothetical nature.

As outlined in the introductory chapter 1, there is no single established “grand
theory” for active matter. In contrast, there are various different approaches to
studying active matter by means of mathematical modelling. Which one to choose
depends on the system to describe and the purpose of the investigation, i.e. which
of the system’s properties should be reproduced and whether the goal is an exact
reproduction of results or just providing a qualitative explanation of observations:
different models have different strengths and weaknesses and show different phe-
nomenology.

Many models start from the traditional idea of condensed matter physics that
matter is built up from many interacting constituents[38]. These can be extended
and have internal structure as in Cellular Potts Models (CPM) or phase field models
discussed in section 2.3. Alternatively the constituents might be seen as particles
without internal structure whose present internal “state” is represented by numbers,
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not fields. This class of models stands at the very beginning of active matter models
with the works by Vicsek et al.[18] and is presented in section 2.2. Conceptually it
should be possible to come from models with internal structures of the constituents
to single particle models by coarse-graining, i.e. by looking at the system at a coarser
scale where the internal dynamics are not resolved but can be summarised in effective
scalar state variables.

One step further, at an even coarser scale, single particles are not resolved any-
more at all and matter is described as a continuum, or a field. Observables are then
macroscopic field variables. These can be seen as local averages over microscopic
quantities. Naturally, single particle dynamics can not be described anymore. Such
models are sometimes derived by coarse-graining from descriptions of systems based
on individual constituents[90–93], but doing so explicitly can be difficult. More
often, continuum models are therefore set up semi-phenomenologically or from
fundamental properties like conservation laws and symmetries. Ideally, continuum
models should be the most general ones as “microscopic” properties of the system
are not explicitly present anymore. As such, many different microscopic models
should lead to the same continuum model. Features of systems differing at the
microscale should then show up as different values for material constants in the
contiuum model, but not lead to a different mathematical structure of the model as
long as the microscopic models are sufficiently related. A short discussion of con-
tinuum models will be presented in section 2.1. However, this does not necessarily
mean that continuum models are “simpler”. They can carry a lot of constants and
unintuitive higher order terms. The connections between different model types are
also illustrated in Figure 2.1.

There are other models for active matter that can be fit into this classification,
also models can be categorised differently, of course. Important properties of models
are embodied symmetries, types of interaction, existence of time-reversal symmetry,
or conserved quantities. For example, momentum-conserving models are called wet
models, because momentum conservation is facilitated by a fluid that surrounds the
active components. Not momentum-conserving models in contrast are called dry.
A very good review that covers many models of all different types is [94]. More
detailed information can be found there, in the following I will just give an overview.

2.1 Continuum models

In continuum models, or field theories, physical quantities - are described as
spatial- and time-dependent fields -(r, B). The time evolution of these observables
is then determined by partial differential equations (PDEs): ∂B-(r, B) = ... where
the right hand-side in principle can be any function of the observables and their
spatial derivatives (of any order). What quantities are considered depends on the
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systems under consideration. If the right hand-side cannot be fully determined
from a microscopic model, often general physical principles are invoked to make
educated guesses. Such principles can be conservation laws, very often symmetry
considerations, or detailed balance conditions. Also stochasticity can be introduced
by adding noise terms making the PDEs Langevin equations.

For example in the well-known Navier-Stokes equations, the observables are
density, velocity and pressure. The equation is then determined by thermodynamic
principles and the conservation of fluid mass (Onsager theory[41, 42]). The same
observables also appear in many active matter models, but there are much more
options. Different types of active matter field theories derived in this way can be
categorised with the Halperin-Hohenberg classification. A good and very intelligible
overview of these and how they compare to “classical” ones can be found in [95].

Historically, an early continuum model was defined by Toner and Tu[19–21]. It
was motivated with describing polar flocks, like bird flocks and is in close connection
to a single particle model presented in section 2.2. In essence it describes self-
propelled particles that move unidirectionally and influence each other in a way that
they align their direction of motion. Hence, the main observable, next to particle
density, is a vector describing the travelling direction of the flock at a certain location.
The model in two dimensions is similar to the 2� XY model[38]. Apart from that,
it was rather motivated by heuristic and symmetry arguments, not systematically
derived. The Toner-Tu model shows interesting properties like an order-to-disorder
phase transition or sound-wave propagation. It was also due to these unexpected
findings that active matter became as popular as it is by now. Later extensions had
even richer phenomenology like anormalous turbulence[96]. It was successfully
applied to experimental sytems, like driven colloids[14] or bacterial swarms[31,
97]. Similar reasoning as for the Toner-Tu model can be applied to models for
other systems with observables of different symmetry (scalar, tensorial) or with a
background fluid present[95, 98].

One way to derive field equations for self-propelled particles from microscopic
principles is via a Boltzmann equation[99–106]. The Boltzmann equation describes
the evolution of the one-particle phase-space distribution 5 (r, \, B) where \ denotes
the particle orientation. The time evolution of this density is then determined
by advection in the direction of particle motion, diffusion, and particle-particle
interactions. Macroscopic observables -(r, B) are obtained as expectation values
over the single-particle density and the corresponding time-evolution equations
can be derived from the PDE for 5 (r, \, B), e.g. for the particle density d (r, B) =´
d\ 5 (r, \, B). Alternatively one can solve directly for 5 (r, \, B) with numerical

methods[107, 108].
Another systematic approach is to start from fundamental conservation laws to

derive fundamental equations for mass, energy, momentum, angular momentum,
and entropy in a system assumed to be close to equilibrium[109, 110]. Then,
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activity can be implemented in a systematic way by means of Onsager relations[41,
42]. With these and the choice of a free energy for the system, a plethora of different
hydrodynamic systems can be designed. The resulting equations can be seen as
generalised Navier-Stokes equations with additional observables. The limitation is
that only linear extensions from equilibrium are possible in this framework. The
derivation is presented in detail with examples in [110].

One theory that can be obtained through such considerations is the theory of
active nematics[111–113]. These models are inspired by the nematic phase of
liquid crystals and extended by an active stress term that mimics microscopic dipole
forces. As such, in contrast to the Toner-Tu model, the order parameter here is not a
vector but a tensor that is invariant under rotations of 180◦. The model is motivated
by assemblies of microswimmers like sperm or bacteria whose flagellar motions
produce dipolar force fields[114]. Meanwhile, the model has been successfully
applied to various experimental systems: bacteria[115], mixtures of biofilaments
and molecular motors[8, 30], and several types of eukaryotic cells[35, 116, 117].
Characteristic for this model is the formation of±1/2-valued defects whose dynamics
are distinct from equilibrium systems due to the active forces[118–124]. That is well
matched in experiments[30, 32, 121]. For higher activities, the defects also play
an important role in the model’s transitions to low Reynolds-number turbulence,
a class of turbulence peculiar to active systems and distinct from the commonly
known high Reynolds-number (inertial) turbulence[37, 120, 125–127]. Motivated
by the generality of this model, we use it for our studies in chapters 3 and 4 where
we investigate the behaviour of active matter in different situations of confinement.
More detailed explanations can be thus found in chapter 3.

2.2 Single particle models

Hand in hand with the continuum models, models simulating individual active
particles were developed[7]. These models often rely on direct computational
implementation where the trajectories of all particles are simulated and statistical
quantities are calculated directly from these. However, they can also be used as a
foundation to derive field theories, as mentioned before[92].

A simple version of a single particle model are active Brownian particles[128].
In contrast to particles that follow the laws of diffusive Brownian motion, active
Brownian particles in addition also move by active self-propulsion. Technically, these
models are usually fomulated in terms of a Langevin equation. In the simplest case
this can be implemented as a particle with constant velocity D0 whose direction of
locomotion is subject to rotational diffusion, but also more complicated mechanisms
are possible. A prominent example is so-called run-and-tumble motion where periods
of directedmotion are stochastically interrupted by tumbling eventswhere the particle
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chooses a new random orientation for its further path[16]. To mimic the strategies
of bacteria when searching for nutrients or other chemotactic organisms, the rate
of reorientations can in addition be coupled to an external field[54]. Interestingly,
active Brownian particles and run-and-tumble dynamics can lead to equivalent
physical behaviour at macroscopic scale under certain conditions[104]. These
models allow large freedom in defining interactions between individual particles.
This includes interactions via potentials that can be spherical or tailored to particles
of different shape, but also inelastic collisions[94].

Corresponding to this variety in definitions, thesemodels show a rich phenomeno-
logy, for example complex phase-behaviour and transitions[129] and defects in high-
density phases[130]. A classical observation is motility-induced phase-separation
(MIPS): beyond a certain activity, the system spontaneously separates into a high-
density phase and a low-density, gas-like phase[16, 52, 104, 131–133].

While the interactions between particles in the active Brownian models are
largely “physical”, in principle interactions can also be defined phenomenologically.
An example for this are Viscek-type models with an effective alignment-interaction
between particles that are motivated by natural flocks[12, 18]. Here, particles
adopt the mean orientation of the particles in their vicinity, whereupon variations
are possible: the criterion that defines vicinity can be metric (all particles closer
than a certain distance) or topological (closest < particles), alignment can be polar
or nematic, and additional interaction potentials can be added[94]. The most
striking property of Vicsek-type models, that also is at the origin of the large interest
in them, is the spontaneous flocking transition: Regulated by system noise and
particle density, particles form coordinated “flocks” of high density and identical
orientation that span the full system. This transition faithfully appears in Viscek
models, however the exact nature of the transition (continuous or discontinuous)
depends on the details of the interactions in the model. The aforementioned Toner-
Tu contiuum theory[19–21] is closely related to Vicsek models and produces similar
coordinated motion. It is also the model mentioned in the introduction that was
used in the study of starlings[61].

Closer to real physical systems are models that in detail implement the mech-
anisms of biological or artificial microswimmers in their surrounding fluid[54, 64,
134–137]. These models are significantly more complex as hydrodynamic simulation
of the fluid is required, but relevant in the understanding of real biological examples
as e.g. bacteria or sperm live in liquid environments.

In general, as Langevin equations are easy to solve with present-day computers,
single particle models canwithoutmuch effort be designed tomeet specific properties
of certain experimental systems. This is an important reason to why they are so
popular and numerous. A classic example is the motility assay where biofilaments
are pushed forward by molecular motors[22, 138]. Here, the polymers are described
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cell 2
cell 1

Figure 2.2 Illustration of Cellular Potts Models (CPMs) and phase field models. (A) In CPMs,
cells occupy several tiles on a lattice. Every lattice site belongs to one cell exclusively
(different cells shown in different colours). (B) In phase-field models, the inside of cell 7
is defined as the region where the corresponding field q7 has a value larger than 0.5. The
illustration is for a one-dimensional model after [139].

as connected active particles and simple phenomenological interaction rules allow
to reproduce the experimental results qualitatively[24].

2.3 Cellular Po�s Models (CPMs) and phase field
models

One degree more detailed than single particle models are models that simulate
extended particles of variable shape and with internal structure. Models of this kind
are preliminarily used in cellular systems whose properties will be explained in
more detail in chapter 5.

One class of such models are Cellular Potts Models (CPMs)[140–142]. CPMs are
two-dimensional lattice models where individual cells are described as connected
areas on the lattice. In spirit of the Potts Model any lattice-site can be occupied by
only one cell, by numbering all cells in the system the state of a lattice-point can be
identified with the number of the occupying cell (for illustration see Figure 2.2A).
The dynamics are governed by a kinetic Monte-Carlo algorithm. The corresponding
free energy contains terms that regulate cell size and circumference as well as
cell-cell and cell-substrate interaction terms. Additionally spatially varying fields
defined inside the cells can emulate internal mechanisms that determine the cells’
behaviour as a basic notion of cell mechanics. We will use this model in chapter 6 to
simulate an assembly of cells invading into a channel. A more detailed description
of a CPM can be found there.

Phase-field models in contrast describe cells via spatially varying fields q7(r, B).
Every cell is represented by one field, see sketch in Fig. 2.2B. A Cahn-Hilliard type
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free energy ensures that all fields assume the value 1 over a compact region that is
small compared to the systems size and 0 elsewhere with a narrow transition region.
Then by definition the inside of a cell 7 is where the corresponding fieldq7(r, B) > 0.5,
the outside where q7(r, B) < 0.5. The free energy additionally contains terms of the
type q7(r, B)q8(r, B) that create repulsive interaction and prevent overlap of fields.
The dynamical equations for the q7(r, B) usually ensure that cell-volume is conserved.

From another perspective, phase field models are a generalisation of the Cahn-
Hilliard model and have originally been used to model multiphase substances like
binary alloys[143], but were later on used to model cellular systems as well[144–
147]. To simulate cellular processes inside the cell, it can be coupled to field theories
like the ones described in section 2.1, for example to a polar vector field[93, 148,
149] or a nematic field[150].





3 Invasion of active nematics into a
capillary

This chapter was originally published with me as first author in [1] together with
Romain Mueller, Erwin Frey, Julia Yeomans, and Amin Doostmohammadi. Contents
from this source have been reproduced here, with permission from the Royal Society of
Chemistry. For details of the license see Appendix 3.1.

3.1 Motivation

Understanding the mechanisms by which living (active) systems such as cells and
bacteria invade and navigate through their surroundings is of pivotal importance
in many physiological and pathological processes. Depending on the physical and
chemical properties of their microenvironment active matter can show distinct modes
of invasion, from single cell migration to groups of cells moving as a collective. The
latter has been identified as the primary mode of cancer cell invasion[84, 151].
Similarly collective migration is the prime mode of growth and invasion by bacterial
biofilms[87–89].

Among physical environmental factors, geometrical constraints have a strong
influence on the dynamics of collective migration in biological matter. Various
physiological processes such as bacterial filtering rely on active matter living within
pores, cavities, and constrictions[152]. In vivo, cancerous cells are known to prefer-
entially move along pre-existing tracks of least resistance, such as myelinated axons
or blood vessels, when invading into healthy tissue[80, 81]. Similarly, during biofilm
formation interaction between the bacterial colony and the surface it grows on is
of major importance[82, 83]. The relevance of the interaction between biological
matter and confining geometries in many physiological processes has prompted
extensive experiments. In particular, in-vitro experiments on epithelial cells[67–73],
bacteria[23, 76], and mixtures of biofilaments and molecular motors[36, 77] have
shown that confinement to channel-like geometries generically alters the flow of
biological matter in a significant way. Striking examples are the crossover from
chaotic flows of bacteria[23, 75] and microtubule/motor protein mixtures[37, 78]
to polarised movement along the long channel axis and the emergence of shear flow
in fibroblast cells[73] confined within rectangular geometries. Moreover, theoret-
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ical and computational studies of active matter interacting with a periodic array
of obstacles have shown a reduction in the effective diffusion coefficient of active
particles with increasing density of obstacles[17] and modification of the active
dispersion within periodic arrays in the presence of applied flows[65].

While recent research has been primarily focused on the crosstalk between
the confinement and the activity of the particles in order to determine patterns of
motion, a complete understanding of the patterns of collective invasion and spread-
ing also requires a detailed investigation of growth dynamics. From the physical
perspective, such interplay between activity, confinement, and growth can be accom-
panied by additional complexities arising from hydrodynamic interactions between
growing active matter and the confinement, orientation dynamics of elongated
active particles, and emergent collective phenomena such as active turbulence[31,
96, 120, 125, 153] and active topological defects[35, 118, 119, 154]. Due to this
interconnection of complex physical processes, the mechanistic understanding of
active matter invasion within geometrical constraints remains largely unexplored.
Recent numerical analyses of a self-propelled particle model[155], neglecting orient-
ational dynamics and hydrodynamic effects, have shown that the physics of growing
active matter can explain some of the observed experimental phenomena[67], such
as caterpillar motion of the advancing front and the enhancement of collective
migration speed in thin capillaries, by assuming a coupling between the curvature
of the front and the motility of the particles at the leading edge.

Here we use a generic model of active matter that accounts for hydrodynamics,
orientational effects, and growth to investigate collective patterns of active matter
invasion of capillaries. We identify three different regimes of invasion, each with
distinct interface shapes, flow patterns, orientational ordering, and topological defect
dynamics. In particular, we show that above a certain threshold in the strength of the
active forces, highly dynamic deformations are formed at the interface between the
invading active matter and the surrounding medium. At higher activities, we also
find a second threshold beyond which blobs of active matter begin to detach from
the growing active column to enhance the invasion of free space. We explain the first
crossover in terms of intrinsic hydrodynamic instabilities of the bulk active matter
accompanied by additional instabilities arising from the presence of the growing
interface. The latter can be understood by the ability of active stresses to overcome
the stabilising effect of the surface tension and pinching off the growing interface.
Together, our study reveals several possible invasion patterns and collective dynamics
when active matter invades a capillary constriction thus providing a framework for
further experimental investigations.
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3.2 Model definition and methods

We employ a two-phase model of active nematohydrodynamics[112] to explore the
growth of an active layer into otherwise isotropic surroundings within a confined
channel and use a hybrid lattice Boltzmann (LB) method to numerically solve the
equations[156]. This choice was motivated by the generality of this class of con-
tinuum models which is due to the fact that only local conservation laws, a nematic
interaction between the systems’ constituents, and perpetual injection of energy at
the smallest length-scale are assumed. Models of this kind reproduce a variety of
non-equilibrium flows such as stable arrays of vortices or chaotic flows, together with
diverse stationary and non-stationary patterns of nematic ordering and topological
defects[117, 118, 120, 121, 125, 157–159]. On a phenomenological level, these
are successful in modelling the collective dynamics in biological systems in cases
such as microtubule/motor-protein mixtures[30, 118, 158], cellular monolayers[35,
160–162], or bacteria[163]. In addition to the bulk dynamics, the interaction with
walls or obstacles of different shape can add further complexity. Theoretically, using
the active nematohydrodynamics framework, a transition to spontaneous flows
in channels has been predicted[164, 165], as well as more complex states with
intricate interplay of defects and vortices, and a transition to active turbulence[123,
126, 166].

3.2.1 Governing equations

We consider a two-dimensional model of a two-phase system consisting of an
isotropic fluid phase and an active nematic phase[112]. The orientational order
in the nematic phase is characterised by the symmetric and traceless nematic
tensor &UV = (

(
2<U<V − XUV

)
[167] with ( (magnitude of the nematic order) and

<U (director) indicating the magnitude and the direction of the nematic order,
respectively. The relative density of the nematic phase is measured by a scalar phase
field q which is 0 in the purely isotropic and 1 in the purely nematic phase.

The free energy density of the system is given by (using the Einstein summation
convention):
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where �, �!&,  q, and  & are positive material constants. Since &UV&UV = 2(2,
the second term ensures a tight coupling between the magnitude of the nematic
order (, and the phase field q. Together with the first term, which corresponds to a
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Figure 3.1 Simulation setup (A) Schematic drawing of simulation setup. The active phase
(yellow) invades from the broader reservoir (region below black dashed line) where it
can grow into the narrower capillary (width 3) that is initially filled with isotropic liquid
(green). The broad gray arrow illustrates the invasion direction. Different heights are
marked for later discussion of observables: ℎmax, the highest point of the active phase which
is connected to the reservoir, ℎinv, the highest point that any patch of active phase reaches,
and ℎmin, the highest point where the capillary is filled with active fluid to the full width.
(B) A representative simulation snapshot to illustrate the dynamics. Black bars mark the
director field; the two green speckles inside the nematic phase are cores of +1/2 topological
defects.

Cahn-Hilliard free energy[38, 168], this leads to well-defined interfaces between a
nematic (( = 1,q = 1) and an isotropic (( = 0,q = 0) phase (Fig. 3.1). The third
and fourth terms are elastic energies. The first, third, and fourth terms contribute
to the surface energy and the fourth term also penalises bulk deformations in &UV.
The free energy then reads

F =
ˆ

d2r 5. (3.2)

The order parameters evolve according to the following equations:

∂Bq + ∂V
(
qCV

)
=ΓqΔ`, (3.3)

(∂B + C^∂^)&UV = − bΣUV^_�^_ − )UV^_Ω^_ + Γ&�UV, (3.4)
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− (&U_ + XU_) X^V + XUV (&^_ + X^_) , (3.8)

)UV^_ =&U^XV_ − XU^&V_. (3.9)

The l.h.s. of Eqs. (3.3) and (3.4) are convective derivatives with the underlying
velocity field CU. Advection and diffusion drive the dynamics in q; Γq is the corres-
ponding diffusion constant. Γ& is a rotational diffusion constant which, together
with the molecular field �UV, controls diffusive relaxation in &UV. In addition, the
interplay of flow CU and order &UV is less trivial. The first and second terms on
the r.h.s. of the Eq. (3.4) form the co-rotational derivative which accounts for the
response of the orientation field to the extensional (�UV) and rotational (ΩUV) com-
ponents of the velocity gradients respectively. b is the tumbling parameter which
determines the relative influence of the rate of strain on the director orientation. It
depends on the geometry of the active particles, for prolate ellipsoids b > 0, while
for oblate ellipsoids b < 0, and for spherical particles b = 0[169].

The velocity field CU obeys the Navier-Stokes equations:

∂Bd + ∂V
(
dCV

)
=0, (3.10)

d
(
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)
CU =∂VΠUV, (3.11)
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where d is the density of the fluid and ΠUV is the stress tensor comprising viscous
stress, pressure contribution, elastic stresses, and the active stress:

Πvisc
UV =2d[�UV, (3.12)

Π>

UV
= −

d

3
XUV, (3.13)

Πel,1
UV
= ( 5 − `q) XUV

−
∂5

∂
(
∂Vq

) ∂Uq − ∂5

∂
(
∂V&^_

) ∂U&^_, (3.14)

Πel,2
UV
=

(
bΣUV^_ + )UV^_

)
�^_, (3.15)

Πact
UV = − Zq&UV. (3.16)

Here, [ is the viscosity, and the elastic stressesΠel,7
UV

describe feedback from variations
in the order parameters on the fluid flow[112]. The definition of the active stress
Πact
UV

is such that any gradient in &UV generates a flow field and drives the system
at small length-scales, with strength determined by the magnitude of the activity
Z. A positive (negative) Z corresponds to an extensile (contractile) material. The
dipole flow-fields generated with this ansatz correspond to those of microswimmers -
“pushers” generate extensile stresses, “pullers” contractile stresses[170]. The active
stress continuously drives the system out of thermodynamic equilibrium. It will be
of major importance in the following discussions.

3.2.2 Simulation setup

In Fig. 3.1, we show the geometry for which we will solve the equations. This
simulation setup corresponds to the experimental configurations for cell monolayers
in references [67–71]. It consists of a wider reservoir that feeds a narrower capillary.
At B = 0, the active phase is restricted to the large reservoir.

In order to generate new active material in the reservoir, we locally increase q
to values higher than 1.0 at random positions. For every point in the active phase
in the reservoir, a growth event takes place with probability @q(1 − q/q2). This
means that for a given time g6, a source term Uq is added to the r.h.s. of Eq. (3.3)
in a circle of radius @6 around this site. Diffusion and convection then lead to a
spreading of the active phase, causing it to rise into the thinner capillary. This local
implementation leads to additional flow in the reservoir as growth events generate
dipole-like flow fields and a growth pressure through the isotropic part of Πel,1. The
logistic-growth-like saturation in the probability @q(1 − q/q2) prevents unbounded
growth of q. We find that the details of this implementation or even the geometry
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Figure 3.2 Phenomenological regimes for varying activity number. (A) Snapshots from
simulations showing typical configurations of the different regimes. From left to right:
Regime I with flat interface, regime II with a deformed interface, and regime III where
clusters (red circle) start to detach from the main active phase. Corresponding Movies
are flows0020.mp4, flows0035.mp4, and flows0060.mp4, respectively, see section 1.1 in
the appendix. (B) Quantitatively, the crossover from regime I to II is characterised by a
sudden increase in (ℎmax − ℎmin) /3 from 0 to 1 (see Fig. 1 for the definition of ℎmax and
ℎmin). By contrast, within regimes I and II, this quantity is nearly constant. In regime III it
increases with activity. (C) While there is only one single coherent patch of active material
in regimes I and II, the defining property of the crossover from II to III is the appearance of
additional clusters. #2 denotes the number of clusters in addition to the bulk active phase.
Black arrows in B and C mark values for which snapshots in A were taken. Errorbars depict
1.96 SEM (standard error of the mean). To estimate the SEM, simulations with different
initial noise were performed for identical parameter configurations.

of a reservoir are not important for the qualitative dynamics in the capillary (see
section 3.3.3).

In this study, we use the following parameters: � = 0.08, �!& = 0.15,  & = 0.02,
 q = 0.08, Γq = 0.2, Γ& = 0.4, b = 0.7, [ = 1/6, @ = 0.001, g6 = 10000, @6 = 5,
U = 0.01, q2 = 1.2, unless otherwise noted. We vary Z from 0.0020 to 0.0100 to
investigate how invasion depends on the strength of the active driving. The free
energy coefficients are chosen such that there is a well-defined interface between
the active and the passive phase. b = 0.7 leads to alignment of the director to an
external flow in a passive nematic. Parameter fitting of the continuum equations to
physical active systems remains a topic of research; therefore, we consider a generic
parameter set that has been shown to reproduce the flow vortex-lattice generated
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by a dense assembly of endothelial cells[171, 172], and the flow fields of dividing
Madin-Darby Canine Kidney cells[162]. Independent samples for parameter sets
are obtained by varying the initial condition randomly. Boundaries are no-slip
with respect to the fluid and von-Neumann for q and &UV, meaning that there is
no preferred anchoring of the director in the absence of activity. Variation of the
boundary conditions can potentially lead to the emergence of additional exotic
phases of invasion, but their systematic study lies beyond the scope of this work. For
the reservoir, we have periodic boundary conditions in the direction perpendicular
to the capillary axis.

In the following, we characterise the strength of the activity by the dimensionless
activity number � = 3/(

√
 Q/Z) = 3/ΛZ. The activity-induced length-scale ΛZ =√

 &/Z emerges from the competition between the activity driving the dynamics
and the elastic resistance against deformations in the director field[120, 173, 174],
while the capillary width 3 imposes an upper limit for hydrodynamic interactions
across the capillary. The activity number � relates these two length-scales[123,
126].

3.3 Results

3.3.1 Distinct invasion regimes

For a first characterisation of the invasion behaviour of active matter into a capillary,
we will focus on how the phenomenological changes in the structure and the dynam-
ics of the interface between the active phase and the isotropic fluid depend on the
dimensionless activity �. Surprisingly, we observe that this can be categorised into
three different regimes separated by two well-defined crossovers under variations
of this single quantity alone.

Figure 3.2A shows characteristic snapshots for the three different regimes. For
small activities, below a certain threshold (� ∼ 16), the system is characterised
by a flat interface between the isotropic and active phase that advances steadily
from the reservoir. We denote this as regime I. Due to the extensile activity of the
particles (i.e. Z > 0), the active stresses generate a preferential orientation of the
director parallel to the interface, an effect called ‘active anchoring’[112]. For low
�, the director field remains homogeneous throughout the nematic phase and the
hydrodynamic instabilities are suppressed.

When approaching the crossover from regime I to regime II by increasing the
activity, bend deformations of the director field arise in the bulk without influencing
the shape of the interface (see Movies flows0020.mp4 and flows0030.mp4). The
defining property of regime II is the crossover to a state where the interface is
deformed to an S-shape while keeping a 90◦ contact angles at both walls. As
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discussed in more detail in the next section, within this regime the deformed
interface initially advances with the leading point on one side of the capillary wall
(see Movie flows0035.mp4). With a further increase in activity, we observe a periodic
switching of the S-shape of the interface from one side of the capillary to the other
side as the system approaches the third invasion regime.

In both regimes, I and II, the active phase remains as one single coherent phase
which is connected to the reservoir. This changes with the crossover to regime III
at � ∼ 20, where a higher activity leads to the dispatching of small clusters of
active material from the main body of the active phase, that protrude deeper into
the capillary. In addition, the active interface and the director field are strongly
deformed and highly dynamic. Defects are regularly created at the boundary and
move throughout the bulk of the active phase (see Movie flows0060.mp4).

3.3.2 Detailed characterisation of invasion regimes and
crossovers

To understand the connection between the different interface dynamics and the
overall invasion process, we further characterise the defining features of the three
different regimes. Quantitatively, the crossovers between the regimes can be read
off from two observables: (i) (ℎmax − ℎmin) /3, which characterises deformations of
the isotropic-active interface in the capillary (see Fig. 3.1A for definition of ℎmax
and ℎmin), and (ii) #2 which is the number of clusters of the active phase that are
in the system in addition to the main body of the active phase connected to the
reservoir. As the activity number is increased, the crossover from regime I to regime
II is reflected by a jump in the mean value of ℎmax − ℎmin from 0 to the width 3
of the capillary, or equivalently a jump of (ℎmax − ℎmin) /3 from 0 to 1 (Fig. 3.2B),
which mirrors the S-shape of the interface in regime II. Within the parameter range
studied here, we did not observe any variation in the positioning of the crossover
from regime I to regime II under variation of �. The second crossover, from regime
II to regime III, is also marked by a further jump in (ℎmax − ℎmin) /3, but is even
more evident in #2 which becomes finite (Fig. 3.2C), reflecting the emergence of
additional smaller clusters that detach from the main active phase. It is noteworthy
that a similar quantitative behaviour is observed when varying the width of the
channel (see Fig. 3.7 in section 3.3.4), indicating that the activity number is the
relevant dimensionless parameter in this setup.

3.3.2.1 Properties of regime II

The crossover from regime I to II is also accompanied by sharp changes in the flow
and director fields in the capillary. This not only sheds light on the underlying
mechanism, but also has consequences for the overall speed of invasion as we will
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Figure 3.3 Comparison of flows across regimes. (A) Root mean-squared velocity in units of 3
over the active time scale gZ = [/Z[168] plotted against � . Crossover from regime I to II
coincides with the appearance of finite flows. Strength of flows increases inside regimes
II and III with a small plateau at the crossover from regime II to regime III. Lower case
letters indicate the values at which examples in (B-D) were taken. (B-D) Characteristic
velocity and orientation fields near the interface. (B) For � = 15.5, the system is in regime
I, the interface is flat with no flows near it. (C) At � = 16.7, in regime II, the interface
is bent and the characteristic flow that turns at the interface is visible. (D) In regime III
(� = 20.4), the interface can take various forms, +1/2-defects (green dot) appear in the
bulk and the flow becomes highly dynamical and complex. Movies corresponding to panels
B-D are flows0030.mp4, flows0035.mp4, and flows0052.mp4, respectively, see appendix
section 1.1.

see later (section 3.3.5). Figures 3.3A,B show that below the first crossover, there
are no flows in the capillary (Drms = 0). For higher activities, with a non-zero
(ℎmax − ℎmin) /3, finite flows are generated (Figs. 3.3A,C). This is reminiscent of the
well-established spontaneous flow transitions in confined active matter[156, 164],
which arise due to the formation of hydrodynamic instabilities in active nematics
above a certain threshold of activity. While in those cases the active force alone is
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responsible for the transition, in the present situation the growth dynamics in the
reservoir induces long-range effects which influence the position of the crossover
(for a system without reservoir, see section 3.3.3). The advection of active material
along with these flows causes the characteristic S-shape of the interface in this
regime. Interestingly, Drms is increasing with higher activity numbers within regime
II while (ℎmax − ℎmin) /3 ∼ 1 throughout.

Moreover, because of the impact of the extensile activity that keeps the dir-
ector aligned with the interface, the increasing bend deformation looks similar
to a backwards pointing +1/2-topological defect at the less advanced side of the
interface (Fig. 3.3C; right panel). Corresponding to the characteristic self-motility
of +1/2-topological defects[35, 123, 175], the interface on this side continues to
move backwards relative to the mean interface-position stretching out the interface
until the defect detaches from the interface and moves into the active phase. Con-
comitantly with this defect absorption into the nematic, the interface re-attaches to
the wall at a higher position. Repeatedly, this leads to a periodic shape-change in
the interface (see Fig. 3.4A and the Movie flows0035.mp4).

As the activity is increased further, the initial spontaneous transition to flows is
followed by the generation of counter-rotating vortices along the capillary. As the
active phase grows and advances through the capillary, a lattice of vortices is formed
behind the interface, reminiscent of vortex-lattices in a non-growing confined active
matter[126, 176], which appear when the activity-induced vorticity length scale
becomes comparable to the capillary width. Interestingly, however, in this growing
active matter, the orientation of the vortex closest to the interface also determines
the parity of the interface. As a consequence, a change in the orientation of the
most forward vortex leads to a switching at the interface, with the S-shape of the
progressive front flipping from one side of the channel to the other with respect to
the capillary axis (see Fig. 3.4B and the Movie flows0046.mp4).

Within regime II, the rms-velocity Drms grows approximately linearly with the
activity number � and the flow field remains structured until transitioning to active
turbulence in regime III (Fig. 3.3D).
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Figure 3.4 (ctd. from previous page) (A) Characteristic periodic motion in regime II (� =
17.9). The +1/2-defect like bend-deformation on the right wall moves backwards relative
to the interface until it is pinched off and dissolved in the nematic bulk. Simultaneously the
interface relaxes back to a less stretched state and the cycle begins anew. (B) Switching
in the S-shape for higher activities in regime II (� = 19.2). When approaching the second
crossover, vortices emerge in the capillary (panels on the right). When the most forward
vortex changes its rotation direction, the director follows and bend deformations as well as
interface shape adapt accordingly. (C) Time series of a cluster-formation event in regime III
(� = 20.4). The nematic layer at the wall becomes unstable until finally a cluster detaches
from the main active phase. In each of (A-C) the simulation time between all sequential
snapshots is equal and is measured in units of the active time scale gZ = [/Z[113], A:
XB = 480gZ, B: XB = 2760gZ, C: XB = 1248gZ. Movies corresponding to panels B and C
are flows0046.mp4 and flows0052.mp4, respectively, see section 1.1 of the appendix.

3.3.2.2 Properties of regime III

While the crossover to regime II was solely controlled by the hydrodynamic instability
to spontaneous flow formationwithin the bulk of the activematter in the capillary, the
crossover from regime II to III, where active clusters appear, is strongly influenced
by the competition between activity and surface tension at the interface. This
interfacial effect can be clearly seen in a close-up view of the interface at the onset
of cluster detachment (Fig. 3.4C): At a sufficiently high activity number relatively
long and thin layers of active matter with an approximately uniform director field
are formed at the sides of the capillary wall. As the simulation time goes by, a
small deformation at the tip of the layer develops and grows until it breaks away
from the active layer, forming a detached cluster (see Movie flows0052.mp4). The
formation of clusters means an increase in total interface length which is increasingly
unfavourable for higher surface tension and thus requires higher active stresses to
be generated. Therefore, the breakup of the thin layer can be understood as the
destabilising effect of the activity that leads to the interface deformation dominating
over the stabilising effect of the surface tension, working to keep the interface
straight. However, especially in this complex setup, it is not possible to decide to
what degree this effect is purely interfacial and whether dynamics in the bulk are
important.

Yet, varying the surface tension f ∝
√
� (see section 4.2.1 for derivation) by

varying the binary bulk coefficient � in the free energy density (3.1) influences the
second crossover. As expected, we find that the value of � where clusters appear for
the first time, i.e. where #2 changes to finite values, is pushed to higher activity
numbers � with increasing f (see Fig. 3.5A).

The simultaneous appearance of +1/2 topological defects in the nematic phase
(see Fig. 3.5 B) hints that changes in the bulk dynamics are also involved in the
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Figure 3.5 Transition between regimes II and III for different values of �, corresponding
to varying surface tensions f ∝

√
�. (A) Number of clusters #2. For higher f, the first

appearance of clusters moves to higher activity numbers � (marked by the coloured arrows).
(B) Number of +1/2 topological defects in the system. Apart from � = 0.02, appearance of
clusters and defects coincide.

crossover as flow dynamics become more reminiscent of turbulent dynamics and
higher active stresses are generated. Interestingly, directly after the crossover the
number of additional clusters peaks. With a further increase in � the clusters are
still present, however the number of clusters goes down. A close look at the interface
reveals that at very high activities the active material forms extremely long and thin
layers on the capillary walls and the detached clusters quickly reattach to the main
body of the active nematic, leading to a smaller number of clusters on average.

3.3.3 Role of reservoir and growth

In this section we examine the importance of the cell division and the presence of a
reservoir on the dynamics. Figure 3.6 shows simulation results for two systems that
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Figure 3.6 Comparison of different modifications of the setup. (A) (ℎmax − ℎmin) /3 as a
function of �. The crossover from regime I to regime II takes place at the same values as in
the unmodified setup for a system without reservoir but with growth (blue circles), but is
absent for a system lacking growth (red crosses). Vertical lines mark the crossover points
in the unmodified setup. (B) Total amount of active material in the system at the end of
the simulation relative to the starting value. In the non-growing system, the amount of
active material is trivially constant over time. The system without reservoir shows the same
qualitative dynamics as the unmodified setup. Data in this figure has been taken from one
sample per value for � only. (C) The number of clusters #2 as a function of �. The crossover
from regime II to regime III takes place at higher values as in the unmodified setup for a
system with reservoir but without growth, which also explains the longer linear range in
subfigure B. Clusters are also present for a system lacking growth, but it takes longer for
them to appear. (D) The number of +1/2 defects #+ as a function of �. The appearance of
topological defects, for both setups, coincides with the appearance of additional clusters
(compare subfigure C).

differ from the one considered before, by the absence of a wider reservoir, and by
the absence of cell division, respectively. We see that growth is an essential factor to
create the phenomena reported before as in the absence of growth the behaviour
is qualitatively different. If the reservoir is absent, meaning that there is only a
capillary of uniform width where growth takes place in the lower region, we in
contrast observe the first crossover at the same values for the activity � (Fig. 3.6A),
together with the same change in the invasion speed (Fig. 3.6B). The second
crossover is however significantly shifted to higher values of � (see Fig. 3.6C,D),
indicating that the reservoir has long-range effects on the dynamics in the capillary.
These, however, do not change the qualitative picture.



32 Invasion of active nematics into a capillary

10 15 20 25 30

2

0

2

4

6

8

(h
m

ax
h m

in
)/d I II IIIA

10 15 20 25 30
A

0.0

0.5

1.0

1.5

2.0

N
c

I II IIIB

d = 40
d = 60

Figure 3.7 Universality for different channel widths. (ℎmax − ℎmin) /3 (panel A) and #2 (panel
B) against �. Both crossovers happen at the same values for both channel widths.

3.3.4 Universality for di�erent channel widths
The activity number � characterises the ratio of the channel width 3 to the intrinsic
length scale of the active phase. In Figure 3.7 the observables (ℎmax − ℎmin) /3 and
#2 are plotted against � for varying channel width 3. Both crossovers happen at
the same values for �, independent of 3. In addition, both observables are of the
same order of magnitude and within regime II (ℎmax − ℎmin) /3 ∼ 1. These results
indicate that the activity number is the relevant dimensionless parameter in this
setup and that (ℎmax − ℎmin) /3 is a meaningful observable.

3.3.5 Invasion capability
In the context of our original research question we now investigate the influence of
the different regimes on the capability of the active system to claim new territories.
To this end, we show in Fig. 3.8A the total amount of active material in the capillary
at the end of the simulation (9.5 106 simulation steps) Φ) :=

´
q (r,)) d2r/32,
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which we denote as the invasion index. In the absence of flows (regime I, when
the process is purely diffusive), the invasion index Φ) is almost independent of �
and it is significantly lower than in regimes II and III, where activity-induced flows
enhance the advective transport of active material from the reservoir to the capillary.
After the crossover from regime I to II, Φ) follows a linear dependence on � similar
to the linear increase of D@;A in this region. The crossover from regime II to III
does not alter this quantity in a qualitative way, i.e. the additional clusters have no
influence on the total amount of active material that invades the capillary. However,
they can be shown to invade about 0.5 to 1.0 capillary widths deeper into the
capillary than the tip of the coherent active phase connected to the reservoir. This is
best illustrated by plotting the relative difference of the maximum invasion height
ℎinv (see Fig. 3.1A) and the maximum height of the interface ℎmax: (ℎinv − ℎmax) /3

(Fig. 3.8B). Together, these results indicate that the flows in the capillary and the
interfacial dynamics control the rate at which active material enters the capillary
and thus determine the invasion speed.

3.4 Conclusions

In this work, we have presented a two-phase computational framework for studying
the growth of active matter within an isotropic fluid medium. Our approach accounts
for hydrodynamic effects and the orientational dynamics of active particles, and is
able to reproduce emergent active phenomena including spontaneous flow genera-
tion and active turbulence. Motivated by the prevalence of active matter growing
within confined spaces and constrictions, we investigated the dynamics in capillaries
of different sizes, focusing on the combined effects of growth and the active stresses
that are continuously exerted by active particles on their surroundings.

We find three distinct invasion patterns as the activity is varied: (i) at small
activities invasion is completely controlled by the growth dynamics and the interface
between the active phase and the surroundings remains stable with no, or slight,
deformations. (ii) Increasing activity beyond a given threshold results in spontaneous
flow generation which significantly enhances the invasion within the capillary and
is accompanied by deformations of the interface. (iii) At yet higher strengths of
activity, a second crossover appears, where active clusters begin to detach from
the main body of the invading active phase, further enhancing the invasion of the
surrounding space.

Our analysis shows that the crossovers between the various invasion regimes
are controlled by different mechanisms. The crossover between regimes I and II
is governed by the well-established spontaneous flow formation in confined active
matter[164, 165], which is due to a hydrodynamic instability of the active nematic.
We show that the onset of flow within the bulk is accompanied by the deformation
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Figure 3.8 Propensity of the system to invade the capillary. (A) Invasion index Φ) :=´
q (r,)) d2r/32 defined as the amount of active material inside the capillary after 9.5 106

simulation steps plotted versus activity number �. In regime I, the invasion shows little
dependence on � until the appearance of flows at the crossover from regime I to II leads to
a sharp increase. (B) Relative difference of the maximum invasion height and the maximum
height of the interface (ℎinv − ℎmax) /3 against �. In regimes I and II, this difference is
trivially zero. In regime III it shows an increase of up to one capillary-width meaning the
clusters protrude significantly deeper into the capillary than the main body of the growing
active matter.

of the interface and can even result in a periodic switching of the active protrusions
from one side of the capillary to the other, as flow vortices start to form behind the
advancing front. When activity becomes stronger, turbulent flows and defects are
observed in the bulk of the active material and, dependent on its surface tension,
the system also becomes able to rip apart the active-to-passive interface marking
the third invasion regime.

Our results thus highlight the significant differences in invasion patterns when
the activity of growing matter is accounted for. From a biological perspective, this
could be linked to the invasive behaviour of biological matter such as growing
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colonies of cells or bacteria. It suggests that qualitative changes in the spread of
these organisms into confined spaces can be caused by changes in the availability and
conversion rate of chemical energy into mechanical stresses. One could conjecture
that more invasive cell lines or bacterial strands could regulate their invasion of pores
or cavities by tuning their strength of motion. For example, inducing the formation
of additional clusters might be beneficial for cell-lines that aim at aggressive invasion
of surrounding tissue while, for bacteria, it might be beneficial to remain coherent
in order to profit from the benefits of cooperative behaviour.

Considering possible experimental realisations, our model predictions apply to
active growing systems, where hydrodynamic interactions and nematic orientational
order play an important role. Such nematic ordering has been reported in various
biological systems including bacterial colonies[163, 177], cultures of amoeboid
cells[178], fibroblast cells[72, 161], human bronchial cells[179], neural progenitor
stem cells[180], and Madin-Darby Kanine Kidney (MDCK) epithelial monolayers[35,
181]. Investigating the degree to which experiment and theory can be matched by
the adaptation of parameters and boundary conditions in the model or the reasons
for deviations is a powerful way of unraveling the role of mechanics in determining
the behaviour of such active biological matter. It would also be interesting to
compare to models that resolve individual particles such as models of self-propelled
particles[155], phase field approaches[93, 182, 183], or cellular Potts models[184].
In contrast to these, our model by construction cannot resolve phenomena or
implement mechanisms that act on the single particle-level, for example dynamics of
cell size or shape, but due to its generality could contribute to a deeper understanding
of the generic fundamental mechanisms that underlie the invasion of microscopic
biological systems.

Finally, several improvements can be envisaged for the current model. In the
context of growing tissues, studies have highlighted the importance of leader cells
at the progression front[185, 186]. Within particle-based models such an effect is
shown to be captured by introducing a curvature-dependent motility for the cells
at the interface[155, 187]. Within our proposed framework, a similar effect could
be modelled by introducing a curvature dependence to the activity coefficient. In
addition, the natural environment of active material is often more complicated than
the isotropic fluid considered here and active invasion happens through viscoelastic
media. For example, cells invade the interconnected networks of collagen matrices
and bacteria secrete their own extracellular matrices. The continuum framework
presented here could be extended to include viscoelasticity by introducing additional
order parameters representing polymer conformation.





4 Films and droplets: active ma�er on a wall

4.1 Introduction

To gain a better understanding of the interplay of active matter and geometry, it
can be helpful to look at simpler configurations. A well-studied setup in the context
of two-phase systems is the wetting problem: a small amount of liquid rests on
a flat solid surface and is otherwise immersed into the second phase. A typical
example is a drop of water or mercury on a table exposed to air. As this is in thermal
equilibrium, all properties of a system are determined by the free energy. In the case
of the droplet the relevant quantities are the surface tensions of the three different
interfaces - the interface between the two phases and the two interfaces between
each of the phases and the solid wall. The classical observable is the contact angle,
the angle the interface between the two phases forms with the solid surface. This
angle is totally determined by the surface tensions (Young’s law)[188]. For certain
conditions, called perfect wetting, the droplet tends to deform into a film that spreads
over the whole surface eliminating completely the interface between the solid and
the second phase.

For an equilibrium system, the electrostatic forces between molecules of one
phase are the origin of the surface tension. Molecules at the interface between
two phases only experience attractive forces from other molecules of the same kind
from one side. To enlarge the surface, one has to bring additional molecules to the
surface and perform work against these forces (see Figure 4.1A). This work per area
is the specific surface energy n. The total force that is needed to expand the surface
per unit length is the surface tension f (see Figure 4.1B). In passive systems where
intermolecular forces are the only forces, both quantities are equal f = n[188].
This also holds for nematic-isotropic mixtures[189]. A third equivalent definition in
equilibrium is via thermodynamic potentials. In active systems, however, additional
active forces can appear at the boundary that add to the surface tension and lead to
different results for the different definitions[190, 191].

Stresses in general and in particular pressure in active systems have been studied
intensely, but mostly for active Brownian particles, in particle as well as related
continuum models[47, 49, 52, 98, 132, 133, 190–195]. Active Brownian particles
show motility-induced phase-separation (MIPS). This means that two phases form
spontaneously, a high-density and a low-density phase. The interface between these
two phases shows interesting properties. In certain regimes, near the onset of MIPS,
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Figure 4.1 Illustrative sketches for the phenomenon of surface tension. (A) Molecules in the
bulk experience no net force (®�' = 0) as intermollecular forces are the same from all sides.
A molecule on the surface in contrast is pulled into the corresponding phase as forces only
act from one side. (B) Example setup to measure the surface tension. A soap film spans
between the wires of a wire frame. To pull down the lower bar of the frame, and hence
enlarge the surface by the amount !Δ(, one has to exert a certain force ®�. The surface
tension f is defined as this force per unit length: 2f = | ®� |/! (the factor 2 is because there
are two interfaces, each on one side of the film). Both panels reprinted by permission from
Springer Nature: “Reale feste und flüssige Körper” by Wolfgang Demtröder© 2015.

the phase separation dynamics can be described with an effective free energy like in
equilibrium systems[196, 197]. Also when this is not possible, pseudoquantities like
a pseudodensity or a pseudotension can be defined that are mathematically analog-
ous to the corresponding equilibrium quantities[47, 52, 98, 194]. The problem is
however, that there is no physical interpretation for these pseudoquantities. As a
consequence, these cannot be measured, for example pseudotensions could not be
measured in a setup as depicted in Fig. 4.1B as these methods miss the contributions
caused by the activity[47, 52]. This can even lead to negative interfacial tensions[52,
132, 133, 192], a condition under which phase separation could not be sustained
in equilibrium. In active systems however, active contributions can compensate for
that. In the process, also novel phenomena could be observed, for example inverse
Ostwald ripening[194].

Other active systems for which interfacial effects have been investigated are
active Lennard-Jones particles[190] and, especially in the context of self-assembly
of cell organelles, active emulsions that are driven away from thermodynamic
equilibrium by sustained chemical reactions[198, 199]. However, to my knowledge,
the problem is largely unexplored for active nematic systems.

In section 4.2 we will first look at a flat film of active nematic matter on a flat
surface. In analogy to an equilibrium setup, we will calculate the surface tension
f in section 4.2.1 from numerical simulations and analytically only taking into
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account free energy contributions. We will then briefly test the stability of such a
film depending on the film height and the strength of the active forces (section 4.2.2).
In the main section of this chapter (section 4.3), we will give a qualitative overview
over the properties of a droplet of nematic material on a flat surface and try to
identify candidates for mechanisms that determine the steady-state shape of such a
droplet. At the end of the chapter, we will try to summarise the findings from the
three studies, especially in terms of what can be deduced about interface effects
(section 4.4).

The hydrodynamic model used in this section is exactly the same model for a
two-phase system consisting of an active nematic and an isotropic phase in two
dimensions as in the previous chapter 3, except that the growth mechanism is
switched off and hence the total mass of active nematic material is conserved.
Parameter values used, unless otherwise noted, are also the same: � = 0.08,
�!& = 0.15,  & = 0.02,  q = 0.08 as coefficients for the free energy, Γq = 0.2,
Γ& = 0.4 as diffusion constants, a tumbling parameter b = 0.7, viscosity [ = 1/6,
and the mean density is fixed to 〈d〉 = 40. In the examples for the droplet, we work
with activity Z = 0.0050.

To conclude these introductory remarks I want to present a short recap of active
forces at interfaces and specifically the active anchoring effect.

Active anchoring e�ect. As already mentioned in the previous chapter, for finite
activity the active force at an isotropic-to-nematic interface will favour a certain
orientation of the director relative to the interface. This was first reported by Blow et
al. [112]. I want to briefly retrace his derivation of the phenomenon here, because
it will be important in the following discussion as it plays a major role for the shape
and stability of films and droplets.

The active force �actU is the gradient of the active stress Πact
UV

(Eq. (3.16)):

�actU = ∂VΠ
act
UV = −Z∂V

(
&UVq

)
, (4.1)

with phase field q, nematic tensor &UV, and activity Z. This can be expressed in
terms of the nematic order parameter ( and the director <U:

�actU = −Z∂V
(
q&UV

)
= −Z

(
∂Vq(

) (
2<U<V − XUV

)
− 2 Zq(

(
<U

(
∂V<V

)
+

(
∂V<U

)
<V

)
,

(4.2)
where we have used &UV = (

(
2<U<V − XUV

)
. As the interface is defined by the

line where the phase q and the nematic order parameter ( change from 0 to 1,
the normal vector can be defined in terms of the gradient of these quantities. We
thus define ®; ≡ −∇ (q() /|∇ (q()| as the outward surface normal vector and ®B as
the surface tangent vector. With that, we can decompose the force density into
the component parallel to the surface �act

‖
and the component perpendicular to it
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�act⊥ . Assuming that gradients in the director <U are negligible, an assertion that is
justified when looking at perturbations around a uniform state, we get:

�act⊥ = ;U 5U = Z |∇ (q()|
(
2 (;U<U)

2 − 1
)
, (4.3)

�act
‖
= BU 5U = 2 Z |∇ (q()| (BU<U)

(
;V<V

)
. (4.4)

Depending on the sign of the activity Z, the normal force on the interface �act⊥ , points
outwards (Z < 0) or inwards (Z > 0) for ®< ⊥ ®; and hence induces active forces
pushing the interface outwards or inwards, respectively. For Z > 0, the case we
consider, the inwards-pointing force is balanced by the pressure-drop across the
interface and no net forces act on the interface, hence this configuration is stable. A
more detailed analysis reveals that in this situation also the corresponding �act

‖
is

stabilizing the system as oblique angles induce flows that rotate the director into
the parallel direction[112].

4.2 Films

4.2.1 Estimation of the elastic surface tension

To estimate the equilibrium surface tension we consider a flat isotropic-nematic
interface. Analytically, we will calculate the surface tension for a one-dimensional
model using the expression for the free energy as given in Equation (3.1). In
simulations, we analyse a section through a stripe of active material at a no-slip
wall perpendicular to the interface, which results in a quasi one-dimensional setup
(see Fig. 4.2A).

For the analytical treatment, we need to get a simplified expression for the free
energy density 5 from Equation (3.1). For that, we will rewrite 5 as

5 = 5binary + 5coupling + 5∇q + 5∇&, (4.5)
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Figure 4.2 Analysis of interfacial profile for the phase field q. (A) Quasi one-dimensional
setup for analysis of interface shape and surface tension. The nematic phase is shown in
yellow, the isotropic phase in green. Black lines indicate the orientation of the director. On
the left side, the system is confined by a no-slip boundary. (B) Phase field q, nematic order
parameter ( and its square (2, components of the director <U, and fit of a hyperbolic tangent
to q along the section indicated by the black line in A. (C,D) Comparison of surface tension
f as well as interface width E measured in simulations to the corresponding theoretical
predictions. Activity has no impact on the results and theory correctly predicts the scaling
with the binary bulk coefficient from the free energy �.
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using the following definitions for the individual parts:

5binary =
1
2
�q2 (1 − q)2 , (4.6)

5coupling =
1
2
�!&

(
q −

1
2
&UV&UV

)2

, (4.7)

5∇q =
1
2
 q∂Wq∂Wq, (4.8)

5∇& =
1
2
 &∂W&UV∂W&UV. (4.9)

As in chapter 3, �, �!&,  q, and  & are positive material constants, &UV is the
nematic tensor, ( the nematic order parameter, and q the phase field. 5∇q and
5∇& are interface terms that punish gradients in q and &UV, respectively. 5coupling
ensures a tight coupling between the magnitude of the nematic order parameter

( =

√
1
2&UV&UV and the phase field q. 5binary is a mixing energy with the binary

bulk coefficient � that corresponds to the mixing parameter in Flory-Huggins theory.
Together, these terms facilitate phase separation into an active nematic (( = 1,q =
1) and a passive isotropic (( = 0,q = 0) phase, comparable to a Cahn-Hilliard
model[38, 168].

Following [200], we first note that in simulations the square of the nematic
order parameter (2 closely follows the phase field q and hence the coupling term
vanishes 1

2�!&
(
q − 1

2&UV&UV

)2
≈ 0 as intended (see Fig. 4.2B). This is also the

case in the more complex invasion setup presented in chapter 3. Due to the active
anchoring effect explained in section 4.1, the director is parallel to the interface
(<F = 0, <G = 1) and the nematic tensor can be written as &UV = (

(
2<U<V − XUV

)
=

(
(
2XUGXVG − XUV

)
Hence, gradients in &UV reduce to gradients in (. The nematic

elastic term then reduces to:

5∇& =  &∂W(∂W(. (4.10)

To further simplify the equation, we now make the the additional approximation
( ≈ q which is not too far off (see Fig. 4.2B). Altogether, we then can write
Equation (4.5) as a function of the phase field q only. Equation (4.5) thus reduces
to:

5 = 5binary +
 q + 2 &

2
∂Fq∂Fq. (4.11)

The boundary conditions in our setup are q (F = 0) = 1 and q (F →∞) = 0.
Equation (4.11) has the form of a conventional Cahn-Hilliard free energy. Under

the assumption that the width of the interface is small compared to the film height
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ℎ, it is minimised by q(F) = 1
2 −

1
2 tanh

(
F−ℎ
E

)
with E = 2

√
 q+2 &

�
the interface

width[201].
Inserting this approximate solution into the simplified expression for the free

energy density (4.11) and integrating 5 from F = 0 to F = ∞ (again assuming
ℎ � E) yields for the surface tension f:

f =

ˆ ∞
0

dF 5 ≈
1
6

√
�

(
 q + 2 &

)
, (4.12)

which is the same result as in [200]. In Figure 4.2C,D, we compare analytical results
for interface width E and tension f, respectively, to what we obtain in simulations
for different values of the energy coefficients �,  &, and the activity Z. This is only
possible for low activities Z since the film will become unstable above a certain
activity, as we will show in the next section 4.2.2. We do that by initialising a
stripe of active material at a no-slip wall, waiting for it to reach a steady state, and
then looking at a section perpendicular to the interface which results in a quasi
one-dimensional setup (see Fig. 4.2A). We fit a hyperbolic tangent to the resulting
profile of the phase field q (see Fig. 4.2B) from which we can extract the interface
width. The surface tension is obtained by direct numerical integration over the free
energy density 5 across the interface along the same section.

Despite the approximations made in calculating the free energy, the scaling of
width E and surface tension f with the binary bulk free energy coefficient � in the
simulation data agrees with the analytical prediction. We also note that the activity
Z has no influence on the results which justifies our assumption to neglect active
forces and base the deduction on purely energetic arguments.

We conclude, therefore, that observations reported in this section show that
the surface tension f (i) scales with the binary bulk coefficient � as f ∝ �1/2 and
(ii) is independent of the activity Z as long as it is not strong enough to distort the
film’s straight interface. However, it should be mentioned that the orientation of
the director < at the surface can alter the surface tension. First, because gradients
in < contribute to the free energy. Second, because if the director is not parallel or
perpendicular to the surface, additional tangential active forces appear, as predicted
by Equation (4.2). Furthermore, the influence of active forces in this case changes
the nature of the surface tension fundamentally as it is not necessarily equal to the
specific surface energy anymore: f , n.

4.2.2 Stability of a layer of active ma�er on a wall

We again consider an active nematic layer on a flat wall as depicted in Fig. 4.2A. For
low activity Z, velocities relax to zero everywhere and the interface remains straight.
Beyond a certain value for the activity, velocity field in the system increases to finite
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Figure 4.3 Analysis of stability of a film of active matter on a wall. (A) Onset of instability,
left side: nematic order field, right side: velocity field with colour code (B) “Phase diagram”
of the system. The criterion for a sample to be classified as “stable” is that velocity decays to
zero everywhere. The results are the same for all values of the binary energy coefficient �
(markers fall on top of each other). Thicker films (larger initial thickness ℎ0) are less stable
for constant activity Z. The cases qualified “unclear” could be lifted by longer observation
times. Theoretical prediction after [200].

values expressing characteristic vortices. This leads to growing deformations in
the layer (see Fig. 4.3A). At the onset of the instability, the deformations of the
nematic-to-isotropic interface are sinusoidal. The director follows the interface, at
least partially, due to the effect of active anchoring (more detailed explanation in
section 4.1). This deformation in the director extends into the bulk indicating that
the transition is not a pure surface phenomenon. At a later state state, the dynamics
get increasingly complex, which can also include the rupture of the film.

In Figure 4.2B, we analyse the stability of the film under variations in its initial
height ℎ0, the binary bulk coefficient �, and the activity Z. Interestingly, there is no
dependence on �, and hence the surface tension f, at least not for the parameter
samples considered. In general, thicker films are less stable than thinner ones as
are systems with higher activity. This is in accordance with the results of similar
previous studies by Blow et al.[200]. There, an almost identical model for an active
nematic was used, but the anchoring condition for the director at the no-slip wall was
chosen to be orthogonal to the surface and hence together with the active anchoring
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effect induced a non-homogeneous director field in the film. Quantitatively, in
our simulations the transition takes place for slightly lower values of activity Z
and initial film height ℎ0. In that work, also theoretical values for the transition
were predicted using linear stability analysis based on simplified hydrodynamic
equations taking into account viscous, elastic and active stresses, but excluding
interface effects (black line in Fig. 4.2B). However, it must be noted that a heuristic
correction was applied to the calculated transition value. Without that correction,
the line would be shifted to the left by about 7 units of ℎ0 in Fig. 4.2B, but still
show the correct trend. The critical wavelength was calculated to be at 44 for our
parameters. In our simulations, we observe roughly 57 (7 full wavelengths in a box
of length 400) which is reasonably close. However, one must note that Blow et al. in
their computational analysis also found the transition to slightly depend on surface
tension. Resolving this effect would maybe require a more fine graded sampling of
parameter space.

To summarise, these findings suggest the following conclusions: at least for the
values probed, the instability is independent of the surface tension f ∝ �1/2, but
depends on the initial height ℎ0 of the film. This shows that the instability is not a
pure surface phenomenon. The instability is sinusoidal with a finite wavelength.
It can be predicted approximately with a linear stability analysis of simplified
hydrodynamic equations that takes into account the competition viscous, elastic
and active stresses, but does not consider surface tension.

4.3 Droplets

In this section, we want to look at a droplet of active nematic material on a flat solid
wall. Previous studies used a parametrisation of the interface as a 3 − 1-dimensional
surface coupled to an active nematic[202] or active polar[203] field instead of using
a phase-field description to model two different phases as we do here.

The two-dimensional study of Joanny and Ramaswamy in [202] assumed align-
ment of the director with the interface as it is caused by the active anchoring effect
as well as with the solid surface. As these two conditions have to be fulfilled simul-
taneously close to the contact points where the nematic-isotropic interface meets
the solid wall, this results in very small contact angles. This is different to our study
where contact angles and director alignment emerge from the dynamics and are
not prescribed. Under these assumptions however, quantitative predictions for the
scaling of the droplet height with the strength of the active force and a spreading
law could be obtained.

As a minimal model for the motion of cells, also the ability of droplets to move
on surfaces driven by active forces has been investigated. Asymmetric motion of
droplets can be achieved in several ways: by implementing polar fields[204–206],
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by velocity fields generated by prescribed winding of the nematic director field
across the drop heigh[206, 207], or by capillary forces resulting from differing
contact angles[206].

In the following, we will describe in detail the results of numerical simulations
for the dynamics of a droplet of active nematic in the hope to gain an intuition about
the mechanisms that determine its steady-state shape.
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Figure 4.4 Simulation setup and example for time evolution. (A) Time evolution of the
maximum height of the droplet ℎ(B) for activity Z = 0.0050 as a measure for the “flatness”
of the droplet. In (B,C), the droplet is shown at the start of the simulation and when the
steady state is reached, respectively. The active nematic phase (q = 1) is displayed in yellow,
the isotropic passive phase (q = 0) in green. The black lines depict the director orientation
in the nematic phase. As can be seen, the maximum height is attained at the centre of the
droplet because of its symmetric shape. (D) Total free energy F of the system. The rapid
drop at the beginning shows the fast relaxation of the artificially imposed initial conditions
(director parallel to wall with small perturbations). From (A) and (D) we can infer that the
droplet has obtained a steady state at the end of the simulation period.
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4.3.1 Setup and overview

In Figure 4.4B, we see the initial configuration of the setup we use for our numerical
simulations, a semicircle of active nematic phase on a flat solid wall with contact
angles of 90◦. We employ the parameters as specified in section 4.1. To the fluid,
the wall imposes a no-slip boundary, the phase field q and the nematic tensor &UV

are subject to Dirichlet boundary conditions there. As we have not introduced terms
causing surface tension for the solid-nematic and the solid-isotropic interface in the
free energy density 5 (4.5), this corresponds to the minimal-surface configuration
the system would attain in equilibrium (which we can verify in simulations with
activity Z = 0). For the example shown in Fig. 4.4 with Z = 0.0050, the blob
deforms into a more flat shape due to the active forces until a steady state is reached
(Fig. 4.4C). For this, also the initial condition on the orientation of the director field
is important. In our example, as we work with an extensile nematic (Z > 0), this is
the configuration where the director is oriented parallel to the wall (<F = 0, <G = 1),
only disturbed by small initial noise. If the director were oriented perpendicular
to the wall, the droplet would contract in G-direction and grow in F-direction and
eventually deform further due to lateral instabilities (results not shown). In our
case, the active force is directed towards the droplet (see Equation (4.2)) and
counteracted by the wall. Due to the symmetry relative to the centre of the droplet
in G-direction, a stable steady state is reached. The main observable to measure
droplet deformation is the height of the blob at its center ℎ, i.e. the perpendicular
distance from the wall to the nematic-isotropic interface at G = 200, as also indicated
in Figure 4.4B,C.

In Fig. 4.4A and D the time evolution of the droplet height ℎ as well as the
total free energy F =

´
d2r 5 are plotted. We see that the decrease of ℎ becomes

slower over time. In parallel, the free energy F rises in the beginning, and after
going through a small dip, eventually attains a maximal value, which is a strong
indicator for non-equilibrium dynamics. Dynamics in both observables significantly
slow down towards the end of the simulations. This justifies the assumption that
the systems attains a steady state.

In the following section, we will look at the qualitative properties of the steady-
state example shown in Figure 4.4D in more depth.

4.3.2 Order and velocity field

In Figure 4.5, a set of observables are plotted that help to characterise the steady
state.

Next to the order and director fields, this includes the fluid density d which
is higher in the ordered phase. This corresponds to a higher pressure there (see
Equation (3.14)). Particularly interesting is the area next to the three-phase contact-
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Figure 4.5 Observables in steady state. Only one half of the droplet is shown as the droplet is
symmetric to the axis where the height is the largest. (A) Phase and order field as in Fig. 4.4.
(B) Relative deviation from mean fluid density (d − 〈d〉) /〈d〉 across system. Inside the
droplet, the density is higher. The gradient is realtively steep where the interface is flatter.
Close to the contact point of the three interfaces, where the interface curves more strongly,
the gradient in d is smoother. At the same point, the velocity field ®C peaks and forms a vortex
while it is nearly zero otherwise (C). (D) Topological charge density ?. Spatial denpendency
is similar as for the velocity field and fluid density: ? is negative (blue) along the flat part of
the interface while close to the contact point, there is a small region of positive ? (yellow).

point where the nematic-isotropic interface hits the solid wall. Here, the interface
has the largest curvature. In this region, the density gradient across the interface is
less steep than at other positions. Concomitantly, the velocity field ®C attains higher
values here. While it is (close to) zero everywhere else in the system, at this point
we observe a vortex with the velocity pointing outwards at the interface. Away from
the vortex, the velocity field decays rapidly.
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Figure 4.6 Director field along sections through the droplet. (A) Illustration of sections along
which director inclination is shown in (B,C): solid lines in (B) show director inclination
along solid lines of same colour through the droplet in A, analogously dashed lines in (C).
(B,C) show the angle of the director relative to the G-axis. In (B), sections are along lines
of constant G. Two features are apparent: the angle is constant along the sections and its
absolute value symmetrically increases with increasing distance from the droplet centre. In
(C), the reason becomes clear. The black solid line shows the inclination of the interface, the
black dashed line the director angle along the same line. For G-values where the interface is
relatively flat, the director follows it closely for all F. Where the interface inclination varies
more strongly, the director ceases to follow.

Another observable related to nematic order is the topological charge density ?
defined as[112]:

? =
1

4c
(
∂F&FU∂G&GU − ∂F&GU∂G&FU

)
. (4.13)

This form is an extension of the classical definition for bulk nematic liquid crystals
for two-phase systems. The integral over ? over an area that contains a topological
defect gives topological charge ±1/2 in bulk nematic liquid crystals[208]. As [112]
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notes, “curved interfaces in general have a [nonzero topological] charge density.
Assuming the director takes a constant orientation with respect to the interface, the
charge density is positive for concave and negative for convex interfaces.” As the
droplet interface is convex everywhere in our simulation, ? indicates the orientation
of the director relative to the interface. While ? is negative over most of the interface
indicating a constant relative orientation of the director <U, just at the position
where we observe the peak in velocity, the charge density switches to a positive sign
indicating a change in relative orientation of <U to the boundary.

In Fig. 4.6 the director orientation inside the nematic phase is shown along
sections through the droplet to allow a closer look at the variations of the director
along the interface. The first observation is that the director is essentially constant
along lines of constant G while it follows the inclination of the interface over most
parts of its length, namely the parts where the inclination of the interface varies
only slowly with G. This can be understood qualitatively by the competition of active
anchoring at the interface and energetic penalties for deformations in the director
field: as long as variations in the surface inclination are minor, active anchoring
is stronger than the elastic forces. At the position where the interface inclination
crosses over from slow variation to faster variation with G, the director stops to
follow and is constant for larger G, because elastic restoration forces are stronger
than active anchoring. Due to the flat shape of the blob, this point is quite close
to the position where the interface touches the solid wall. This change in relative
orientation of director and interface leads to the small section of the interface with
positive topological charge density ? that can be observed in Figure 4.5D. Beyond
this short section, ? becomes negative again.



4.3 Droplets 51

200

220

240

260

280

300

320

y

A
fbinary

B
f∇ϕ

C
f∇Q

D
total energy f

0 25
x

200

220

240

260

280

300

320

y

E
F el

0 25
x

F
F p

0 25
x

G
F act

0 25
x

H
F tot

0.0

1.0

2.0

3.0

4.0

1e-3

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1e-3

Figure 4.7 Free energy density and forces. (A-C) Contributions to the free energy density
(except coupling term), (D) total free energy density 5 . We see that interface contributions
are dominant. (E-H) Selected forces and total force. Clearly, �>U = −∂U>0 as well as �act

are dominant and cancel over most of the interface. Only close to the contact point, elastic
and viscous force (latter not shown) contribute significantly and the total force �tot is finite,
pointing outwards from the droplet. A detailed view on forces along the interface is given
in Figure 4.8.
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Next to the director, the velocity field ®C deserves closer investigation as via the
advection term ∂V(qCV) it affects the phase field (see Equation (3.3)) and hence
the shape of the droplet. The velocity field is determined by the forces that are its
sources on the right-hand side of Eq. (3.11). The central question in this context is
which forces, and hence which physical effects, are dominating the flow dynamics.
To this end, we define the following forces derived from the stresses (3.12)-(3.16):

�elU =∂VΠ
el,1
UV

, (4.14)

�mol
U =∂VΠ

el,2
UV

, (4.15)

�viscU =∂VΠ
D7A2
UV , (4.16)

�actU =∂VΠ
act
UV , (4.17)

�
>
U = − ∂U>0. (4.18)

�elU and �mol
U sum up the effects of elastic stresses. The force �mol

U specifically repres-
ents the contributions that are due to the interplay of the nematic order parameter
and the fluid flow. �viscU is the viscous force, �actU the active force already analysed in
section 4.1, and �>U the force resulting from pressure gradients.

It turns out that not all forces are on the same order of magnitude. Although the
total free energy F peaks along the interface (see Fig. 4.7A-D), �el is significantly
smaller than the pressures forces �p and active forces �act(Fig. 4.7E-G) which are
the dominant forces in the system. Over most of the interface, �p points outwards
in direction normal to the interface and �act points inwards opposing to it. As a
consequence, the resulting total force �tot vanishes (see Fig. 4.7H). Only close to
the position where the interface touches wall, the picture is different. Here, �act

and �p develop a finite component tangential to the interface and �visc (not shown)
and �el (Fig. 4.7E) are of comparable order. Also, the resulting total force is finite
and points outwards causing the flows observed in Fig. 4.5C.

For better visibility, we have plotted the tangential and normal components of
the active force �act, pressure force �p, and the total force �tot along the interface
in Figure 4.8. Here the finite total force close to the contact points is clearly visible.
On the one hand, there is an outwards-pointing normal component, but also the
tangential component that constitutes a non-energetic contribution to the surface
tension becomes finite. In this context, it also must be noted that the overerall value
of the free energy, and in particular the specific surface energy, does not have a
considerable influence on the dynamics if all other parameters are kept equal (see
Fig. 3 in the appendix).

This leads us back to the ideas outlined in section 4.1: next to elastic forces
that derive from the free energy density 5 , other forces, mainly the active force
�act, play an important role at the interface, at least at certain locations. The active
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Figure 4.8 Analysis of nematic-isotropic interface. (A) Radius along interface obtained from
an elliptical approximation of the interface. : parametrises the length of the interface
from the lower contact position with the wall to the upper one. (B) Projection of forces
perpendicular (solid lines) and parallel (dashed lines) to the interface. Tangential forces
are zero over most of the interface. Perpendicular forces are not, but cancel, except close
to the wall contact points. The approximation of the interface as an ellipse is discussed in
more detail in section 1.3 of the appendix.

force is asymmetrically pointing inwards the drop and largely balanced by another
asymmetric force, an induced density gradient that causes a pressure force �p. At
the points of high curvature of the interface however, this balance is imperfect and
hence flows emerge.

Ultimately the final droplet shape is determined by the equation for q, Equa-
tion (3.3). In Figure 4.9, we show how the advective and diffusive term cancel
in this equation in the steady state. While advection is caused by active stresses,
diffusion is due to energetic effects. Thus, effectively, it is the interplay between
active and elastic forces that determines the final shape of the droplet.
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diffusive term ΓqΔ`. Both terms are finite only close to the contact point, but still cancel
out everywhere. Thus, ∂Bq is zero everywhere and a steady state is maintained (C).

4.3.3 Dependence of droplet dynamics and steady-state shape
on activity

In Figs. 4.10 and 4.11, we compare the dynamics and steady-state values of several
observables for variations in the activity Z. The timescales on which the steady
state is reached do not depend on Z significantly, however, the final values of the
observables do as expected. In general, stronger active forces lead to flatter and
more elongated droplets. For droplet height ℎ, interface length !, and total free
energy F , the dependence is strongest for Z / 0.0025, for activities higher than that
variations are minute. The height ℎ varies from ℎ ≈ 40 for Z = 0 to around ℎ ≈ 15
for the highest values of Z (Fig. 4.11A-C). The droplet height ℎ for high activities
is thus reduced to around one third of the equilibrium value. The increase in F
and ! looks qualitatively similar. Nevertheless, the quotient F/! (Fig. 4.11D) grows
linearly with activity indicating that non-interfacial contributions increase as we
have shown that the elastic surface tension f does not depend on Z in section 4.2.1.
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Figure 4.10 Time evolution of selected observables for different activities Z. (A) Height of
blob ℎ, (B) free energy F , (C) length of interface !, (D) quotient F/!, (E) difference of
fluid density between nematic and isotropic phase Δd, (F) mean squared velocity D@;A. All
observables assume their steady state value after about half the simulation time except the
surface tension. After B = 2e6, in the last fifth of the interval, all observables are nearly
constant.

A similar linear dependence is observed for the pressure difference Δd (Fig. 4.11E).
This is because a higher pressure gradient across the interface is necessary to balance
the higher active forces. Higher active forces also cause higher root mean-squared
velocities D@;A (Fig. 4.11F).
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In summary, this suggests the following interpretation of our results: higher
active stresses are balanced by a steeper gradient in density d over most of the
perimeter. Only close to the contact points of the isotropic-nematic interface with
the wall, where the curvature of the interface is high and the director does not
follow the interface closely anymore, the total resulting force is finite and causes
steady-state flows. These lead to advective contributions in the equation for the
phase-field q which are balanced by diffusive contributions, that eventually are of
energetic origin.

The change of the director orientation along the interface motivates the following
conjecture for the mechanism that determines the steady-state shape of the droplet:
active anchoring, which becomes stronger with higher activities Z, makes the director
align with the interface. However, if the director follows a curved interface, this
leads to deformations in the bulk of the nematic. Both effects together lead to the
formation of a flatter and more elongated droplet against the surface tension at the
cost of a longer interface. This is in the spirit of what has been reported in [203]: the
competition between active stresses and the conservation law for the nematic phase
variable q determine the final shape of the droplet. Admittedly, we still lack an
explicative theory for the connection between shape and activity that in particular
could explain the saturation in droplet height ℎ and interface length ! for higher
activities. Still, our observations suggest that a deeper understanding of interfacial
effects might be crucial to solve this problem although interface and bulk effects
seem to be closely connected.
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Figure 4.11 Steady-state values of selected observables for different Z. (A) Height of blob ℎ,
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range.
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4.4 Summary and outlook

In this section we have looked into an active nematic in situations that are well
studied for equilibrium fluids: a wetting layer and a droplet on a flat surface. Using
numerical simulations, we have seen that activity can make films unstable. To a
certain extent, we could use existing analytical theory to predict the stability under
the influence of active stresses[200]. The results matched the simulations fairly
well and gave the correct qualitative dependence on the system’s parameters. For
a stable flat film on a surface, the free-energy contribution to the surface tension
can be measured from simulations, but interestingly, the surface tension does not
affect the outcome of the simulations and seems to be negligible in the analytical
calculations to a good approximation.

Simulation outcomes for the droplet setup are more complex. Droplets are stable
for all activities considered and the steady-state shape of a droplet is significantly
altered under the influence active stresses. The overall force balance in the steady
state is retained by pressure gradients counteracting the active forces over large parts
of the interface. Only close to the contact point, where the interface meets the no-
slip surface, this force-balance is imperfect and fluid velocities do not vanish. Here,
it is a balance between advection and diffusion in the equation for the dynamics
of the phase field q that keeps up the droplet’s steady-state shape. A mechanism
deemed important for the droplet shape is the active anchoring effect that becomes
stronger with increasing active forces and causes deformations in the interface
competing with energetic effects.

However, for the droplet an analytical theory is still lacking. In particular it is
unclear, how active forces determine the final shape of the droplet. Comparison to
previous analytic works is difficult as different assumptions are used. If different
active materials with fundamentally different properites, namely polar active fluids,
are modeled[203–206], also different dynamics are observed. In other studies,
assumptions on director alignment and contact angles are made[202] which do not
match our results. This can be important, because we have seen that the orientation
of the director relative to the interface varies along the interface. This occurs
especially next to the contact points, where this effect distorts the force balance and
leads to steady state flows. Altogether, these studies are not directly applicable to
our setup, but of course could serve as inspiration in further investigations.

We would conjecture that interfacial effects in this setup play a key role for
the final shape of the droplet. As the relative orientation between director and
interface varies along the interface, it is expected that also the energetic component
of the surface tension varies. It is already know for equilibrium systems, that
this has the interesting consequence of flows from regions with lower to regions
with higher surface tension, so-called Marangony flows. In addition, active forces
tangential to the interface would represent an active contribution to the surface
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tension that breaks equilibrium conditions. Surface tension in active systems has
been investigated in systems of active Brownian particles and related continuum
models[52, 133, 190, 191]. Computational as well as analytical results reveal
interesting features of surfaces in this kind of systems. However, these are models
for scalar active matter. To my knowledge, no thorough analysis of interfacial effects
in nematic active matter has been performed. The active anchoring effect can
qualitatively explain the interplay of active forces and the nematic director and help
understand why certain configurations are stable or not[112], and could serve as a
good starting point for the investigation of surface tension effects. Next to that and
the aforementioned works concerned with surface tension in scalar active systems,
also recent works on surface tension[209] or wetting[189, 210] in equilibrium
systems might be helpful for research in this direction.

However, the film as well as the droplet example in sum reveal another important
point: in both cases interface and bulk effects cannot be separated. Distortions from
the director at the interface are not strongly damped inside the bulk, but continue
into it and cause active stresses and flows that are important for the dynamics of the
system. It is, among other factors, the entanglement of interface and bulk dynamics
together with the presence of flows caused by active stresses in the steady state
which makes biphasic active nematic systems so difficult to describe and understand.

From the computational side, further insight in the droplet problem could be
gained by probing the system’s reactions to parameters variations, for example the
influence of different anchoring conditions on the free energy, the change in the
contact angles under explicit implementation of surface energies at the solid wall,
the dynamics in contractile systems (i.e. Z < 0), or the impact of variations of free
energy constants. A few preliminary results for varying free energy constants and
tumbling parameter b are shown in the appendix in section 1.2. To obtain a better
resolution in the interesting regions close to the contact points and investigate the
role of mass conservation, increasing the amount of active material in the system
to obtain a larger droplet might be particularly useful. To get closer to actual
physical systems, the setup could also be generalised to three dimensions which
would lift topological constraints on the director and flow fields and add the shape
of the contact area between nematic phase and solid wall as a new characteristic
of the droplet. For three-dimensional systems also more comparable studies are
available[202–206].

Despite the fact that we do not have theoretical explanations for all the obser-
vations made in this chapter, we still could gain some meaningful insight in the
properties of the two-phase active nematic model. As was already known[112],
active forces play an important role for the orientation of the director at the interface.
We suppose that the interplay between director and interface, potentially together
with other interfacial effects, is a key factor also for the steady-state shape of a
droplet of active nematic material on a wall. This could motivate more detailed
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studies on surface tension in active nematics in the future. Nevertheless, also bulk
dynamics and the interplay between both, bulk and interface, probably must be
taken into account.



5 Intermezzo: cellular systems as active
ma�er

In most situations, cells in multicellular organisms behave quite statically: Once
a desired state, called homeostasis[211], is reached, e.g. an organ is formed, the
constituting cells mostly try to keep up this state. Of course, cell assemblies are
not totally static as fluctuations and perpetual cell death and division are always
present, but the major goal is to maintain the present configuration and thus cells
are often basically immotile.

However, in many situations cells are also actively moving to change their
position. This is for example the case in morphogenesis, i.e. in times when the
desired final state is not yet reached[212, 213], regeneration after leasion[214],
or, as a special but medically important case, cancer development[85]. For this
purpose, cells are endowed with various powerful mechanisms that allow them to
move in coordination with other cells and their environment.

The basic structure that allows cell motion is the cytoskeleton, a network of
biopolymers, namely actin filaments and microtubules, that forms the cells’ internal
structure. Via remodelling of the network and with molecular motors that can create
mechanical forces and thereby induce relative motion of filaments, the cytoskeleton
can actively change its shape under the consumption of ATP[215–217]. As cells
can also couple mechanically to neighbouring cells and surrounding tissue[218,
219], these internal deformations can lead to motion relative to the environment.
A key mechanism in this context is internal polarisation that causes the cells to
move persistently[220, 221]. This is due to positive feedback mechanisms in the
cytoskeletal network: once the network has started to expand into a certain direction,
biochemical regulatory mechanisms lead to further expansion in this direction. In
physical terms, this is a process of spontaneous symmetry breaking. Changes in
orientation happen due to fluctuations or because external factors influence the
chemical reactions in the cytoskeleton. Such external factors can be mechanical
interactions, but cells can also emit and sense chemical signals which provides
another way of communication with the environment and other cells. A special
feature is also that cells divide to proliferate and die under certain conditions
adding further complexity to the system. The cytoskeleton and extracts from it are
themselves important example systems in the context of active matter physics[8, 22,
24, 30, 32, 36, 37, 94]. In the following however, we want to focus on the collective
behaviour of actively moving and mutually interacting cells.
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Dynamics of cellular systems can be studied in vivo as well as in vitro. To simplify
quantitative measurements, various in-vitro assays have been developed where
cells can be observed under well-controlled conditions[222]. Due to limitations
in microscopic imaging it is often not possible to resolve individual cells and thus
ensemble observables are widely used to characterise cellular motion, for example
quantities describing the shape of growing cell colonies[223]. Another possibility
is to extract flow-fields from time-lapse recordings of microscopy images. This
approach is particularly useful for the investigation of two-dimensional systems
where cells are grown in amonolayer on a flat substrate. Such systems can be realised
using epithelial cells, a cell type that forms layers in the body to cover the surfaces
of organs, vessels, or inner cavities, but can also be cultivated on artificial surfaces.
The technique used to extract velocity fields is called particle image velocimetry
(PIV) and was originally developed to analyse flows in hydrodynamics experiments.
Microscopy images are divided into subregions and then for each subregion a
displacement vector can be calculated by cross-correlating subsequent images: The
displacement or velocity field is thus calculated from structural information of the
images[224].

One classical setup investigated in this way is the so-called wound-healing assay
where epithelial cells are seeded in a petri dish but hindered from filling up the full
space by a barrier[224–226]. When the epithelium has grown to a certain density,
the barrier is removed and the cells invade the empty space just as we let the active
nematic invade the capillary in chapter 3. Then, the emerging flow fields and front
shapes can be analysed[224, 227]. However, also systems without fronts, where
the epithelium is equally spread out, show interesting properties. Velocity statistics
are fundamentally different compared to equilibrium materials and above a certain
density cells significantly reduce motion, then resembling a glassy system[25–29].
This transition is named the jamming transition and has attracted a lot of interest[27,
28, 228–230].

Directions of further research are plenty. One important question are the inter-
actions among cells as well as between cells and the substrate they are cultivated on.
From the physics perspective, this means investigation of the corresponding forces
and stresses (see e.g. review papers: [226, 231], research articles:[232–238]).
Forces actually play an important role. Cells are assumed to be influenced in their
migration by the stresses they feel (phliotaxis)[239] and the stiffness of the substrate
(durotaxis)[240]. Two other important mechanism of cell-cell interaction are contact
inhibition of locomotion and contact enhancement of locomotion, that describe how
cells change their motility when having contact to other cells[241–243]. Contact
inhibition of motion means that cells reduce their motility in such situations while
contact enhancement of locomotion is the opposite effect: cells move more when
meeting a fellow cell. Which of both phenomena is observed depends on cell type
but can also differ when cells meet at different orientations[244, 245].
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Interactions of cells and internal polarisation thus make up the fundamental
paradigm of collective cellular motion: Cells, under the right circumstances, move
persistently due to remodelling of their cytoskeleton. This motion is regulated by the
mutual mechanical or chemical interaction of cells as well as external cues provided
by the environment[246]. In this, also heterogenties in cell populations can play
an important role. Either because different sorts of cells are present that behave
differently, for example because they prefer a certain mutual arrangement[212, 247]
or because during the experiment, certain cells start expressing different behaviour.
An important example of the latter is the emergence of so-called leader cells that are
observed in setups where cells are to invade free space[70, 155, 248–250]. These
leader cells are assumed to invade more eagerly and drag the other cells behind
them. What actually makes cells leader cells is one of the present research questions
in this context.

Further variation can be brought in by confining cells to geometries of different
shapes[67, 68, 71, 74, 251–253]. It is experiments like these that have motivated
the study in the following chapter 6.

Modelling cellular systems In order to better understand the underlying dynam-
ics, various models have been developed. Overviews over the different model classes
can be found in[94, 139, 147, 222, 225]. In general, almost all types of models for
active matter presented in chapter 2 have been applied, for example self-propelled
particles with attractive potentials[254]. Since we have seen that cellular motion in
experiments is often characterised by velocity fields, the application of continuum
models seems quite natural[116, 117, 255] and has led to interesting insights. For
example it could be shown that stresses regulate the remodelling of the epithelium
as in locations of high compressive stresses, cell differentiation or extrusion of dead
cells occur more frequently.[35, 256].

A class of models not discussed in chapter 2 are models that regard the epi-
thelium as a coherent active network. These are mainly vertex models[147, 257]
and Voronoi models[147]. In vertex models, cells are considered as polygons that
tile the epithelium. The model is then formulated in terms of the vertices of the
polygons. Similar to Cellular Potts Models (CPMs) presented in section 2.3, the
dynamics of the network is determined by an energy function and optionally a
polarisation mechanism. These models were especially successful in describing the
general shape and internal organisation of cell sheets and the shapes of constituting
cells[91, 247, 258–260]. Active Voronoi models in contrast model the cell centres
and the polygons are determined by Voronoi tesselation. Vertex and Voronoi models
are also used in the context of the jamming/ unjamming transition[28, 29].

In the same way, Cellular Potts Models and phase field models as described in
section 2.3 were developed primarily aiming at cellular systems. In the following
chapter 6, we will use a CPM to simulate a sheet of epithelium cells invading into a
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bottleneck geometry. Our main objective is the analysis of the spatial arrangement
of cells inside the sheet and their individual dynamics. For a study like this, the CPM
is highly suitable since it simulates individual cells and keeps description on a fairly
general level. The hope is that it thus creates qualitative results that are typical for
many cell types. As microscopy techniques progress further, imaging single cells
will become easier and such predictions will hopefully be testable more easily.

In general it must be said that cellular systems are of enormous variety and
complexity. Different types of cells, of which there are a lot, may behave totally
differently and also identical types of cells can adapt their behaviour to the situ-
ation they encounter. Our discussion in the introductions about the challenges in
modelling, in this case of cellular motion, applies also here: any general model must
sideline a lot of aspects to fit the diversity of systems and therefore will probably
be unable to make very precise predictions for a chosen type of cells in a chosen
situation. Nevertheless such models might help to gain an understanding of certain
general key mechanisms. The CPMs, phase-field and vertex models primarily aim
in this direction. In contrast, a more specialized model could and would need to be
designed when the goal is to make quantitative predictions for specific situations.
An example for this are the approaches to detailed modelling of cell-cell interactions
in[244] and[245]. Also, again motivations for studying collective behaviour of cells
are very different: the detailed description of glassy dynamics is probably more
in the interest of physics, while other research topics, for example phliotaxis and
durotaxis, might be of higher biological relevance.



6 Cellular Po�s Model in a bo�leneck

This chapter is based on research I conducted together with Andriy Goychuk and Erwin
Frey.

6.1 Introduction

In their natural environments, collectively moving cell assemblies often face obstacles
or barriers. Such external constraints hinder free movement and force the cells
to squeeze through narrow gaps or move along externally predetermined routes.
Examples for such situations are cancer development and morphogenesis[84–86,
226, 261], where cells move as cohorts and are surrounded by other cells and
extracellular tissue.

To investigate how such extracellular constraints alter cellular behaviour, ideal-
ised in-vitro experiments have been set up in environments with different geo-
metries[225]. This has been realised for single cells that squeeze through tight
capillaries[262, 263], but also in numerous experiments on collective cellular as-
semblies in diverse settings like straight 2D troughs[67–69, 71, 74, 252] and 3D
tubes[264], winding canals[253], and expanding or narrowing channels[70]. The
general question is what phenomenological effects are induced by external con-
finement and guidance, for example regarding flow behaviour, cell shape, spatial
arrangement of cells in the cell sheet, or cell division.

Computational models have been employed to help us gain a better understand-
ing of the essential mechanisms that govern cell behaviour in situations like those
described above[147, 265]. The behaviour of cells is governed by numerous complex
mechanical and regulatory internal processes as well as chemical and mechanical
interaction between cells. Computational models that simulate single cells attempt
to reproduce the observed behaviour at small scales, or at least certain aspects of it,
by reducing the complex real-world machinery to simpler mechanisms with the aim
of capturing the important features of cell behaviour like migration or interaction
with other cells. The intention is to construct a minimal functional system that
retrospectively justifies the initial guess as to what features were deemed important.

Four types of models for collective cellular dynamics that follow this idea are the
so-called Cellular Potts Models (CPM)[140–142], models in which cells are repres-
ented as self-propelled interacting particles[155, 266, 267], phase-field models[93,
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144–146, 150], and so-called vertex models[91, 247, 258–260]. In the context of
cellular assemblies moving in tight channels, self-propelled particle models have
been used to investigate straight, converging, and diverging channels[155]. Another
approach uses continuum models in which single cells are not resolved. These take
into account fundamental symmetries and coarse-grained mesoscopic forces, which
provide a larger-scale picture of the system, and they have already been shown to
be applicable to cellular systems[35, 116, 117, 147, 268]. Continuum models have
also been used to simulate the dynamics of active matter confined to elongated
channels[73, 123] and to model invasion of active matter into a narrow straight
capillary[1].

In this work, we want to extend previous studies that analysed how confinement
in a straight channel affects cellular motion. To that end, we investigate how a
cellular sheet adapts to a channel of varying diameter. Similar situations can be
expected to arise in real-world scenarios where a migrating cellular cluster is forced
to squeeze through a narrower capillary of surrounding tissue.

The paper is organised as follows: In Sec. 6.2, we explain our setup and the
main features of our model for simulating the epithelial layer, focusing on properties
that are central to our specific study. Presenting the numerical results in Sec. 6.3,
we first give a qualitative overview and then analyse the cell sheet’s internal spatial
order and collective dynamics, as well as the dynamics of individual cells. Finally,
we discuss consequences of variations in channel geometry and model parameters
before we conclude with a summary and discussion in Sec. 6.4.

6.2 Setup and model

We investigate the internal spatial organisation and dynamics of an epithelial cell
sheet encountering, traversing, and emerging from a bottleneck, whose geometry is
shown in Fig. 6.1A. This setup is intended to be an idealised representation of a
capillary-like constriction that cells might encounter in their natural environment.
We first let a cellular sheet grow in a reservoir to the left of the channel (not shown
in figures) and at B = 0 open the channel to initiate invasion. From that point on,
we monitor the internal spatial organisation and dynamics of the cellular sheet.

In our computational approach, we use a Cellular Potts Model (CPM) that
simulates individual, spatially extended cells and their internal dynamics, as well as
their mutual interaction on a two-dimensional plane. This computational model
adopts an integrative perspective on high-level cell functionality, including the
propensity of cells to establish and maintain cytoskeletal polarities, cell-cell and
cell-substrate interactions, as well as a basic notion of cell mechanics.

Models of this kind have successfully in reproduced the cellular dynamics of
single cells moving in stripe-shaped environments[269] and on substrates of vary-
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Figure 6.1 Simulation setup and model. (A) Geometry of simulation setup. Cells enter the
channel from a reservoir (not shown) on the left. � and 3 denote the diameters of the wider
parts and the narrower part (“bottleneck”) of the channel, respectively. Regions '0, '1, and
'2 denote the space before, within, and beyond the bottleneck, respectively. In this work,
we will analyse these regions separately to investigate the influence of the bottleneck on
cell motion. (B) Sketch illustrating the model. On the hexagonal grid, a cell C can occupy
several tiles (marked blue). The cell boundary B (violet) is then formed by their outermost
edges. Movement of cells is realised by occupying and abandoning tiles, the dynamics of all
cells is governed by a kinetic Monte-Carlo algorithm.

ing stiffness,[270] as well as small numbers of cells in circular[79] or channel-
shaped[271] environments, and cell sheets of 2000+ cells expanding into free
space[142, 272]. We therefore would argue that the CPM, despite its simple struc-
ture, captures essential features of the complex mechanisms that govern real-world
epithelial cell dynamics, and permit general predictions of the behaviour of cells
under in-vitro conditions.

Specifically, we use the model and implementation described in Ref. [142] with
slight modifications in the cell-division mechanism (for details see section 2.1 of
the appendix). Figure 6.1B illustrates how cells are represented in the model. It
is a cellular-automaton-type model, where space is discretised into a hexagonal
tiling. A cell occupies several tiles in the plane that reflect the contact area of the
cell with the surface and every tile can be occupied by only one cell. The membrane
of the cell is formed by the perimeter of the tiles that it occupies. By occupying new
tiles or leaving previously occupied ones, cells can change shape and size and, via a
combination of several events, migrate on the substrate. The dynamics is governed
by a kinetic Monte-Carlo scheme which aims to minimise a global effective free
energy. This free energy depends on the collective arrangement of cells, as well as
the state of their internal variables, and changes over time as a consequence of the
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non-equilibrium processes that mimic internal processes of the cells. Among the
mechanisms that contribute to the free energy, we will here focus on those that are
most relevant for our study:

• A preferred cell area and membrane length (circumference): A term Hcont =

^��
2 + ^%%

2 for every cell, which restrains membrane and cortex deforma-
tions. Here, ^� is the area stiffness, ^% the perimeter stiffness. Together with
substrate adhesion, which favours larger cells (as explained below), this leads
to a preferred cell size.

• Cell-cell adhesion and cell-cell dissipation: Two cells occupying neighbouring
tiles obtain an energy benefit that reflects the formation of intercellular bonds
(cell-cell adhesion), while loss of such mutual contacts and the associated
breaking of bonds is energetically penalised (cell-cell dissipation). These
effects combined lead to coherent cell structures in the simulation and thus
ensure the cohesion of the cell sheet. Dissipation also leads to “viscosity-like”
effects.

• Interaction with the underlying substrate regulated by an internal polarisation
field: The cytoskeleton of the cell, which is regulated by networks of signalling
proteins[219, 273], adheres to the substrate via integrins and determines the
tendency of a cell to form protrusions or to retract. The contribution to the
Hamiltonian that is associated with cell shape, Hcont is purely contractile, and
thus would, by itself, lead to detachment of cells from the substrate thereby
favouring cells with zero contact area. To counteract this cell contractility
and detachment, we use an effective surface adhesion energy, the scalar
polarisation field n. This polarisation field serves as a proxy for the ability
of cells to form focal adhesions and to facilitate polymerisation of the actin
cytoskeleton. A higher value of the polarisation field can be interpreted as a
stronger local adhesion, therefore counteracting retractions and facilitating
protrusions. Similarly, a low value of the polarisation field means that it cannot
locally balance out cell contractility, so that the cell will retract (i.e. detach
from the substrate). In turn, we represent the signalling networks that regulate
the formation of focal adhesions and polymerisation of the cytoskeleton via
two prototypic feedback loops: in the vicinity of protrusions (retractions)
we increase (decrease) the polarisation field. It is this feedback loop that
prevents the system from relaxing to a time-independent global minimum-
energy state and induces an internal polarisation and persistent motion of
cells. The interplay of the polarisation field and cell-cell adhesion results in
collectively migrating, coherent patches of cells.

• Internal cell-cycle: To achieve invasion of cells into the capillary, proliferation of
cells needs to be implemented. After a growth period in which ^� and ^% are
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continuously adapted such that the preferred size of the cell doubles over the
full period, the cell enters a division phase. The polarisation field uniformly
drops to zero and at the end the cell splits into two identical daughter cells.
After division, the daughter cells are in a quiescent state, i.e. there is no
growth. After a certain time, cells are ready to enter the growth phase again,
but do so only if the cell size, via fluctuations, exceeds a certain threshold.
The latter effect ensures that growth is halted above a certain cell density. In
our simulations, cell division is limited to the reservoir, as we assume that the
entire trajectory in our system occurs on timescales in which cell division can
be neglected.

For a complete listing of the parameters and their values used see appendix sec-
tion 2.1.
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Figure 6.2 Example of a simulation in a constricted channel. Bottleneck diameter 3 corresponds
to about 10 cells, diameter of the broad regions is � = 33, length of bottleneck ≈ 53. (A)
Heatmap showing cell velocities along the channel axis DF(F, G) at a late time-point in the
simulation. (B) DF(F, G) averaged over G and time. At the average velocity of ∼ 0.5 in the
narrow region '1, a cell takes ∼ 30 time steps to cover the distance corresponding to one
cell diameter. (C) Heatmap showing the density distribution #(F, G) at a late time-point in
the simulation. (D) #(F, G) averaged over G and time. Observables in B and D show higher
values in region '1. Error bars in B and D show the standard deviation.
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6.3 Results

6.3.1 Velocity and density profiles
The bottleneck with its smaller diameter 3 hinders free homogeneous expansion of
the cell sheet in the direction of the channel axis. As illustrated in the example in
Fig. 6.2, the constriction affects cell velocities as well as the number density. In this
example, � = 33, where 3 corresponds to roughly the width of 10 cells. The length
of the bottleneck is ≈ 53.

The forward velocity DF(F, G) (Fig. 6.2A,B) increases in the narrow region and
drops again following passage through the constriction to a value larger than the
velocity at the entrance. This disparity of velocities is explained by clusters of cells
that are forced to retreat owing to the congestion caused by the constriction - a
phenomenon we call "backflow" - which leads to a reduction in the average D̄F(F)
and an increase in the standard deviation (Fig. 6.2A) . This is in contrast to what
would be observed for laminar flow of an incompressible fluid where the fact that
the channel width is the same on both sides of the narrow region would lead to
identical values of D̄F(F)[39].

In comparison, the number density #(F, G) of cells (Fig. 6.2C,D) is roughly
constant in the regions '0 (ahead of the bottleneck) and '1 (inside the bottleneck),
but shows a slight rise right in front of the funnel and drops considerably upon
leaving the bottleneck, i.e. when the channel widens again. The rise points to an
accumulation and corresponding compression of cells in the funnel. Interestingly,
the higher density of cells is not “translated” into the narrow channel section, but
causes cells to change direction, thus causing the backflow. In contrast, the widening
at the end of the channel allows expansion of the epithelial sheet, leading to a lower
density, or larger cell areas, and reduced velocity in the region beyond the bottleneck.
Thus, both findings show that cells do not pass the narrow part smoothly, like a
laminar fluid would do, but that the rightwards motion of the cells is distorted
and the flow behaviour of the cell sheet clearly shows properties of a compressible
fluid. In general, it should also be noted that fluctuations in both observables are
quite high, as the standard deviation is of the same order of magnitude as the mean
values (Fig. 6.2B,D).
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Figure 6.3 Comparison of cellular order and dynamics between a homogeneous and a constric-
ted channel, channel parameters as in Fig. 6.2. Left (panels X1): homogeneous channel, right
(panels X2): channel with bottleneck. (A) Kymograph of the velocity in channel direction,
DF(B, F). Dashed lines indicate transition regions in A2, and are indicated for comparison in
A1. Two features of cell motion in the bottleneck configuration (on the right) are clearly
visible: the higher velocity in region '1 (for definition of regions see panel A and Fig. 6.1)
and the backwards motion of cells in front of the bottleneck. Both are already discernible
in Fig. 6.2A,B. (B-D) Radial distribution functions (RDF) for the different regions of the
channel, as defined in the main text. The six regularly spaced peaks around the centre for
the straight channel in B1 reflect the disposition of cells on a hexagonal lattice, while the
more washed-out patterns in regions '0 and '1 in B2 show that spatial constraints prevent
the cells from adopting that arrangement.
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Figure 6.3 (ctd. from previous page) For more detailed analysis, the RDF is integrated
over the radius (panels C) or the polar angle (panels D). Vertical black lines in C and dashed
radial lines in B mark maxima in the marginalised angular distribution function 5q(q)

as detected by our algorithm (for details see 2.2 in the appendix). Largely unperturbed
hexagonal order is reflected by six pronounced maxima, while additional peaks appear at
−c/c and 0 in region '1. The vertical black lines in D and the dashed circle in B mark the
respective maxima of the marginalised radial distribution functions 5@(@) which give the
typical nearest-neighbour distances. (E) Mean-squared displacement (MSD, solid line) of
cells and cage-relative mean-squared displacement (CR-MSD, dashed line). Black dashed-
dotted lines show linear and quadratic scaling, respectively. In contrast to the ballistic MSD,
the CR-MSD clearly scales with a lower, but still finite exponent. This shows that cells, unlike
particles in a true solid, are not caged, but behave more like diffusive particles suspended
in a liquid. Such a combination of properties that is typical for glasses and viscoelastic
materials. As an exception, the CR-MSD is superlinear in region '0 of the bottleneck channel.
Here the backflow leads to enhanced relative motion of cells.

6.3.2 Spatial organisation

To further assess the effect of the bottleneck (Fig. 6.1A) on the spatial organisation of
cellular tissue, wemeasured the radial distribution function (RDF) in our simulations.
The RDF is defined as

6 (r) ∝

〈∑
U,V

X
(
r − rU + rV

)〉
B

. (6.1)

The double sum in Eq. (6.1) runs over all pairs of cells in the area under observation,
with rU, rV being the positions of the cells[38] while the angular brackets indicate a
time average which is taken late in the simulation such that there are cells in all
channel regions. In essence, this yields a histogram of the distribution of mutual
particle-particle distances r that characterises the close-range order of the cells.
To analyse the differences between the three regions of the bottleneck setup, we
calculate the RDF separately for each.

Figure 6.3 shows a comparison between a system with a uniform channel width
� (X1) and a channel geometry which also contains a bottleneck of diameter 3 (X2).
In the absence of a bottleneck, the RDF exhibits a set of six fairly pronounced peaks
regularly spaced on a circle around the centre. Note that even higher order peaks are
clearly visible, indicating a finite range of lattice-like order with hexagonal symmetry.
This is reminiscent of a similar degree of ordering observed in two-dimensional
colloidal systems[274]. The appearance of such sixfold coordination in cellular
sheets is consistent with previous studies, as it was observed very early in vivo[275],
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as well as more recently in Voronoi[276] and vertex[277] models. It can also be
motivated from purely topological considerations[278].

In contrast to the fairly regular and homogeneous patterns that we observed
in the straight channel, the degree of ordering shows significant spatial variation
across the different regions in the presence of a narrower central section. In front of
the bottleneck (left panel in B2), the six peaks are blurred in the angular direction
and there are no further peaks beyond the closest six. Both observations hint at a
distortion of the regular hexagonal order. Inside the bottleneck (centre panel in B2),
two additional peaks appear at ΔG = 0 which come from neighbours before and
after the cell along the channel axis. We suppose that this longer-ranged ordering is
due to the fact that the closer channel boundaries force cells towards the centre,
and thus hinder the free development of the hexagonal pattern in lateral direction.
To the right of the bottleneck, the ordering is fairly similar to that observed for
systems with a uniform channel width. This is because, as in the straight channel,
cells can invade the free space beyond the bottleneck without hindrance.

In order to bring out the characteristic features of the RDF more clearly, we
look at the marginalised angular distribution 5q(q) and the marginalised radial
distribution 5@(@). These represent the integral over the radius and over the polar
angle, respectively (for details see appendix section 2.2). 5q(q) allows one to
compare number and arrangement of the maxima in the RDF, 5@(@) can be used to
determine their typical distance from the centre. The results are shown in Fig.6.3C,D.

In the cases where the radial distribution function 6 (r) shows six distinct peaks,
there are also distinct peaks in 5q(q). In contrast, when the RDF is more blurred,
then the peaks in 5q(q) are also less pronounced. This is especially prominent in
the regions '0 and '1 for the channel with a bottleneck. In all cases, however, the
radial distribution 5@(@) shows a distinct peak at position :max indicating the typical
nearest-neighbour distance. Additional maxima are due to second and further
nearest-neighbours. While this inter-cell distance is more or less constant along a
straight channel, under the influence of the bottleneck geometry it is considerably
larger in region '2 beyond the bottleneck compared to the other regions '0 and
'1. These observations from the marginalised distributions 5q(q) and 5@(@) support
the following conclusions: cells are compressed ahead of the funnel and in the
narrow region, which translates into a reduced neighbour-neighbour distance, but
also induces asymmetries in the hexagonal arrangement.

6.3.3 Collective cell dynamics

In order to assess the dynamics of the cells, we monitored both their collective
dynamics (Fig. 6.3A) as well as the dynamics of individual cells (Fig. 6.3E).

For the collective dynamics, we follow the time evolution of the mean velocity-
profile in channel direction D̄F(B, F) as it is shown in the kymographs in Fig. 6.3A.
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Here, the velocity profile for one instant in time is plotted along the horizontal axis
using a colour code, and time evolution thus proceeds along the vertical axis from
top to bottom. Locations where there are no cells appear white, so that the trajectory
of the advancing front of the cell sheet appears as the line that separates the white
from the red area. Figure 6.3A shows that the velocity field is more homogeneous
in the straight channel, as there is no backflow or regional velocity increase, and
only slight wave-like modulations appear. These modulations are also present in
the case with a bottleneck, but in general appear only as slight variations compared
to the other effects, such as backflow and velocity increase in the narrow region.
Also, we note that backflow appears with some delay after the first cells have passed
through the funnel and begun to invade the narrow region.

To characterise the dynamics beyond the mean velocity profile, we next have
a look at the second moment of the cell trajectories. A typical measure for the
second moment is the mean squared-displacement (MSD), which tells us about
the movements of the cells relative to the laboratory frame, i.e. the surrounding
confinement, but does not inform us how particles move relative to each other.
To quantify this relative motion, we also consider the so-called cage-relative MSD
(CR-MSD). In this quantity, the mean trajectories of all neighbours of a cell are
subtracted from the cell’s trajectory. Then, the MSD is calculated from this relative
trajectory[279, 280] (details in section 2.2 of the appendix). In two-dimensional
colloidal systems, the CR-MSD, due to its local nature and hence independence from
large-scale (Mermin-Wagner) fluctuations, can be used to discern solid and fluid
states with more contrast than the ordinary MSD. In a solid, single particles are
“caged”, i.e. trapped between their neighbours and thus the CR-MSD is bounded. In
contrast, in a fluid, the CR-MSD would be unbounded and would steadily increase
with time[280].

In our system, the “ordinary” MSD (solid lines in Fig. 6.3E) scales with B2,
reflecting the polarised and coordinated motion of the particles through the channel.
The CR-MSD (dashed lines in Fig. 6.3E) in comparison shows a reduced scaling
as overall rightwards motion is subtracted, but is not bounded. This indicates that
cells are not trapped between neighbours, but that instead there is relative motion
between cells inside the sheet and change of neighbours. This dynamic feature,
combined with regular hexagonal order, is typical for glass-like systems[280]. Such
parallels between glasses and cellular systems have previously been reported in
various experimental and theoretical studies.[25–29]
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Figure 6.4 Comparison of cellular order in constricted channels of varying width. (A) Radial
distribution functions (RDF) for different diameters � of broader channel sections and 3
of constricted channel section (for definition of regions see Fig. 6.2). From left to right:
increase in � (1

2�0, �0, 2�0), from top to bottom: increase in 3 relative to � (3− ≡ 1
12�, 30 ≡

1
3�, 3+ ≡

1
2�). The larger the diameter of the region under consideration, the more the

RDF resembles a regular hexagonal configuration and the less order in region '0, upstream
of the constriction, is influenced by the bottleneck. For white areas there is no data due to
the very narrow channel. (B) Results of quantitative evaluation of the results in panel (A).
The positions of the markers along the horizontal axis of the respective plots correspond
to the regions indicated. Varying marker forms indicate varying �, varying colors indicate
variations in 3 as the small symbols above the plots in part A show. In both panels, plots
show results for increasing � from left to right. Upper panel: Positions of maxima in the
marginalised angular distribution function obtained from radial integration of the RDF
(compare part C of Fig. 6.3, and appendix Figure 9). For situations similar to those in region
'1 for (�0, 30) or (12�0, 30), the detectability of the additional maxima depends on the
parameters chosen for the maxima detection algorithm (see section 2.2 in the appendix),
but still reflects the influence of the greater proximity of the walls.
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Figure 6.4 (ctd. from previous page) Lower panel: Positions of the maxima in the margin-
alised radial distribution function obtained from the angular integral of the RDF. As shown
in panel D of Fig. 6.3, angular integration of the RDF leads to a distribution whose first peak
shows the typical nearest-neighbour distance. Variation across regions is the same as that
across parameter combinations except for largest (�, 3). (leftmost plot: violet cross on top
of the orange cross for region '1, same for the + in '0 in the rightmost plot. Also there in
'2, the orange + is on top of the green one.)

6.3.4 Varying channel widths

After learning how the presence of a bottleneck affects spatial organisation and
spatio-temporal dynamics of cell sheets, we next ask how the observed effects depend
on the exact channel geometry. We start by varying the values for the diameters �
and 3 for broad and narrow channel regions, respectively.

In Fig. 6.4, we compare the spatial organisation of the cellular aggregate under
variation of � ∈ { 1

2�0, �0, 2�0} and relative to that 3 ∈ {3− ≡ 1
12�, 30 ≡

1
3�, 3+ ≡

1
2�}, where (�0, 30) refers to the parameter combination studied in the previous
sections. Comparing the results across all combinations of these parameters, the
following general observations can be made. In region '2 (behind the bottleneck),
there is pronounced hexagonal order in all cases. In contrast, in the other regions
the degree of spatial ordering depends on the absolute and relative magnitude of
the width of the broader sections � and the bottleneck 3.

On the whole, there is a tendency that the larger the diameters � or 3, the
lower the perturbations of the spatial order, i.e. the closer the ordering is to a
regular hexagonal configuration. We attribute this to the fact that for smaller � and
bottleneck diameter 3, the bottleneck poses a greater hindrance to free movement
of cells. For example, the tight bottleneck 3− corresponds to the width of 2-3 cells
for � = �0. Thus, for extreme constrictions 3−, cells are forced into a single-file-like
configuration, as the angular locations of the RDF’s peaks in the upper panel of
Fig. 6.4B indicate. Analogously, the lower panel of Fig. 6.4B shows that for smaller
3, the typical distance between the cells, :max, drops in region '1 indicating a higher
cell density. For region '0 maxima in the RDF are smeared out in Fig. 6.4A. That
indicates distorted hexagonal order in this region (see also appendix Fig. 9). These
observations show that a bottleneck diameter 3 that permits passage only to a few
cells in parallel qualitatively changes spatial organisation inside the bottleneck.

We also analysed how the dynamics of cells is affected by changes in the geometry
of the confinement; see the MSD and CR-MSD shown in Figure 10 in the appendix
and the corresponding scaling-analysis in Fig. 6.5. Beyond the bottleneck (region
'2), where as we have seen cellular organisation is hexagonal and cell density is
minimal, the MSD indicates ballistic cell movement, while the CR-MSDs’ scaling
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exponent is significantly reduced and hints at diffusive motion of cells relative to
their neighbours. This is the same result as obtained for a straight channel without a
funnel (see Figs. 11-15 in the appendix). In contrast, in the spatial domain ahead of
the bottleneck (region '0), backflow and congestion effects lead to a distinct scaling
of the MSDs: especially for smaller diameter � of the broader section, ballistic
motion is inhibited. At the same time, relative motion as measured by the CR-
MSD is superdiffusive and scales comparably to the ordinary MSD. Together, these
derivations reflect less directed movement, but enhanced mixing of the cells.

Finally, inside the bottleneck (region '1), the CR-MSD in general scales with
a smaller exponent than the ballistic ordinary MSD, but is still super-diffusive.
This again indicates perturbation of local cellular order there. The configuration
of smallest diameters, with a constant CR-MSD, represents an exception. As the
bottleneck’s diameter in this case corresponds to only one or two cell diameters,
cells are in a locked-in configuration as soon as they enter the narrow part so that
movement relative to neighbours is bounded. In the context of thermal colloids, a
similar effect is referred to as “single-file diffusion”.[281]

In summary, we observe that the narrow funnel forces cells to adopt a different
arrangement. This results in different dynamics, not only inside the bottleneck, but
also in the region ahead of it.

6.3.5 Varying the diameter gradient in the funnel region

Because of the large influence of the funnel, i.e. the transition region between
wider and narrower parts, has on the collective order and dynamics of the cells,
we also considered channels where this transition is smoother; in other words, the
funnel is longer. In Fig. 6.6A, the velocity in channel direction DF(r, B) is compared
for both cases. Velocities are higher for the more slender geometry in the region
'0 in front of the bottleneck, but very similar in the other areas. This indicates
that backflow is considerably reduced (see also Figs. 16, 17 in the appendix) and
that transport along the channel is enhanced. These findings are in line with the
results for the scaling of the MSDs (Fig. 6.6B and appendix Figs. 19,20): While in
general the results are similar, in region '0 the ordinary MSD’s scaling exponent is
closer to two for the slender geometry. In contrast, the exponents for the CR-MSD
are smaller in regions '0 and '1, corresponding to reduced mixing of cells and
more stable configurations. Not much difference can be observed in the positions of
the maxima in the angular distribution of the RDF 5q(q) (Fig. 6.6C and Figure 18
in the appendix), while the typical nearest-neighbour distance :max is lower for
the slender geometry in regions '1 and '2, i.e. within and beyond the bottleneck.
These findings for the MSDs and the spatial organisation of cells are in line with
the observation of a reduced backflow ahead of the channel’s narrow section, which
allows cells to squeeze through the bottleneck more efficiently. All in all, the more
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Figure 6.5 Comparison of MSDs in constricted channels of varying width. (A) Exponent
from monomial fit to the MSD for same parameter configurations as in Fig. 6.4, depicted
separately for different bottleneck diameters 3 and regions '0, '1, and '2. Except for the
very narrow configuration (blue diagonal crosses), the MSD reflects the ballistic motion of
the polarised cells in regions '1 and '2. In region '0, congestion at the bottleneck entrance
leads to a reduced exponent. (B) Corresponding exponents from monomial fits to the late
CR-MSD (for definitions and fitting procedure see appendix section 2.2). Compared to the
ordinary MSD in A, the exponents are reduced in regions '1 and '2, indicating reduced
relative motion and thus coordinated motion of cells.

slender channel entry allows cells to stack more compactly and stably in the narrow
region, and thus facilitates higher transport through the channel, which also leads
to less backflow and congestion.

In addition to variations in channel geometry, the system’s behaviour can be
changed by variation of parameters. In general, the influence of parameters on
the dynamics of single cells and collectives in the CPM is examined in detail in
Ref. [142]. In the context of our study, cell-cell adhesion has an especially interesting
effect. Higher cell-cell adhesion energies cause cells to follow their neighbours more
eagerly at the edge of the epithelial sheet. This leads to an increase in mean cell
velocities and densities and thus facilitates faster invasion (see section 2.1.4 in the
appendix).
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in region '0 reflect smoother transitions due to the reduced backflow. (B) Comparison
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character of the maxima detection rather than a real difference in the RDF.
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Figure 6.6 (ctd. from previous page) (D) Typical distance of maxima in the RDF from
the centre. For the same values for (�, 3), the slender geometry leads to larger distances,
i.e. lower cell densities, in region '0 and higher densities, or smaller distances, in the
other regions. This is compatible with the observation that the slender geometry yields less
congestion at the entrance and facilitates a denser packing inside the bottleneck.

6.4 Conclusions

In this work, we have used computer simulations of a Cellular Potts Model (CPM)
which emulates individual cells that exhibit internal polarisation and pairwise, as
well as cell-substrate, interactions. We aimed at investigating the influence of a
bottleneck channel on an advancing cellular monolayer. To this end, we compared
the local spatial organisation of the cellular agglomerate and the collective as well
as individual dynamics of cells ahead of, within and beyond the bottleneck across
varying geometries. The radial distribution function, the mean velocity of cells
in the direction of the channel axis, and the scaling of the cells’ mean-squared
displacement served us as the corresponding observables.

While cells in an unconstricted channel tend to organise in sixfold-coordinated
hexagonal structures and move along the channel with only minor variations in
speed and density, the presence of a bottleneck leads to accumulation and reflux
of cells near the entrance to the narrow part of the channel, and to distortions
of hexagonal order. This effect strongly depends on the relative diameters of the
broader and tighter channel sections as well as the design of the transition region
in between: The larger the dimensions of the geometry, the less effect on order
and dynamics in the cell sheet, while more “streamlined” transitions from broad
to narrow facilitate a tighter packing of cells in the bottleneck and hence reduce
backflow and pile-up at the bottleneck entrance. These effects, especially on the
spatial organisation of cells in the interior of the epithelial sheet, are particularly
strong when bottleneck dimensions approach the diameter of only a few cells.

From the physics perspective, the cells show interesting collective properties.
On the one hand, we observe features reminiscent of a compressible fluid: increase
in density and flow-velocity in the narrow part of the channel while the CR-MSD
shows that single particles are not caged completely. On the other hand, there is
short-range hexagonal order, which is a typical attribute of solids. The cell sheet
thus displays features of both solids and fluids, as it represents a collective composed
of ballistically moving agents. In accordance with previous studies, it thus behaves
like a glass[25–29, 280] that oozes through down the channel. These collective
properties are an emergent phenomenon of the interaction of our model cells via
cell-cell adhesion which leads to strong coherence in the monolayer and dictate its
properties.
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The focus of our work lies on the internal structure and single-cell dynamics
inside the sheet and how it is influenced by a bottleneck. Previous works, both
experimental[67–71, 74, 252, 253] and numerical[1, 155], have concentrated on
velocity and density fields or the shape of the invasion front in channels of constant[1,
67–71, 74, 155, 252, 253] or linearly changing[70, 155] diameter. In many of these
studies strong density fluctuations in the channel are reported, a feature that our
model did not reproduce. Additional intercellular coupling mechanisms, possibly of
the polarisation field, may be required to reproduce this phenomenon.

From the biologist’s point of view, under the assumption that our simplistic model
captures the system’s essential properties, our observations provide information on
how an epithelial cell-sheet might react when confronted with physically constricting
environments, for example during cancer metastasis or morphogenesis[86, 282]. It
would be interesting to see if our results can be reproduced in laboratory experiments.
As our analyses heavily rely on positional data of cell centres, potential experiments
to test our predictions need to be able to identify and track individual cells or
nuclei. Under a more general perspective, the work presented here provides an
additional test case on the question of whether the CPM, despite its relatively simple
structure, is specific enough to capture variations in the behaviour of cells under
varying experimental conditions and can therefore serve as a useful tool for the
understanding of cellular dynamics.

In addition, the versatile nature of our model makes it readily adaptable to
reflect more closely the conditions of certain experimental systems that for example
use a particular type of cells, substrate or channel geometry. This can be achieved
not only by variation of parameters, but also by further modifications, such as the
use of a viscoelastic substrate[270], additional interaction mechanisms, or different
confining geometries. Also more detailed models for the internal dynamics could
be introduced. For example, replacing the scalar polarisation field with a polar or
nematic field could provide a means of mimicking the symmetry properties of the
stress fibres in the cytoskeleton and the resulting anisotropic tensions.

Note also that there is no “genetic” component to the model, as all cells behave
identically. This in particular excludes the possibility of investigating the interplay
of distinct cell types, for example the consequences of differential adhesion[212,
247] where cell-cell interactions differ according to cell type. Results of a first
simulation implementing that are shown in appendix section 2.4. It also does not
allow for the emulation of leader cells, which are cells that more aggressively invade
empty spaces and drag other cells with them. This effect has been investigated
thoroughly in experiments as well as numerical studies[70, 155, 248, 250, 283]
and leader cells are assumed to play an important role in cell migration. As such,
the implementation of different cell types would increase its versatility even more
and allow for the investigation of additional biologically relevant phenomena.
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In this thesis, we have looked into different computational case studies for active
matter under confinement with a focus on growing systems which expand into
channel-like geometries. For this purpose, we have used two different computational
models for active systems.

In chapter 3, we employed a continuum model for studying the growth of an
active nematic into a straight channel filled with isotropic fluid. Two different phases
are represented using a phase-field model that is coupled to the Navier-Stokes-like
dynamics of a background fluid. A Cahn-Hilliard-type free energy ensures phase
separation. In addition, a nematic order-field is coupled to this phase-field such that
in one phase, the nematic phase, nematic order is maximal while in the other phase
there is no nematic order and hence this phase represents an isotropic fluid. Activity
is introduced via an active stress term in the momentum equation for the fluid that
corresponds to microscopic force dipoles that are aligned with the orientation of
nematic order and whose strength is proportional to the degree of nematic order.
This effectively caused finite forces on the fluid at the phase boundaries and in
regions of the nematic phase where the order is inhomogeneous. We started with a
cluster of active material in a large reservoir at the entrance to the channel. Growth
was realised by adding source terms for the nematic component of the phase field in
the reservoir which causes the nematic to invade the channel. Our main finding was
that, depending on the strength of the active forces, there are three different modes
of invasion, each with distinct front shapes and flow fields, that also influence the
overall invasion speed. Below a certain threshold in activity, there are no flows at all,
invasion into the channel is only diffusive. The first mode of non-zero flow that can
be sustained above the activity threshold is leading upwards the channel on one side
and back downwards on the other. With the appearance of flows, the nematic phase
progresses into the channel significantly faster. For even higher activities, more
complex, but still circular, flows develop. This is accompanied with smaller clusters
of active material detaching from the main phase-component and protruding deeper
into the capillary.

In comparison, themain research goal in the investigations presented in chapter 6
was the impact of confinement to a channel of varying diameter on a growing sheet
of epithelial cells. Specifically, we have analysed the spatial arrangement and the
dynamics of individual cells. To this end, we used a Cellular Potts Model (CPM)
that emulates single-cell dynamics within such a geometry. Cells are modelled
as extended objects that occupy a certain connected area on a two-dimensional
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lattice and dynamics are governed by a kinetic Monte-Carlo algorithm that tries
to minimise a pseudo free energy. Inspired by the bonds real cells form with the
substrate as well as with other cells, in the CPM occupation of lattice sites by cells
and mutual contact of cells lead to energetic benefits while loosing cell-cell contacts
is punished. Together with constraints on cell area and circumference, this leads
to coherent sheets of finite-size cells. Biochemical processes inside real cells that
lead to persistent motion in experiments as well as in-vivo, are mimicked with
the help of a scalar field for every cell, the polarisation field. Where this field is
high, the cell tends to conquer new lattice sites, where it is low, sites are more
likely to be abandoned. The field is subject to a positive feedback mechanism: next
to regions where cells expand, the field grows and where they retract, the field
decays. This leads to an internal polarisation and makes cells move persistently,
especially into regions that are not occupied by other cells. As in the setup for the
active nematic, cells start in a reservoir at the channel entrance from where they
invade the channel. A constant growth of the cellular assembly is ensured by a
mechanism of cell division and growth of the individual cells. The fact that the
CPM explicitly simulates extended objects allows observables related to position and
motion of individual cells that cannot be defined in the nematic continuum model.
Due to this, we could show that the radial distribution function of the cell sheet
and the MSD of individual cells change with varying channel diameter. It turned
out that cells tend to organise in sixfold-coordinated hexagonal structures, but are
not caged between their neighbours, similar to particles in glasses. Perturbation by
a bottleneck resulted in accumulation and retrograde flow of cells in front of the
narrow part of the channel and in distortions of hexagonal order.

Both studies in comparison reveal the differences in phenomenology between
the two models in similar situations. In the nematic system, where an ambient
fluid is present and the active forces are strictly dipolar, no unidirectional polarised
flow in direction of the channel axis can evolve. In contrast, the cells in the CPM
with the built-in polarisation mechanism and the intercellular coupling coherently
move into the channel. An obstacle, like a bottleneck, can indeed hinder ongoing
unidirectional expansion. Depending on the geometric details of the bottleneck, a
part of the cells change direction and reverse motion, but due to the strong inherent
polarisation the majority of cells still move on and squeeze through the bottleneck
where velocity and density increase.

The reason for this difference lies in the assumptions underlying the construction
of the nematic continuum model. It describes the dynamics for many particles
which are interacting in a perfectly nematic way. That means that on every point
in space the macroscopic observables, like the director <U, are an average value of
microscopic quantities. This can be seen nicely when such theories are derived from
Boltzmann equations[99–101, 104–106]. For example, <U is the average orientation
of individually moving objects. These objects can well move unidirectionally, like
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cells on a substrate or bacteria that swim in a fluid. The assumption of perfect
nematic symmetry however means that these particles align their body axes along
a common axis and are equally likely to move in either direction along this axis.
As a consequence, on average, the forces exerted on the fluid by the particles are
dipolar and flow of particles is equal in both directions along this axis and cancels
perpendicular to it. Then, on the macroscopic level, the polar properties of the
microscopic particles vanish and only the average nematic dynamics remain.

The CPM in contrast is tailored to cellular systems. The internal polarisation field,
adhesion and dissipation between cells and substrate, as well as growth behaviour
are designed to emulate mechanisms of real cells. From that, cell-cell interaction
results as an emergent property. An important factor is cell-cell dissipation that
causes cells to stick to each other and makes them move into the same direction. In
that way it generates a polar interaction. Also, cells in the CPM have the intrinsic
tendency to conquer adjacent free space when density inside the cell sheet is high.
This is because expansion to free space is a possibility for cells at the sheet boundary
to get closer to their preferred cell size. Still it would be interesting whether it could
under the right conditions lead to nematic symmetry in the cell-cell interactions,
for example in a situation where density is homogeneous and there is no cell-cell
dissipation. However, there are other, more fundamental differences between both
models that cannot be bypassed. For instance, the technique cells use to crawl on a
substrate relies on strong bonds between cells and substrate. In the CPM, this is
implemented via the cell-substrate adhesion, a mechanism that is fundamentally
incompatible with momentum conservation. In comparison, the hydrodynamic
active nematic model does only allow dissipation, but has no implementation of
adhesion. As a consequence flow properties are generally expected to be different.

Taken together, we conclude that the active nematic model is more likely to work
for systems where particle numbers are high and interaction is primarily nematic
such that the statistical description is justified and eventual polar properties of the
system are negligible. In addition, cohesion of particles needs to be high. Then
the description of a system with a nematic and an isotropic phase with interfacial
energies is suitable. This could apply to biofilms, because these consist of a large
number of bacteria (up to a million and higher) that stay close to each other and
are embedded in extracellular material to establish a protected and beneficial
environment. Many bacterial species additionally have elongated bodies and use
flagella for self-propulsion, thus pairwise interaction could be approximately nematic
and they would qualify as active matter. Indeed, nematic models have been used
to describe bacterial systems[163, 177] and the importance of growth to biofilm
formation has been pointed out in several studies[87–89]. The CPM by design is
suitable for the description of invading epithelial cell sheets. It incorporates key
mechanisms of collective cellular behaviour and models of this type have been
applied to a number of experiments[79, 269–271].
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In the introduction we have discussed three main reasons for researching active
matter. In retrospect, how well do these arguments work to justify our studies?
We have explored the properties of models for active matter under the influence of
confining geometry. Differences in the results between models can be explained
by differing assumptions made for the construction of these theories. With this
in mind, we can suggest biological systems where the models could potentially
be applied: growing bacterial colonies for the active nematic continuum model
and invading epithelial cells for the CPM. If corresponding phenomenology was
observed in these systems, our models could provide “minimal” explanations based
on physical concepts. If, for example, different strands of bacteria showed different
invasion modes corresponding to the different regimes found in our simulations, our
model would suggest differences in activity as the cause regardless of the detailed
rules that govern the collective dynamics of the bacteria.

The CPM predicted remarkable material properties for epithelial cells. The cell
sheet shows features typical to “classical” solids and “classical” fluids at the same
time, namely an average regular hexagonal order and unbounded relative motion
of individual cells, comparable to a glass that is constantly moving in a coordinated
fashion. Additionally, cells are able to adapt their configuration to the varying
diameter of the channel. These findings constitute an interesting extension of the
known features of cellular systems.

We thus in summary hope to have contributed to active matter research in all
three directions listed in the introduction: We extended our knowledge about two
established models by simulating them under previously untested conditions. In that
process, we found interesting physical properties in one case (material properties of
cells in the CPM), and could make a prediction for a biological system with potential
functional relevance in another (invasion schemes for appropriate biological systems
with the active nematics continuum model).
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1 Additional information on studies with the active
nematics continuum model

1.1 Description of movies for invasion setup
All movies show the time-evolution of the velocity field on the left hand side and the
orientation field on the right hand side, in the same way as panels B-D in Figure 3.3
in chapter 3. We choose different values of the activity Z to display the qualitatively
different phenomena.

Individual files are available as supplementary material to [1] and can be down-
loaded from http://dx.doi.org/10.1039/C9SM01210A. There are the following
files:

flows0020.mp4 Z = 0.0020. System is in regime I, director homogeneous and
parallel to the interface. Corresponds to Figure 3.2 A, leftmost panel.

flows0030.mp4 Z = 0.0030. System is in regime I, but the director starts to show
deviations from the perfectly homogeneous configuration, especially close to
the reservoir. Corresponds to Figure 3.3 B.

flows0035.mp4 Z = 0.0035. System is in regime 2, showing characteristic flow-
and director-fields. At later times the periodic dynamics described in sec-
tion 3.3.2.1 can be observed. Corresponds to Figures 3.2 A (middle panel)
and 3.3 C.

flows0046.mp4 Z = 0.0046. System is the higher activity region of regime II.
The video shows two examples of the switching behaviour described in sec-
tion 3.3.2.2 and Figure 3.4 B.

flows0052.mp4 Z = 0.0052. System is in regime III. This example shows the
typical birth of small active clusters, corresponding to the situations shown in
Figures 3.3 D and 3.4 C.

flows0060.mp4 Z = 0.0060. System is deep in regime III. The dynamics is more
turbulent than in the video for Z = 0.0052; there are more defects and clusters.
Corresponds to the example shown in Figure 3.2 A on the right panel.

http://dx.doi.org/10.1039/C9SM01210A
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1.2 Parameter variations for droplet setup
In Figures 1,2, results for b = 0.3 are shown. The tumbling parameter b determines
the behaviour of the nematic order parameter under shear flow. As in the systems
steady state flows are present, this parameter could be relevant for the director
field and thus also the droplet shape. In Figure 1, time evolution for a selection
of observables is shown, in Fig. 2 a detailed view on the director field inside the
droplet.

The droplet is flatter for b = 0.7 and pressure difference between phases as
well as root mean-squared velocity are higher for same activity Z. Incontrast, the
gradient deformation is weaker: for b = 0.3 it is ≈ 20◦ at the ends of the droplet
while it is ≈ 15◦ for b = 0.7. As the interface is longer for b = 0.7, also the total free
energy F is higher as the quotient F/! is unaffected. Also, dynamics for b = 0.7
seem to be faster as observables get close to the steady-state values earlier in the
simulations.

Thus, for b = 0.3 the same active forces lead to a stronger distortion in the
director field, but the droplet shape deviates less form a semi-sphere and dynamics
are slower. Qualitatively, this means that because the director tends to follow the
interface more easily, the active anchoring effect leads to less deformations of the
interface. This is in line with the conjecture we presented for the mechanism
governing interface deformations at the end of section 4.3.3 in the main part.

Second, we vary the energetic coefficients  q and  & in Fig. 3. Interestingly, the
observables not directly related to the free energy are altered only slightly.
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Figure 1 Time evolution of selected observables for different tumbling parameter b for Z =
0.0050. (blue: b = 0.3, green: b = 0.7) (A) Height of droplet ℎ, (B) free energy F , (C)
length of interface !, (D) quotient F/!, (E) difference of fluid density between nematic and
isotropic phase Δd, (F) mean squared velocity D@;A. For flow-aligning nematics (b = 0.7)
form a flatter droplet than flow-tumbling nematics (b = 0.3), analogously the free energy
F is higher for b = 0.7.
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Figure 2 Director field along sections through the droplet for b = 0.3. (A) Illustration of
sections along which director inclination is shown in (B,C): solid lines in (B) show director
inclination along solid lines of same colour through droplet in A, analogously dashed lines
in (C). (B,C) show the angle of the director relative to the G-axis. In (B), sections are along
lines of constant G. Two features are apparent: the angle is constant along the sections
and its absolute value symmetrically increases with increasing distance from the droplet
centre. In (C), the reason becomes clear. The black solid line shows the inclination of the
interface, the black dashed line the director angle along the same line. For G-values where
the interface is relatively flat, the director follows it closely for all F. Where the interface
inclination varies more strongly, the director ceases to follow. The gradient varies stronger
with increasing distance from the centre of the droplet and reaches higher final values when
compared to the results for b = 0.7 (see Figure 4.6 in the main part).
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Figure 3 Time evolution of selected observables for different elastic constants  q,  &. (A)
Height of droplet ℎ, (B) free energy F , (C) length of interface !, (D) quotient F/!, (E)
difference of fluid density between nematic and isotropic phase Δd, (F) mean squared
velocity D@;A. The free energy has only minor influence on the shape of the droplet and
steady state Drms and Δd despite considerable differences in the free energy.
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1.3 Elliptical approximation of droplet interface
The interface can be approximated quite well as an ellipse. See an example plot in
Fig. 4 where also resulting unit vectors in the corresponding elliptical coordinate
system with coordinates `, a are shown. The approximation has the advantage
that it gives a simple parametrisation that is well-behaved in contrast to numerical
interpolations. This becomes clear when calculating curvature and the local radius
(see Fig. 5). The curvature is calculated by taking derivatives. This can lead to
divergences in the local radius which is the inverse curvature when the derivatives
are calculated from an interpolation. In contrast, the radius is always well-defined
for an ellipse.

For the projections of vectorial quantities on the tangent and normal vectors,
the method to determine interface and tangent or perpendicular vectors, has not
a big influence. As an example, projections of forces as defined in Eq. (4.14) are
shown in Fig. 6).
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Figure 4 Properties of the elliptical approximation. Top panel: elliptical approximation
(black) and interpolated interface (gray line) are largely on top of each other. The next
two panels illustrate the elliptical coordinate system (`, a): The second panel shows lines of
constant a (blue dashed) and lines perpendicular to the interface (gray lines). The third
panel analogously lines of constant ` (blue dashed) and lines parallel to the interface (gray
lines). In the lowest panel, unit vectors in direction of ` (blue) and a (gray) are shown. At
the interface, these are tangent and normal to the interface, respectively.
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Figure 5 Curvature and local radius for interpolation and elliptical approximation. Curvature
is smoother for the elliptical approximation. As a consequence, for the interpolation the
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2 Additional information on studies with the
Cellular Po�s Model

2.1 Model and parameters
We use the model as presented in [142] with a slightly adapted cell cycle and
parameters.

2.1.1 Simulation procedure

Before the actual simulation, cells are randomly seeded in a reservoir left of the
channel entrance. For a certain burn-in time (700 time steps in our case), cells
can evolve freely in this reservoir. In this time, the cell density grows to maximum
density in the reservoir. After that time, cells are finally allowed to enter the channel
and the actual simulation starts. Also then, cell division is limited to the reservoir.

2.1.2 Implementation of cell cycle

Compared to [142], we modified the quiescent phase in that we made the transition
to growth stochastic in order to achieve a less deterministic cell-cylce and to avoid
unwanted synchronisation of cell division. The rest remains unchanged.

A freshly initialised cell, or a daughter cell right after cell division, is in the
quiescent state. In the original model, the cell would now switch into the growing
state if its size, via fluctuations, grew larger than a certain threshold size @�ref (for
explanation of parameters see Table 1 in the next section). In the version used for
this work in contrast, the cell switches into an intermediate state, the refractory
state, in which it does not grow. From there, it can switch into the growing state
in every simulation step with a probability of > = 1 − exp

(
−1/)?

)
with )? a newly

introduced characteristic waiting time. From there, the cell cycle works exactly as
described in [142].

2.1.3 Parameters used

As we have used the model from [142], we use the notation convention for para-
meters from there. The values are given in Tables 1 and 2.
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Cell parameters
Parameter Value Function Comment

n0 75
strength of cell-substrate adhesion
/average polarisation speed

Δn 45
cell polarisability: the cell polarisation
n is in the interval
n ∈ [n0 − Δn/2, n0 + Δn/2]

parameter influences
the persistence of cells
and overall invasion speed

� 0
strength of cell-substrate dissipation:
energy penalty for abandoning a tile,
i.e. breaking cell-substrate bonds

finite values slow
down dynamics

` 0.10 cytoskeletal update rate sets overall timescale.

' 2 signalling radius

when a cell conquers a
tile, the polarisation field
increases for tiles of
this cell within radius '
of the new tile

^� 0.10 area stiffness

^% 0.20 perimeter stiffness

together with ^� and n0
sets the preferred size
of a single cell �ref:

�ref =
(
n0 − 2c

√
3^%

)
/(√

3^�
)

� 10 strength of cell-cell adhesion
See section 2.1.4
for results for � = 5.

Δ� 0 strength of cell-cell dissipation

Table 1 Parameter values used in our study, following the the notation convention
from [142].
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Parameters for cell division

)6 350 cell growth duration

in this time, the cell grows
exponentially to double
its size by increasing the
preferred cell-size by
adjusting ^� and ^%.

)3 50 cell division duration

in this time, the cell is
immotile and the
polarisation relaxes
to neutral.
After that, the cell splits

)? (new) 100 cell quiescence duration
after cell division, the cell
does not grow for this
time on average

@ 0.50
relative threshold
for cell growth

after the quiescent phase,
the cell starts growing
if its size is larger
than @�ref

Numerical parameters
#0 ≈ 1100 initial number of cells

700 burn-in time
� = �0/2 : 3000,
� = �0 : 4000,
� = 2�0 : 5000.

simulation time

2500 × 1200 dimensions of simulation area

9�) 5 effective temperature
reference energy of
fluctuations in the
Monte-Carlo algorithm

1 seed seed for rng

Table 2 Parameter values used in our study, following the the notation convention
from [142].



2 Additional information on studies with the Cellular Potts Model 99

2.1.4 Variation of cell-cell adhesion

In this section we examine the effect of variations in the cell-cell-adhesion �. The
cell-cell-adhesion defines the effective free energy gained from an edge that a cell
shares with another cell compared to the situation where the edge borders to a free
tile. A higher cell-cell-adhesion parameter thus favours cohesion of cells.

Interestingly, higher cell-cell adhesion also leads to faster dynamics in the inva-
sion of the channel, as can be seen in Figs. 7A and 8A. There we show simulations
with cell-cell adhesion parameter � = 5 in comparison to the simulations with
� = 10 in the main part. Lower cell velocities for � = 5 are particularly prominent
in regions '1 and '2 for medium and large bottleneck diameters 30, 3−. One explan-
ation is that for higher benefits through adhesion, trailing cells are faster to follow
leading cells as they are faster to form common edges. In that way, advancements
of a single cell are translated more directly into advancements of the collective.

While the peak-distribution in the angular distribution 5q(q) is not significantly
altered (Figs. 7C, 8C), the radial distribution 5@(@) shows slightly smaller cell-cell
distances for larger cell-cell adhesion (Figs. 7D, 8D) which additionally promotes
cell-flux and thus faster invasion (Fig. 8A). The single-cell dynamics in the cell sheet
scale comparably (Figs. 7B, 8E).
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Figure 8 Comparison of order and dynamics for different values of cell-cell adhesion energy.
Left side (panels Xa): � = 10, right side (panels Xb): � = 5). (A) Kymograph of the
velocity in channel direction DF(B, F). (B-D) Radial distribution functions (RDFs) for the
different regions of the channel. The angular position of peaks is mostly unaltered (panel C),
while the distance between cells in larger for smaller adhesion (panel D). (E) Mean-squared
displacement (solid line) of cells as well as cage-relative mean-squared displacement (dashed
line). Black dashed-dotted lines show linear and quadratic scaling, respectively.
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2.2 Methods

2.2.1 Analysis of the radial distribution function (RDF)

As explained in the main part, the RDF is defined as (Eq. (6.1) in section 6.3.2 of
the main part)

6 (r) ∝

〈∑
U,V

X
(
r − rU + rV

)〉
B

(1)

with the double sum running over all pairs of cells in the area under observation,
rU, rV being the positions of the cells[38], and the angular brackets indicating a
time average.

The arrangement of peaks on a circle around the origin (see Fig. 6.4 in sec-
tion 6.3) suggests to analyse the angular distributions of peaks on this circle as well
as its radius. To this end, we define the radial and the angular distribution functions
as:

5@(@) =

ˆ 2c

0
@dq 6 (r) and (2)

5q(q) =

ˆ @min

0
d@ 6 (r) , (3)

respectively. Here, polar coordinates are defined as r = (@ cos(q), @ sin(q)). Due
to the symmetry 6 (r) = 6 (−r), 5q(q) = 5q(q ± c). The upper boundary for the
radial integration is @min, the position of the first minimum after the first maximum
of 5@(@); this choice ensures that only the nearest neighbours contribute to 5q(q).
From 5@(@), we obtain :max simply as the maximum closest to the center, and @min
the minimum following it.

For the analysis of 5q(q), we aim at detecting the number of peaks or, more
specifically, judging how well it fits a regular six-fold symmetry or whether the peaks
at 0,±c are more prominent.

maxima detection For the peaks, we on purpose chose a simple definition. A
peak is defined as a maximum qmax if 5q(qmax) > 0.5 5q(qmax,0) with qmax,0 the
absolute maximum of 5 (q). Also, no maxima are allowed closer than 0.1c to another
maximum to avoid small bumps on the flanks of peaks in 5q(q) to be counted. Still,
sometimes additional peaks are detected, as in Fig. 6.3 Bb in the main part.

Also, as we are looking at an observable with a hard criterion (maximum/ no
maximum), gradual changes in the distribution lead to jumps in the results. This is
why in the region where the distribution is transitioning form six-fold to two-fold,
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it should not be overestimated when maxima are detected at q = 0,±c. To show
that the method is nevertheless suitable to detect qualitative changes in the system,
we will have a detailed view on the angular distributions in the next section.

Detailed view on angular distributions In Figure 9, we can look at the distribu-
tions for parameters � = �0, 3 ∈ {3−, 30, 3+}, the examples that are also shown in
the centre column of Fig. 6.4 in the main part. We also show fits of a distribution
with two and six peaks, respectively. For that, we use superpositions of the so-called
wrapped Cauchy-distribution[284]:

>,�(q|`, W) =
∞∑

<=−∞

W

c(W2 + (q − ` + 2c<)2)
(4)

where W is the scale factor and ` is the peak position of the “unwrapped” distribution.
W is the only fitting parameter, positions of the peaks are set to ±c/6,±c/2,±5c/6
and 0,±c, respectively.

Figure 9 shows that the algorithm finds maxima at ±c/6,±c/2,±5c/6 as well
as at 0,±c only for the �0, 3− configuration in region '1. In the other cases, the
algorithm agrees with what is obvious to naked eye.

In addition, the similarity of the distributions can be estimated using the L-2
norm

!2( 5q(q), >F) =

√ˆ c

−c
d(q) | 5q(q) − >F(q)|2, (5)

where in our case we compare the measured distribution >(q) ≡ 5q(q) to a fitted
distribution of six regularly distributed peaks >6(q), a fitted distribution of two
peaks >2(q), and a flat distribution >5 :0B(q). Results are shown and discussed in the
lower panel of Figure 9. From what we observe there, we can conclude that the
approximation with a distribution with two or six peaks captures the structure of
the distributions sufficiently well and that in particular, one fits the data better than
the other in all cases considered.

2.2.2 Mean-squared displacement (MSD) and cage-relative mean-squared
displacement (CR-MSD)

The ordinary mean squared-displacement (MSD) is defined as follows:

"(�(B) =

〈
1
#

#∑
7=1

[r7(B + g) − r7(g)]2
〉
g

, (6)
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Figure 9 Comparison of measured marginalised radial distributions 5q(q) to theoretical
distributions. Upper three rows show data for parameter sets (�0, 3−), (�0, 30), (�0, 3+) for
the three regions separately. Data is in colours, approximations as different lines according
to legend. In region '2, for all parameter combinations, we see six regularly distributed
peaks. In region '0 for all three case as well as in region '1 for parameters 30 and 3+
peaks are less prominent, but still sixfold and regular. Only for region '1 and the narrowest
bottleneck diameter 3−, there are only two peaks at 0,±c. This is also reflected in the
lowest row, where the !2-distances between >(q) = 5q(q) and >H, >6, >5 :0B are shown. It
becomes clear from the right plot that >6 is the better fit in all cases except for (�0, 3−) in
region '1. Actually, the best fit for the distribution less less close to the data, turns out to be
identical to the flat distribution.
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with # the number of cells under considerations and r7(B) the position of cell 7. In
analogy the cage-relative MSD (CR-MSD) is defined as[279, 280]

"(��'(B) =

〈
1
#

#∑
7=1

[
(r7(B + g) − r7(g)) −

1
#7

#7∑
8=1

(
r8(B + g) − r8(g)

) ]2〉
g

. (7)

Here, the second sum runs over all neighbours of cell 7 at time point g, #7 is then
umber of neighbours at of cell 7 at time g. Hence, the CR-MSD compares displace-
ment of cells to the displacement of their original neighbours. The neighbours are
determined by Voronoi tesselation.

We calculate the MSD for the last 500 time steps of the simulation and determine
the scaling exponent F of the MSDs by computing

F(B) =
∂"(�(B)

∂ ln(B)
(8)

and averaging over F(B) for the last half of these 500 time steps. This approach
assumes a structure of the MSD as "(�(B) ∝ BF .

The CR-MSD stresses the local, or relative, dynamics. In a solid, the CR-MSD
was to saturate reflecting “caging” of the particles, while the ordinary MSD also
picks up global movement of the system as we have due to the invasion dynamics. A
CR-MSD scaling linearly means that particles move diffusively relative to each other.

2.3 Additional figures
2.3.1 MSDs and CR-MSDs under variation of � and 3

Fig. 10 shows complete MSDs and CR-MSDs. The corresponding scaling exponents
are plotted in Figure 6.5 in the main part of the thesis.
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Figure 10 Log-log plot of MSD and CR-MSD for varying �, 3. The solid lines show the
ordinary MSD, the dashed lines the CR-MSD. The ordinary MSD scales with exponent 2
in all regions, while the CR-MSD after an initial period of ballistic scaling grows to slower
from B ≈ 10 on. The CR-MSD in region '0, shown in the blue dashed lines, is an exception
to this, for all parameter configurations it grows faster than the other CR-MSDs, which is
caused by the backflow in this region.
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2.3.2 Additional figures for the configuration with a straight channel

Fig. 11 shows snapshots of density and velocity fields for an arbitrary time point.
It is the corresponding figure to Fig. 6.2 for a bottleneck channel. In Fig. 12, we
compare the structure of the cell sheet for varying diameters �. It corresponds to
Fig. 6.4 for bottleneck channels.

Results for MSDs and CR-MSDs in straight channels are shown in Fig. 13 (ana-
logous to Fig. 10) and Fig. 14 which is the same as Figure 6.5, but for straight
channels of different diameters.

A summary of structural and dynamical differences is given in Fig. 15.
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Figure 11 Example for simulation in a channel without bottleneck. Widht � = �0 according
to the convention in the main part. Plot analogous to Fig. 6.2. (A) Geometry, (B) heatmap
for particle number, (C) mean number of particles per bin. Apart from a slightly less dense
region at the invasion front, the density is constant. (D) heatmap for velocity in channel
direction, (E) mean velocity in channel direction, the value is constant throughout the
cell-sheet.
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Figure 12 Comparison of cellular order in straight channels of varying width. (A) Radial
distribution functions (RDF) for different diameter � for the different regions along the
channel. From top to bottom: increase in �. In all regions, cells arrange in a regular
hexagonal configuration. Low contrast in region '2 for � = 2�0 is due to the reduced
invasion speed in the broader channel. (B) Results of quantitative evaluation of the results
in part (A). The region is marked by the position of the markers along the horizontal axis
of the respective plots. Varying colors indicate variations in � as the small symbols above
the plots in part A symbolise. Upper panel: Positions of maxima in the angular distribution
obtained from radial integration of the RDF. Lower panel: position of maximum in the radial
distribution obtained from the angular integral of the RDF. Distance of cells is a bit higher
closer to the front, but very similar in regions '0 and '1.
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2.3.3 Additional figures for the configuration with longer funnel/ smoother
transition

For more detailed comparisons of results for different funnel shapes, we present
additional plots. Figs. 16-20 are in essence the same figures as in the main part of
the thesis and Fig. 10, but for the geometry with the slender funnel.
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Figure 16 Example for simulation in a channel with longer funnel. Diameters � = �0, 3 = 30
according to the convention in the main part. Plot analogous to Fig. 6.2. (A) Geometry,
(B) heatmap for particle number, (C) mean number of particles per bin, (D) heatmap for
velocity in channel direction, (E) mean velocity in channel direction. In comparison to
Fig. 6.2, density and velocity are even more increased in the narrow part. The transition in
density as well as velocity is distributed over the full lenght of the funnel, but backflow is
still visible.
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Figure 17 Comparison of order and dynamics for a constricted channel, parameters � =
�0, 3 = 30. Left side (panels Xa): bottleneck with steep transition, right side (panels Xb):
bottleneck with smoother transition. (A) Kymograph of the velocity in channel direction
DF(B, F). Dashed lines indicate transition regions from wider to narrower part. In comparison,
the slender funnel leads to later and less backflow and in conjunction an overall faster
invasion as the steeper frontline, especially in region '2, shows. (B-D) Radial distribution
functions (RDF) for the different regions of the channel. Panels C show the marginal
distribution from integrating over the radius, and panels D integration over the polar
angle. Vertical black lines in C mark maxima in the angular distribution as detected by the
algorithm (for details see section 2.2 in the appendix). The vertical black lines in D mark
the respective maximum of the radial distribution which gives the typical nearest-neighbour
distance. Especially in the narrow region '1, the slender transition creates a more dense
cell sheet and different internal order as the angular distribution shows. (E) Mean-squared
displacement (solid line) of cells as well as cage-relative mean-squared displacement (dashed
line). Black dashed-dotted lines show linear and quadratic scaling, respectively.
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Figure 18 Comparison of cellular order in bottleneck channels of varying width with smoother
transitions. (A) Radial distribution functions (RDF) for different diameter � and 3 for the
different regions along the channel. From left to right: increase in �, from top to bottom:
increase in 3. (B) Results of quantitative evaluation of the results in part (A). The region is
marked by the position of the markers along the horizontal axis of the respective plots. Upper
panel: Positions of maxima in the angular distribution obtained from radial integration of
the RDF. Lower panel: Position of maximum in the radial distribution obtained from the
angular integral of the RDF. In comparison to the analogous data in shown in Fig. 6.4 in
the main part, for the steeper transition, the order in region '1 is different for parameter
sets � = �0, 3 = 30 and � = 2�0, 3 = 30. Especially there is no parameter set where the
two distinct peak-patterns overlap. Also, variations in cell-cell distance/ cell density are
stronger.
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'0 that in channel regions of smaller � or 3 grows comparable to the ordinary MSD.
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(A) Exponent from monomial fit to the late MSD for same parameter configurations as
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monomial fits to the late CR-MSD. Except green cross and the green dot for parameters, the
CR-MSD is consistently lower than the ordinary MSD. Missing data in region '2 is because
invasion had not progressed significantly far into the region for a sufficiently long time.
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2.4 Di�erential adhesion
Higher multicellular living organisms, e.g. humans, consist of cells of different
types. The correct arrangement of these different cell types is important for the
correct functioning of these organisms and their organs[213, 214, 285]. Various
biochemical, genetic, and mechanic mechanisms are involved in the process of form-
ing, maintaining, and restoring these arrangements. One hypothetical mechanism
in this context is differential adhesion that explains the sorting of cells according to
cell type with cell-cell adhesion energies that differ according to which cells are
involved[212]. This mechanism can easily be integrated into the CPM.

In our version of the CPM, the constant � controlled the strength of cell-cell
adhesion, in the previous study it was set to � = 10. To implement differential
adhesion between two different cell types, type 0 and type 1, this constant can be
generalised to a matrix: �00 = �11 for common edges between cells of the same
type and �01 = �10 for edges shared between cells of different type. According to
the model mechanics, cells should tend to cluster around cells of the same type
for �77 < �7 8 (7, 8 = 1, 2) for 7 , 8 and preferably mix for �77 > �7 8. Snapshots of
simulations with �77 = 10 and �7 8 ∈ {5, 10, 20} for 7 , 8 are shown in Fig. 21. The
setup shown corresponds to the straight channel setup considered before with the
addition that cells of type 1 are initialised in the top half of the reservoir while cells
of type 2 are initialised in the bottom half.

A look at these examples seems to confirm the expectations. For all three cases,
cells of type 1 largely stay in the top half of the channel and cells of type 2 in the
lower half. For �7 8 = 5(7 , 8), fewer cells of one type enter the bulk of cells of
the other type than in the other examples. Nevertheless, the border between both
regions is significantly rugged. In the example for �7 8 = 10∀7, 8, cell types seemingly
blend in a bit more. For this parameter set, cells cannot discern cell types. Finally,
choosing �7 8 = 20 > �77(7 , 8) apparently leads to significantly enhanced mixing of
cells of different type.

This quick test of the implementation of different cell types with cell-type de-
pendend cell-sell adhesion shows that differential adhesion effects can be simulated
in the CPM. This opens broad prospects for the application of the CPM in the context
of morphogenesis.



118 Appendix

−200

−100

0

100

200

y

−200

−100

0

100

200

y

−1250 −1000 −750 −500 −250 0 250 500 750 1000x

−200

−100

0

100

200

y

A

B

C

Bii = 10

Bij = 5

Bii = 10

Bij = 10

Bii = 10

Bij = 20

Figure 21 Snapshots of a system consisting of two different cell types for varying strength of
cell-cell adhesion between different cell types �7 8. Cells of one cell type are plotted as blue
dots, cells of the other type as green ones. The strenght of adhesion among the same cell
types is the same in all three cases: �77 = 10. All parameters are the same for both cell
types. Cells invade from the reservoir on the left, one type of cells is initialised in the top
half of the reservoir, the other one in the lower half. (A) �7 8 = 5, (B) �7 8 = 10, (C) �7 8 = 20.
In (B), adhesion is the same regardless of cell types. For lower cross cell-type adhesion (A),
less single cells or small groups of cells of one type migrate into the the bulk of the other
type, also the interface seems less rough. For the larger value of �7 8 in C, different cell types
clearly mix more.
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