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ZUSAMMENFASSUNG (SUMMARY IN GERMAN)

Die Kurve ist das göttliche Objekt.
Die Parametrisierung ist menschlich

und damit bedeutungslos.

— Detlef Dürr

Biologische Systeme führen Funktionen durch
das orchestrierte Zusammenspiel vieler klei-
ner Komponenten ohne einen “Dirigenten”
aus. Solche Selbstorganisation durchdringt
das Leben auf vielen Skalen, von der sub-
zellulären Ebene bis zu Populationen vieler
Organismen und ganzen Ökosystemen. Auf
der intrazellulären Ebene koordiniert und in-
struieren proteinbasierte Muster Funktionen
wie Zellteilung, Differenzierung und Motili-

tät. Ein wesentliches Merkmal der proteinbasierten Musterbildung ist, dass
die Gesamtzahl der beteiligten Proteine auf der Zeitskala der Musterbildung
konstant bleibt. Das übergreifende Thema dieser Arbeit ist es, den tiefgreifen-
den Einfluss dieser Massenerhaltung auf die Musterbildung zu untersuchen
und Methoden zu entwickeln, die Massenerhaltung nutzen, um die zugrun-
de liegenden physikalischen Prinzipien von proteinbasierter Musterbildung
zu verstehen.

Die zentrale Erkenntnis ist, dass Änderungen der lokalen Dichten lokale
reaktive Gleichgewichte verschieben und somit Konzentrationsgradienten in-
duzieren, die wiederum den diffusiven Transport von Masse antreiben. Für
Zweikomponentensysteme kann dieses dynamische Wechselspiel durch ein-
fache geometrische Objekte im (niedrigdimensionalen) Phasenraum der che-
mischen Konzentrationen erfasst werden. Auf dieser Phasenraumebene kön-
nen physikalische Erkenntnisse durch geometrische Kriterien und grafische
Konstruktionen gewonnen werden. Darüber hinaus führen wir den Begriff
der regionalen (In-)stabilität ein, der es erlaubt, die Dynamik im hochgradig
nichtlinearen Regime zu charakterisieren und einen inhärenten Zusammen-
hang zwischen Turing-Instabilität und stimulusinduzierter Musterbildung
aufzuzeigen.

Die für konzeptionelle Zweikomponentensysteme gewonnenen Erkennt-
nisse können auf Systeme mit mehr Komponenten und mehreren erhaltenen
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Massen verallgemeinert werden. In der minimalen Fassung von zwei diffu-
siv gekoppelten “Reaktoren” kann die gesamte Dynamik in den Phasenraum
umverteilter Massen eingebettet werden, wobei der Phasenraumfluss durch
Flächen lokaler reaktiver Gleichgewichte organisiert wird.

Aufbauend auf der Phasenraumanalyse für Zweikomponentensysteme ent-
wickeln wir einen neuen Ansatz für die wichtige offene Fragestellung der
Wellenängenselektion im hochgradig nichtlinearen Regime. Wir zeigen, dass
“coarsening” (das stetige wachsen der charakteristischen Längenskala) von
Mustern in Zweikomponentensystemen nie stoppt, wenn sie exakt masse-
nerhaltend sind. Die Selektion einer endlichen Wellenlänge entsteht durch
schwach gebrochene Massenerhaltung oder durch Kopplung an zusätzliche
Komponenten. Diese Prozesse wirken der Masseumverteilung, die coarse-
ning treibt, entgegen und stoppen so das coarsening.

Bei komplexen dynamischen Phänomenen wie Wellenmustern und dem
Übergang zu raumzeitlichen Chaos bietet eine Analyse in Bezug auf lokale
Gleichgewichte und deren Stabilitätseigenschaften ein leistungsstarkes Werk-
zeug, um Daten aus numerischen Simulationen und Experimenten zu inter-
pretieren und die zugrunde liegenden physikalischen Mechanismen aufzude-
cken.

In Zusammenarbeit mit verschiedenen experimentellen Labors haben wir
das Min-System von Escherichia coli untersucht. Eine zentrale Erkenntnis aus
diesen Untersuchungen ist, dass die Kopplung zwischen Volumen und Ober-
fläche zu einer starken Abhängigkeit der Musterbildung von der räumlichen
Geometrie führt. Das erklärt die qualitativ unterschiedliche Dynamik, die
in Zellen im Vergleich zu in vitro Rekonstitutionen beobachtet wird. Durch
die theoretische Untersuchung der Polarisationsmaschinerie in Hefezellen,
kombiniert mit experimentellen Tests theoretischer Vorhersagen, haben wir
herausgefunden, dass dieses Funktionsmodul mehrere redundante Polarisa-
tionsmechanismen implementiert, die von verschiedenen Untergruppen von
Proteinen abhängen.

Zusammengenommen beleuchtet unsere Arbeit die vereinheitlichenden
Prinzipien, die der intrazellulären Selbstorganisation zugrunde liegen, und
zeigt, wie mikroskopische Interaktionsregeln und physikalische Bedingun-
gen gemeinsam zu spezifischen biologischen Funktionen führen.
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SUMMARY

The curve is the divine object.
The parametrization is human

and thus meaningless.

— Detlef Dürr

Biological systems perform functions by the
orchestrated interplay of many small com-
ponents without a “conductor.” Such self-
organization pervades life on many scales,
from the subcellular level to populations of
many organisms and whole ecosystems. On
the intracellular level, protein-based pattern
formation coordinates and instructs functions
like cell division, differentiation and motility.
A key feature of protein-based pattern forma-

tion is that the total numbers of the involved proteins remain constant on
the timescale of pattern formation. The overarching theme of this thesis is
the profound impact of this mass-conservation property on pattern forma-
tion and how one can harness mass conservation to understand the under-
lying physical principles. The central insight is that changes in local densi-
ties shift local reactive equilibria, and thus induce concentration gradients
which, in turn, drive diffusive transport of mass. For two-component sys-
tems, this dynamic interplay can be captured by simple geometric objects
in the (low-dimensional) phase space of chemical concentrations. On this
phase-space level, physical insight can be gained from geometric criteria
and graphical constructions. Moreover, we introduce the notion of regional
(in)stabilities, which allows one to characterize the dynamics in the highly
nonlinear regime reveals an inherent connection between Turing instability
and stimulus-induced pattern formation.

The insights gained for conceptual two-component systems can be gener-
alized to systems with more components and several conserved masses. In
the minimal setting of two diffusively coupled “reactors,” the full dynamics
can be embedded in the phase-space of redistributed masses where the phase
space flow is organized by surfaces of local reactive equilibria.

Building on the phase-space analysis for two component systems, we de-
velop a new approach to the important open problem of wavelength selec-
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tion in the highly nonlinear regime. We show that two-component reac-
tion–diffusion systems always exhibit uninterrupted coarsening (the contin-
ual growth of the characteristic length scale) of patterns if they are strictly
mass conserving. Selection of a finite wavelength emerges due to weakly bro-
ken mass-conservation, or coupling to additional components, which coun-
teract and stop the competition instability that drives coarsening.

For complex dynamical phenomena like wave patterns and the transition
to spatiotemporal chaos, an analysis in terms of local equilibria and their sta-
bility properties provides a powerful tool to interpret data from numerical
simulations and experiments, and to reveal the underlying physical mecha-
nisms.

In collaborations with different experimental labs, we studied the Min sys-
tem of Escherichia coli. A central insight from these investigations is that bulk-
surface coupling imparts a strong dependence of pattern formation on the
geometry of the spatial confinement, which explains the qualitatively differ-
ent dynamics observed inside cells compared to in vitro reconstitutions. By
theoretically studying the polarization machinery in budding yeast and test-
ing predictions in collaboration with experimentalists, we found that this
functional module implements several redundant polarization mechanisms
that depend on different subsets of proteins.

Taken together, our work reveals unifying principles underlying biologi-
cal self-organization and elucidates how microscopic interaction rules and
physical constraints collectively lead to specific biological functions.
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I | INTRODUCTION

The purpose of this introduction is to provide an overarching picture of our
work. This includes a brief outline of the historical background as well as
some discussion of our work to the broader context of the literature on pat-
tern formation. In particular, we highlight how our work provides new and
fruitful interconnections between different theoretical tools used to study spa-
tially extended, nonlinear dynamics. More detailed summaries of the results
of individual publications are given in Chapter II.

1 Protein-based pattern formation

A common feature of biological systems across many scales is that they per-
form functions by the orchestrated interplay of many small components with-
out a “conductor.” Such collective dynamics, or self-organization, is crucial
for many biological functions and pervades life on many scales, from the
subcellular level to populations of many organisms and whole ecosystems.

A striking example is intracellular organization. The interior of cells is
highly structured and compartmentalized. This internal organization is key
to many cellular functions, including cell division, motility, differentiation
and the cell’s response to external stimuli [1]. Finding the mechanisms un-
derlying spatiotemporal coordination of cellular functions is therefore key to
understanding some of the most fundamental processes of life.

Proteins, the elementary building blocks of cells are orders of magnitude
smaller than the cell itself. Thus, the question arises how the internal struc-
ture of cells is established and maintained. Important examples for intracellu-
lar structures include the cytoskeleton [2], organelles (both membrane-bound
and non-membrane bound liquid condensates [3], and concentration patterns
of proteins [4]. Here we will focus on the latter: protein-based pattern forma-
tion.

An elementary case of intracellular organization is cell polarization — the
establishment of a preferred spatial direction. Cell polarization is important
for a large number of cellular functions. Examples include, but are not limited
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to, asymmetric cell division (e.g. budding yeast) [5], cell motility [6, 7], axon
growth and information propagation in neurons [8], and establishing distinct
apical and basal surfaces in epithelial cells [9, 10]. Cell polarization is typically
generated by an asymmetric distribution of proteins such as small GTPases
[11]. As such, it is a paradigmatic example for a protein-based intracellular
pattern [4, 12]. Conceptual models for cell polarization encompass several
fundamental features of intracellular pattern formation. We will therefore
develop the central concepts of our theoretical framework in this context.

Another, maybe more striking, example of an intracellular pattern are the
pole-to-pole oscillations of the MinD and MinE proteins in E. coli. Due to
these oscillations, the time averaged concentration of MinD is lowest at mid-
cell, which provides the positional cue for the cell-division plane. The Min
system has been reconstituted in vitro, where it displays a striking variety
of patterns, predominantly traveling waves and spirals [13], but also “mush-
rooms”, “snakes”, “amoebas” and “bursts” [14, 15], chaotic patterns [16, 17],
“homogeneous pulsing” [18–20] as well as quasi-stationary labyrinths, spots,
and mesh-like patterns [17, 21]. The in vitro system allows precise control
over experimental conditions. Hence, the reconstituted Min system has be-
come the workhorse for studying protein-based pattern formation.

Other examples for intracellular protein-patterns are actin waves [22, 23]
and excitable/oscillatory pulses/waves of Rho proteins observed in oocytes
of Caenorhabditis elegans [24], Xenopus laevis, and starfish [25, 26], as well as X.
laevis cell extracts [27].

Collectively, the above examples show the wide variety of patterns formed
by protein-based systems. The underlying protein-reaction networks range
from the (comparatively1) simple Min system, with only two players, MinD
and MinE [13], to highly complex systems involving many players and feed-
back loops, e.g., the Cdc42-polarization machinery of budding yeast [28]. No-
tably, as the two above examples illustrate, the complexity of the interaction
network does not correlate with the complexity and richness of the emerging
patterns.

Spatiotemporal organization inside cells has been an area of intense re-
search and the field is continually growing with each advance in experimental
methods. Arguably the most important experimental advance has been the
advent of fluorescence microscopy that gave us the possibility to precisely
track the positions of proteins within cells, and thus provides access to ob-
serve intracellular spatial organization. The more recent development of op-

1Despite only having two players, the reaction kinetics of the Min system are in fact quite
complex since both MinD and MinE have multiple interaction domains and different confor-
mational states [16, 17].
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togenetics has enabled experimentalists to not only observe but also locally
perturb and modify intracellular dynamics with sub-micrometer resolution.
The ongoing development of methods to image, probe, perturb, and mod-
ify intracellular dynamics with increasing temporal and spatial resolution is
generating an ever-growing stream of experimental data.

The overarching challenges for theorists are two-fold. One is the devel-
opment of models that reproduce the specific experimental observations for
concrete biological systems. Such models give insight into the underlying
physical mechanisms and provide quantitative predictions that can be veri-
fied in further experiments. The second challenge is to find unifying princi-
ples that encompass many different biological systems and the rich variety of
phenomena they exhibit. Finding such principles is important because they
have the potential to be generalized beyond the specific, experimentally stud-
ied systems. They also permit the design of new, synthetic biological systems.

Finding the unifying principles underlying protein-based pattern formation is the
overarching goal of this thesis. More generally, we develop a theoretical frame-
work, termed local equilibria theory, for mass-conserving pattern-forming
systems. Protein-based systems are an important instance of such systems.

1.1 Fundamental processes and features of protein-based systems

The two elementary processes underlying protein-based pattern formation
are spatial transport of proteins and local interactions between them. In this
section, we briefly describe these processes and highlight several fundamen-
tal features that have important consequences for their emergent dynamics
and that we will utilize to develop our theoretical framework.

Protein interactions. The essential kinetic processes driving pattern forma-
tion are state changes of proteins and interactions between them. These pro-
cesses conserve the local total densities of proteins. Production and degra-
dation of proteins, processes that break mass conservation, take place on
timescales much larger than the timescales on which the concentration pat-
terns form [29]. Thus, a fundamental feature of protein-based pattern for-
mation is the conservation of mass. As we will see, mass conservation has
important consequences for the pattern-formation dynamics. A central goal
of our work is to investigate these consequences and develop a theoretical
framework that utilizes mass conservation to gain insight into the principles
underlying protein-based pattern formation.2

2Although mass conservation is a central pillar of our work, our results do not require strict
mass conservation. Generalizations, such as accounting for production and degradation of
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A common feature of protein kinetics is the cycling between different con-
formational states. Important examples are ATPases and GTPases, which cy-
cle between ATP/GTP-bound (active) and ADP/GDP-bound (inactive) states
(see e.g. [31, 32]). Another example is switching between different degrees of
phosphorylation (see e.g. [33] and references therein). The different confor-
mational states vary in their affinity for binding to interaction partners and to
the membrane and, thus, have different functional roles. Transitions between
the states are catalyzed by regulatory proteins: nucleotide exchange factors
and activating proteins in the case of ATP/GTPases; phosphatases and ki-
nases in the case of phosphorylation. In turn, these regulatory proteins are
often part of complex feedback cycles and signaling pathways [34]. Feedback
cycles in protein-interaction networks are an essential ingredient for protein-
based pattern formation. In particular, they are responsible for establishing
and maintaining self-organized concentration gradients that cause directed
mass transport.

Proteins in their active state are often bound to the membrane which acts
as a “substrate” for interactions with downstream effectors. In contrast, the
inactive states are often cytosolic which allows them to diffuse quickly (see
paragraph "Spatial transport" below). The attachment–detachment dynam-
ics at the membrane plays a key role for protein-based pattern formation
for two reasons. First, the different diffusivities of membrane-bound and
cytosolic proteins are key for self-organized pattern formation (see Sec. I.2.1
below). Second, the attachment–detachment kinetics at the membrane gener-
ically lead to cytosolic gradients normal to the membrane. These gradients
cause a strong dependence of the dynamics on the shape of the geometric
confinement, e.g., the cell [35].

Finally, let us emphasize that ATP/GTPases cycles and phosphorylation
cycles are driven by ATP and GTP, which acts as a chemical fuel. Therefore,
protein dynamics is driven far from thermal equilibrium and the concentra-
tion patterns formed by proteins are non-equilibrium steady states. Typically,
ATP and GTP are abundant at high concentrations [36], such that they can
be assumed to be available as an unlimited reservoir that is not explicitly
modeled.

Spatial transport. Spatial transport of proteins is essential for spatiotempo-
ral organization within cells. Arguably the most important mode of transport
is diffusion in the cytosol. One often thinks about diffusion as a process that
removes concentration gradients. This intuition seems at odds with the fact
that diffusive transport, in combination with chemical reactions, can drive

proteins on slow timescales are discussed in Ref. [30].
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pattern formation (see Sec. I.2.1). This conundrum is resolved if one thinks
of diffusion as a mass-transport process that is driven and directed by con-
centration gradients. A persistent diffusive flux is sustained if gradient is
maintained. Thus, a key question to understand protein-pattern formation is
how concentration gradients are maintained by the local protein interactions.

Protein concentration patterns typically form on the cell membrane (or
bound to other substrates) where diffusion is slow such that the concentra-
tion gradients can be easily maintained against diffusive dispersion. The
membrane is coupled to the cytosol by the attachment–detachment kinetics
of the proteins that we discussed above.

In addition to cytosolic diffusion, there are several other modes of trans-
port in cells. This includes advective flows of the cytoplasm [37] and the cell
cortex [38, 39], as well as vesicle-based transport along cytoskeletal filaments
by molecular motors. In contrast to diffusion, transport along cytoskeletal
filaments is active as the molecular motors consume ATP, and it is inherently
directed along the orientation of the filaments. As we discuss in the outlook,
incorporating orientational order and directed, advective transport is an im-
portant avenue for future generalizations of the concepts and ideas presented
here.

1.2 Model development andmodel reduction

For chemical pattern-forming systems, such as the Belousov–Zhabotinsky
(BZ) reaction [40–42], one has precise experimental control over the reagents
and the reaction conditions which allows one to perform quantitative exper-
iments like the measurement of reaction rates. This, in turn, has facilitated
the development of detailed models [43, 44] that quantitatively reproduce the
experimentally observed phenomena. Importantly, these models often have
little or no fitting parameters.

In contrast, intracellular pattern formation takes place in the environment
of the living cell, and thus in the face of full biological complexity. Typi-
cally, not all proteins participating in the dynamics are known. Even in cases
where one knows the molecular players, e.g., for in vitro reconstitutions of
the Min system, one faces the challenge that proteins are huge and complex
compared to the molecules involved in chemical pattern-forming systems.
Many proteins can change between different conformational states and have
multiple functional domains for interacting with other proteins and with the
membrane. The molecular details of protein-protein interactions are often
not known and are not (yet) experimentally accessible. Thus, determining
the key reaction steps and measuring reaction rates remains very difficult,
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even if purified proteins are available. Even for the Min system, which has
been reconstituted in vitro, the molecular details of key steps in the reaction
network, like the self-recruitment of MinD to the membrane, are still in the
dark.

Where biomolecular details are not available, such that development of
quantitative models is not possible, it is particularly important to identify
robust, qualitative characteristics of the dynamics that are independent of
model details and can be generalized. These qualitative dynamical features,
e.g., bistability, excitability, and oscillatory regimes, can be implemented by
conceptual models.

In the development of such conceptual models, it is important to account
for fundamental aspects of the underlying physical and biochemical pro-
cesses. Examples are mass conservation, attachment–detachment dynamics
that couple the membrane surface to the cytosolic volume, and the mass-
action law for reaction kinetics. Incorporating these aspects lifts conceptual
models above the purely phenomenological level and allows one to draw
from them insight about underlying physical mechanisms.

Inherently connected to the challenge of finding the right model is that
of choosing the parameters, such as diffusion constants and reaction rates.
While the former can be determined for fluorescently labelled proteins using
methods such as FRAP [45] and FCS [46], reaction rates are often not exper-
imentally accessible. A common approach is to fit the unknown parameters
to match experimental observables, e.g. characteristic length- and timescales,
fractions of membrane-bound vs. cytosolic proteins, and response curves to
experimental perturbations. Fitting is difficult for models with many param-
eters. Often, biochemical reaction networks with just a few components are
already severely underdetermined, because not enough independent observ-
able quantities are available. In fact, complex models generally have many
sloppy parameters (or rather parameter combinations) that are only weakly
constrained by observables [47]. Investigating the origins of this “sloppiness”
and exploiting it for systematic model reduction are topics of increasing re-
search interest [48, 49].

Fitting is only informative if a model is consistent on a mechanistic level.
Therefore, the fundamental question of the (mesoscopic) mechanisms under-
lying a collective phenomenon must be answered first. This is not a trivial
task. Systems exhibiting collective phenomena often exhibit multiple dynam-
ical regimes where distinct mechanisms are at play. Moreover, different mech-
anisms can give rise to the same macroscopic phenomenon (see for instance
the problem of local vs. lateral oscillations, discussed in Sec. I.2.2). One has to
identify signatures of putative mechanisms that allow one to unambiguously
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discern these mechanisms in the experimental system. Developing concepts
that enable one to reveal and describe the mesoscopic, physical mechanisms
underlying collective phenomena is a key theory challenge.

Brief discussion of several different approaches to modeling in the context
of specific biological systems are given in Secs. II.6–II.8 and Sec. II.9.1, where
we summarize several collaborative studies that combined theory with ex-
periments. In each study, we adapted our modeling approach to the specific
goals and the available experimental (biomolecular) data. In particular, we
show how identifying the pattern-forming mechanisms of the Min system of
E. coli has allowed us to reconcile the rich phenomenology found in vitro to
the pole-to-pole and stripe oscillations in cells.

2 Reaction–di�usion systems

We are interested in protein-concentration patterns on scales on the order of
micrometers, much larger than the size of individual proteins (on the order of
nanometers). We therefore describe the protein concentrations by continuous
fields governed by reaction–diffusion (RD) equations. Diffusion is described
according to Fick’s law. Protein interactions are described as chemical reac-
tions, using the law of mass action.3 This “mean-field” description neglects
demographic fluctuations and correlations on the microscopic level.

A fundamental feature of protein-based systems, discussed in the previous
section, is that the reaction kinetics are mass conserving. Thus, protein-based
pattern formation is described by mass-conserving reaction–diffusion (MCRD)
systems. A new theoretical framework for these systems that we developed
in the course of this thesis will be presented in Sec. I.3.

Reaction–diffusion systems in general have been a topic of extensive re-
search in the past decades. In the remainder of this section we give brief
overview over central concepts and prevalent theoretical methods.

2.1 Turing instability

The investigation of pattern formation in reaction–diffusion systems goes
back to Turing’s pioneering work [50]. Turing was far ahead of his time and
his contributions to the field cannot be overestimated.4 His main insight was
that a pattern-forming instability can arise from the interplay of two processes

3The law of mass action by Guldberg-Waage assumes that the rate of a chemical reaction is
directly proportional to the product of the densities of the reacting species.

4Notably, a recent study [51] of Turing’s unpublished notes has revealed that he had al-
ready come up with the paradigmatic “Turing–Swift–Hohenberg” equation that was later
(re)discovered independently by Swift and Hohenberg.
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that are stable by themselves. Namely, diffusion — a process that by itself al-
ways removes spatial gradients — and chemical reactions that are stable in
a well-mixed system. Turing showed this by performing a stability analysis
of a prototypic system with two components. An important, necessary re-
quirement for the diffusion-driven instability revealed by Turing is that the
chemical species have sufficiently different diffusivities.

Box 1. The terms “Turing instability” and “Turing pattern.” Given Tur-
ing’s deep and comprehensive insights, we find it unfortunate that most
of the literature restricts the definition of “Turing instability” to those in-
stabilities that give rise to stationary patterns whose final wavelength is
determined by the fastest growing mode. In fact, Turing already classi-
fied the different types of instabilities, including oscillatory instabilities
giving rise to standing and traveling waves. Importantly, he also noted
that the linear analysis cannot predict the properties of fully developed
patterns far from the homogeneous steady state. We will therefore adopt
a much broader definition and call all diffusion-driven instabilities Turing
instabilities. Accordingly, we will call the patterns that arise from such in-
stability Turing patterns. In particular, this includes the patterns formed
by mass-conserving two-component systems which exhibit coarsening
and are reminiscent of phase-separation phenomena.

C

Twenty years after Turing’s work, Segel and Jackson systematically ana-
lyzed linearized two-component RD systems and derived the heuristic crite-
rion that a diffusion-driven instability requires the interplay of short-range
activation and long-range inhibition [52]. In the same year, Gierer and Mein-
hardt formulated the same principle, based on heuristic arguments and nu-
merical simulations, but notably without using linear stability analysis [53].
Thanks to its simplicity, the principle of short-range activation and long-range
inhibition, or short “activator–inhibitor paradigm” has found widespread use
as a heuristic explanation for pattern formation. It has been generalized be-
yond reaction–diffusion systems. Examples include pattern formation in neu-
ral tissues, zebrafish skin patterns, and ecological patterns (both in physical
space and in trait space), which centrally involve non-local coupling [54, 55].
Unfortunately, the activator–inhibitor paradigm is imbued with several con-
ceptual problems.5 In particular, it is not well-suited to explain intracellu-

5A key problem with the activator–inhibitor paradigm that a species that biochemically has
the role of an inhibitor is not necessarily an “inhibitor” in the sense of the activator–inhibitor
paradigm. For instance, this is the case for MinE in the Min system of E. coli [56].
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lar pattern formation as we have discussed in a recent review [4] (see also
Refs. [56, 57]). In this thesis, we lay out a framework that is ideally suited for
this setting and rooted in Turing’s original work.

The relevance of Turing instability for pattern formation in nature, and
more specifically biology, has long been questioned and is a matter of ongoing
debate even today. One key issue is the requirement of (vastly) different diffu-
sion constants. Indeed, due to this condition it took almost 40 years until the
first experimental realization of a Turing pattern [58]. The breakthrough idea
was binding one reactant to a gel-like substrate, thus substantially slowing its
diffusion. In fact, for intracellular pattern formation, the cell membrane plays
the role of such a substrate. In fact, the proteins that drive intracellular pat-
tern formation often cycle between slow-diffusing, membrane-bound states
and fast-diffusing cytosolic states. Therefore, the requirement of different
diffusion constants is naturally fulfilled for protein-based pattern formation.

A related issue of Turing patterns is their parameter sensitivity (see e.g.
[59, 60]. Turing instability is often only found in small parameter regimes.
Finding systems that robustly give rise to Turing patterns is subject and goal
of ongoing research. For instance, a recent mathematical analysis based on
random matrix theory shows that the Turing instability might actually be
more robust in systems with many components [61]. Studies accounting for
noise find that noise-induced patterns appear outside the parameter regime
of Turing instability and therefore extend the pattern-forming regime signifi-
cantly [62, 63].

As we will see below, our work suggests that Turing patterns are easier to
achieve and more robust in protein-based systems such as those underlying
intracellular pattern formation. In fact, we show that the requirements for
self-organized cell polarization are milder than those for bistability [57]. The
latter is commonly found in protein-interaction networks (e.g. GTPase cycles
and phosphorylation cycles) [34, 64]. From this perspective it appears that
Turing instability should be rather common in intracellular systems.

To conclude this section, let us briefly mention some other instability mech-
anisms that generalize Turing’s “diffusion–driven instability” to systems in-
cluding other types of spatial coupling such as cross-diffusion, advective
flows and non-local coupling. Cross-diffusion is found as a result of enzyme-
ligand interactions [65] and electrostatic interactions between ions [66]. It also
appears in coarse-grained models of cell-cell signaling that gives rise to skin
patterns [67]. Advective flows are important for vegetation patterns in sloped
terrain, which leads to water flow which advects nutrients. Inside cells, the
cytoplasmic hydrodynamic flows (called cytoplasmic streaming) arise due to
the activity of molecular motors. Finally, non-local coupling is often involved
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in ecological pattern formation and neural tissues. Each of these processes
can drive pattern-forming instabilities of a homogeneous steady state.

2.2 Bistable, excitable and oscillatory media

Turing instability and its generalizations are not the only mechanism for pat-
tern formation in reaction–diffusion systems. Other classes of systems are
so-called bistable, excitable and oscillatory media [68]; see [69] for a recent
review from a biological perspective.

In bistable media, the local (reactive) dynamics at each point in space has
two stable fixed points (and an unstable fixed point in-between them). These
fixed points are stable homogeneous states of the spatially extended medium.
Sufficiently strong perturbations can induce fronts that connect the two stable
fixed points. These fronts, called trigger waves, are generically non-stationary.
They therefore provide a means of signal propagation in biological systems
[70, 71].

In excitable media, the local dynamics is (mono)stable, but close to a thresh-
old. Local perturbations exceeding this threshold trigger a large excursion in
the dynamics before the system returns to its stable steady state. Spatial cou-
pling provides the stimulus that drives the local dynamics over the threshold.
The resulting local excursion, in turn, triggers further neighbors that are in
their excitable state. This subsequent triggering of local excitable dynamics
leads to propagating pulses and wave trains; see [68, 72, 73] and references
therein.

The defining property of oscillatory media is that the local dynamics at
each point in space is oscillatory, independently of the spatial coupling. In
other words, a patch of such a medium that is sufficiently small to be consid-
ered well-mixed and that is isolated from the surrounding medium is already
oscillatory. Trivially, homogeneous oscillatory media exhibit homogeneous
oscillations, since the diffusive coupling vanishes in the absence of gradients.
In addition they exhibit traveling and standing waves as well as spatiotempo-
ral chaos [74] in one spatial dimension. In two dimensions oscillatory media
exhibit spiral waves, and target patterns, as well as chaotic dynamics such as
defect-mediated turbulence [75].

Extensively studied, phenomenological models for excitable and oscillatory
media are the FitzHugh–Nagumo model [76, 77] and the complex Ginzburg–
Landau equation [74]. Owing to their simple mathematical form, these mod-
els lend themselves to systematic theoretical analysis. However, they cannot
account for the specific features of concrete experimental and biological sys-
tems.
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Arguably, the most widely-known and extensively studied experimental
reaction–diffusion systems that constitute oscillatory and excitable media are
the BZ reaction [40–42] and CO oxidation on Pt surfaces [78]. These systems
have been subject to a vast number of studies, both experimental and theoret-
ical using quantitative models [79–82].

In passing, let us note that the investigation of oscillatory media is related to
the topic of oscillator synchronization, where instead of a continuous medium
of oscillators, one considers discrete oscillators coupled in a network. Syn-
chronization of coupled oscillators is a topic of broad interest pervasive in
nonlinear systems [83]. Applications include self-organization of motile cells
[84], cardiac calcium oscillations [85], neural tissues [86], and power grids
[87, 88].

Relation to Turing patterns: lateral vs. local instability. The local oscillations
driving an oscillatory medium persist if one isolates a small (i.e. well-mixed)
of the system. In other words, the oscillations are driven by the local dynam-
ics and are independent of lateral spatial coupling. We therefore say that an
oscillatory medium is locally unstable.6 In contrast, Turing instability arises
as a consequence of the lateral spatial coupling in a system where a laterally
isolated patch is stable. We refer to such instabilities as lateral instabilities.

Examples of protein-based patterns showing phenomenological similarity
with excitable and oscillatory media include the reconstituted Min system in
vitro, which prominently exhibits spiral waves [13], as well as actin waves
[22, 23] and Rho waves and pulses observed in oocytes of C. elegans [24],
X. laevis, and starfish [25, 26]. However, from the purely phenomenologi-
cal perspective, one cannot conclude that these systems actually constitute
oscillatory media, i.e. that their dynamics is driven by local oscillations. In
fact, dynamic patterns such as traveling waves and standing waves can also
arise from lateral (Turing) instabilities. In the dispersion relation obtained
from LSA (see Sec. I.2.3), the formation of waves is indicated by a non-zero
imaginary value of the growth rate. In principle, one could distinguish the
two scenarios by making the system under consideration well-mixed, such
that local oscillations would reveal themselves. Unfortunately, for living sys-
tems this is often not experimentally feasible. Instead, a systematic theoretical
analysis can help to identify characteristic signatures of the oscillation modes
underlying pattern formation in the experimental system. Performing such
a theoretical investigation for the Min system, we have recently found that

6Note that a local instability automatically implies that the homogeneous steady state will be
unstable against homogeneous perturbations. Thus, while these instabilities are conceptually
different, the criteria for local instability and instability against homogeneous perturbations
are actually identical.

11



depending on the parameters (specifically the bulk-surface ratio), there are
different dynamical regimes where either lateral instability, local instability,
or the interplay of both drive pattern formation (see Ref. [35] and Sec. II.6).

The above discussion raises the more general question how the dynamics
of bistable, excitable and oscillatory media are related to Turing pattern for-
mation and whether there is a unifying framework that encompasses both
paradigms. Turing patterns are typically studied in the vicinity of a homo-
geneous state (in the linear and weakly nonlinear regime), while bistable,
excitable and oscillatory media often operate far away from homogeneity in
the strongly nonlinear regime. Hence, a key challenge for a unifying frame-
work is to bridge this gap. Below, in Sec. I.3, we describe how local equilibria
theory achieves this in the case of mass-conserving systems. As one key find-
ing, we reveal a close relationship between Turing instability and bistability
in two-component systems.

2.3 Theoretical methods and tools

In this section, we provide a brief overview of the main tools used to analyze
pattern forming systems in general and reaction–diffusion systems specifi-
cally. Since these tools are well-established, we only explain the basic ideas
in broad strokes and refer the interested reader to the pertinent (technical)
literature.

Dynamical systems theory. The primary challenge in analyzing the dynam-
ics of RD equations lies in the nonlinear reaction terms. Nonlinear systems are
prevalent in nature and exhibit a vast and often bewildering variety of phe-
nomena, examples of which crop up in nearly every discipline of the natural
sciences, engineering, and mathematics. These range from bistable switches
and limit-cycle oscillations to propagating fronts and pulses, pattern forma-
tion, and (spatiotemporal) chaos [68, 89–92]. Closed mathematical solutions
to nonlinear differential equations only exist in rare cases. In the vicinity of
steady states, one can linearize the dynamics (see LSA). In the phase space
spanned by the degrees of freedom of the system, steady states are fixed
points and LSA provides local information about the phase space flow that
encodes the dynamics in their vicinity. However, this analysis cannot answer
questions about the long-term fate of a system that is driven away from an
unstable steady state, or whose initial condition is far away from steady states.
Answering such questions requires knowledge of the global structure of the
phase space flow. The central insight of dynamical systems theory, going back
to Poincaré [93], is that this flow is organized by geometric structures in phase
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space, such as fixed points, nullclines, attractors, separatrices, and invariant
manifolds. These geometric structures can provide qualitative information
about the global dynamics without explicit solution of the differential equa-
tions. In other words, they reveal the qualitative content of nonlinear equations.

For example, dynamics described by ordinary differential equations (ODEs)
with two variables can be characterized by a phase-portrait analysis based on
the shapes of the nullclines, along which the right-hand side of one of the
ODEs vanishes [89]. Important phenomena such as bistability, excitability,
oscillations can be intuitively understood on this geometric level. This frame-
work has found great success in explaining neuronal dynamics [90, 94] and
biochemical oscillators [95] to name just two examples.

An important question is how the behavior of a system changes as one
varies its control parameters. Generically, a small parameter variation will
only lead to a small, quantitative change of the dynamics. Bifurcations occur
when a small change in a parameter leads to a qualitative change in the phase
space flow. Thus, bifurcations characterize the parameter dependence of a
dynamical system and demarcate the transitions between distinct dynamical
regimes in parameter space. Identifying the bifurcations of a system is one
of the central goals of dynamical systems theory. Importantly, there is only a
limited number of different types of bifurcations, enumerated by the number
of dynamical variables and the number of parameters one has to tune for
the bifurcation to occur. The dynamics close to each type of bifurcation is
“universal” as described by the so-called normal form of the bifurcation [96,
97]. This means that systems governed by different underlying physics show
the same behavior close to bifurcations.

A related notion for categorizing dynamics in phase space is that of topo-
logical equivalence. Two systems are are topologically equivalent if their phase
space flows can be smoothly transformed into one another. This implies that
they will show qualitatively analogous behavior. An example of local topolog-
ical equivalence are the generic flows in the in the vicinity of fixed points in
two-variable systems based on the eigenvalues of the linearized dynamics.

Unfortunately, phase-space geometric reasoning cannot generally be trans-
ferred to the dynamics of spatially extended systems, whose phase space is,
in principle, infinite-dimensional. One strategy to overcome this difficulty
is to focus on the vicinity of homogeneous steady states, where one can lin-
earize the dynamics and use perturbative approaches to account for the effect
of weak nonlinearities. Another approach uses phase-space geometric rea-
soning for the construction of stationary patterns and traveling waves (which
appear stationary in a co-moving frame). Below we briefly outline these two
approaches. The framework we develop for MCRD systems in Sec. I.3 com-
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bines ideas from both approaches and bridges the gap between the linear and
the strongly nonlinear regimes.

Linear stability analysis. LSA is arguably the most important, and most com-
monly used mathematical tool to analyze pattern forming systems, specifi-
cally reaction–diffusion systems. Indeed, already Turing used this analysis in
his pioneering work [50]. The basic idea is to linearize the dynamics around
a homogeneous steady-state and to expand small spatial perturbations in
the eigenfunctions of the differential (Laplace) operator encoding diffusion.
On a one-dimensional domain, these spatial modes, characterized by their
wavenumber q, are simply Fourier modes.7 The linearized dynamics for each
spatial mode is then described by a Jacobian matrix which depends on the
mode’s wavenumber. The Jacobian’s eigenvalues indicate the growth rates
of the modes, where a positive real part indicates unstable modes that grow
in amplitude while a negative real part signifies stable modes that decay. A
non-vanishing imaginary part indicates oscillatory dynamics. The relation
between the wavenumber and the growth rates is called dispersion relation
σ(q).

If there is a band of unstable modes in the dispersion relation, spatial pat-
terns will form from small random perturbations of the homogeneous steady
state. The dispersion relation characterizes the initially growing, small am-
plitude patterns: The fastest-growing mode determines the wavelength of
the initially growing pattern and a non-vanishing imaginary part indicates
oscillatory modes that manifest as standing or traveling waves.

Amplitude equations. Linearized equations only inform about the initial dy-
namics near a homogeneous steady state. The long-term fate of the patterns
depends on the nonlinearities. If the only effect of the nonlinearities is to im-
mediately stabilize the linear instability, the pattern growth will saturate at
a small amplitude. In this supercritical case, the properties of the final pat-
tern are dictated by the dispersion relation. Further one can perform a per-
turbative analysis called amplitude equation formalism or weakly-nonlinear
analysis. Amplitude equations describe the slow variation of the pattern’s am-
plitude (and potentially other slowly varying fields induced by symmetries
and conservation laws) on scales much larger than its wavelength (see Box 2).
They have been highly successful to explain pattern formation in the super-
critical regime [74]. Unfortunately, if the nonlinearities are not immediately

7Finding the spatial eigenmodes that diagonalize the spatial differential operators becomes
nontrivial in the presence of bulk-surface coupling and in geometries that break the spatial
symmetries of the diffusion operator [35, 98].
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stabilizing, the pattern amplitude will continue to grow into a regime where
strong nonlinearities dominate. The characteristics of such fully developed,
large-amplitude patterns cannot be inferred from the dispersion relation and
perturbative approaches.

Biological patterns are often in this regime. In particular, our work shows
that MCRD systems are generically subcritical [57]. This means that steady-
state patterns exist outside the regime where the homogeneous state is lin-
early unstable and at the onset of instability, patterns immediately grow to
large amplitudes. Moreover, in biological systems, patterns often form not
from a homogeneous initial state but from one pattern to another, as already
noted by Turing.

To study spatially extended dynamics in this strongly nonlinear regime,
one is mostly limited to using numerical simulations. Hence, insights have
largely remained restricted to specific models, and unifying physical princi-
ples have remained elusive. Moreover, numerical simulations of collective
phenomena yield only limited insight into the underlying physical mecha-
nisms and “organizational principles” of self-organization. Hence, there is a
need for methods to visualize and interpret data from numerical simulations.

Box 2. Amplitude equations and mass conservation. Amplitude equa-
tions are derived near the onset of pattern formation where they describe
slowly varying fields on large scales. These “slow” (hydrodynamic) fields
correspond to symmetries and conservation laws [74]. For non-oscillatory
dynamics with translation and reflection symmetry the only slow field
is the amplitude governed by the universal Ginzburg–Landau equation
(GLE)

∂tA � ∂2
xA + A − A3 ,

for the real amplitude A. Importantly, this equation captures the large-
scale dynamics near a supercritical bifurcation independently of the de-
tails of the original dynamics (including the number of components).

If the dynamics is oscillatory, there is symmetry under a global shift of
the oscillator phase. Consequently, the phase appears as a slow field. The
large scale dynamics is then described by the complex Ginzburg–Landau
equation (CGLE),

∂tA � (1 + iα)∂2
xA + A − (1 + iβ)|A|2A

where the complex amplitude A combines the real amplitude and the
phase. The CGLE exhibits a rich dynamical behavior and has been stud-
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ied in great detail [74]. In general, the structure of amplitude equations
can be inferred on grounds of symmetries and conservation laws. How-
ever, relating the coefficients in the amplitude equation to the parameters
of an underlying "microscopic model" requires explicit coarse-graining.

Conserved quantities induce additional slow fields that account for
large-scale variations in the density. In the simplest case of non-oscillatory
dynamics with one conserved quantity, the amplitude equations take the
form

∂tA � ∂2
xA + A − A3 − ρA,

∂tρ � ν ∂2
xρ + µ ∂2

x(|A|2).

This scenario of the GLE coupled to a conserved field was systematically
studied in Ref. [99]. The analogous case for oscillatory dynamics, de-
scribed by the CGLE coupled to a conservation law, appears, for instance,
in coarse-grained phenomenological models for vibrated granular media
[100]. An important consequence of the conserved field is the emergence
of robust localized structures [99–104]. In general, additional slow fields
significantly complicate the analysis of the amplitude equations. This
might be one reason why amplitude equations for mass-conserving sys-
tems have remained a niche in the literature.

A striking example for the effect of additional slow fields in ampli-
tude equations is observed for the so-called Nikoalevski equation where
the presence of Galilean invariance requires an additional slow field de-
scribing a large-scale mean flow. In this case, turbulence appears at
the supercritical onset of pattern formation [105, 106]. The reason is
that all patterns that emerge from the linear instability are destabilized
by the coupling to the additional field. In fact, this instability grows
faster than the instability of the homogeneous state. This is in contrast to
spatio-temporal chaos in the Ginzburg-Landau equation which emerges
due to secondary bifurcations at a finite amplitude, beyond the so-called
Benjamin–Feir instability [107]. The emergence of chaos at onset is also
found in the in vitro Min system [108]. Here, mass-redistribution trig-
gers local instabilities which drive spatio-temporal chaos. A remarkable
feature of the Min system is that order emerges at a finite distance from
onset when a “mass-redistribution mode” with half the wavelength of
the fastest growing mode becomes unstable in the dispersion relation.

C
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Phase space geometry of stationary and propagating patterns. Consider a sta-
tionary (or propagating) pattern in a reaction–diffusion system in one spatial
dimension with N components ui . Stationarity implies that the time deriva-
tives vanish, such that only the spatial derivatives remain. The stationary
pattern is therefore described by N second-order ODEs. These can be con-
verted to 2N first-order ODEs by introducing N auxiliary variables for the
gradients ∂x ui .

In the (ui , ∂x ui) phase space, stationary patterns appear as trajectories that
trace out the concentrations ui and their gradients ∂x ui along the spatial pro-
file. For instance, periodic patterns are closed orbits and fronts connecting
homogeneous states correspond to heteroclinic orbits connecting fixed points.
This phase-space representation makes the powerful tools of dynamical sys-
tems theory available for the construction and investigation of stationary and
propagating patterns and has found widespread use in the mathematical
community [109]. An elementary example is the construction of propagat-
ing fronts in the Fisher-KPP equation [110, 111] as described in Ref. [112].

Unfortunately, the flow in the (ui , ∂x ui) phase-space is rather abstract, and
the connection to physical intuition is often limited. Moreover, the mapping
of a spatially extended system to this phase space is restricted to stationary
states, such that reasoning about dynamics is not possible. In particular, one
does not gain information about the stability of the constructed patterns.

Developing phase-space representations of spatially extended dynamics is
an open challenge. In Sec. I.3, we will tackle this challenge by utilizing mass
conservation.

Other methods. To conclude this section, let us briefly mention other meth-
ods that have been developed to study spatially extended, nonlinear dynam-
ics. One category of methods uses the fact that these systems often exhibit
coherent, localized structures [113], e.g., fronts in bistable media [68] or phase
defects and spiral cores in oscillatory media [114, 115]. The motion of these
structures and interactions admit effective, “particle”-like descriptions. Es-
sentially, this relies on a separation of timescales between the rapidly relaxing
“internal” degrees of freedom of the coherent structures and the slow dy-
namics of the “particle”-like degrees of freedom that parametrize them (e.g.,
position, orientation, topological charge). Put more abstractly, one constructs
a parametrization of the slow invariant manifold of the spatially extended dy-
namics and obtains effective (approximate) equations for the motion within
that manifold [116].

Where analytic progress is not possible, a range of methods has been de-
veloped to analyze and interpret data from numerical simulations and exper-

17



iments. Examples include, proper orthogonal decomposition [117], dynamic
mode decomposition [118], and local causal states [119]. Increasingly, ma-
chine learning-based approaches are being developed for the “equation-free”
characterization of complex systems. In the Outlook (Sec. I.6) we briefly dis-
cuss how these approaches could be combined with local equilibria theory.

3 A theoretical framework for MCRD dynamics

The two central, guiding ideas behind our theory for MCRD dynamics are:

(i) The essential dynamics is the spatial redistribution of conserved
masses.

(ii) Qualitative insight can be gained from the central concepts of
dynamical systems theory: phase space geometry, fixed points,
stability, and bifurcations.

Conserved quantities naturally appear as slow (“hydrodynamics”) variables
in coarse-grained theories for the dynamics on large spatial and temporal
scales, such as the amplitude equation formalism (see Box 2). We take a dif-
ferent perspective where we perform “coarse-graining” not in physical space
and time but in phase space by using the concepts of dynamical systems
theory. That is, we aim to identify the essential (qualitative) features of the
phase-space flow that represents a system’s dynamics. The geometric objects
encoding these features — fixed points, nullclines, invariant manifolds, and
bifurcation scenarios — provide a "coarse-grained" view of the phase-space
flow. The key challenge is to transfer these concepts from ODE systems to
spatially extended dynamics, described by PDEs. From a mathematical point
of view, one would expect this to be a futile exercise, given that PDE phase
spaces are infinite-dimensional while the geometric analysis is feasible only
for low-dimensional ODE phase spaces.

Instead of focusing on the purely mathematical problem, we wish to decom-
pose the dynamics into the key physical processes driving pattern formation:
reaction and diffusion. It turns out that such a decomposition is particularly
insightful in the case of mass-conserving systems. Put briefly, we imagine the
system dissected into local compartments that are sufficiently small to be con-
sidered well-mixed. The dynamics within each compartment are governed
by reaction kinetics and diffusive in- and out-fluxes of mass. If one were to
isolate such a compartment, the local masses in the compartment would re-
main constant because the reaction kinetics are mass-conserving. Thus, the
local masses in a compartment act as control parameters of the local reactive
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dynamics within the compartment. In particular, the reactive equilibrium
concentrations in each compartment depend on the total masses within each
compartment. The properties (position and stability) of these local reactive
equilibria act as proxies for the local phase-space flow. Diffusive coupling
redistributes the globally conserved masses between neighboring compart-
ments, such that the local masses in the compartments change over time. As
a result, the local equilibria move and their stability may change, indicating
changes in the local reactive phase-space flow. The local reactions, in turn,
lead to concentration gradients that drive further diffusive redistribution of
mass. Analyzing this interplay is the goal of local equilibria theory.

Concrete implementations of these overarching ideas have been developed
in a series publications which we briefly summarize in the following para-
graphs. Each of these publications focuses on a different aspect of the over-
arching ideas outlined above to answer specific, important questions. A self-
contained, pedagogical introduction of local equilibria theory in the context
of intracellular protein-based pattern formation is given Ref. [120]. The anal-
ysis of two-component MCRD systems (cf. Refs. [30, 57]) has recently been
reviewed in a special issue on symmetry breaking in cells and tissues [121].

• Rethinking pattern formation. Ref. [108] introduces the idea to consider a sys-
tem dissected into notional compartments and derives from this picture the
concepts of moving local equilibria and their stability. These ideas are then
used for the analysis of numerical simulations of the reconstituted Min sys-
tem of E. coli, which exhibit intriguing behavior, in particular the emergence
of spatiotemporal chaos near the onset of pattern formation and transition
from chaos to order (standing and traveling waves) further away from the on-
set. Mapping the dynamics into the phase space of the redistributed masses,
which is the parameter space for local equilibria, shows that chaos is a con-
sequence of the destabilization of local equilibria. The transition of order is
driven by a “control mode” that acts as a “pacemaker” for the local desta-
bilization.8 Taken together, Ref. [108] demonstrates how arguing in terms
of mass redistribution and local equilibria is useful to gain insight into the
organizational principles underlying complex dynamical phenomena and to
build heuristics from numerical simulations.

• Phase-space geometry. In Ref. [57], we marry the two guiding ideas, stated
at the beginning of this section, for the prototypical case of two-component

8Strikingly, this transition is marked by a specific ratio of two characteristic modes in the disper-
sion relation of the homogeneous steady state. Namely, the ratio of the right edge of the band
of unstable modes qmax and the fastest growing mode qc is exactly qmax/qc � 2 at the tran-
sition. This is a particularly puzzling example for the broad observation that linear stability
analysis is informative even far away from the homogeneous steady state.
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MCRD systems in one spatial dimension

∂t m(x , t) � Dm∂
2
x m + f (m , c),

∂t c(x , t) � Dc∂
2
x c − f (m , c).

Such systems serve as important conceptual models for cell polarity, where
m and c are the membrane-bound and cytosolic concentrations of a protein
species and the nonlinear function f (m , c) describes the attachment–detach-
ment kinetics. For two-component MCRD systems, all concepts of local equi-
libria theory have simple geometric representations in the (m , c)-phase plane.
The relation between reactive equilibria and total mass n � m + c is encoded
in the nonlinear shape of the reactive nullcline ( f (m , c) � 0). To represent
diffusion (i.e. spatial coupling) in the phase plane of the reaction kinetics,
we introduce the concept of a flux-balance subspace. A phase-portrait analysis
of the pattern-formation dynamics, the stationary patterns, and their bifurca-
tions then becomes possible in terms of the reactive nullcline and flux-balance
subspace. This analysis reveals the physical mechanism underlying pattern
formation in MCRD systems — a mass-redistribution instability — and provides
a simple geometric criterion for when it occurs. Moreover, we introduce the
important notion of a regional instability which reveals an inherent connection
between lateral (Turing) instability and stimulus-induced pattern formation
and is employed in subsequent studies [30, 122, 123]. Taken together, Ref. [57]
puts the concepts of local equilibria theory on a systematic foundation and
introduces many notions that we use and generalize in subsequent studies.
(A summary of this study is given in Sec. II.1, the manuscript is reproduced
in Appendix A.1.)

• Diffusively coupled compartments. In Ref. [56], we make the concept of lo-
cal compartments explicit and consider two diffusively-coupled, well-mixed
compartments as the simplest “caricature” of a spatially extended system.
This minimal setting eliminates the technical difficulties of spatially continu-
ous systems and highlights the essential degrees of freedom: the redistribu-
tion of masses between the two compartments. We first revisit two-compo-
nent systems with one conserved quantity to transfer the results for spatially
continuous setting, studied in Ref. [57], to the setting of diffusively coupled
compartments. We then turn to study models for concrete biological sys-
tems with more than one conserved mass, namely the Min system of E. coli
[35, 98, 124], the PAR system of C. Elegans [38], and the Cdc42 system of bud-
ding yeast [5, 28, 125]. We show how the mass-redistribution dynamics can
be fully understood in terms of simple geometric constructions based on sur-
faces of reactive equilibria, parametrized by the conserved masses. These
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nullcline surfaces generalize the reactive nullcline used to study two-compo-
nent systems (see Ref. [57]). For the example of the Min system, we explain
how spatial oscillations arise from the diffusive coupling of reaction kinetics
that are not oscillatory in a well-mixed setting. Such lateral oscillations are fun-
damentally different from the local oscillations underlying oscillatory media
[35, 108]. This distinction turns out to be key to understanding the relation-
ship between the in vivo and in vitro regimes of the Min system (see Sec. II.6
and Ref. [35]). From a broader perspective, the key achievement of this work
is the demonstration of how insights from conceptual two-component mod-
els can be systematically transferred to concrete biological systems. (A sum-
mary of this study is given in Sec. II.2, the manuscript is reproduced in Ap-
pendix A.2.)

• Coarsening and wavelength selection. In Ref. [30] we build on the insights from
Ref. [57] to make essential steps towards solving the critical problem of wave-
length selection for fully developed nonlinear patterns. Our central insight
is that wavelength selection in reaction–diffusion systems can be understood
as a coarsening process (progressively increasing wavelength) that is put to a
halt by counteracting processes at a certain wavelength. We develop a quan-
titative theory that generalizes the ideas of local equilibria theory to a large
spatial scale, namely the mass-transport between the elementary patterns (sin-
gle peaks or mesas) that constitute a periodic pattern. In particular, we show
that neighboring elementary patterns compete for mass, which results in an
instability that drives coarsening and that generalizes the mass-redistribution
instability (see Ref. [57]). In particular, the criterion for this mass-competition
instability is analogous that of mass-redistribution instability, where elemen-
tary steady-state patterns, parametrized by their total mass take the role of
(local) reactive equilibria parametrized by the local mass. Notably, we find
that patterns in two-component MCRD systems always fulfill the criterion for
competition instability and, thus, generally exhibit uninterrupted coarsening.
We then turn to systems with weak source terms that brake mass conserva-
tion and show how the production and degradation processes counteract the
competition instability and stop coarsening at a finite wavelength. At even
larger wavelength, the source terms can trigger regional lateral instabilities
that lead to the splitting of elementary patterns and, thus, reverse the coars-
ening process. Demonstrating that local-equilibria equilibria theory is not
restricted to strictly mass-conserving systems is an important achievement of
this study. (A summary of this study is given in Sec. II.3, the manuscript is
reproduced in Appendix A.3.)

• In Ref. [35], we use local equilibria theory in combination with numerical
simulations and experiments to identify the mechanisms (mass-redistribution
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modes) that drive pattern formation in the Min system in vitro and in vivo.
This allows us to systematically connect these two settings (see Sec. I.4).

• In two further, technical studies, we explore how spatially heterogeneous re-
action kinetics [122] and advective flows [123] impact pattern formation in
conceptual two-component models for cell polarity. These studies demon-
strate how the phase-space analysis developed in Ref. [57] can be further
generalized. In particular, they show how concepts like regional lateral in-
stabilities can be used to understand dynamics of highly nonlinear patterns,
far away from a homogeneous steady state. (Summaries of these studies are
given in Secs. II.4 and II.5; the manuscripts are reproduced in Appendices A.4
and A.5.)

4 Experimental collaborations

In the following, we briefly outline the studies we carried out in collaboration
with several experimental labs. Here, we combined theoretical analysis of
mathematical models with experiments to answer specific biophysical ques-
tions in concrete biological systems as briefly outlined below. For extended
summaries of the results, including brief descriptions of the different model-
ing approaches used, see Chapter II.

• How can we learn about the principles governing in vivo dynamics from in vitro
experiments even though these two settings typically differ vastly in geometry and
spatial scale? We address this question by studying the mechanisms under-
lying pattern-formation in the reconstituted Min system of E. coli (Dekker
Lab, TU Delft) [35]. A central insight of this work is that the same protein-
protein interaction network in different spatial geometries (inside a cell vs.
in an in vitro setup) can give rise to qualitatively different pattern-forming
mechanisms associated with Turing and Hopf bifurcations, respectively. Con-
trolling the spatial geometry in microfluidic devices, we are able to drive the
transition between the in vivo and the in vitro regimes in the reconstituted
system. Local equilibria theory was pivotal for the theoretical analysis in this
study, which showcases the potential of this theoretical framework to inter-
pret numerical and experimental data. (A summary of this study is given in
Sec. II.6, the manuscript is reproduced in Appendix A.6.)

• How do the functional domains of pattern-forming proteins contribute to their col-
lective dynamics? We approached this question in collaboration with experi-
ments performed by the Schwille Lab (MPI for Biochemistry, Munich) using
the reconstituted MinDE system [17]. Replacing MinE with several modularly
constructed, synthetic substitutes, in vitro and in silico we have revealed the
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role of MinE’s functional domains (MinD-binding, dimerization, membrane-
binding) for Min-protein pattern formation. Specifically, we find that the
MinD-binding domain is essential and that least one other domain, either for
dimerization or for membrane-binding, or a combination of both, is required
for pattern formation. (A summary of this study is given in Sec. II.7, the
manuscript is reproduced in Appendix A.7.)

• How do the mechanisms underlying self-organized functions adapt to strong genetic
perturbations and how do they evolve from more rudimentary ancestral mechanisms?
By theoretically studying the polarization machinery in budding yeast and
testing theoretical predictions in collaboration with the Laan Lab at TU Delft,
we found that this functional module implements several redundant polar-
ization mechanisms that depend on different subsets of proteins [28]. This
redundancy makes the polarization machinery both robust and evolvable as
it relieves evolutionary constraints and, thus, allows for duplication and sub-
functionalization of key players. Finally, we hypothesize how redundancy
might have emerged from a rudimentary, ancestral mechanism through the
incremental evolution of a scaffold protein. Taken together, this work exempli-
fies how a mechanistic understanding of self-organized cellular function can
lead to fundamental insights into the way this function could have evolved
from a more rudimentary ancestral form. (A summary of this study is given
in Sec. II.8, the manuscript is reproduced in Appendix A.8.)

• How can cells sense their own shape and adapt cellular functions to shape changes?
We addressed this question by studying the cortical contraction wave of star-
fish oocytes in experiments performed by the Fakhri Lab at MIT [126]. Our
work shows how cell-shape information, encoded in a cytosolic concentration
gradient, is decoded by a hierarchy of protein patterns on the membrane.
The modules constituting this hierarchy implement bistable, excitable and
oscillatory dynamics. This highlights how concepts from dynamical systems
theory can be used to understand spatiotemporal information processing in
cells.

The above works provide examples of how a systematic theoretical analysis
can reveal the relevant details that matter in the context of concrete biological
systems. We encountered relevant details on the biomolecular level of the
functional domains of the proteins [17] and the protein-protein interaction
network [28], as well as on the physical level of geometric confinement [35].
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5 Conclusions

In summary, this thesis presents both theoretical investigations of conceptual
models and studies that combine theory and experiments to address specific
biological questions. It thus lays the groundwork for local equilibria theory
and demonstrates how this framework can be applied to concrete biological
systems.

The value of conceptual models is that they bring essential degrees of free-
dom and dynamical features into sharp focus. From the systematic analysis
of conceptual models, one gains the intuition required for identifying these
essential features in specific, complex biological systems. Specifically, the
insights gained from conceptual models provide a unifying reference frame
within which complex, concrete models can be placed and against which the
particular, relevant details of specific biological systems stand out.

We adopted the perspective of dynamical systems theory, where the dy-
namical features of a system are studied in terms of phase-space geometry.
Collectively, our work shows how unifying principles of protein-based pat-
tern formation can be systematically formulated in the language of dynamical
systems theory. Importantly, the notions of local (reactive) phase spaces and
local (reactive) equilibria, determined by the local amounts of globally con-
served quantities, solved the critical challenge of transferring the phase-space
analysis to the dynamics of spatially extended systems. This central role of
local equilibria is the motivation for the name local equilibria theory.

In the following, we elaborate on some concepts, insights, and ideas from
this theoretical framework for MCRD systems.

5.1 Mass-redistribution instability

How can diffusive mass transport become self-amplifying and, thus, drive
an instability? Consider particles switching between two (or more) different
states with different diffusivities, say membrane-bound and cytosolic states.
For the sake of simplifying the argument, let us assume that the slow state
does not diffuse at all, so that mass is only redistributed due to gradients in
the fast-diffusing component (let us call it cytosolic for specificity). Now sup-
pose the switching dynamics (i.e. the kinetic reactions) is such that the cytoso-
lic concentration decreases when the total density is increased. (This requires
some feedback mechanism in the reaction kinetics such that switching from
the fast to the slow state is self-enhancing.) Then, initial heterogeneities in
the total density will induce cytosolic concentration gradients that result in
particle fluxes from regions of low mass to regions of high mass. This mass re-
distribution will amplify the density fluctuations, which in turn, will further
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amplify the cytosolic gradients that drive the fluxes. This self-amplification
is the mechanism underlying mass-redistribution instability.

Geometrically, the criterion for this instability is a negative slope of the
reactive nullcline, which encodes the shift of the reactive equilibrium to lower
cytosolic concentration upon increasing total density. If, instead, the cytosolic
concentration increases when the total density is increased (corresponding to
positive nullcline slope), the signs of the cytosolic gradients will be opposite,
such that the mass flux will remove the spatial heterogeneities.

Since the mass-redistribution instability is driven by diffusion, it is a Tur-
ing instability. In contrast to the prevalent activator-inhibitor rationale of
pattern-formation instability, the reasoning in terms of mass redistribution
is not restricted to two-component systems and can also be generalized to
systems with multiple conserved masses [56].

Mass-redistribution instabilities are not limited to lateral transport along
the membrane surface. They can also be driven by cytosolic gradients nor-
mal to the membrane that transport mass between two opposing membrane
surfaces or between the membrane and a cytosolic "reservoir" [35]. Because
these instabilities do not require lateral coupling (i.e. they appear in laterally
isolated systems, comprising (a) small membrane patch(es) coupled to a cy-
tosolic bulk column), they are local instabilities.

Finally, the notion of mass-redistribution instability unifies several other
phenomena that are at first glance unrelated to Turing instability:

• Ostwald ripening. Consider two droplets of slightly different radius in a phase-
separated system governed by a free-energy density. Owing to the interfa-
cial tension the equilibrium chemical potential in local equilibrium is lower
outside the larger droplet [127, 128]. Therefore, there will be a gradient in
the chemical potential that drives flux of mass from the smaller droplet to
the larger one and, thus, amplifies their size difference. This self-amplifying
mechanism is analogous to the mass-redistribution instability. Indeed, there
is an analog to the chemical potential for MCRD systems — the mass-redistri-
bution potential [57]. In contrast to the chemical potential, it does not derive
from a free-energy density but is governed by a dynamical equation. Gra-
dients in the mass-redistribution potential drive not only the initial pattern-
forming instability but also the coarsening process in two-component MCRD
systems. This generalizes the Ostwald ripening mechanism to reaction–diffu-
sion systems which are inherently far from thermal equilibrium.

• Motility-induced phase separation (MIPS) is a phenomenon exhibited by self-
propelled particles interacting in such a way that they slow down in regions
of high particle density [129] (this may be due to collisions or through some
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“quorum sensing” mechanism [130]). In a concluding section of Ref. [57], we
explain who MIPS can be understood as a mass-redistribution instability.

• Rubber balloons. Mass-redistribution instability also has simple analogs such
as the “two-balloon experiment” [131] that may have pedagogical use to in-
troduce Turing instability. The analog of the reactive nullcline is the volume–
pressure relationship of an air-filled rubber balloon. This is due to the nonlin-
ear material properties of rubber, this relationship is N-shaped, i.e. it has a sec-
tion where the pressure in the balloon decreases upon an increase in response
to a volume increase. In this regime, if two rubber balloons of equal volume
are connected by a pipe, a symmetry-breaking instability will ensue which
redistributes the air from one balloon to the other until they reach equal pres-
sure at different volumes. This setup is analogous to two diffusively coupled
compartments [56]. Indeed, in Chapter 7 of Ref. [131], the authors discuss
a graphical construction of the instability and the final steady states of the
two-balloon setup analogous to the one presented in Ref. [56].

5.2 The dual role of conservedmasses

The conserved masses have a two-fold role in MCRD systems: they are con-
trol parameters and dynamical variables at the same time.9 Specifically, the
instantaneous, local masses are control parameters of the local reaction ki-
netics as becomes explicit through the dissection of the spatially extended
system into small compartments. Correspondingly, the space spanned by the
conserved masses is both a phase space where dynamics play out and a pa-
rameter space. As masses are dynamically redistributed, different points in
physical space visit different regions in that parameter space. Therefore, the
properties of (local) reactive equilibria in parameter space of the conserved
masses contains information about the global phase-space flow of the spa-
tially extended system.

As a concrete example, this reasoning explains why local instabilities can
play an important role even if the homogeneous steady state is in a locally
stable regime. For example, in the in vitro Min system, the triggering of local
instabilities causes the emergence of spatiotemporal chaos [108]. The emer-
gence of local instabilities qualitatively distinguishes the Min-protein dynam-
ics in in vitro setups with large bulk volumes from the pole-to-pole oscillations
in cells, which are driven by a lateral instability alone [35]. This is because
for sufficiently low ratios of bulk volume to surface area, the regime of local
instability disappears in the parameter space spanned by the total densities

9To express their dual role, the total densities were termed control variables in Ref. [108]. Corre-
spondingly, the associated phase space was termed control space.
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of MinD and MinE.
The notion of masses as local control parameters can be generalized by

dissecting the system in to extended regions rather than small, well-mixed
compartments. This generalization gives rise to the notion of regional disper-
sion relations which we discuss in the next section.

5.3 Regional dispersion relations

Since they recur several times in this thesis, let us briefly explain the ideas of
a regional dispersion relation and regional lateral (in)stability.

Consider a mesa pattern in a two-component MCRD system dissected into
three regions: the two plateaus and the interface that connects them (analo-
gously, a half-peak pattern can be dissected into an interface and a low den-
sity plateau). One can then average the total density in each region and cal-
culate the corresponding homogeneous steady state. The respective regional
dispersion relations inform about the dynamics in each region. Importantly, the
regionally averaged masses are generally different from the global average
mass, and consequently the regional dispersion relations may be qualitatively
different from dispersion relation of the global homogeneous steady state. In
the case of a mesa pattern, the dispersion relation of the interface region has
a band of unstable modes, and the right edge of this band determines the
interface width of the pattern [57]. In contrast, the dispersion relations of the
plateau regions have no band of unstable modes, i.e. they are laterally stable.
If one introduces source terms that break mass conservation or couples the
system to a third component, the plateau concentrations may be shifted into
a regime of lateral instability, triggering a regional instability that results in
the splitting of the plateau through the emergence of two new interfaces [30].

An argument based on regional instability precisely predicts the “nucle-
ation threshold” for stimulus-induced pattern formation in two-component
MCRD systems and establishes an inherent link between Turing instability
and stimulus-induced pattern formation.

Moreover, a regional instability and regional dispersion relations also ex-
plain the emergence of localized peaks in systems with heterogeneous reac-
tion kinetics [122], predict the velocity of peak propagation induced by advec-
tive flows [123], and predict the interface widths of standing wave patterns
in the Min system (see Supplementary Information in Ref. [35]).

Taken together, the above examples show how one can gain insight about
highly nonlinear, spatially extended dynamics from linear stability analysis.
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5.4 Is Turing instability hard to achieve in mass-conserving systems?

The condition for a Turing instability (i.e. a mass-redistribution instability) in
two-component MCRD systems is a nullcline segment whose negative slope
is larger than the ratio of the diffusion constants. For intracellular systems,
this ratio is very close to zero because diffusion in the cytosol is orders of
magnitude faster than on the membrane. Thus, the criterion for Turing insta-
bility is essentially a nullcline segment with a negative slope. How hard is it
to achieve this?

For a comparison, consider the condition for bistability, which is a nullcline
segment with a slope more negative than −1. This is clearly more restrictive
than the requirement of a negative nullcline slope for Turing instability. In
general, a segment with a negative slope is found on N-shaped (or Λ-shaped)
nullclines. Such nullclines encode the nonlinear feedback mechanisms that
underlie relaxation oscillations, excitability, and bistability [69, 90, 95, 132,
133]. These phenomena are widespread phenomena in biological systems,
suggesting that feedback mechanisms giving rise to N-shaped nullclines are
rather common.

Together, the above arguments suggest that pattern forming systems based
on proteins cycling between cytoslic and membrane-bound states, are ideally
suited to robustly exhibit Turing patterns. In other words, Turing’s ideas
might have found their “true calling” in intracellular protein-based pattern
formation.

5.5 The cytosol is not a well-mixed pool

The cytosol is often assumed to be a well-mixed “pool” (see, e.g., Refs. [134–
139]). Unfortunately, this assumption is problematic for several reasons.

First, the picture of the cytosol as a pool obscures the physical process of
mass transport: diffusive fluxes driven by cytosolic gradients. Indeed, this
conceptual issue has led to confusion about the mechanism of pattern forma-
tion in MCRD systems and its relation to Turing instability [12, 134, 140, 141]
(see Sec. I.5.6).

A second and more severe problem arises when one tries to systematically
derive the well-mixed cytosol as the limit of infinitely fast cytosolic diffusion.
If there is more than one cytosol component, the result of sending the diffu-
sion constants to infinity is not unique but depends on how the limit is taken
(e.g., with a fixed ratio of the diffusion constants, or the order if the limits
are taken successively).10 In other words, even shallow gradients can be sig-

10Even if there is just one component, the limit of infinitely fast diffusion, termed "shadow limit"
[142] in the technical literature, may be singular, that is, the behavior at the limit may be
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nificant, and therefore the behavior of a model with well-mixed cytosol is
qualitatively different from a model with large but finite cytosolic diffusion
constants. This is the case in the Min system, where the relative magnitude
of the cytosolic diffusion constants of MinD and MinE determines whether or
not patterns can form. If a well-mixed cytosol is assumed a priori, the model
exhibits no patterns [35].

Finally, attachment–detachment kinetics at the membrane cause cytosolic
gradients in the direction normal to the membrane. These gradients can be
crucial for the dynamics. In the in vitro Min system, cytosolic gradients nor-
mal to the membrane (short, vertical gradients) drive local oscillation modes
that are responsible for the characteristic in vitro patterns [35, 108]. In the
cell and in reconstituted systems with sufficiently low bulk height (below
ca. 10 µm), the geometric confinement constrains these the vertical gradients
and, thus, suppresses the local oscillations. Moreover, in cells that have non-
spherical shapes, vertical cytosol gradients play an important role in the ori-
entation of patterns [17, 143, 144].

5.6 Wave-pinning, Turing instability, and bistability

In previous literature, a mechanism termed “wave-pinning” has been pro-
posed as a new pattern-forming mechanism in MCRD systems [134, 140].
Specifically it has been claimed that (i) wave pinning is fundamentally differ-
ent to pattern formation due to Turing instability and (ii) that wave-pinning
requires bistable reaction kinetics. Our work shows that wave-pinning and
Turing instability are, in fact, closely related. More precisely: all systems
exhibiting wave-pinning also have a regime of Turing instability (and vice
versa). The reason is simply that wave-pinning requires an N-shaped null-
cline, which necessarily has a segment of negative slope which is the condi-
tion for Turing instability in MCRD systems. Actually, wave-pinning is sim-
ply a form of stimulus-induced pattern formation [12], which, as our work
shows, can be understood in terms of a regional Turing instability.

The second claim in the “wave-pinning” literature is that this mechanism
of pattern formation requires bistable reaction kinetics. This has led to some
controversy and confusion. To disentangle this issue, let us first emphasize
that by bistability we always refer to a property of the reaction kinetics in
a well-mixed system, i.e. the steady states of sufficiently small, isolated com-
partment or the homogeneous steady states of a spatially extended system.
Consider now reaction kinetics with an N-shaped nullcline whose slope is
above −1 everywhere. Such a nullcline will intersect any reactive phase space

different from that for any arbitrarily large but finite value of the diffusion constant.
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(i.e. linear subspace given by m + c � n) only once. Thus, for any given total
density n, there is only a single fixed point. In other words, the system is
monostable if one considers the total density as a control parameter. How-
ever, the N-shape of the nullcline implies that there is a regime where a line
of constant cytosol concentration c intersects the nullcline three times. These
intersection points correspond to different total densities. Thus, reaction ki-
netics with an N-shaped nullcline appear bistable if one holds the cytosolic
density fixed and allows the total density to vary. In other words, fixing the
cytosolic density requires coupling to a reservoir, such that the system is no
longer closed. For closed systems the natural control parameter is the total
density and the term bistable should only be used if there are two stable fixed
points for the same total mass.

Importantly, in the spatially extended system, bistability of the reaction ki-
netics plays a secondary role, because spatial mass-redistribution shifts local
equilibria and therefore provides the scaffold for patterns irrespective of local
bistability.

Nonetheless it is interesting to note that there is a close geometric relation-
ship between lateral (Turing) instability and local bistability. Both require
N-shaped (or Λ-shaped) nullclines. While the former requires a nullcline sec-
tion with negative slope, the latter requires a nullcline section where the slope
is more negative than −1. The bifurcation at the transition between these two
regimes is a Cusp, which serves as an “organizational center” in the bifurca-
tion diagram [141].

5.7 Model development andmodel reduction

The central role of mass-redistribution for pattern formation in MCRD sys-
tems has several important consequences for model development and model
reduction.

In general, it implies that a decomposition of the reaction kinetics into
conservative and non-conservative terms, should precede model reductions
when complex, many-component systems are studied. The reason is that
model reductions in the well-mixed scenario (ODEs) — specifically the elim-
ination of variables using conservation laws and separation of timescales —
may obscure the role of mass redistribution in the spatially extended sys-
tems. As a specific example for this issue, we discuss the BZ reaction below
(Sec. I.5.8).

Investigating the role of mass redistribution provides important informa-
tion for model reduction and model classification [56, 57]. In systems with
more than one conserved mass, important questions are: Which masses need
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to be redistributed for patterns to emerge? How does mass transport impact
the characteristics of the patterns, for instance, whether they are stationary
or oscillatory? One strategy to answer these questions is to set the diffusive
transport of the conserved species to different timescales. In the case of the
Min system, this approach reveals that Min pole-to-pole oscillations are relax-
ation oscillations where MinE redistribution drives periodic switching of the
MinD-polarization direction. The core pattern, a polarized MinD distribution,
does not require MinE redistribution (see Ref. [56], summarized in Sec. II.2).

Pattern formation in eukaryotic cells often involves many protein species
(typically GTPases and their regulators), coupled via intricate feedback loops.
Studying these systems through the lens of local equilibria theory helps to
disentangle these complex systems and to identify the specific roles of the
individual protein in the self-organizing mechanisms.

The investigation of MCRD systems in terms of phase-space geometry
shows that only a few features of the reaction kinetics matter and that these
features are encoded in the nonlinear shape of the reactive nullcline (or, re-
spectively, nullcline surfaces for systems with more than one conserved mass).
The nullcline shape determines whether a system is capable of forming pat-
terns and determines the characteristics of these patterns (peaks vs. mesas, sta-
tionary vs. oscillatory patterns). This geometric reasoning will guide model
development. The central question becomes which features of the reaction ki-
netics qualitatively influence the shape of the nullcline. Importantly, reaction
networks with different wiring topologies can give rise to the same nullcline
shape, and vice versa the same reaction network can give rise to different
nullcline shapes depending on the reaction rates.

From a different perspective, the central role of the nullcline shape sug-
gests a new, data-driven approach to modeling. Rather than obtaining the
nullcline from a concrete mathematical model for the reaction kinetics, one
can try to directly measure the nullcline, i.e. the graph of reactive equilibria
as a function of the total densities, in experiments. The experimentally mea-
sured nullcline could then serve as the basis for a data-driven model for the
redistributed masses. In fact, a similar approach could be used to perform
data-driven coarse-graining of agent-based computation models, by extract-
ing the nullcline from simulations in small, well-mixed systems.

5.8 The BZ reaction as a (nearly) mass-conserving system

The BZ reaction exhibits a vast array of complex phenomena, including oscil-
lations, bursting and chaos under well-mixed conditions; spiral waves in thin,
laterally extended layers [42]; and a large variety of dynamic and stationary
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patterns in micromulsions (BZ-AOT system) [145, 146]. For the well-mixed
scenario, the BZ reaction is quantitatively described by a systematic reduction
of the so-called FKN mechanism [43] to a seven-component ODE model [44].
At the core of the FKN mechanism is a cycle of bromine between a molecular
form and a bromide ion. This cycle is driven by a reducing agent (typically
malonic acid) and catalyzed by a metal ion (e.g. cerium). While the reduc-
ing agent is consumed as a chemical fuel, both bromine and the catalyst are
(approximately) conserved in the reaction cycle. This suggests that the FKN
mechanism has a mass-conserving core. However, theoretical studies of pat-
tern formation in the BZ system often use reduced three- or two-component
models (e.g. the so called Oregonator model [147]). The systematic reduction
from the full FKN model to these reduced models is based on a rescaling of
the variables (non-dimensionalization) and elimination of variables by con-
servation laws and separation of timescales (see e.g. Ref. [44, 147]). While
these reductions preserve many qualitative and quantitative features of the
BZ oscillations, they often conceal the inherent conservation laws. It may be
more useful to preserve conservation laws in order to perform a geometric
analysis based on shifting local equilibria, rather than using them to reduce
the number of components.

More importantly, model reductions that exploit conservation laws to elim-
inate variables in the well-mixed dynamics, implicitly preclude spatial redis-
tribution of mass. They are therefore no longer valid in situations where mass
is redistributed, e.g. due to differential diffusion. As a specific example, let
us take a closer look at the BZ-AOT system [145, 146]. In this microemul-
sion system, the diffusivities of polar and nonpolar components vary by an
order of magnitude. Differential diffusion of multiple components, whose
total density is conserved, generically leads to spatial redistribution of this
conserved total density. Hence, we expect mass redistribution of the total
bromine concentration in the BZ-AOT system. Interestingly, the BZ-AOT
system exhibits localized patterns (both stationary and oscillatory), which
have been previously linked to spatial redistribution of globally conserved
quantities in other systems like vibrated granular media [99–102] and magne-
toconvection [103, 104]. This suggests that redistribution of (approximately)
conserved total densities may also play an important role in the BZ-AOT sys-
tem. We hence believe that local equilibria theory may provide an exciting
new perspective and new insights on this classic pattern-forming system.
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6 Outlook

Going forward, we expect that local equilibria theory can be generalized to
a theoretical framework for studying mass-conserving, spatially extended,
dynamical systems. In the remainder of this section, we provide a brief out-
look on forthcoming manuscripts, the critical open problem of evolution of
self-organized mechanisms, and potential future generalizations of local equi-
libria theory. Specific outlooks on the particular subject of each publication
are provided in Chapter II.

6.1 Forthcomingmanuscripts

• Reconstructing small-scale pattern characteristics from coarse-grained fields. We
perform simulations and experiments (collaboration with the Dekker Lab, TU
Delft) of the reconstituted Min system in a large domain with a wedge-shaped
bulk volume. A complex phenomenology on multiple spatial and temporal
scales is observed where distinct types of patterns (chaos, standing waves,
and traveling waves) coexist in different spatial regions and transition from
one into another as time progresses. We first explain this phenomenology by
building on a previously observed correlation between the pattern attractor
and specific features of the dispersion relation. We show that this correlation
indeed predicts the regional pattern attractors from the regional dispersion
relations that are calculated based on the regionally averaged total densities
in the simulation data. This shows how the transitions between different pat-
tern types on long timescales are caused by the slow redistribution of masses.
Using a local quasi-steady-state approximation, we derive a simple equation
that governs mass-redistribution on large scales. This equation, together with
the regional pattern prediction from the regional dispersion relation, allows
us to make a long-term “pattern forecast” that is orders of magnitudes faster
than the full numerical simulation. From a broader perspective, we provide
a concrete example of how correlations can be utilized to recover information
about the “microscopic” dynamics from the coarse-grained, hydrodynamics
variables. In future studies, machine learning methods could be employed
to extract the relevant correlations directly from data [148]. (This research
was conducted in collaboration with Laeschkir Würthner, Jacob Halatek, and
Erwin Frey.)

• Filament bundle formation and polarity sorting through length regulation. Based
on an earlier study for single-filament length regulation [149], we develop
a minimal model for a network of filaments whose length is regulated by
polymerization and depolymerizing motors while the minus ends of the fila-
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ments and their orientation remain fixed. Importantly, we explicitly account
for the free motors and (tubulin) monomers that diffuse in the cytosol. Strik-
ingly, agent-based simulations of this simple model show the formation of
filament bundles. These bundles are characterized by sharply defined inter-
faces, where filament plus-ends co-localize, and segregated domains of net
polarity, directed towards the interfaces. On longer timescales the bundles
show a variety of phenomena, including coarsening through cytosolic mass
exchange and spatiotemporal oscillations where bundles cyclically emerge
and disintegrate. We identify three distinct stages in the dynamics and de-
velop coarse-grained models that quantitatively describe the dynamics in
each stage. Starting from a homogeneous state, the initial formation of het-
erogeneities is governed by a mass-redistribution instability which is driven
by diffusive transport of monomers. At this stage, the filaments can be ap-
proximated as “point-like” i.e. their spatial extent and the directed transport
of motor along filaments can be neglected. The mass-redistribution insta-
bility leads to segregated regions of growing and shrinking filaments. This
causes filament-tip motion that results in polarity sorting and co-localization
of filament tips. This second stage, where filament bundles start to form,
is captured by a systematically coarse-grained model employing a gradient
expansion in physical space and a moment expansion for the local length
distributions. Finally, advective transport of motors caused by the net polar-
ization further stabilizes the bundles. An effective model for filament bun-
dles quantitatively explains the long-term dynamics of bundles observed in
agent-based simulations. In particular, we develop a theoretical description
for the coarsening dynamics using the insights from Ref. [56]. Taken together,
our results show how phenomena typically attributed to mechanical interac-
tions between filaments (caused, for example, by cross-linking motors) can
emerge from filament-length regulation and the (diffusive) transport of lim-
ited resources in the cytosol alone. We expect that our minimal system can
be realized in in vitro experiments. Going forward, it will be interesting to
incorporate mechanical interactions between filaments into the model. (This
study was conducted in collaboration with Moritz Striebel and Erwin Frey.)

• Stability of periodic patterns in nearly mass-conserving reaction–diffusion systems.
In Ref. [56], we showed that coarsening in two-component MCRD systems
is driven by a mass-redistribution instability and showed how weak source
terms lead to wavelength selection by counteracting this instability. Expres-
sions for the growth rate of the instability were obtained based on heuristic
arguments in two limiting regimes (diffusion-limited and reaction-limited).
Here, we rigorously derive the instability growth rates using a sharp interface
approximation and a perturbative expansion in the source strength. The re-

34



sulting expression is validated against numerical stability analysis and agrees
with the heuristically obtained growth rates in the limiting regimes. More-
over, these limits are shown to correspond to Cahn–Hilliard dynamics and
conserved Allen–Cahn dynamics, respectively. This explains the strikingly
similar phenomenology between two-component MCRD dynamics and these
classical phase-separating systems. Importantly, we treat both peak-like and
mesa-like patterns and our derivations, informed by physical insight, are in-
dependent of the mathematical form of the reaction kinetics, which is a sig-
nificant advance over previous, mathematical approaches. (This work was
carried out together with Henrik Weyer and Erwin Frey.)

• Advective bulk-flow discriminates pattern-forming mechanisms in the in vitro Min
system. Previous experiments have shown upstream propagation of reconsti-
tuted Min-protein patterns in a microfluidic channel. In contrast, we find only
downstream pattern-propagation in numerical simulations of the previously
established minimal Min model. To reproduce the upstream propagation of
patterns, an extended model of the Min system that accounts for switching
of MinE between an active and an inactive state [16] is required. Interest-
ingly, this model shows a transition downstream propagating patterns for
low ratios of the MinE to MinD concentration (E:D ratio) — a prediction that
we confirm experimentally (collaboration with the Dekker Lab, TU Delft).
Numerical simulations further show hysteresis in the transition between up-
stream and downstream propagation and that downstream propagation leads
to a coarsening process that culminates in a solitary wave. Systematic anal-
ysis and model reduction of the extended model show that pattern forma-
tion is driven by qualitatively different pattern forming mechanisms in the
regimes of low E:D ratio and high E:D ratio where downstream and upstream
propagation are observed, respectively. This suggests that the response of pat-
terns to advective flows can be used as a probe to distinguish pattern-forming
mechanisms that subtly depend on biomolecular details. (This research was
conducted in as a master thesis project by Jernej Rudi Finžgar.)

6.2 Future questions in intracellular self-organization

In the following we highlight some important areas for future research.

Control of pattern formation. We showed that mass-redistribution instability
provides a general mechanism for protein-based pattern formation that gener-
ically emerges in mass-conserving systems with kinetics coupling the cytosol
to the membrane (or other substrates), see Sec. I.5.4. An important question
going forward is how cells utilize and functionalize this instability. This is the
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question of how pattern formation is controlled and answering it requires to
account for the heterogeneous and temporally changing environment within
which protein-patterns form. Indeed, already Turing noted that “Most of an
organism, most of the time is developing from one pattern into another, rather
than from homogeneity into a pattern.” [50]. For conceptual, two-component
MCRD systems, we demonstrated that local equilibria theory provides new,
powerful tools to analyze protein-pattern formation under such heteroge-
neous and dynamically changing conditions [57, 122, 122]. An important
challenge going forward will be to understand how protein-based pattern
formation is controlled in concrete biological systems [39, 126, 138, 150–152].
In fact, a similar question arises for cytoskeletal organization and morpho-
genesis, which fall into the broad class of active matter systems. Instabilities
are common in these systems, and a central question in the field is how these
instabilities can be controlled and “functionalized.”

Intracellular membrane tra�icking. Rho GTPases play a central role in or-
ganizing vesicle trafficking between the endoplasmatic reticulum (ER), the
Golgi, endosomes, lysosomes, and the plasma membrane [153]. We therefore
expect that protein-based patterns on these intracellular membranes will be
an important future research area. Here, the complex and dynamically chang-
ing spatial geometries of the Golgi and the ER with highly curved membranes
will play a key role [154–156].

Cytoskeletal self-organization. Diverse architectures of cytoskeletal structures
emerge from the mechano-chemical interplay of filament nucleation, length
regulation, and mechanical forces between filaments exerted by molecular
motors. Many of these processes are spatiotemporally coordinated and reg-
ulated by protein-concentration patterns. For instance, active RhoA recruits
myosin motors [157], Cdc42 initiates actin nucleation [158], and Ran regulates
microtubule nucleation [159]. In turn, cytoskeletal structures feed back into
the protein dynamics via active transport along filaments [160], mechanical
deformations [126] and flows induced by motor activity [39, 161, 162] to name
just few examples. The interplay between protein-based pattern formation
and cytoskeletal dynamics is an exciting area for future research. Importantly,
the resources for cytoskeletal structures (actin/tubulin monomers, molecu-
lar motors, nucleation factors, etc.) are limited, that is, their total masses
are conserved. We therefore expect that the methods and insights from local
equilibria theory will help to understand cytoskeletal self-organization.
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6.3 Active matter

Reaction–diffusion systems are part of a broader class of non-equilibrium
systems where energy is fed in on the microscopic scale. This class also en-
compasses active matter systems, which are driven by (self-)propulsive forces
on the single-particle level [129, 163–165]. The propulsive forces are directed
by the orientations of the particles which, in turn, are governed by local align-
ment rules that derive from the interactions between the particles. Orienta-
tional order parameters, both polar and nematic, therefore become important
degrees of freedom on the coarse-grained level. This distinguishes active mat-
ter from reaction–diffusion systems. Yet from a broader perspective, both are
instances of nonlinear, pattern-forming systems. Indeed, since particle-based
systems are inherently mass conserving, we expect that the concepts of local
equilibria theory can be generalized to study active-matter systems.

A central insight from local equilibria theory is that changes in local den-
sity can drive bifurcations of the local dynamics (e.g., a change of stability of
the local equilibria). Analogously, in active matter systems, change in local
density can drive transitions in local orientational order, e.g. induce local sym-
metry breaking. In turn, orientational order impacts the particle fluxes that
redistribute density. This interplay gives rise to a rich dynamical behavior on
the macroscopic level, including the coexistence and interconversion between
polar flocks and nematic lanes [166]. This explains the striking observations
from recent experiments and agent-based simulations [167].

6.4 Are local equilibria and local causal states?

Local causal states are a recently developed concept that aims to characterize
complex spatiotemporal dynamics based on data [119, 168, 169]. The idea is
that at a given instant of time, each point in space can be assigned one of a
finite number of distinct dynamical states that characterize the instantaneous,
local dynamics. As time progresses, transitions between these local states oc-
cur locally. The goal is then to identify a minimal set of states and a set of tran-
sition probabilities that predict the local state transitions at each point condi-
tioned on the point’s “short-term” past lightcone. Here, the lightcone reflects
the fact that information only propagates at a finite speed through systems
governed by local evolution laws. Because such a set of local states together
with the conditional transition probabilities provide a causal link between the
past and the future, they are called local causal states. In Refs. [168, 169] it is
demonstrated that the local causal states can be inferred purely from data and
that they reveal coherent spacetime structures in complex dynamical systems.
More recently, it was shown how the conditional transition probabilities for
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local causal states can be used to produce long-term forecasts of the dynamics
[119].

We hypothesize that the properties of local equilibria (i.e. their position
and stability) may be related to local causal states. Indeed, since they serve as
proxies for the local dynamics, the properties of local equilibria encode infor-
mation about the local, short-term time evolution. Moreover, the bifurcation
diagram in the parameter space spanned by the total densities encodes infor-
mation about the transitions of local equilibria between distinct dynamical
regimes.

These parallels between local equilibria and local causal states suggest that
one could find a mapping between them. This hypothesis could be tested
by performing a local causal state analysis for a system where local equilib-
ria theory has been applied successfully, e.g., the in vitro Min system. If a
mapping between local equilibria and local causal states is indeed found, an
analysis based on local causal states may be used to reconstruct the properties
of local equilibria and the associated bifurcation scenarios purely from data.
This would help to identify the underlying physical mechanisms and guide
the development of models that capture the essential dynamical features on
a "mesoscopic" level.

Local equilibria theory centrally builds on conserved masses and the in-
sight that their spatial redistribution is an essential driver of the dynamics.
Therefore, a key question is whether conservation laws can be built into the
local causal state framework.
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II | PUBLICATION SUMMARIES

1 Phase-space geometry of mass-conserving
reaction–di�usion dynamics

This manuscript is reproduced as part of this thesis in Appendix A.1.

Journal reference. F. Brauns,* J. Halatek,* and E. Frey, Phase-space geometry
of mass-conserving reaction–diffusion dynamics. Phys. Rev. X 10, 041036 (2020)

Author contributions. All authors conceptualized the study, performed the
investigation and wrote the manuscript. FB performed numerical analysis
and simulations.

* FB and JH contributed equally to this work.

An early version of this manuscript is part of Jacob Halatek’s PhD thesis.

Abstract

Experimental studies of protein-pattern formation have stimulated new in-
terest in the dynamics of reaction-diffusion systems. However, a compre-
hensive theoretical understanding of the dynamics of such highly nonlinear,
spatially extended systems is still missing. Here, we show how a descrip-
tion in phase space, which has proven invaluable in shaping our intuition
about the dynamics of nonlinear ordinary differential equations, can be gen-
eralized to mass-conserving reaction-diffusion (MCRD) systems. We present
a comprehensive analysis of two-component MCRD systems, which serve as
paradigmatic minimal systems that encapsulate the core principles and con-
cepts of the local equilibria theory introduced in the paper. The key insight
underlying this theory is that shifting local (reactive) equilibria—controlled
by the local total density—give rise to concentration gradients that drive dif-
fusive redistribution of total density. We show how this dynamic interplay

39



can be embedded in the phase plane of the reaction kinetics in terms of sim-
ple geometric objects: the reactive nullcline (line of reactive equilibria) and
the diffusive flux-balance subspace. On this phase-space level, physical in-
sight can be gained from geometric criteria and graphical constructions. The
effects of nonlinearities on the global dynamics are simply encoded in the
curved shape of the reactive nullcline. In particular, we show that the pattern-
forming “Turing instability” in MCRD systems is a mass-redistribution insta-
bility and that the features and bifurcations of patterns can be characterized
based on regional dispersion relations, associated to distinct spatial regions
(plateaus and interfaces) of the patterns. In an extensive outlook section, we
detail concrete approaches to generalize local equilibria theory in several di-
rections, including systems with more than two components, weakly broken
mass conservation, and active matter systems.

Background

A previous work, Ref. [108], has introduced local equilibria and suggested
a new way of thinking about reaction–diffusion systems that focuses on the
redistribution of globally conserved masses. It demonstrated the power of
this way of thinking, which we term local equilibria theory, by explaining
the complex phenomenology of a specific model. Here, we systematically
build up local equilibria theory by means of a simple, prototypical example:
two-component MCRD systems. The main advantage of these systems is
that their phase space of the chemical concentrations is two-dimensional and,
hence, lends itself to a phase-portrait analysis. The main ideas and concepts
of local equilibria theory, which remained rather abstract in Ref. [108], find
simple, geometric representations in this phase portrait. In the context of
intracellular pattern formation, two-component MCRD systems play a cen-
tral role as conceptual models for cell polarization. We therefore adopt the
terms membrane-bound and cytosolic to refer to the slow-diffusing and fast-
diffusing component, respectively.

Key results and conclusions

• The nonlinear reaction kinetics is encoded by the shape of the reactive nullcline
in the phase plane of the chemical concentrations. Local reactive phase spaces
encode the mass-conservation property of the local reaction kinetics. Their po-
sition in the phase plane is determined by the local total density. Intersection
points between reactive phase spaces and nullcline determine the reactive
equilibria. This graphical construction connects the spatially extended sys-
tem to the phase plane and illustrates how mass redistribution shifts local
reactive equilibria.
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• A family of flux-balance subspaces encode a balance of diffusive fluxes and
thus represent the diffusive spatial coupling in the phase plane of the reaction
kinetics.

• Mass-redistribution is driven by gradients in the mass-redistribution potential.
The mass-redistribution potential parametrizes the family of flux-balance sub-
spaces and plays an analogous role to the chemical potential in equilibrium
systems. However, in contrast to its equilibrium counterpart, it does not
derive from a free energy density but is governed by its own dynamical equa-
tion.

• We introduce the concept of a mass-redistribution instability and show that it
is the general physical mechanism underlying Turing instability in MCRD sys-
tems. The criterion for this instability is that the mass-redistribution potential
in reactive equilibrium must decrease as a function of the total density (geo-
metrically this implies a negative nullcline slope). If this is the case, diffusive
mass transport, driven by the gradients in the mass-redistribution potential
will amplify itself and thus drive the instability. In Ref. [56] we show that the
mass-redistribution instability can be generalized to the level of elementary
patterns that compete for mass.

• A stationary pattern is embedded in a single flux-balance subspace, whose
position is determined by a balance of net reactive turnovers (which is graph-
ically represented by an area balance, akin to a Maxwell-construction). Inter-
section points between the reactive nullcline and the flux-balance subspace
mark the concentrations in the plateaus and at the inflection point of the
spatial pattern profile. This geometric reasoning allows us to graphically con-
struct the stationary patterns.

• The phase-portrait analysis based on the reactive nullcline and the flux-balance
subspace yields the complete bifurcation diagram of two-component MCRD
systems. This shows that two-component MCRD systems are generically sub-
critical, i.e. that stationary patterns exist outside the regime of Turing insta-
bility.

• Moreover, the bifurcation analysis reveals the connection between Turing in-
stability and bistability of the reaction kinetics (see discussion in Sec. I.5.6)
and shows that all two-component MCRD systems are topologically equiva-
lent. (This is further strengthened by Ref. [30], where it is shown all two-
component systems MCRD systems exhibit uninterrupted coarsening).

• Generalizing the idea of local equilibria to spatially extended regions we in-
troduce the notion of a regional lateral instability. The interface of a stationary
pattern is maintained by a regional lateral instability and its width is set by
the marginally stable wavelength.
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• An argument in terms of regional instability reveals an inherent connection
between Turing instability and stimulus-induced pattern formation and pre-
dicts the critical stimulus threshold.

• We identify two elementary pattern types, peaks and mesas. Whether a sys-
tem forms peaks or mesas and the transition from one pattern type to the
other can be read-off from the phase portrait, and depends on the nullcline
shape, the ratio of the diffusion constants (setting the flux-balance subspace’s
slope) and the total mass in the system. The distinction between peaks and
mesas is important for the coarsening process of pattern composed of many
elementary patterns (see Sec. II.3 and Ref. [30])

Outlook

• The complete characterization of two-component MCRD systems serves as
the basis for future generalizations of the phase-portrait analysis and the rea-
soning in terms of local equilibria (see Refs. [30, 56, 122, 123] which are sum-
marized in the following sections).

• The nullcline, i.e. the graph of reactive equilibria as a function of the total den-
sity, is, in principle, measurable in experiments or in agent based simulations
and can be generalized beyond reaction–diffusion systems. A phase-portrait
analysis based on a measured nullcline can then provide insight even when
an explicit mathematical expression for the reaction kinetics is not available.

2 Di�usive coupling of two well-mixed compartments
elucidates elementary principles of protein-based pattern
formation

This manuscript is reproduced as part of this thesis in Appendix A.2.

Journal reference. F. Brauns, J. Halatek, and E. Frey, Diffusive coupling of
two well-mixed compartments elucidates elementary principles of protein-based
pattern formation. Phys. Rev. Research 3, 013258 (2021)

Author contributions. All authors conceptualized the study, performed the
investigation and wrote the manuscript.
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Abstract

Spatial organization of proteins in cells is important for many biological func-
tions. In general, the nonlinear, spatially coupled models for protein-pattern
formation are only accessible to numerical simulations, which has limited
insight into the general underlying principles. To overcome this limitation,
we adopt the setting of two diffusively coupled, well-mixed compartments
that represents the elementary feature of any pattern—an interface. For intra-
cellular systems, the total numbers of proteins are conserved on the relevant
timescale of pattern formation. Thus, the essential dynamics is the redistribu-
tion of the globally conserved mass densities between the two compartments.
We present a phase-portrait analysis in the phase-space of the redistributed
masses that provides insights on the physical mechanisms underlying pattern
formation. We demonstrate this approach for several paradigmatic model
systems. In particular, we show that the pole-to-pole Min oscillations in Es-
cherichia coli are relaxation oscillations of the MinD polarity orientation. This
reveals a close relation between cell polarity and oscillatory patterns in cells.
Critically, our findings suggest that the design principles of intracellular pat-
tern formation are found in characteristic features in these phase portraits
(nullclines and fixed points). These features are not uniquely determined
by the topology of the protein-interaction network but depend on parame-
ters (kinetic rates, diffusion constants) and distinct networks can give rise to
equivalent phase portrait features.

Background

The fundamental, defining feature of a pattern are interfaces, separating re-
gions of low and high concentrations. In the coarsest caricature, such an inter-
face is described by two diffusively coupled, well-mixed compartments. This
setting accounts for diffusive spatial coupling in a minimal, elementary form,
while preserving the highly nonlinear character of the local reaction kinetics.
In this setting, the notions of local equilibria theory find concrete geometric
representations. While the phase space analysis performed in Ref. [57] was
restricted to two-component systems, the setting of two compartments ad-
mits simple geometric constructions for systems with more components and
conserved masses.

Key results and conclusions

• Utilizing mass conservation, we reduce the dynamics to the low-dimensional
phase space of the redistributed masses. For systems with two conserved
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masses, this phase space is two-dimensional, which admits a phase portrait
analysis. The dynamics in mass-redistribution phase portrait can be derived
from a simple geometric construction that explains the interplay between the
local reaction kinetics and the diffusive spatial coupling.

• The central object in the geometric construction are surfaces of reactive equi-
libria as a function of the conserved masses. These surfaces generalize the
reactive nullcline to systems with more than one conserved mass.

• We demonstrate our general approach for three paradigmatic model systems
for intracellular pattern formation, the Min system of E. coli, the PAR system
of C. elegans and the Cdc42 system of S. cerevisiae (a non-technical review of
the self-organization principles in these systems is given in Ref. [4]). The
mass-redistribution phase portraits of these systems yield several important
and striking insights: Min pole-to-pole oscillations are spatial relaxation os-
cillations of the MinD polarization direction. Redistribution of MinE is not
required for the formation of a polarized MinD concentration profile. This
establishes a close mechanistic connection between oscillatory Min patterns
and stationary cell polarity as exhibited by the Cdc42 system. In contrast,
the stationary polarity patterns exhibited by the PAR system are based on a
fundamentally different mechanism that explicitly requires the redistribution
of both protein species.

Outlook

• Based on our results, we propose that the design principles underlying protein-
based pattern formation can be systematically formulated in terms of phase-
space geometry. This will help to better understand the relations between
existing models and will guide future modeling efforts for intracellular pat-
tern formation. Moreover, the phase portrait analysis in the phase space of the
redistributed masses provides a new way to classify pattern-forming systems.
This will complement existing network-centered approaches.

• From a different perspective, MinE mass redistribution can be seen as an en-
dogenous control mechanism for MinD polarization. Indeed, control systems
for switching cell polarity based on spatial relaxation oscillations were inves-
tigated in several recent studies [138, 139]. Going forward, control theory
[170] might provide a new perspective on intracellular self-organization and
could help to make sense of the complex intertwined feedback loops found
in eukaryotic protein-protein interaction networks [31, 32, 34]. We expect that
the setting of diffusively coupled compartments will, thanks to its conceptual
simplicity, help investigating such complex many-component systems.
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• In future work, the minimal setting of two diffusively coupled compartments
could be particularly useful to study the link between phase-space geometry
and parameter space topology. Another interesting task for future research is
to enumerate all possible wirings of the two-protein interaction networks and
classify them based on their phase portraits in the phase space of redistributed
masses.

3 Wavelength selection by interrupted coarsening in
reaction-di�usion systems

This manuscript is reproduced as part of this thesis in Appendix A.3.

Journal reference. F. Brauns,* H. Weyer,* J. Halatek, J. Yoon, and E. Frey,
Wavelength selection by interrupted coarsening in reaction-diffusion systems.
Phys. Rev. Lett. 126, 104101 (2021)

Author contributions. FB, HW, JH and EF conceptualized the study; FB,
HW and JY performed mathematical analysis and performed numerical
simulations; FB, HW and EF wrote the manuscript.

* FB and HW contributed equally to this work.

This manuscript will also be part of the PhD thesis of Henrik Weyer.

Abstract

Wavelength selection in reaction–diffusion systems can be understood as a
coarsening process that is interrupted by counteracting processes at certain
wavelengths. We first show that coarsening in mass-conserving systems is
driven by self-amplifying mass transport between neighboring high-density
domains. We derive a general coarsening criterion and show that coarsen-
ing is generically uninterrupted in two-component systems that conserve
mass. The theory is then generalized to study interrupted coarsening and
anti-coarsening due to weakly-broken mass conservation, providing a gen-
eral path to analyze wavelength selection in pattern formation far from equi-
librium.

Background

Traditionally, wavelength selection in reaction–diffusion systems is studied
in terms of the linearized dynamics in the vicinity of a homogeneous steady
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state, where the fastest growing mode sets the prevailing wavelength. This
reasoning, however, fails for fully developed patterns far away from the ho-
mogeneous steady state. To make progress in this highly nonlinear regime,
we propose an entirely different approach.

Key results and conclusions

• We show that wavelength selection in reaction–diffusion systems can be un-
derstood as an (interrupted) coarsening process. Coarsening is driven by a
competition for mass between neighboring elementary patterns (single peaks
or mesas) due to gradients in the mass-redistribution potential (introduced
in Ref. [57]). This competition can be framed in terms of an instability that
generalizes the mass-redistribution instability that gives rise to patterns out
of the homogeneous steady state. The competition instability between peaks
occurs if the mass-redistribution potential of a single peak (or mesa) is a de-
creasing function of the total peak mass. This is analogous to the negative
nullcline slope criterion for mass-redistribution instability.

• Arguments based on the phase-space analysis developed in Ref. [57], show
that the criterion for competition instability is always fulfilled for two-com-
ponent MCRD systems, that is, such systems always exhibit uninterrupted
coarsening, independently of the specific reaction kinetics. This answers a
long-standing question in the field.

• Depending on the rate of diffusive mass transport between neighboring peaks/
mesas compared to the rate at which the peaks/mesas profile adapts to changes
in mass, there are two regimes. A diffusion-limited regime and a reaction-limited
regime. In the former regime, each peak can be assumed to be in quasi-steady-
state (akin to LSW theory for Ostwald ripening [127, 128]. In the latter regime,
relaxation to the steady-state profile is the limiting process. The dynamics in
this regime can be mapped to a conserved Allen–Cahn equation.

• Dynamic coarsening laws can be derived from the rate of the competition
instability through a simple scaling analysis. The functional dependence of
the mass-redistribution potential on the total mass determines the temporal
coarsening law. Peak patterns exhibit non-universal coarsening exponents
that depend on the reaction kinetics and on the spatial dimension. Mesa
patterns exhibit logarithmic coarsening in 1D and classical t1/3 in two and
more spatial dimensions.

• How can the coarsening process be interrupted? As a minimal extension,
we include weak source terms (production and degradation) that break mass
conservation. These source terms counteract the competition instability that
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drives coarsening. Since diffusive mass transport becomes slower with in-
creasing length scale, the source terms eventually interrupt the coarsening
process. Thus, a new length scale emerges from the balance of source terms
and competition instability.

• Above a critical wavelength, typically much larger than the wavelength where
coarsening stops, the source terms induce splitting of peaks/mesas. This split-
ting reduces the wavelength and is sometimes referred to as anti-coarsening.
A phase-space analysis (see Ref. [57]), shows that splitting is triggered by a
regional lateral instability and derive a relation for the critical wavelength
above which splitting occurs.

• In-between the thresholds for interrupted coarsening and splitting, there is a
large regime of stable wavelengths. If the initial wavelength is below the inter-
rupted coarsening threshold, coarsening will proceed until it is interrupted at
the threshold. In this case, the selected wavelength is the shortest stable wave-
length. This might be different in the presence of noise [171, 172]. Whether
noise selects a particular wavelength in the band of stable wavelengths is an
important open question for future research.

Outlook

• In the diffusion-limited regime, the coarsening criterion based on the quasi-
steady-state mass-redistribution potential holds independently of the number
of components. If there is more than one conserved mass, there will be a
corresponding mass-redistribution potential for each conservation law. The
coarsening criterion then generalized analogously to the generalized slope
criterion for mass-redistribution instability discussed in Ref. [56]. Important
future challenges are cases where the quasi-steady-state approximation is not
possible, including dynamic patterns such as traveling and standing waves
[35].

• The analysis of two-component systems with weak source terms serves as
a prototype for other scenarios that can give rise to interrupted coarsening;
for instance, three-component systems with mass-conserving reactions [126,
173–175] and mass-conserving two-component systems coupled to a third
component that is not conserved [22, 176]. In addition to (quasi-)stationary
patterns, these systems exhibit dynamic patterns like standing and traveling
waves. Coarsening and wavelength selection of such patterns is an important
open issue (see Supplementary Discussion in [35]).
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4 Pattern localization to a domain edge

This manuscript is reproduced as part of this thesis in Appendix A.4.

Journal reference. M. C. Wigbers,* F. Brauns,* T. Hermann,* and E. Frey,
Pattern localization to a domain edge. Phys. Rev. E 101, 022414 (2020)

Author contributions. All authors conceptualized the study and wrote the
manuscript; FB, MCW and TH performed the investigation; FB and TH per-
formed numerical analysis and simulations.

* MCW, FB and TH contributed equally to this work.

This manuscript is also part of the PhD thesis of Manon Wigbers.

Abstract

The formation of protein patterns inside cells is generically described by
reaction–diffusion models. The study of such systems goes back to Turing,
who showed how patterns can emerge from a homogenous steady state when
two reactive components have different diffusivities (e.g. membrane-bound
and cytosolic states). However, in nature, systems typically develop in a het-
erogeneous environment, where upstream protein patterns affect the forma-
tion of protein patterns downstream. Examples for this are the polarization of
Cdc42 adjacent to the previous bud-site in budding yeast, and the formation
of an actin-recruiter ring that forms around a PIP3 domain in macropinocy-
tosis. This suggests that previously established protein patterns can serve as
a template for downstream proteins and that these downstream proteins can
‘sense’ the edge of the template. A mechanism for how this edge sensing may
work remains elusive. Here, we demonstrate and analyze a generic and ro-
bust edge-sensing mechanism, based on a two-component mass-conserving
reaction-diffusion (MCRD) model. Our analysis is rooted in a recently de-
veloped theoretical framework for MCRD systems, termed local equilibria
theory. We extend this framework to capture the spatially heterogeneous re-
action kinetics due to the template. This enables us to graphically construct
the stationary patterns in the phase space of the reaction kinetics. Further-
more, we show that the protein template can trigger a regional mass-redis-
tribution instability near the template edge, leading to the accumulation of
protein mass, which eventually results in a stationary peak at the template
edge. We show that simple geometric criteria on the reactive nullcline’s shape
predict when this edge-sensing mechanism is operational. Thus, our results
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provide guidance for future studies of biological systems, and for the design
of synthetic pattern forming systems.

Background

Already Turing noted that “most of an organism, most of the time, is de-
veloping from one pattern into another, rather than from homogeneity into
a pattern.” Indeed, in cells, upstream protein patterns can serve as a “tem-
plate” by affecting the formation of protein patterns downstream. For exam-
ple, in budding yeast, landmark proteins direct the polarization of the GT-
Pase Cdc42, such that the Cdc42 cluster forms adjacent to previous bud-sites
[177–179]. Furthermore, in macropinocytosis, it has been suggested that a
high-density domain of PIP3 serves as a template for a ring of actin recruiters
that forms around the PIP3 domain [180, 181]. In these examples, the down-
stream protein "senses" the edge between two spatial subdomains defined by
the upstream pattern. A mechanism for how this edge sensing may work had
remained elusive.

Key results and conclusions

• As an elementary scenario, we study a two-component MCRD system with a
step-like heterogeneity in the reaction rates, partitioning the system into two
subdomains. A conceptual and technical challenge is that such systems have
a heterogeneous base state rather than a homogeneous steady state.

• The heterogeneous base state and stationary patterns can be constructed in
the phase plane of the chemical concentration, by using and generalizing the
analysis developed in Ref. [57]. Using the global average density as a control
parameter, we find that the system is multistable and exhibits a hysteresis
loop delimited by saddle-node bifurcations. At these bifurcations the system
transitions from the heterogeneous base state to a stationary pattern. The
results from this phase-portrait analysis are confirmed by a numerical bifur-
cation analysis using pseudo-arclength continuation and by finite element
simulations.

• The transition from the base state to patterns is governed by a regional mass-
redistribution instability (see Ref. [57]), which is localized to the edge between
the two subdomains. This localized instability leads to the formation of a
density peak at the subdomain edge, and thus positions the final stationary
pattern.

• A simple geometric criterion based on the reactive nullcline shapes in the
two subdomains predicts when this edge-sensing mechanism is operational.
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Thus, our work shows how the phase-portrait analysis established in Ref. [57]
can be used to design specific functions.

Outlook

• As a next step it will be interesting to explicitly model an upstream concen-
tration profile that defines the spatial subdomains and introduce feedback
coupling from the edge-localized pattern to this "upstream" pattern.

• The insights gained for a conceptual two-component model will guide fu-
ture theoretical studies of concrete biological systems where localization of
proteins to a domain edge has specific functions [177, 181, 182].

5 Flow induced symmetry breaking in a conceptual polarity
model

This manuscript is reproduced as part of this thesis in Appendix A.5.

Journal reference. M. C. Wigbers,* F. Brauns,* C. Y. Leung,* and E. Frey,
Flow induced symmetry breaking in a conceptual polarity model. Cells 9, 1524
(2020)

Author contributions. All authors designed and carried out the research;
MCW, FB, and EF wrote the paper; CYL visualized the findings.

* MCW, FB and CLY contributed equally to this work.

Abstract

Important cellular processes, such as cell motility and cell division, are coor-
dinated by cell polarity, which is determined by the non-uniform distribution
of certain proteins. Such protein patterns form via an interplay of protein
reactions and protein transport. Since Turing’s seminal work, the formation
of protein patterns resulting from the interplay between reactions and diffu-
sive transport has been widely studied. Over the last few years, increasing
evidence shows that also advective transport, resulting from cytosolic and
cortical flows, is present in many cells. However, it remains unclear how and
whether these flows contribute to protein-pattern formation. To address this
question, we use a minimal model that conserves the total protein mass to
characterize the effects of cytosolic flow on pattern formation. Combining a
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linear stability analysis with numerical simulations, we find that membrane-
bound protein patterns propagate against the direction of cytoplasmic flow
with a speed that is maximal for intermediate flow speed. We show that the
mechanism underlying this pattern propagation relies on a higher protein in-
flux on the upstream side of the pattern compared to the downstream side.
Furthermore, we find that cytosolic flow can change the membrane pattern
qualitatively from a peak pattern to a mesa pattern. Finally, our study shows
that a non-uniform flow profile can induce pattern formation by triggering a
regional lateral instability.

Background

In addition to transport by diffusion, proteins are advected by hydrodynamic
flows of the cytoplasm ("cytoplasmic streaming") [37] and of the cell cortex
[38, 39]. These flows are induced by cytoskeletal motors [162], cell-shape
deformations [183], and acto-myosin contractility [184]. To study the effect
of such flows on pattern formation, we study a conceptual two-component
model that incorporates advection by cytoplasmic flow (i.e. advective flow in
the fast-diffusing component).

Key results and conclusions

• We identify a lateral instability that is driven by the interplay of shifting local
equilibria and mass transport by the advective flow. This instability gener-
alizes the diffusion-driven mass-redistribution instability. In particular, we
generalize the nullcline-slope criterion for this instability to account for advec-
tive flow. Since advective mass transport alone can drive instability, different
diffusion constants of the two components are no longer required for pattern
formation if the advective flow in the cytosol is sufficiently fast.

• Using linear stability analysis and numerical simulations, we show that cy-
toplasmic flow drives upstream propagation of the membrane-bound den-
sity peak. The mechanism of this propagation can be inferred from a phase-
portrait analysis, and a regional linear stability analysis at the inflection point
of the concentration profile predicts the propagation velocity of the peak.
Heuristically, peak propagation is a result of asymmetric cytosolic fluxes into
the peak. In a steady-state, the peak in the membrane-bound protein density
is maintained against diffusion by attachment of proteins from the cytosol
and thus acts as a cytosolic sink. In the absence of advection this sink is resup-
plied by diffusive influx, which is symmetric. Advection resupplies the cy-
tosolic sink asymmetrically, where the resupply is increased on the upstream
side and decreased on the downstream side of the peak. This asymmetry
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leads to increased (decreased) attachment to the membrane on the upstream
(downstream) side, resulting in an upstream motion of the membrane-bound
concentration peak.

• We show how cytosolic flow can drive the transition from mesa patterns to
peak patterns.

• Finally, we show how a heterogeneous flow velocity leads to mass accumula-
tion which can trigger a regional lateral instability and, thus, induce pattern
formation even when the homogeneous steady-state is stable. In the regime
where the homogeneous steady state and stationary patterns coexist, the flow-
induced pattern will remain once the flow is switched off.

Outlook

In future work it will be interesting to study the effect of advective flows in
systems with more components. For instance, in systems with two cytosolic
components that have antagonistic roles in the reaction dynamics (e.g. MinD
and MinE in the Min system), flow may induce both downstream and up-
stream propagation of patterns (see Sec. I.6.1).

6 Bulk-surface coupling reconciles Min-protein pattern
formation in vitro and in vivo

A preprint of this manuscript is reproduced as part of this thesis in Ap-
pendix A.6.

Preprint reference. F. Brauns,* G. Pawlik,* J. Halatek,* J. Kerssemakers,
E. Frey, and C. Dekker, Bulk-surface coupling reconciles Min-protein pattern
formation in vitro and in vivo. Accepted for publication in Nature Communi-
cations. bioRxiv, doi:10.1101/2020.03.01.971952 (2020)

Note: Due to bioRxiv’s policy of not allowing post-acceptance updates, the
bioRxiv version if this manuscript referenced here is older than the accepted
version reproduced in Sec. A.6.

Author contributions. FB, GP, JH, EF, and CD designed and conceptualized
the study; GP and CD designed and carried out the experiments; FB, JH,
and EF designed the theoretical models and performed the mathematical
analyses; FB, GP, and JK analyzed data; and FB, GP, JH, EF, and CD wrote
the paper.

* FB, GP, and JH contributed equally to this work.
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Abstract

Self-organization of Min proteins is responsible for the spatial control of cell
division in Escherichia coli, and has been studied both in vivo and in vitro. In-
triguingly, the protein patterns observed in these settings differ qualitatively
and quantitatively. This puzzling dichotomy has not been resolved to date.
Using reconstituted proteins in laterally wide microchambers with a well-
controlled height, we experimentally show that the Min protein dynamics
on the membrane crucially depend on the micro chamber height due to bulk
concentration gradients orthogonal to the membrane. A theoretical analysis
shows that in vitro patterns at low microchamber height are driven by the
same lateral oscillation mode as pole-to-pole oscillations in vivo. At larger
microchamber height, additional vertical oscillation modes set in, marking
the transition to a qualitatively different in vitro regime. Our work reveals the
qualitatively different mechanisms of mass transport that govern Min protein-
patterns for different bulk heights and thus shows that Min patterns in cells
are governed by a different mechanism than those in vitro.

Background

The Min-protein system arguably is the paradigmatic model system for protein-
based pattern formation, and has been studied extensively in vivo in cells
[185, 186] and in vitro in minimal reconstituted systems on artificial mem-
branes [13]. Yet, despite many studies, a key question has remained puzzling
until recently; namely, how the plethora of patterns observed in vitro relates
to the in vivo pole-to-pole oscillations. Based on previous theoretical results
and experimental observations we hypothesize that the volume of the cytoso-
lic bulk relative to the membrane surface is the key control parameter that
distinguishes these settings.

Key results and conclusions

• In reconstitution experiments with Min proteins, we control the bulk-surface
ratio using flat, laterally large microchambers with a range of different heights.
We observe a striking variety of membrane-bound protein patterns depend-
ing on the chamber height.

• A minimal model for the Min system qualitatively reproduces these patterns
and the phase diagram where the chamber height and the MinE-to-MinD
concentration ratio are varied.

• Attachment and detachment of proteins at the membrane cause concentration
gradients normal to the membrane. This bulk-surface coupling imparts a
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strong dependence of the pattern forming dynamics on the spatial geometry.

• Different mass-redistribution modes drive pattern formation depending on the bulk
height: For low bulk heights, only a lateral (Turing) mode is unstable. This
is the same mode that drives pole-to-pole oscillations in vivo [56, 98]. In this
regime, the geometric confinement (low bulk-surface ratio) constrains vertical
gradients and thus suppresses local instabilities. For larger bulk heights, a
regime of local instability appears in the stability diagram, indicating the
onset of membrane-to-membrane oscillations. These oscillations are driven
by vertical bulk gradients that transport mass from one membrane to the
other and back. Finally, for very large bulk heights, the bulk far away from the
membranes acts as a reservoir that facilitates membrane-to-bulk oscillations.

• Different types of synchronization of the patterns on the top and bottom sur-
face of the microchambers provide characteristic signatures for the distinct
mass-redistribution modes in the experimental system.

• Collectively, the experimental and theoretical results systematically connect
the in vivo and the in vitro regime and thereby solve the puzzle of the qualita-
tively different patterns on the level of the pattern-forming mechanisms.

Modeling approach

We use a previously established [98, 108, 187], minimal model that accounts
for basic interactions between MinD and MinE. This model is valid in the
regime of low E:D concentration ratio where it qualitatively reproduces the
experimentally observed phenomena in dependence of the bulk height. Im-
portantly, the minimal model reveals the distinct mass-redistribution modes
that drive pattern formation. This explains the qualitative difference between
the in vivo and in vitro patterns and connects these two regimes. However,
the minimal Min model cannot account for pattern formation in the high E:D
regime where the switching of MinE between an open and closed confirma-
tion becomes important [16]. The minimal model also does not account for
various types of quasi-stationary patterns observed in recent experiments [21].
Finally, neither the minimal model nor the extended model that accounts for
MinE switching, reproduce the correct length and timescales in the in vitro
setting. We expect that further extensions of the model will be necessary to
resolve these discrepancies.

Outlook

• The about five- to ten-times larger wavelengths observed in the reconstituted
system compared to the in vivo setting remain an open problem. Understand-
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ing the qualitative pattern-forming mechanisms is an important step towards
a solution of this quantitative discrepancy.

• Our findings show how geometric confinement can be used to control pattern-
forming mechanisms. Indeed, E. coli cells exhibit robust pole-to-pole oscilla-
tions precisely because other oscillation modes are suppressed by the cellular
confinement. This will be important for future studies that aim to engineer
[17] and functionalize [188] protein-based patterns.

• Bulk-surface coupling is not specific to Min proteins but a fundamental aspect
of many systems for intracellular pattern formation, where proteins cycle
between membrane-bound and cytosolic states. This suggests that geometric
confinement will play an important role in many of these systems. In cells that
actively change their shape through mechanical forces, bulk-surface coupling
may provide a means of mechano-chemical feedback.

• Synchronization — both in-phase and anti-phase — of membrane-bound pat-
terns across the bulk is an interesting phenomenon in itself that deserves more
detailed experimental and theoretical investigation. Previous experiments us-
ing the BZ reaction have implemented coupling of surface patterns through
a membrane separating two reaction domains [189] and artificially using a
camera–projector setup [190, 191]. In-phase synchronization of spiral waves
was found for sufficiently strong coupling. In our experiments with the Min
system in flat microchambers, the coupling is inherent to the system and we
find both in-phase and anti-phase synchronization. Future theoretical work,
using, for instance, a phase-reduction approach [192], might provide further
insight into the principles underlying these synchronization phenomena.

7 Design of biochemical pattern forming systems from
minimal motifs

This manuscript is reproduced as part of this thesis in Appendix A.7.

Journal reference. P. Glock,* F. Brauns,* J. Halatek,* E. Frey, and P. Schwille,
Design of biochemical pattern forming systems from minimal motifs. eLife 2019;
8:e48646 (2019)

Author contributions. All authors conceptualized the study; PG performed
the experiments; FB and JH performed numerical simulations and the the-
oretical analysis; PG and FB wrote the manuscript; JH, EF and PS reviewed
the manuscript.

* PG and FB contributed equally to this work.
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Abstract

Although molecular self-organization and pattern formation are key features
of life, only very few pattern-forming biochemical systems have been identi-
fied that can be reconstituted and studied in vitro under defined conditions. A
systematic understanding of the underlying mechanisms is often hampered
by multiple interactions, conformational flexibility and other complex fea-
tures of the pattern forming proteins. Because of its compositional simplicity
of only two proteins and a membrane, the MinDE system from Escherichia
coli has in the past years been invaluable for deciphering the mechanisms
of spatiotemporal self-organization in cells. Here we explored the potential
of reducing the complexity of this system even further, by identifying key
functional motifs in the effector MinE that could be used to design pattern
formation from scratch. In a combined approach of experiment and quantita-
tive modeling, we show that starting from a minimal MinE-MinD interaction
motif, pattern formation can be obtained by adding either dimerization or
membrane-binding motifs. Moreover, we show that the pathways underly-
ing pattern formation are recruitment-driven cytosolic cycling of MinE and
recombination of membrane-bound MinE, and that these differ in their in vivo
phenomenology.

Background

How do the interactions, conformations and multiple functions of individual
biomolecules relate to the emergence of self-organized patterns. Here, we
approach this question by combining in vitro reconstitution and mathematical
modeling of pattern-forming protein networks.

Key results and conclusions

• Using the two-protein Min system from E. coli as a base, we replaced MinE
with a minimal, 19 amino acid peptide. This peptide alone cannot form pat-
terns with MinD. We recover pattern formation in two biochemically, and im-
portantly also mechanistically, distinct ways, namely by adding either dimer-
ization domain or membrane-binding domain to the peptide. Strikingly, these
domains don’t need to be the native MinE-domains but can be exchanged for
functionally equivalent domains from foreign proteins. Thus, we supply a
modular reaction–diffusion platform in which the individual functional do-
mains of a key player can be directly related to the patterns that emerge on
the collective level.

• Mathematical modeling shows that membrane binding and dimerization fa-
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cilitate distinct pathways for pattern formation: recombination of membrane-
bound MinE and recruitment-driven cytosolic cycling of MinE, respectively.
Importantly, linear stability analysis in elliptic geometry and numerical sim-
ulations show that these mechanisms differ in how the protein pattern aligns
relative to the geometry of the rod-shaped E. coli bacteria. Only with the
dimerization domain, the protein pattern is aligned to oscillate from pole-to-
pole, which is key for the correct positioning of the cell division machinery.

Modeling approach

To model the synthetic MinE constructs incorporating different functional do-
mains, we extend the minimal Min model to account for MinE membrane
binding. To determine the role of these domains for pattern formation, we
study the model in the phase diagram of the rate of MinE recruitment to the
membrane (a process we hypothesize is enhanced by MinE dimerization) and
the MinE membrane affinity (which is enhanced by the membrane-binding
domain). This reveals distinct regimes in which different biochemical path-
ways drive pattern formation.

Outlook

Going forward, the modularity and tunability of the MinDE system open the
road towards a modular toolbox for protein-based pattern formation. Close
collaboration of experiment and theory will facilitate a design-oriented ap-
proach to engineer new proteins with tailored functions, sourcing functional
domains from different proteins.

8 Adaptability and evolution of the cell polarization
machinery in budding yeast

This manuscript is reproduced as part of this thesis in Appendix A.8.

Preprint reference. F. Brauns, L. M. Iñigo de la Cruz, W. K.-G. Daalman,
I. de Bruin, J. Halatek, L. Laan, E. Frey, Adaptability and evolution of the cell
polarization machinery in budding yeast bioRxiv, doi:10.1101/2020.09.09.290510
(2020)

Author contributions. FB, WKD, JH, LL, and EF conceptualized and de-
signed the study; FB developed the model, performed mathematical analy-
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sis, and numerical simulations; LIC, WKG, and IB performed experiments;
FB, JH, LL, and EF wrote the manuscript.

Abstract

How can a self-organized cellular function evolve, adapt to perturbations,
and acquire new sub-functions? To make progress in answering these ba-
sic questions of evolutionary cell biology, we analyze, as a concrete example,
the cell polarity machinery of Saccharomyces cerevisiae. This cellular module
exhibits an intriguing resilience: it remains operational under genetic pertur-
bations and recovers quickly and reproducibly from the deletion of one of
its key components. Using a combination of modeling, conceptual theory,
and experiments, we show that multiple, redundant self-organization mech-
anisms coexist within the protein network underlying cell polarization and
are responsible for the module’s resilience and adaptability. Based on our
mechanistic understanding of polarity establishment, we hypothesize how
scaffold proteins, by introducing new connections in the existing network,
can increase the redundancy of mechanisms and thus increase the evolvabil-
ity of other network components. Moreover, our work suggests how a com-
plex, redundant cellular module could have evolved from a more rudimental
ancestral form.

Background

The two central questions of evolutionary biology are “How do cells work
and how did cells come to be the way they are?” [193]. While intracellular
pattern formation has been studied extensively, the question of how the un-
derlying protein-reaction networks evolve remains open. The yeast polariza-
tion machinery is an ideal model system to tackle that question in a concrete
biological context. Recent experiments have shown an intriguing adaptability
of the cell polarization machinery in budding yeast against a strong genetic
perturbation — the deletion Bem1, a key player of the wild-type polarization
mechanism [194]. We provide a mechanistic understanding of the polariza-
tion machinery that explains this adaptability and argue that it provides hints
for the evolutionary history of the yeast polarity machinery.

Key results and conclusions

• We develop an analyze a model for the cell polarization machinery in bud-
ding yeast that accounts for experimentally known interactions of the central
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polarity protein Cdc42 with its regulators (GAPs and GEFs), the feedback
mediator Bem1, and downstream effectors.

• Redundant mechanisms for cell polarization. In addition to the wild-type polar-
ization mechanism, mediated by the scaffold protein Bem1, a latent mecha-
nism is operational in bem1∆ cells below a critical GAP/Cdc42-concentration
ratio. This explains why bem1∆ cells are rescued by loss of the GAP Bem3,
and how in bem1∆ cells polarization can be induced by optogenetic GEF
recruitment. Importantly, while the wild-type mechanism and the latent “res-
cue” mechanism share many components, the specific roles of these compo-
nents in the pattern-forming mechanisms, and thus the constraints on them,
differ between the two mechanisms.

• We experimentally confirm our theoretical predictions on how cell polariza-
tion in bem1∆mutants and bem1∆ bem3∆ double mutants can be rescued by
changing the Cdc42 expression level.

• Hypothesis on the evolutionary pathway. The mechanistic understanding of the
cell polarization module in wild type and mutant cells, suggests a possible
evolutionary scenario for the emergence of this self-organized cellular func-
tion. We argue that the redundancy of mechanisms arises due to stepwise
evolution from a rudimentary, generic mechanisms to a more complex mech-
anism that relies on specialized components, here the scaffold protein Bem1.
The evolution of this specialized feedback-mediator might have facilitated
the duplication and subsequent sub-functionalization of Cdc42-GAPs.

Modeling approach

We combine key elements from several previous models and incorporate
experimental evidence about the operation of the Cdc42-GAPs, specifically
Bem3. The model accounts in detail for the interactions between Cdc42, Bem1,
GEF and the GAPs — the key players in the polarization machinery. In ad-
dition, it accounts for additional feedback loops (such as actin-based vesicle
trafficking and feedback loops via downstream effectors of Cd42) in a coarse-
grained fashion. Key control parameters in the model are the expression lev-
els (average total densities) of the four key players. This allows us to reveal
the distinct pattern-forming mechanisms underlying cell polarization and the
specific roles of the different proteins in each mechanism.

Choosing parameters was a particular challenge in this study. Out of the
ca. 20 model parameters, only the total protein numbers and diffusion con-
stants have been measured, while 13 reaction rates are not experimentally
accessible. To systematically study the parameter dependence of the model,
we sample 5×106 random sets of reaction rates over four orders of magni-
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tude in each rate. Using LSA, we identify the sets consistent with qualitative
experimental observations (different mutants and experimental conditions).
We find that even the most constrained rate covers two orders of magnitude
while the majority of rates cover the entire sampled range (four orders of
magnitude).

Outlook

• Our hypotheses about the evolution of the polarization machinery can be
tested in future work, using, for example, phylogenetic analysis.

• The mechanistic understanding of the polarization machinery can be inte-
grated into cell cycle models and population dynamics models to predict
evolutionary trajectories.

9 Other publications

9.1 A hierarchy of protein patterns robustly decodes cell shape information

Journal reference. M. C. Wigbers, T. H. Tan, F. Brauns, J. Liu, S. Z. Swartz,
E. Frey, and N. Fakhri A hierarchy of protein patterns robustly decodes cell shape
information. Nature Physics, doi:10.1038/s41567-021-01164-9 (2021)

Abstract. Many cellular processes, such as cell division, cell motility, wound
healing and tissue folding, rely on the precise positioning of proteins on the
membrane. Such protein patterns emerge from a combination of protein in-
teractions, transport, conformational state changes and chemical reactions
at the molecular level. Recent experimental and theoretical work clearly
demonstrates the role of geometry, including membrane curvature and lo-
cal cytosolic-to-membrane ratios, and advective cortical flow in modulating
membrane protein patterns. However, it remains unclear how these pro-
teins achieve robust spatiotemporal organization on the membrane during
the dynamic cell shape changes involved in physiological processes. Here
we use oocytes of the starfish Patiria miniata as a model system to elucidate
a shape-adaptation mechanism that robustly controls spatiotemporal protein
dynamics on the membrane in spite of cell shape deformations. By combining
experiments with biophysical theory, we show how cell shape information
contained in a cytosolic gradient can be decoded by a bistable regulator of
the enzyme Rho, which is associated with contractility. This bistable front
in turn controls a mechanochemical response by locally triggering excitable
dynamics of Rho. We posit that such a shape-adaptation mechanism based
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on a hierarchy of protein patterns may constitute a general physical principle
for cell shape sensing and control.

Modeling approach. The main challenge in the model development was the
sparse experimental information about the biomolecular interactions of the
key players, Cdk1, Ect2, and Rho. In fact, it is likely that a number of ad-
ditional interaction partners and regulators play a role that have not been
identified in experiments yet. We therefore base our model on considera-
tions about the dynamical features (Ect2 bistability and Rho excitability) that
can explain the observed phenomena. These dynamical features are imple-
mented in minimal models that are consistent with the known biochemical
interactions and minimal additional assumptions.

9.2 Capping protein-controlled actin polymerization shapes lipid
membranes

Journal reference. K. Dürre, F. C. Keber, P. Bleicher, F. Brauns, C. J. Cyron,
J. Faix, and A. R. Bausch, Capping protein-controlled actin polymerization shapes
lipid membranes. Nature Communications 9, 1630 (2018)

Abstract. Arp2/3 complex-mediated actin assembly at cell membranes drives
the formation of protrusions or endocytic vesicles. To identify the mechanism
by which different membrane deformations can be achieved, we reconstitute
the basic membrane deformation modes of inward and outward bending in
a confined geometry by encapsulating a minimal set of cytoskeletal proteins
into giant unilamellar vesicles. Formation of membrane protrusions is fa-
vored at low capping protein (CP) concentrations, whereas the formation of
negatively bent domains is promoted at high CP concentrations. Addition of
non-muscle myosin II results in full fission events in the vesicle system. The
different deformation modes are rationalized by simulations of the underly-
ing transient nature of the reaction kinetics. The relevance of the regulatory
mechanism is supported by CP overexpression in mouse melanoma B16-F1
cells and therefore demonstrates the importance of the quantitative under-
standing of microscopic kinetic balances to address the diverse functionality
of the cytoskeleton.

9.3 Review: Self-organization principles of intracellular pattern formation

Journal reference. J. Halatek, F. Brauns, and E. Frey, Self-organization prin-
ciples of intracellular pattern formation. Phil. Trans. R. Soc. B 373, 20170107
(2018).
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Abstract. Dynamic patterning of specific proteins is essential for the spatio-
temporal regulation of many important intracellular processes in prokaryotes,
eukaryotes and multicellular organisms. The emergence of patterns gener-
ated by interactions of diffusing proteins is a paradigmatic example for self-
organization. In this article, we review quantitative models for intracellular
Min protein patterns in Escherichia coli, Cdc42 polarization in Saccharomyces
cerevisiae and the bipolar PAR protein patterns found in Caenorhabditis elegans.
By analysing the molecular processes driving these systems we derive a the-
oretical perspective on general principles underlying self-organized pattern
formation. We argue that intracellular pattern formation is not captured by
concepts such as ‘activators’, ‘inhibitors’ or ‘substrate depletion’. Instead, in-
tracellular pattern formation is based on the redistribution of proteins by cy-
tosolic diffusion, and the cycling of proteins between distinct conformational
states. Therefore, mass-conserving reaction–diffusion equations provide the
most appropriate framework to study intracellular pattern formation. We
conclude that directed transport, e.g. cytosolic diffusion along an actively
maintained cytosolic gradient, is the key process underlying pattern forma-
tion. Thus, the basic principle of self-organization is the establishment and
maintenance of directed transport by intracellular protein dynamics.

9.4 Book chapter: Self-organization of protein patterns

These notes are an account of a series of lectures given at the Les Houches
Summer School “Active Matter and Non-equilibrium Statistical Physics” dur-
ing August and September 2018.

Preprint reference. E. Frey and F. Brauns, Self-organization of protein patterns.
arXiv:2012.01797 [physics.bio-ph] (2020)
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Experimental studies of protein-pattern formation have stimulated new interest in the dynamics
of reaction–diffusion systems. However, a comprehensive theoretical understanding of the dynamics
of such highly nonlinear, spatially extended systems is still missing. Here we show how a description
in phase space, which has proven invaluable in shaping our intuition about the dynamics of nonlinear
ordinary differential equations, can be generalized to mass-conserving reaction–diffusion (MCRD)
systems. We present a comprehensive analysis of two-component MCRD systems, which serve
as paradigmatic minimal systems that encapsulate the core principles and concepts of the local
equilibria theory introduced in the paper. The key insight underlying this theory is that shifting
local (reactive) equilibria—controlled by the local total density—give rise to concentration gradients
that drive diffusive redistribution of total density. We show how this dynamic interplay can be
embedded in the phase plane of the reaction kinetics in terms of simple geometric objects: the
reactive nullcline (line of reactive equilibria) and the diffusive flux-balance subspace. On this phase-
space level, physical insight can be gained from geometric criteria and graphical constructions. The
effects of nonlinearities on the global dynamics are simply encoded in the curved shape of the
reactive nullcline. In particular, we show that the pattern-forming ‘Turing instability’ in MCRD
systems is a mass-redistribution instability, and that the features and bifurcations of patterns can be
characterized based on regional dispersion relations, associated to distinct spatial regions (plateaus
and interfaces) of the patterns. In an extensive outlook section, we detail concrete approaches
to generalize local equilibria theory in several directions, including systems with more than two-
components, weakly-broken mass conservation, and active matter systems.

Keywords: mass conservation; reaction–diffusion; pattern formation; phase space; local equilibria; flux bal-
ance; self-organization

I. INTRODUCTION

A. Motivation and background

Nonlinear systems are as prevalent in nature as they
are difficult to deal with conceptually and mathemati-
cally [1–7]. Cases in which the equations describing such
systems can be solved in closed analytical form are rare,
making nonlinear problems appear inaccessible to math-
ematical analysis at first sight. A key insight, going back
to the work of Poincaré [8], was that geometric struc-
tures in the phase space of a system can provide qualita-
tive information about the global dynamics (trajectories
in phase space) without an explicit solution of the differ-
ential equations. The essence of this geometric reasoning
can be understood by considering simple systems with
only two independent variables; see e.g. Refs. [1, 2]. In
this case, the key geometric objects are nullclines, de-
fined as curves in phase space along which one of the
system’s two variables is in equilibrium. The points at
which nullclines intersect mark equilibria (fixed points)
of the system. These geometric objects organize phase-
space flow, and thereby allow one to infer the qualita-
tive dynamics from the shapes and intersections of the
nullclines. Key concepts like linear stability, excitability,
multi-stability, and limit cycles can be understood in the
context of such a geometric analysis [1, 2]. Transitions
(bifurcations) between qualitatively different regimes are

revealed by structural changes of the flow in phase space
as the control parameters are varied. One key advantage
of such a geometric approach to nonlinear dynamical sys-
tems is that it yields systematic physical insights into the
processes driving dynamics without requiring the explicit
solution of the full set of equations.

Generalizing these methods, developed for ordinary
differential equations (ODEs), to phenomena that ex-
plicitly require a description on a spatially extended
domain—and therefore involve partial differential equa-
tions (PDEs)—poses a huge, ongoing challenge. In-
stances where this has been successfully achieved are rare.
One classical approach for nonlinear systems in one spa-
tial dimension is the construction of steady-state patterns
(including both stationary patterns and traveling-wave
solutions in a co-moving frame). Mathematically, the
steady state in this case is described by a set of ODEs,
which can be analyzed based on their phase-space geom-
etry (see e.g. Refs. [9, 10]). An elementary example of
this is the phase-plane analysis of traveling waves of the
Fisher-KPP equation [11, 12] as described in Ref. [13].
Here, we go beyond this approach, and gain physical in-
sight into the global dynamics of spatially extended sys-
tems from the analysis of geometric objects in a low-
dimensional phase space. Crucially, such a theory should
be able to explain both, the dynamic process of pattern
formation—initiated, for instance, by a lateral (Turing)
instability—as well as the final stationary patterns in
terms of the same concepts and principles.
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In its full generality, this is likely a futile task. Here, we
restrict ourselves to mass-conserving reaction–diffusion
(MCRD) dynamics. A broad class of systems that can
be described by MCRD dynamics are models for intra-
cellular protein-pattern formation [14], which is essen-
tial for the spatiotemporal organization of many cellular
processes, including cell division, motility and differen-
tiation. Moreover, as we discuss in the Outlook, many
pattern-forming systems are governed by a combination
of mass-conserving dynamics and source terms that break
mass conservation. Studying such systems in the nearly
mass-conserving limit may help to tackle long-standing
questions like pattern selection (wavelength selection) in
the highly nonlinear regime [15].

Recent results have indicated ways of making
progress towards a general theory rooted in mass-
conservation [16]. Based on numerical simulations, this
study suggests a new way of thinking about pattern for-
mation, namely in terms of mass redistribution that gives
rise to moving local equilibria: A dissection of space into
(notional) local compartments allows the spatiotemporal
dynamics to be characterized on the basis of the ODE
phase space of local reactions. As (globally conserved)
masses are spatially redistributed, the local masses in the
compartments act as parameters for the reactive phase-
space flow within them. The properties (position and
stability) of the local reactive equilibria in the compart-
ments are shown to depend on local masses and thus act
as proxies for the local phase-space flow [17].

Diffusion acts to redistribute the conserved quantities
between neighboring compartments and thereby induces
changes in the local phase-space structure. This level
of description proved to be very powerful in explaining
chemical turbulence and transitions from chemical turbu-
lence to long range order (standing and traveling waves)
far from onset of the (subcritical) lateral instability. The
prediction of chemical turbulence at onset, based on nu-
merical simulations in Ref. [16], was recently confirmed
experimentally [19]. Hence, the advances in this “proof-
of-principle” study [16] suggest that a comprehensive the-
ory of pattern formation in reaction–diffusion systems
with conserved total densities (masses) can be developed
based on the concept of mass-redistribution.

Here, we put this overarching idea on a general theo-
retical foundation. To this end, we develop a number of
new theoretical concepts, exemplified by two-component
mass-conserving reaction-diffusion (2C-MCRD) systems
and based on simple geometric structures in the phase
space of the reaction kinetics. From these concepts, gen-
eral geometric criteria for lateral (Turing) instability and
stimulus-induced pattern formation emerge and allow us
to obtain the features and bifurcations of patterns from
graphical constructions. Moreover, these advances re-
veal connections to other pattern forming phenomena like
liquid-liquid phase separation and shear banding in com-
plex fluids.

In our work, general two-component systems serve two
purposes. First, as a paradigmatic and didactic example

that encapsulates the core concepts and principles of our
theory in a pedagogic and broadly accessible way. Sec-
ond, they provide an elementary basis for further gen-
eralizations. Taken together, the role we envision for
2C-MCRD systems is similar to the role of two-variable
systems in dynamical systems theory of ODEs.

The framework we present here has recently been em-
ployed and generalized to study the principles underlying
coarsening and wavelength selection [15], as well as sys-
tems with spatially heterogeneous reaction rates [20] and
the role of advective flow in the cytosol [21]—all in the
context of two-component systems. Moreover, the con-
cepts of local equilibria and regional instabilities have
recently proven useful to disentangle the interplay of sev-
eral distinct instabilities that give rise to Min-protein
patterns in vivo and in vitro [22].

Potential future generalizations range from adding
more components and more conserved quantities, to go-
ing beyond strictly mass-conserving systems (see Out-
look). Mass conservation and, more generally, conserved
quantities are inherent to the elementary processes un-
derlying many pattern forming systems. We therefore
believe that the local equilibria theory we present here of-
fers a new perspective on a broad class of pattern-forming
systems—including intracellular pattern formation, clas-
sical chemical systems such as the BZ reaction, and even
agent-based active matter systems.

B. Structure of the paper

Put briefly, the paper is structured as follows. Sec-
tion II introduces 2C-MCRD systems, and their appli-
cations, most prominently as conceptual models for cell
polarization. The concepts introduced in Sec. III and
Sec. IV form the foundation of the proposed framework
and the subsequent analysis. The following two sections
present results that are particularly relevant in the bi-
ological context of intracellular pattern formation: A
characterization of the possible pattern types exhibited
by 2C-MCRD systems (Sec. V) and a simple heuris-
tic for the threshold perturbation required for stimulus-
induced pattern formation (Sec. VI). Section VII delves
into a more technical analysis of the generic bifurcation
structure of 2C-MCRD systems. Here, we find strik-
ing similarities to the phase diagram of phase-separation
phenomena (such as liquid-liquid phase separation and
motility-induced phase separation). This technical sec-
tion also includes weakly nonlinear analysis in the vicin-
ity of the lateral instability onset that corresponding to
a critical point in the language of phase transitions. Fi-
nally, in Sec. VIII, we provide an extensive discussion of
the implications of our results and an outlook to future
research directions.
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II. TWO-COMPONENT MASS-CONSERVING
REACTION–DIFFUSION SYSTEMS

Our goal is to find geometric structures in phase
space that allow the characterization of mass-conserving
reaction–diffusion (MCRD) systems. The simplest sys-
tem of this type is a two-component reaction–diffusion
system with two scalar densities, m(x, t) and c(x, t),

∂tm(x, t) = Dm∂2
xm+ f(m, c), (1a)

∂tc(x, t) = Dc∂
2
xc − f(m, c), (1b)

on a one-dimensional domain of length L with reflective
(no-flux) boundary conditions ∂xm|0,L = ∂xc|0,L = 0;
all results can straightforwardly be generalized to peri-
odic boundary conditions. The global average n̄ of total
density n(x, t) = m(x, t) + c(x, t) is conserved:

n̄ =
1

L

! L

0

dx
"
m(x, t) + c(x, t)

#
. (1c)

We chose the above form for its conceptual simplicity.
However, the principles that characterize pattern forma-
tion for this ‘minimal’ model can be generalized to more
complex systems with more components and conserved
species [16, 23], and even beyond strictly mass-conserving
systems [15]; see also Sec. VIII D.

Two-component systems of the above form were widely
studied as conceptual models for cell polarization [24–36],
where Eq. (1) describes the dynamics of a protein species
that cycles between membrane (slow diffusing, concen-
tration m(x, t)) and cytosol (fast diffusing, concentration
c(x, t)). In this biological context, the nonlinear kinetics
term f(m, c) is of the form

fattach–detach(m, c) = a(m)c− d(m)m, (2)

where the non-negative terms a(m)c and d(m)m charac-
terize the attachment of proteins from the cytosol to the
membrane and the detachment back into the cytosol, re-
spectively. This functional form results from the fact that
in intracellular systems chemical reactions are mainly re-
stricted to the cell membrane. We will use kinetics of
the above form for illustration purposes; for specific ex-
amples see Appendix A. Importantly however, our re-
sults hold for general kinetics f , and are not restricted
to models for intracellular pattern formation. Moreover,
2C-MCRD systems have also been studied for slime mold
aggregation [37], cancer cell migration (glioma invasion)
[38], precipitation patterns [39, 40], and simple contact
processes [41, 42]. Finally, non-isothermal solidification
models [43] can also be rewritten in the form Eq. (1); see
e.g. Refs. [44, 45].

In the mathematical literature, 2C-MCRD systems
with a specific form of the reaction kinetics, f(m, c) =
c− g(m), have been studied extensively [44, 46–48]. The
dynamics of these systems can be mapped to a variational
form (gradient flow of an effective free-energy density). In

this form, the properties of the dynamics and the station-
ary patterns can be analyzed analogously to the Cahn–
Hilliard equation which describes phase separation near
thermal equilibrium (see e.g. Ref. [49]). In particular,
one can prove that these systems always exhibit uninter-
rupted coarsening, i.e. the fully phase separated state is
the only stable stationary state of the system [47, 48].
The theory we present here is fundamentally different
from these previous mathematical approaches. Instead of
an abstract mapping to a variational form, our approach
is grounded in concepts with clear physical interpretation
that are not restricted to specific reaction terms. Local
equilibria, the overarching concept of our theory, can be
generalized to systems with more than two components
and more complex phenomena such as waves, oscillations
and chaos [16, 22].

In closing this section we we would like to point out
that systems which are not strictly mass conserving may
have a mass-conserving subsystem (or ‘core’) that cap-
tures essential aspects of the system’s pattern forma-
tion dynamics. An example is the Brusselator system
[50], a widely used paradigmatic model to study pat-
tern formation. It’s reaction kinetics has a ‘core’ of
the same form as Eq. (1) with additional linear produc-
tion and degradation terms that break mass conservation.
This broken mass conservation can give rise to interest-
ing new phenomena, not present in the mass-conserving
core. Still, the core dynamics can be useful in under-
standing these new phenomena by exploiting a time scale
separation between (fast) mass-conserving processes and
(slow) production/degradation processes [15, 51, 52]. In
the Outlook, Sec. VIII D, we briefly discuss this exam-
ple and the broader prospects of such an approach to
non-conservative systems.

III. SETTING THE STAGE—GEOMETRIC
STRUCTURES IN PHASE SPACE

In this section we introduce the basic geometric con-
cepts in phase space, which we will later use for a full
characterization of pattern formation, including pattern
types, bifurcations, and the corresponding characteristic
length and time scales. To this end, we will first study
the spatially homogeneous (well-mixed) case where we
can use the classical geometric tools for studying ordi-
nary differential equations [1, 2, 5]. Subsequently, we
will build on the phase-space structures obtained from
the well-mixed case to also understand pattern formation
in spatially extended systems in terms of flow in phase
space.
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A. Phase-space analysis of a well-mixed system

For a well-mixed system, the dynamics reduces to a set
of ordinary differential equations

∂tm = f(m, c), ∂tc = −f(m, c). (3)

Since the reaction kinetics conserve total density (protein
mass), n = m+ c, the reactive flow in (m, c)-phase space
is restricted to the reactive phase space where n is a con-
stant of motion (i.e. ∂tn = 0), as illustrated in Fig. 1a.
The reaction kinetics are balanced at the reactive equi-
libria (fixed points) u∗ = (m∗, c∗),

u∗(n) :

$
f(u∗) = 0,

m∗ + c∗ = n,
(4)

which are given by the intersection points between the
reactive reactive nullcline (NC) (or ‘line of reactive equi-
libria’), f(m∗, c∗) = 0, and the reactive phase space for a
given mass n. The reactive flow in the respective phase
space is organized by the location and (linear) stability
of these fixed points (which are both functions of n); see
Fig. 1a and discussion below. By varying the total den-
sity n, i.e. by shifting the reactive phase space, one can
construct a bifurcation diagram of the (reactive) equilib-
rium c∗(n) as a function of the total density n (Fig. 1b).
The total density is a control parameter of the reactive
equilibria. When the total density changes, the local
equilibria shift. These shifting (or moving) local equilib-
ria, introduced in Ref. [16], are the key to understanding
the mass-conserving reaction–diffusion dynamics as we
will see repeatedly throughout this paper.

In each reactive phase space, we can eliminate (the
cytosolic density) c(t) and write the dynamics in terms
of (the membrane density) m(t) alone: ∂tm(t) =
f
"
m(t), n−m(t)

#
; equally well m(t) could be eliminated.

In the vicinity of an equilibrium m∗ the linearized re-
active flow reads ∂tm(t) ≈ (fm − fc)(m(t) − m∗), with
fi := ∂if |u∗ , i ∈ {m, c}. We can read off the eigenvalue
σloc(n) := fm − fc for the local equilibrium and obtain
to linear order in the vicinity of the reactive nullcline:

f(m, c) ≈ σloc(n) ·
%
m−m∗(n)

&

= −σloc(n) ·
%
c− c∗(n)

&
.

(5)

The sign of σloc—and thereby stability of the reactive
equilibria—can be inferred from the slope of the nullcline

snc(n) := ∂mc∗(m)
'''
n
= −fm

fc

'''
n
. (6)

For fc > 0, which is always the case for attachment–
detachment kinetics where fc = a(m), local equilibria
are stable, σloc(n) < 0, if (and only if) the slope of the
reactive nullcline is less steep than the slope of the reac-
tive phase space:

snc(n) = −1. (7)

n

c

m

c
(m,c)-phase space bifurcation diagram

reactive �ow

reactive phase spaces

(un)stable reactive equilibria( )

SN

SN

FIG. 1. Phase space and bifurcation structure of a well-mixed
2C-MCRD system. The conservation law m + c = n is geo-
metrically represented by 1-simplices in phase space, referred
to as reactive phase spaces. Local reactions give rise to a flow
in phase space (red arrows) which, due to mass conservation,
is confined to the reactive phase spaces. The flow vanishes
along the reactive nullcline f(m, c) = 0 (black line) which is
a line of reactive equilibria. Each intersection of a reactive
phase space with the reactive nullcline is a reactive equilib-
rium u∗(n) for a given total density n (shown as disks, •/◦,
for three different values n1,2,3). The (m, c)-phase portrait
can be transformed into a bifurcation diagram c∗(n) by the
skew transformation n = m+ c. Because of the conservation
law, the well-mixed system has only one degree of freedom,
so the only possible bifurcations are saddle-node bifurcations
(SN) where the reactive nullcline is tangential to a reactive
phase space.

Figure 1a shows an example for reaction kinetics where
the dynamics is monostable except for a window of pro-
tein masses exhibiting bistability with one unstable (◦)
and two stable fixed points (•). (Note that the local
eigenvalue σloc can be rewritten as σloc = fc · (−snc − 1),
which shows why the slope criterion, Eq. (7), for local
stability is reversed for fc < 0.)

B. Stationary patterns are embedded in a
flux-balance subspace of phase space

To generalize the above approach to spatially extended
systems, one has to understand the role of diffusive cou-
pling. We start by studying stationary patterns. The in-
sights gained from this analysis will later prove useful for
studying the dynamics (instability of the homogeneous
state and stimulus-induced pattern formation).

A stationary pattern (u(x) = [(m(x), (c(x)] is a solution
to the steady-state equations,

Dm∂2
x (m+ f((m,(c) = 0, (8a)

Dc∂
2
x(c − f((m,(c) = 0, (8b)

under the constraint of a given average total density n̄
(Eq. (1c)). Figure 2a shows the sketch of a typical sta-
tionary pattern (m(x) (solid line) and the corresponding
local equilibria m∗(x) (black disks) obtained from a nu-
merical solution of Eq. (8) with a reaction term as, for
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instance, in Refs. [28, 34, 53] (see Appendix A). We study
patterns with monotonic density profiles, which serve as
elementary building blocks for more complex stationary
patterns (see Section V). Figure 2a shows an example
for a monotonic pattern profile exhibiting two plateau re-
gions connected by an interface region with an inflection
point at x0. (We will later see that this type of pattern,
termed ‘mesa’, is one of three elementary pattern types
found in two-component reaction–diffusion systems; see
Sec. V C).

Here we ask what can be learned about the stationary
pattern by applying geometric concepts in phase space
alone, i.e. without relying on an explicit numerical so-
lution. Observe that Eqs. (8) imply that the diffusive
fluxes of m and c have to balance locally at each position
x in the spatial domain [0, L] in steady state:

Dm∂x (m(x) = −Dc∂x(c(x). (9)

This local flux-balance condition is obtained by adding
the two steady-state equations, Eq. (8a) and Eq. (8b),
integrating over x and employing no-flux boundary con-
ditions. Integrating this relation once more from the
boundary to any point x in the domain yields that any
stationary pattern obeys the linear relation

Dm

Dc
(m(x) + (c(x) = η0, (10)

where η0 is a constant of integration. (An alternative
derivation of this relation that directly generalizes to
higher spatial dimensions (cf. Eq. (14b) is provided be-
low.) Equation (10) defines a family of linear subspaces in
the (m, c)-phase plane parametrized by η0. We shall call
these subspaces the flux-balance subspaces (FBS), since
they represents the local balance between the diffusive
fluxes on the membrane and in the cytosol. Any station-
ary pattern is confined to one such subspace; see Fig. 2b.
We will learn later (Sec. III C), how the value of η0(n̄, L)
is determined by the balance of reactive processes.

Equation (10) has been previously used to mathemat-
ically simplify the construction and analysis of station-
ary patterns in two-component systems, by introducing
the new phase-space coordinate (orthogonal to the flux-
balance subspace)

η :=
Dm

Dc
m+ c, (11)

and describing the spatiotemporal dynamics in terms of
the scalar fields n(x, t) and η(x, t) (cf. Refs. [25, 34]).
The physical origin (diffusive flux balance) and the ge-
ometric interpretation (flux-balance subspace) discussed
above explains why Eq. (10) has proven to be useful be-
fore (and why it will be central in our further analysis).
In particular, note that by adding Eqs. (1a) and (1b) one
finds that gradients in η(x, t) drive mass redistribution:

∂tn(x, t) = Dc∂
2
xη(x, t). (12)

We will therefore call η(x, t) the mass-redistribution po-
tential. Substituting c using η, the reaction term reads

f̃(m, η) := f (m, η −mDm/Dc) , (13)

and the stationarity conditions, Eqs. (8a) and (8b), are
replaced by

Dm∂2
x (m+ f̃((m, (η ) = 0, (14a)

Dc∂
2
x(η = 0. (14b)

From the second equation, we recover that in steady
state, the mass-redistribution potential must be constant
in space, (η = η0, on a domain with no-flux or periodic
boundary conditions. This result also holds in higher spa-
tial dimensions, as one can see by analogy to the electric
potential in a charge free space. The mass-redistribution
potential plays a role analogous to the chemical poten-
tial in Model B dynamics [54]. However, it does not
follow from a free energy density. Instead, it is deter-
mined by the local concentrations via Eq. (11), and its
spatial gradients represent the local imbalance of diffu-
sive fluxes. Finally, note that the equation for the mass-
redistribution dynamics Eq. (12) is not closed. Later, in
Sec. IV, we will introduce an approximate “closure rela-
tion” for Eq. (12).

The above analysis can be generalized to systems with
N components whose total mass is conserved (describing,
for instance, a single protein species with N conforma-
tional states). The mass-redistribution potential is the
sum of the concentrations weighted by their respective
diffusion constants. Respectively, the flux-balance sub-
space in the N -dimensional concentration phase space is
a N −1 dimensional hyperplane orthogonal to the vector
of diffusion constants (D1, D2, . . . , DN ).

C. Stationary patterns are “scaffolded” by
local equilibria

Whenever the diffusion constants Dm and Dc are un-
equal, the flux-balance subspace cannot coincide with any
reactive phase space (which has slope −1). Hence, a non-
uniform total density profile (n(x) := (m(x)+(c(x) is innate
to any stationary pattern (non-uniform (m(x)) whenever
Dm ∕= Dc.

As we will see next, this non-uniform total density pro-
file is key understand the relationship between the sta-
tionary pattern in real space and the reactive nullcline in
the phase plane.

Consider the system as being spatially dissected into
notional local compartments [16]. Within each such com-
partment, local reaction kinetics induce a reactive flow
f(m, c) that lies in the local phase space {(m, c) : m+c =
(n(x)} which is determined by the respective local mass
(n(x). We define the local equilibria

f
"
u∗(n(x, t))

#
= 0,

m∗(n(x, t)) + c∗(n(x, t)) = n(x, t),
(15)
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in�ection point

di�usive �ux

plateau

plateau

local phase spaces

�ux-balance subspace

(a) (b)Spatial pro�le Phase space

reactive nullcline

reactive �owlocal equilibriastationary pattern

attachment
zone

detachment
zone

FIG. 2. Illustration of a stationary pattern and its embedding in phase space which motivates the flux-balance construction
based on the reactive nullcline. (Movie 1 shows the dynamics that lead to such a stationary pattern). (a) Local (reactive)
equilibria m∗(!n(x)) (•) act as a “scaffold” for the pattern profile which is tied to the equilibria by local reactive flows (red
arrows). At the inflection point x0 the flux-balance subspace intersects the reactive nullcline f̃(m(x0), η0) = 0. In a steady
state, the diffusive flux on the membrane (blue arrow) is balanced by an equal and opposite flux in the cytosol. Together these
fluxes exactly cancel the cumulative reactive turnover on either side of the inflection point (indicated by red shaded areas). (b)
The phase-space trajectory corresponding to the stationary pattern is embedded in a flux-balance subspace (thin blue line).
The local reactive flows (red arrows) are restricted to the local phase spaces where total density is conserved locally. The
intersections between the local phase spaces and the reactive nullcline f(m, c) = 0 yield the local equilibria (•). Slow membrane
diffusion (blue arrows) balances the reactive flows towards the equilibria in the vicinity of x0 (cf. Eq. (20)). The regions left
and right of x0 can be intuitively characterized as attachment and detachment zones based on the direction of the reactive flow
in them. A balance of total turnovers (red shaded areas between pattern and local equilibria in (a) and (b) determines η0 (cf.
Eq. (19)).

analogously to Eq. (4), where we emphasize that the to-
tal density n(x, t) is a function of position x and time t
here. The local equilibria are geometrically determined
by intersection points of the local phase space with the
reactive nullcline. Together with their linear stability the
local equilibria serve as proxies for the local reactive flow
in each notional compartment (as in the well-mixed sys-
tem discussed in Sec. III A; cf. Eq. (5)). Thus, by think-
ing about a system as dissected into small compartments
coupled by diffusion, we can carry over the phase-space
structure of the local reaction kinetics to the spatially
extended system (Fig. 2b).

What is the relationship between the local equilibria
u∗((n(x)) and the stationary pattern (u(x)? To gain some
intuition, suppose the compartments were isolated from
each other, i.e. diffusive coupling between them were shut
off. If we choose the compartments small enough to be
well-mixed, then the concentrations m and c in each of
them will simply relax to the local equilibrium (black
disks in Fig. 2) determined by the total density (n(x) that
varies from compartment to compartment. In that sense,
the local equilibria act as a scaffold to which the pattern
is “tied” by local reactive flows. Because total density
must be conserved individually in each of the (now un-
coupled) compartments the approach (red arrows) to the
local equilibria is confined to the reactive phase space
(gray lines) given by the total density in the compart-
ment.

Let us now consider diffusive coupling between these
compartments. In essence, diffusion acts to remove spa-

tial gradients (as indicated by the small blue arrows along
the FBS in Fig. 2b) and is counteracted by reactive flows
towards the local equilibria (indicated by the red arrows
from the FBS to the local equilibria in Fig. 2a,b). How
does this competition play out in detail? In steady state,
the net diffusive flux in and out of the compartment is
balanced by the deviation from local (reactive) equilib-
rium (it is instructive to compare Eq. (4) for reactive
equilibria and Eqs. (8) for stationary pattern). If the
gradient does not change across the compartment, such
that the flux into and out of the compartment are iden-
tical, the net diffusive flux vanishes: ∂x[Dm∂x (m(x)] = 0.
(Thanks to the flux-balance condition Eq. (9), the same
holds automatically for (c(x).) In turn, the stationary
pattern pattern must coincide with the local equilibria:
(u(x) = u∗((n(x)) when the gradient does not change
across a compartment. This holds exactly at inflection
points of the pattern. For plateaus, the gradient is small,
∂x(u(x) ≈ 0, in a spatially extended region, and so is the
local net flux, that is, ∂2

x(u(x) ≈ 0. Hence, for plateaus
we have f((u(x)) ≈ 0, such that the pattern can be locally
approximated by the respective local equilibria, that is,
(u(x) ≈ u∗((n(x)) in plateau regions.

D. The flux-balance construction on the reactive
nullcline

Combining these insights with the fact that the sta-
tionary pattern must be embedded in a flux-balance sub-
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space, we can identify plateaus and the inflection point
as intersection points of a flux-balance subspace and
the nullcline (FBS–NC intersections). As illustrated in
Fig. 2, these ‘landmark points’ in phase space enable us
to graphically construct the spatial patterns in real space
as two plateaus connected by an interface (flux-balance
construction).

Near the interface the densities (u(x) of a stationary
pattern will deviate from the corresponding local equi-
libria. The ensuing reactive flows (red arrows) left and
right of the inflection point are of opposite sign and cor-
respond to attachment and detachment zones for protein
patterns (see Fig. 2a) [14]. Linearizing the phase-space
flow around the landmark points will later enable us to
further quantify the spatial profile of stationary patterns,
i.e. to determine the relevant length scales.

E. Turnover balance determines η0

Integrating one of the stationarity conditions,
Eq. (14a), over the whole spatial domain [0, L] yields that
in steady state the total reactive turnover must vanish

! L

0

dx f̃((m(x), η0) = 0. (16)

This total turnover balance determines the position η0
of the flux-balance subspace in steady state. A math-
ematically more convenient form of turnover balance is
obtained by multiplying Eq. (8a) with ∂x (m(x) before in-
tegrating:

! !m(L)

!m(0)

dmf̃(m, η0) = 0. (17)

In this form, it becomes evident that the total turnover
balance does not depend on the full density profile (m(x),
but only on the densities at the boundaries, (m(0) and
(m(L). Total turnover balance, Eq. (17), together with
the stationarity condition for (m(x), Eq. (14a), fully de-
termine the stationary patterns.

Geometrically, total turnover balance can be inter-
preted as a kind of (approximate) Maxwell construction
in the (m, c)-phase plane (balance of areas shaded in red
in Fig. 2). This requires the following approximations.
First, we linearize the reactive flow around the reactive
nullcline (cf. Eq. (5)):

f̃
"
m, η0

#
≈ σloc((n(m)) ·

%
m−m∗((n(m))

&
, (18)

where (n(m) := η0 + (1−Dm/Dc)m because the pattern
is embedded in the flux-balance subspace, cf. Eq. (10).
The expression in the square brackets of Eq. (18) is sim-
ply the distance of the reactive nullcline from the flux-
balance subspace measured along the respective local
phase space. Further, suppose for the moment that the
local eigenvalue σloc(n) is approximately constant in the
range of total densities attained by the pattern. Turnover

balance, Eq. (17), is then represented by a balance of the
areas between nullcline and flux-balance subspace on ei-
ther side of the inflection point (see areas shaded in red
(light gray) in Fig. 2b):

! !m(L)

!m(0)

dm
%
m−m∗"(n(m)

#&
= 0. (19)

In the characterization of pattern profiles in Sec. V, we
will use that for a spatial domain size L much larger than
the interface width, one can approximate the plateau con-
centrations by FBS-NC intersections: (m(0) ≈ m−(η0)
and (m(L) ≈ m+(η0). In this case, Eq. (17) is closed and
can be solved for η0, either numerically or geometrically
using the approximate ‘Maxwell construction,’ Eq. (19).

Multiplying the stationarity condition, Eq. (14a), by
∂x (m(x) (as we did to obtain Eq. (17) for total turnover
balance) and integrating over the spatial subinterval
[0, x0]), one obtains a relation that depends only on η0
and the boundary concentrations (m(0) and (m(L):

1

2
Dm

"
∂x (m

''
x0

#2
=

! m0(η0)

!m(0)

dmf̃(m, η0)

= −
! !m(L)

m0(η0)

dmf̃(m, η0).

(20)

These equations state that the net turnover on either
side of the pattern inflection point x0, has to be balanced
by the net diffusive flux across that point as illustrated
by the blue arrow in Fig. 2a. Because the reactive flow
changes sign at the inflection point, the reactive turnover
(integrated flow) is extremal there and determines the
maximal slope (m′(x0) of the pattern profile. Depending
on how the reactive turnover saturates on either side of
the inflection point, the system exhibits, as we will learn
in Sec. V C, three distinct characteristic elementary pat-
tern types, classified by the shape of the concentration
profile (m(x): mesas, peaks/troughs and nearly harmonic
(or ‘weakly nonlinear’) patterns.

F. Summary of geometric structures in phase space

Let us pause for a moment and briefly summarize our
findings so far. We have established three major geo-
metric structures in (m, c)-phase space: First, the reac-
tive nullcline, f(m, c) = 0, along which the local reac-
tion kinetics are balanced; second, the local phase spaces,
m + c = (n(x), determined by the local total densities
(n(x)—local equilibria u∗((n(x)) are intersections of the
reactive nullcline and the local phase spaces; third, the
family of flux-balance subspaces, within which diffusive
flows in membrane and cytosol balance each other. The
position of the flux-balance subspace, η0, of a stationary
pattern is determined by total turnover balance, Eq. (17),
which represents a balance of reactive processes.

This geometric picture underlies the key results we
present in the remainder of the paper. Up to now, we
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only discussed the embedding of the pattern in the (m, c)-
phase plane. To study the possible pattern profile shapes
(m(x) in real space, we need to understand the dynamic
process of pattern formation, in particular the factors
determining the interface region. As we will see below
(Sec. V), the interface of a pattern is inherently con-
nected to lateral instability. We will therefore first ana-
lyze lateral instability and the dynamic process of pattern
formation in the following section. With these tools at
hand, we will then be able to characterize the distinct
pattern types exhibited by 2C-MCRD systems.

IV. LATERAL INSTABILITY

How can the geometric structures introduced in the
previous section help us to understand the physical pro-
cess of pattern formation? Previous research [16] sug-
gests that the total densities are the essential degrees
of freedom and their redistribution is the key dynamic
process. Building on this insight, we systematically con-
nect the geometric structures established above (Sec. III)
to the lateral instability, i.e. instability against spatially
inhomogeneous perturbations, of a homogeneous steady
state.

A. Mass-redistribution instability

Consider the dynamics of the local total density
n(x, t) = c(x, t) +m(x, t). Because the kinetics conserve
local total density, the time evolution of n(x, t) is driven
only by diffusion due to spatial gradients in the concen-
trations c(x, t) and m(x, t):

∂tn(x, t) = Dc∂
2
xc(x, t) +Dm∂2

xm(x, t). (21)

As a result of mass redistribution, the local equilibrium
concentrations u∗(n(x, t)) change. In turn, these locally
shifted equilibrium concentrations induce changes in the
local reactive flows and thereby result in altered spatial
gradients in u(x, t). This intricate coupling between re-
distribution of total mass, reactive flows, and diffusive
flows drives pattern formation.

Qualitatively, this coupling between reactive and dif-
fusive flow can be understood by observing that the dy-
namics depends mainly on the direction in which the local
equilibria shift due to increasing or decreasing local total
density. Let us therefore posit that the relevant diffu-
sive gradients can be (qualitatively) estimated by replac-
ing the local concentrations by the (locally stable) local
equilibrium

u(x, t) → u∗"n(x, t)
#
, (22)

such that the local mass n(x, t) is the only remaining
degree of freedom:

∂tn(x, t) ≈ Dc∂
2
xc

∗(n) +Dm∂2
xm

∗(n). (23)

We term this the local quasi-steady state approximation.
Note that this approximation becomes exact in the long
wavelength limit where diffusive redistribution is much
slower than chemical relaxation; see Sec. IV B and Ap-
pendices C and D for a detailed discussion. Applying the
chain rule once, we can rewrite the mass redistribution
dynamics as

∂tn(x, t) ≈ ∂x
%"
Dc ∂nc

∗ +Dm ∂nm
∗#∂xn

&
(24)

which is simply a diffusion equation for the total density
n(x, t). For locally stable equilibria, the effective diffu-
sion constant will become negative (which entails anti-
diffusion) if

∂nc
∗

∂nm∗ = snc(n) = −fm
fc

< −Dm

Dc
, (25)

where snc(n) = ∂mc∗(m)|n is the slope of the reactive
nullcline c∗(m) (cf. Eq. (6) in Sec. III A; note that local
stability ensures ∂nm

∗ > 0 when fc > 0, for fc < 0 the
inequality Eq. (25) is reversed). Hence, starting from a
homogeneous steady state u∗(n̄), a lateral instability due
to effective anti-diffusion takes place if (and only if)

snc(n̄) < −Dm

Dc
. (26)

This condition for lateral instability has a simple geo-
metric interpretation in the (m, c)-phase plane: A spa-
tially homogeneous steady state with total density n̄ is
laterally unstable if the slope of the nullcline is steeper
than the slope of the flux-balance subspace. We term
the mechanism a mass-redistribution instability to em-
phasize the underlying physical process and to contrast
this mechanism to the “activator–inhibitor mechanism”
(see Sec. VIII B3 in the Discussion). Importantly, the
mass-redistribution instability in reaction–diffusion sys-
tems is a Turing instability [55], in the sense that it is a
diffusion-driven instability of a system that is stable in
a well-mixed situation (i.e. stable against spatially ho-
mogeneous perturbations) [56]. The bifurcation where
a homogeneous steady state becomes laterally unstable,
i.e. Turing unstable, will be referred to as a Turing bifur-
cation.

The mass-redistribution dynamics, Eq. (24), can be
rewritten most compactly using the mass-redistribution
potential, η, (cf. Eq. (12)):

∂tn(x, t) ≈ Dc∂x
%
∂nη

∗(n) ∂xn
&
. (27)

This implies that a mass-redistribution instability occurs
if an increase in total density entails a decrease of the
mass-redistribution potential (i.e. ∂nη∗|n̄ < 0).

Importantly the instability condition, Eq. (25), can
be related directly to an underlying physical mechanism.
For illustration purposes let us disregard membrane dif-
fusion (Dm = 0). Following a small modulation δn of
the mass on a large length scale, the local reactive equi-
librium within each compartment shifts (1 in Fig. 3a).
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(a) (b) Dispersion relationIllustration of the instability mechanism

FIG. 3. Mass-redistribution instability. (a) Illustration of the underlying mechanism. Consider a small amplitude modulation
of the total density (purple line in the real space plot) on a large length scale (1). As diffusion is slow on large scales, the
system will locally relax to its reactive equilibrium (2). The resulting cytosolic density profile δc(x) ≈ ∂nc

∗(n)|n̄δn(x) is shown
by the blue line in the real space plot. If the cytosolic equilibrium density decreases due to an increase of total density (i.e.
if the nullcline slope, snc, is negative), the ensuing diffusive fluxes in the cytosol (3) will amplify the modulation of the total
density profile (4), thus driving an instability. The membrane gradient is opposite to the cytosolic one, such that membrane
diffusion counteracts the instability and suppresses it if snc > −Dm/Dc; cf. Eq. (25). (b) Dispersion relation (solid blue line).
In the limit Dc → ∞, the dispersion relation approaches the function fm − Dmq2 shown as gray, dashed line. This limit is
discussed in Appendix C 3.

The instability criterion, Eq. (25), requires the slope of
the reactive nullcline to be negative. In this case, the
equilibrium shifts to lower cytosolic concentration c∗(n)
as total density n is increased. In other words, in re-
gions with a higher total density, there will be a reactive
flow onto the membrane (red arrows) as the shifted local
equilibrium is approached—thus creating cytosolic sinks
(2 in Fig. 3a). Conversely, the regions with lower total
density become cytosolic sources. The ensuing cytoso-
lic gradient leads to diffusive mass-redistribution (3), re-
sulting in a further shift of the local equilibria (4), thus
sustaining and amplifying the diffusive flux—the cycle
feeds itself. Taken together, this shows that the mass-
redistribution instability is a self-amplifying mass redis-
tribution cascade. In contrast, when the cytosolic equilib-
rium density rises due to an increase in total density (i.e.
for positive nullcline slope ∂nc

∗|n̄ > 0) the compartment
with more total density will become cytosolic source in-
ducing mass redistribution that brings the system back
to a homogenous state.

B. Diffusion- and reaction-limited regimes

On sufficiently large length scales, diffusive relaxation
(transfer of mass) is slow compared to chemical relax-
ation Dcq

2 ≪ |σloc|, such that the local quasi-steady
state approximation Eq. (22) becomes exact—the con-
centrations are slaved to the local equilibria. This is
the diffusion-limited regime: the growth rate of the lat-
eral instability is limited by cytosolic redistribution via
diffusion (σlat ≈ −∂nc

∗ · Dcq
2). In contrast, if cy-

tosolic diffusion is much faster than chemical relaxation
(Dcq

2 ≫ |σloc|), the lateral instability is limited by
the rate at which the shifting equilibria are approached
(σlat ≈ ∂nc

∗ · σloc = fm). This is the diffusion-limited

regime. Importantly, the concept of shifting local equi-
libria still informs about the presence of the lateral in-
stability in this regime. But it does no longer yield the
growth rate quantitatively. A more detailed discussion
of the local quasi-steady state approximation is provided
in Appendix D.

The principle of shifting local equilibria provides in-
sight into the spatial dynamics of systems with more than
two components: In a five-component MCRD model for
in vitro Min patterns, the concept of scaffolding allowed
to predict the transition to chaos (qualitative change of
the local attractors from stable fixed point to limit cy-
cle) [16]. Notably, in this system, the onset of lateral
instability is not a long wavelength instability but takes
place for a band of unstable modes bounded away from
q = 0, corresponding to ‘type I’ instability in the Cross–
Hohenberg classification scheme. Thus, the principle of
shifting local equilibria is not restricted to systems with
a long wavelength (‘type I’) instability.

C. The marginal mode qmax reveals the role of
membrane diffusion

Let us compare the instability criterion Eq. (25) to
‘classical’ linear stability analysis of Eq. (1) around the
homogenous steady state (see Appendix C). There one
obtains the dispersion relation σ(q) for the growth rate σ
of a mode with wavenumber q (see Fig. 3b). It exhibits a
band of unstable modes, σ(q) > 0 for 0 < q < qmax, with

q2max :=
fm
Dm

− fc
Dc

=
f̃m
Dm

(28)

if and only if fm/Dm > fc/Dc, i.e. exactly when the
slope criterion, Eq. (25), is fulfilled. Equation (28) can
be rewritten as q2max = fc/Dm(−snc − Dm/Dc), which
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shows why the slope criterion Eq. (25) is reversed for
fc < 0.

The instability condition Eq. (25) and the expression
for the edge of the edge of the band of unstable modes
Eq. (28) inform about the role of membrane diffusion
as counteracting the cytosolic mass-redistribution that
drives the instability. This is because the membrane gra-
dient will always be opposed to the cytosolic gradient
whenever the nullcline slope is negative (−1 < ∂nc

∗ < 0)
(because δm = δn− δc and δc∗ = δn ∂nc

∗).
The expression for qmax can be found quite easily by

utilizing phase-space geometry. We start from the ob-
servation that qmax is a non-oscillatory marginal mode;
it cannot be oscillatory for a locally stable fixed point,
σloc < 0, as shown in Appendix C. Hence, the eigen-
value σ(qmax) = 0, so the mode ∼ cos(qmaxx) must fulfill
the steady-state condition, Eq. (8), and the correspond-
ing eigenvector must point along a flux-balance subspace
∝ (1,−Dm/Dc)

T in phase space. The steady state condi-
tion in flux-balance subspace is given by Eq. (14a), which,
in linearization around a homogeneous steady state reads

0 = Dm∂2
xδm(x) +

)
fm − Dm

Dc
fc

*

n̄

δm(x). (29)

This equation is solved by the mode δm(x) ∝ cos(qmaxx)
with q2max = fm/Dm−fc/Dc (cf. Eq. (28)). To conclude,
the two effects of membrane diffusion are interlinked in
the expression for qmax: (i) The condition qmax = 0 de-
termines the critical NC-slope (scrit

nc = −Dm/Dc) for the
(long wavelength) onset of lateral instability. (ii) In the
laterally unstable regime, qmax determines the smallest
unstable length scale ℓ = q−1

max. In the limit of large Dc,
this length scale is given by ℓ2 ≈ Dm/fm, i.e. a balance
of membrane diffusion and reactive flows. In the next
section, it will be shown that the marginal mode qmax at
the pattern inflection point determines (to leading order)
the interface width of a stationary pattern.

V. CHARACTERIZATION OF STATIONARY
PATTERNS

With an intuitive picture of the principles underlying
pattern formation in 2C-MCRD systems in hand, we now
return to the spatially continuous system. We first study
the characteristic types of stationary patterns exhibited
by 2C-MCRD systems, focusing on elementary station-
ary patterns with monotonic concentration profiles on a
domain with no-flux boundaries. More complex, non-
monotonic stationary patterns (also in domains with pe-
riodic boundary conditions) can always be dissected into
such elementary patterns at their extrema (recall that
due to the diffusive flux-balance condition, Eq. (9), ex-
trema in (m(x) and (c(x) must coincide). Previous studies
have observed that 2C-MCRD systems typically exhibit
coarsening [24, 25, 34, 57]. In a follow-up work building
on the concepts presented here, we show that coarsening

is indeed generic in all 2C-MCRD systems, independently
of the specific form of the reaction kinetics [15].

A. Interface width

The width of the interfacial region, ℓint, is the only
intrinsic length scale of the elementary patterns. Re-
call that the pattern inflection point, which defines
the position of the interface region, is in local reactive
equilibrium—geometrically determined by an FBS–NC
intersection (m0, c0) (cf. Fig. 2 in Sec. III C). The in-
terface is maintained by a balance of diffusion and the
reactive flow in the vicinity of the inflection point. There-
fore,the interface (m(x− x0) ≈ m0 + δ (m(x) is to leading
order determined by linearizing the steady-state equa-
tion, Eq. (14a), around the inflection point,

0 = Dm∂2
xδ (m(x) +

)
fm − Dm

Dc
fc

*

n0

δ (m(x), (30)

where n0 = m0 + c0, and we used the flux-balance sub-
space constraint, Eq. (10), to substitute the cytosol con-
centration δ(c(x). Equation (30) exactly resembles the
equation that determines the marginal mode sin(qmaxx)
in the dispersion relation (right-hand edge of the band of
unstable modes). Hence, the interface length scale is de-
termined by the marginal mode of the dispersion relation
at the inflection point :

ℓint ≃ π/qmax(n0) = π

+
Dm/f̃m|n0

. (31)

The interface shape is approximated by the correspond-
ing eigenfunction δ (m(x) ∝ sin

"
qmax(n0)x

#
.

Let us pause for a moment to look at the interface
region from the perspective of mass redistribution: the
total density n0 at the inflection point is such that the
corresponding reactive equilibrium is laterally unstable,
because the nullcline slope is steeper than the FBS-slope
there; see Fig. 4 below, where we elaborate on this point
in terms of spatial regions. From the spectrum of modes,
only the marginally stable one, qmax(n0), fulfills the (lin-
earized) stationarity condition. Thus, intuitively it must
be the qmax-mode that determines the interface length
scale. Importantly, because the pattern is formed by
mass redistribution, the total density n0 at the inflec-
tion point does not coincide in general with the aver-
age total density n̄. The interface width is determined
qmax(n0), not by qmax(n̄). This also implies that the in-
terface width depends on the FBS-position η0 because
the inflection point (m0, c0), and hence n0 = m0 + c0, is
determined geometrically as FBS-NC intersection point.
We explicitly denote the interface width by ℓint(η0) when
we use this relationship in the following.

Finally, to approximate the stationary concentration
profile of the interface, we use that its maximal slope
(m′(x0) is attained at the pattern inflection point x0 and
can be calculated by flux-turnover balance (20). Together
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with the harmonic mode δ (m(x) ∝ sin(πx/ℓint) obtained
by linearizing phase space flow, we find

(m(x) ≈ m0 + (m′(x0)
ℓint

π
sin

,
π
x− x0

ℓint

-
, (32)

in the vicinity of the inflection point. To go beyond this
leading order approximations, one can perform a pertur-
bative expansion of f̃(m0 + δm, η0) and (m(x0 + δx) in
Eq. (14a) around the pattern inflection point (m0, η0).
The solution of this expansion can then be matched to
the plateaus to obtain an approximation of the inter-
face profile shape. Linearization around the plateaus
yields exponential decay towards the plateaus (“exponen-
tial tails”) ∼ exp(−x/ℓ±), where the decay lengths are
given by ℓ2± = Dm/f̃m(n±).

B. Regions generalize the concept of local
compartments

Not only the interfaces (n0) but also the plateaus (n±)
of patterns correspond to FBS-NC intersection points in
phase space (Fig. 4). However, in contrast to the inter-
face, the plateaus lie on laterally stable sections of the
nullcline where snc(n±) > −Dm/Dc; recall the slope cri-
terion for lateral instability Eq. (25). Put more precisely,
the pattern profile becomes flat in the vicinity of n± be-
cause of regional lateral stability [58].

Thus, the FBS-NC intersection points act as “landmark
points” that enable us to (notionally) dissect the pat-
tern profile into spatial regions (plateaus and interface)
in such a way that these spatial regions can be associated
with regional phase spaces. The (linearized) properties
of the reaction–diffusion dynamics—encoded in the re-
gional dispersion relations (Fig. 4d)—in the vicinity of
these landmark points can be used to determine the re-
gional properties in real space. Within each of these re-
gions, we can ask what would happen there if we were to
isolate it from the rest of the system, akin to the ques-
tion we asked in the context of local equilibria. Just as
the local equilibria scaffold the interface, these regional
“attractors” serve as scaffolds for the global pattern. The
regional properties depend on the average regional mass
which is redistributed between regions by diffusion, and
the properties of the full pattern can be pieced together
by (characteristically distinct) isolated regions (plateaus
and interfaces).

Taken together, the nonlinear kinetics is encoded by
the nullcline shape. The internal properties of the spatial
regions are determined by regionally linear properties of
phase space flow, encoded in the regional dispersion rela-
tions. We will therefore refer to this as the method of re-
gional phase-spaces and regional attractors. This method
bridges the gap between the linear and the highly non-
linear regime.

Finally, let us note that based on the region decom-
position (cf. Fig. 4), the interface position—determining

the global spatial structure—can be pictured as a col-
lective degree of freedom. A conceptually similar, but
technically more involved approach to study interfaces
(also called ‘kinks’ or ‘internal layers’) and their dynam-
ics is singular perturbation theory (specifically matched
asymptotic expansion) where one uses an asymptotic sep-
aration of spatial scales, see e.g. Ref. [61] and references
therein. Such methods also facilitate a phase-space geo-
metric analysis [9].

C. Pattern classification

Employing the concept of regions we will now turn to
the classification of patterns. We distinguish two generic
pattern types: mesas and peaks. Mesa patterns are com-
posed of plateaus (low density and high density) con-
nected by an interface (Fig. 5a, c and d), while the term
peak refers to an interface concatenated to a plateau only
on the low density site (Fig. 5b) [62]. For small systems,
close to onset, there is an additional pattern type com-
prising only an interface that spans the whole system; see
Sec. VII D.

What are the conditions for the formation of a peak
pattern versus the formation of a mesa pattern? A mesa
pattern requires two plateau regions, each characterized
by an FBS-NC intersection point, one at low density and
one at high density. The low density plateau is generi-
cally present because the densities must be positive and
thus are bounded from below. In contrast, the position of
the FBS-NC intersection point at high density depends
sensitively on the shape of the nullcline and the slope
of the diffusive flux-balance subspace −Dm/Dc. Let us
first consider the case of fast cytosol diffusion Dc ≫ Dm.
For an N-shaped nullcline, i.e. one that has an “upwards-
pointing” tail (see Fig. 5a), the flux-balance construc-
tion presented in Sec. III C yields a mesa pattern. The
situation is different for a “Λ-shaped” nullcline that has
an asymptotically flat tail for large m (e.g. approaching
c∗(m) → 0 for m → ∞); see Fig. 5b. In that case the
third FBS-NC intersection point generically is far away
from the first two; in Fig. 5b it lies out of frame. The
requirement of total turnover balance (approximated by
a balance of the areas shaded in light red in the Fig. 5)
limits the maximum membrane concentration m̂, such
that there is no high density plateau and the pattern as-
sumes a peak profile instead (Fig. 5b bottom). In the
detailed analysis of peak patterns below, we will show
that the FBS-position η0, and thus the peak amplitude,
is determined by the total mass in the system

Let us now consider what happens if the FBS is
made steeper by lowering the ratio of diffusion constants
Dc/Dm. As the FBS becomes steeper, the third FBS-
NC intersection point moves towards lower membrane
concentration. Eventually, this limits the total turnover
on the right hand side of the inflection point, such that
the peak amplitude saturates in a plateau, i.e. a mesa
pattern forms (Fig. 5d). In the case of an N-shaped null-
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FIG. 4. Decomposition of a stationary pattern (a) into spatial regions that correspond to (m, c)-phase-space regions in the
vicinity of landmark points. (b) Three characteristic spatial regions of the pattern (plateaus and the interface) can be notionally
isolated. (c) The different average total densities n−, n0, and n+ in three spatial regions determine the phase space regions
corresponding to these spatial regions. The phase space region associated to laterally unstable nullcline segment is shaded in
green. (d) Linearization of the reaction–diffusion dynamics around the reactive equilibria at n−, n0, and n+ yields regional
dispersion relations that determine the properties of the regions. The plateaus are laterally stable regions, while the interface
region is necessarily laterally unstable. The interface width can be estimated by the marginally stable mode qmax(n0) at the
right-hand edge of the dispersion relation of the interface region: ℓint ≃ π/qmax(n0).

cline, lowering Dc reduces the concentration difference
between the two plateaus, because the FBS-NC intersec-
tion points move closer together (Fig. 5c).

Taken together, the phase-plane analysis reveals how
the interplay of nonlinear reactions (encoded in the null-
cline shape) and diffusion (encoded in the FBS-slope)
determine the pattern type and pattern amplitude.

1. Mesa patterns

To characterize mesa patterns in the limit L ≫ ℓint, we
first determine the FBS-position, η0, using total turnover
balance, Eq. (17) (cf. Sec. III C). Since the plateaus are
scaffolded by (laterally stable) local equilibria we can ap-
proximate the boundary concentrations

(m(0) ≈ m−(η0), (m(L) ≈ m+(η0), (33)

where the plateau scaffolds m±(η0) are geometrically de-
termined in phase space as intersection points m±(η0) of

FBS and NC:

f̃(m±, η0) = 0. (34)

With the approximation, Eq. (33), the total reactive
turnover balance condition, Eq. (17), becomes:

η∞0 :

! m∞
+

m∞
−

dmf̃(m, η∞0 ) = 0, (35)

where m∞
± = m±(η

∞
0 ) and η∞0 denotes the FBS-position

in the large system size limit. Equation (35) is closed and
can be solved for η∞0 . Once one has determined η∞0 , the
interface width ℓint(η

∞
0 ) can be estimated with Eq. (31).

This total turnover balance condition implicitly deter-
mines the FBS-offset η0 = η∞0 . Note that equation
Eq. (35), and hence η∞0 depends only on the function
f and the ratio of the diffusion constants, but not on
the average mass n̄ or the domain size L in the limit
L ≫ ℓint. Instead, the average total density n̄ deter-
mines the position x0 of the interface. Again assum-
ing an interface much narrower than the domain size,
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FIG. 5. Nullcline shape, and FBS-slope (diffusion constant
ratio), and average total density determine wether a mesa or
a peak pattern forms. Top row: fast cytosol diffusion; bot-
tom row: slow cytosol diffusion. Each panel shows the pattern
profile (top) and the respective phase portrait (bottom). (a,c
and d) Mesa patterns; the average total density, n̄, deter-
mines the position of the interface; see Eq. (36). (c) A peak
pattern forms if the pattern amplitude does not saturate in
a third FBS-NC intersection point. The peak amplitude is
determined by the average total density, n̄, via the interface
width ℓint; see Eq. (39). As n̄ is increased, the peak amplitude
will grow, eventually reaching the third FBS-NC intersection
point such that a mesa pattern forms.

the contribution of the interface region can be neglected,
Ln̄ ≈ n∞

− x0 + n∞
+ (L− x0), which yields

x0 ≈ L
n∞
+ − n̄

n∞
+ − n∞

−
, (36)

where n∞
+ and n∞

− are the average total densities in the
plateau regions:

n∞
± := η∞0 + (1−Dm/Dc)m±(η

∞
0 ). (37)

This shows that the amplitude of mesa patterns is geo-
metrically determined by the reactive nullcline alone and
does not sensitively depend on average mass n̄ or sys-
tem size L ≫ ℓint. Moreover, far away from the critical
point Dmin

c , cf. Sec. VII A the mesa-pattern amplitude
becomes independent of the ratio of the diffusion con-
stants. Adding mass to a mesa pattern shifts the inter-
face position x0 as the additional mass is redistributed
between the two plateau regions.

Notably, a geometric argument shows that mesa pat-
terns are the generic pattern for L → ∞ when the ratio
of the diffusion constants is nonzero Dm/Dc > 0, and
m ≥ 0, c ≥ 0 (as must be the case for concentrations):
The FBS intersects the m-axis (c = 0) at (Dc/Dm)η0,
and hence must intersect the nullcline at some finite value
m < (Dc/Dm)η0. For L → ∞ keeping the average mass
n̄ constant, the pattern profile will eventually reach this
third FBS–NC intersection point, and thus become a
mesa pattern. Next, we will discuss the conditions under
which peak/trough patterns occur.

The approximation Eq. (33) for the plateau densities,
and in turn also Eq. (36) for the interface position, will
break down when the distance of the interface to one of
the system boundaries becomes smaller than the interface
width ℓint(η

∞
0 ). Then the stationary pattern no longer

exhibits a plateau on that side and instead becomes a
plateau–interface pattern, forming either a peak when
n̄ is close to n∞

− , or a trough (‘anti-peak’) when n̄ is
close to n∞

+ . An estimate for these transition from mesa
to peak/trough patterns can be obtained based on the
approximated interface position, Eq. (36):

L
''n̄− n∞

±
'' ≲ ℓint(η

∞
0 )

"
n∞
+ − n∞

−
#
. (38)

2. Peak patterns

Let us now study these peak/trough patterns. Their
defining characteristic is that a plateau, corresponding
to laterally stable FBS-NC intersection point, forms only
only on one side of the interface. Correspondingly, the
reactive turnover saturates on the side where the plateau
forms, while it depends on the variable pattern ampli-
tude on the other side. For specificity, we focus on peak
patterns here. As explained above, such a peak pattern
forms when the nullcline is Λ-shaped, flux-balance sub-
space is very shallow (Dc ≫ Dm); see Fig. 5b.

Suppose for a moment that we can freely choose the
FBS-position, η0, and that the total mass is not fixed.
Given some η0, the FBS-NC intersection point (1) deter-
mines the low-density plateau at the foot of the interface
and thus the total turnover on this side, corresponding
to the enclosed area in the interval between (1) and (2).
This turnover must be balanced by an equal and oppo-
site turnover on the right. Using again the (approxi-
mate) correspondence to the enclosed phase-plane area,
it becomes obvious that this balance of areas determines
the peak amplitude m̂ (3). Using that the interface pro-
file can be approximated as ∝ sin((x − x0)/ℓint), where
ℓint is determined by the steady state equation linearized
around the pattern inflection point (see Sec. V A), we can
roughly estimate the total mass in a peak as [63]

Npeak(η0) ≈
1

2
ℓint(η0) [m̂−m−(η0)]. (39)

The sinusoidal shape of the interface furthermore man-
dates that the inflection point m0 is approximately half-
way between the plateau m− and the maximum m̂, such
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that we can eliminate m̂ ≈ m−+2 (m0−m−) in Eq. (39).
The remaining unknowns m0 and m− are determined ge-
ometrically (FBS–NC intersections) as functions of η0.
Thus we obtain a relation for the average total density
n̄(η0) ≈ n−(η0) + Npeak(η0)/L as a function of η0. The
inverse of this relation yields the FBS-position η0(n̄) as
a function the control parameter n̄. This estimate will
hold until the peak density m̂ reaches the third FBS-NC
intersection point m+(η0), where a second plateau will
start to form, such that the peak pattern transitions to
a mesa pattern. In Appendix G we present the details of
the peak approximation, and a comparison to numerical
solutions.

Our estimate for the peak mass Eq. (39) and the result-
ing relation η0(n̄) show that, in contrast to mesa patterns,
the amplitude of peak patterns sensitively depends on the
total mass N = L n̄ and the membrane diffusion constant
(via ℓ2int ∼ Dm/fm, cf. Eq. (31)). In addition, the posi-
tion of the third FBS-NC intersection point m+(η0) that
limits the maximum peak density, sensitively depends on
the FBS slope −Dm/Dc. In the limit Dm/Dc → 0, the
third FBS-NC intersection point m+ moves to infinity.
Hence, in this limit, a system with an asymptotically flat
nullcline tail never exhibits mesa patterns.

3. More general nullcline shapes

Here we considered two types of nullcline shapes—N-
and Λ-shaped—that both have a single maximum in the
(m, c)-phase plane, but differ in their ‘tail behavior’. Be-
yond these two prototypical nullcline shapes, more gen-
eral nullcline shapes are possible. For instance, reaction
kinetics of the attachment–detachment form, Eq. (2),
with higher order nonlinearities (e.g. 5th-order polyno-
mials) may exhibit nullclines with multiple maxima in
the (m, c)-phase plane. For general reaction kinetics
f(m, c), more exotic shapes of the nullclines, e.g. with
multiple disconnected branches, are possible. Our find-
ings equally apply to such nullclines since our phase-
space analysis is based on simple geometric properties
such as slopes and intersection points with the FBS. Ad-
ditional care is required if fc changes sign along the null-
cline, since the slope criteria for local and lateral stability,
Eqs. (7) and (25), are reversed for fc < 0. Conveniently,
for reaction kinetics of the attachment–detachment form,
Eq. (2), one has fc = a(m) which is generally positive for
systems of biochemical origin.

D. Generic bifurcation structure under variation of
the average mass n̄

Now that we have classified the different types of sta-
tionary patterns exhibited by 2C-MCRD systems, we
turn to study bifurcations where the patterns change
structurally or in stability. The bifurcation parameter
we study first is the average total density n̄. This pa-
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FIG. 6. Bifurcations of mesa patterns in the large system
size limit (L → ∞) can be constructed geometrically using
the reactive nullcline. (a) Geometric construction of pat-
tern bifurcation points for an example two-component system:
Eq. (A1*) with k = 0.07, Dm = 1, and Dc = 10. The laterally
unstable regime (shaded in green) is delimited by Turing bi-
furcations where the FBS is tangential to the NC (green dots,
nlat
± ). FBS-NC intersection points (blue dots, n∞

± ), delimit
the range of pattern existence (shaded in blue), where the
FBS-position, η∞0 , is determined by global turnover balance,
Eq. (17). Inset in the top right corner: membrane density
!m(x) of a stable mesa pattern for n̄ = 2.4 (see star in (b)). (b)
Bifurcation structure of the pattern amplitude |!m(L)− !m(0)|
for the control parameter n̄ obtained by numerical continu-
ation (cf. Appendix F) for a system size of L = 100. The
branch of stable patterns (solid blue line) and the branches
of unstable patterns (dashed red line) meet in fold bifurca-
tions of patterns. Due to the finite system size, these fold
bifurcations are offset from n∞

± (vertical solid blue lines) by
an amount ∼ℓint(η

∞
0 )/L. The unstable patterns emerge in

subcritical pitchfork bifurcations (P) from the homogeneous
steady state (black line) at the Turing bifurcations (vertical
dash-dotted green lines). (c) Profiles !m(x) of stationary pat-
terns (solid blue: stable, dashed red: unstable) for the aver-
age total densities n̄ = 2.09, 2.2, 2.6, and 2.72 (see thin dashed
lines in (b)). The plateau scaffolds m±(η

∞
0 ) are shown as thin

black lines.

96



15

rameter does not affect the phase-space geometry (NC
and FBS), which makes it particularly easy to study.
Later, in Sec. VII, we generalize our findings to bifur-
cation parameters that change the phase-space geome-
try: diffusion constants change the FBS-slope, whereas
kinetic rates affect the nullcline shape. For biological sys-
tems, the average total density n̄ is a natural parameter
as it can be tuned by up- or down-regulating the produc-
tion of a protein.

Let us begin with the bifurcations where the homoge-
nous steady state becomes laterally unstable. We al-
ready learned in Sec. IV that there is a band of unstable
modes, [0, qmax], if the NC-slope snc(n̄) is negative and
steeper than the FBS-slope, −Dm/Dc (cf. Eq. (25) and
Fig. 3a). Hence, a band of unstable modes exists if n̄
is in the range (n−

lat, n
+
lat), bounded by the points n±

lat
where the flux-balance subspace is tangential to the re-
active nullcline (dash-dotted green lines in Fig. 6a. (Note
that a system of finite size L, is unstable if the longest
wavelength mode lies in the band of unstable modes
π/L < qmax(n̄), where q2max = f̃m/Dm, as defined in
Eq. (28) and f̃m = fm−fc Dm/Dc = (−Dm/Dc−snc)fc.)

What about the range where stationary patterns ex-
ist? The plateau scaffolds m±(η0) are geometrically de-
termined by the reactive nullcline via the FBS–NC in-
tersection points. The position η0 of the flux-balance
subspace generally depends on n̄ and L via total turnover
balance, Eq. (17). However, in the large system size limit
(L → ∞), the FBS position η∞0 is independent of n̄ and
L (cf. Eq. (35)). For patterns to exist, the average total
density n̄ must lie in-between the plateau densities n∞

± ;
see Fig. 6a, cf. Eq. (36). Hence, in the limit L → ∞,
stationary patterns exist in the range n∞

− < n̄ < n∞
+ .

Importantly the range of pattern existence generically
extends beyond the range of lateral instability (n−

lat >

n∞
− and n+

lat < n∞
+ ) by geometric necessity for N-shaped

nullclines; see Fig. 6a. This implies, that generically there
are regions of multistability in parameter space, where
stable stationary patterns exist, and the homogeneous
steady state is stable (regions shaded in blue in Fig. 6).

To gain some intuition on the steady states in the mul-
tistable regimes, we performed numerical continuation
(see Appendix F for details) of the stationary patterns
for an example 2C-MCRD system using the attachment–
detachment kinetics Eq. (A1*) from Ref. [28] which ex-
hibit an N-shaped nullcline. Figure 6b shows the nu-
merically obtained bifurcation structure where we plot
the pattern amplitude |(m(L) − (m(0)| against the bifur-
cation parameter n̄. The star marks a typical stable
mesa pattern (see inset in Fig. 6a) in the central re-
gion of the branch of stable patterns (solid blue line).
As the plateaus are scaffolded by the FBS-NC inter-
sections m±(η

∞
0 ), the pattern amplitude stays approx-

imately constant (m+−m−, dotted blue line) across the
whole range of n̄ where patterns exist. Changing to-
tal average density simply shifts the interface position
(cf. panels (ii) and (iii) in (c)). When the interface
position is in the vicinity of a boundary, mesa pattern

transitions to peak patterns (see. panels (i) and (iv)
in (c)) as we learned in the previous section (Eq. (38)
in Sec. V C). The numerical continuation shows, that
the peak/trough patterns are then annihilated in saddle-
node bifurcations (SN), where the branch of stable pat-
terns meets a branch of unstable patterns (dashed, red
line). Due to the finite system size, the exact positions
of the SN-bifurcation points are sightly offset from n∞

±
(by an amount ∼ ℓint/L). The branches of unstable pat-
terns emerge from homogenous steady state in subcriti-
cal pitchfork bifurcations (P) at the Turing bifurcations
(n±

lat). (In a finite sized system, the onset of lateral in-
stability is offset by an amount ∼L2 from the geometri-
cally defined points n±

lat, because the system is unstable
only if the longest wavelength mode lies within the band
of unstable modes; see Sec. VII D). In the multistable
regions (shaded in blue), patterns can be triggered by
a finite amplitude perturbation. The unstable patterns
are “transition states” (or “critical nuclei”) that lie on the
separatrix separating the basins of attraction of the sta-
ble patterns and the stable homogeneous steady state.
The actual separatrix is a complicated object in the high-
dimensional PDE phase space. In the next section (VI),
we will show that a heuristic can be inferred from the
nullcline shape to estimate the threshold for stimulus-
induced pattern formation for a prototypical class of spa-
tial perturbation profiles.

Because the unstable patterns are peak/trough pat-
terns, they can be approximated by the ‘peak approx-
imation’ introduced in Sec. V C (see also Appendix G).
Thus the qualitative structure of the branches of unstable
patterns is determined by (m, c)-phase-space geometry
independently of the details of the reaction term f(m, c),
as long as the reactive nullcline f(m, c) = 0 is N-shaped.

In summary, we conclude that the qualitative form of
the bifurcation structure shown in Fig. 6b is determined
by geometric relations in (m, c)-phase space. In partic-
ular, we find that 2C-MCRD systems generically have
regions of multistability and that the onset of lateral in-
stability is generically subcritical for large system size
L ≫ ℓint. Further, this implies that such systems ex-
hibit stimulus-induced pattern formation, and that there
is hysteresis of stationary patterns when the total average
density is varied.

VI. PERTURBATION THRESHOLD FOR
STIMULUS-INDUCED PATTERN FORMATION

Before we delve into the more technical analysis of bi-
furcation structures, we would like to discuss one more
important aspect of pattern formation: stimulus-induced
pattern formation, i.e. the ability to induce the transition
from one stable attractor (homogeneous steady state) to
another (stationary pattern) by a large enough pertur-
bation (stimulus). (In the context of phase separation,
this is called nucleation and growth). Stimulus-induced
pattern formation is a particularly important aspect of
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FIG. 7. Subcritical stationary patterns can be induced by perturbations above a threshold that can be heuristically estimated
from the reactive nullcline. (a) After a small perturbation (blue profile, yellow arrows in phase space), that does not induce
a laterally unstable region, the system returns to its uniform steady state (purple line). (b) A perturbation that creates a
laterally unstable region, but does not cross the nullcline. Because the cytosolic concentration is lower in the laterally stable
region, mass-redistribution (illustrated by the blue arrow) will disband the laterally unstable region. (c) A perturbation that
crosses the nullcline will not only induce a laterally unstable region but also shifts the cytosolic equilibrium concentration in
this region such that the lateral instability is (self-)sustained by mass redistribution from the stable into the unstable region
(blue arrow).

2C-MCRD systems, because, as we have shown above,
these systems generically have regions of multistability.
Furthermore, biologically it is often desirable to be able
to form a pattern following an external or internal stimu-
lus that exceeds a certain threshold (“nucleation thresh-
old”) . As of yet, this threshold could only be deter-
mined numerically [29]. In the following, we will show
how simple heuristic reasoning—based on regional lateral
instability—yields a geometric criterion for the perturba-
tion threshold in the (m, c)-phase plane.

As we have shown in the previous section, the hall-
mark of a stationary pattern is a laterally unstable region
surrounding the pattern inflection point x0 (even if the
homogeneous state of the system is laterally stable). In
the proposed framework, the phase-space dynamics are
simply represented by the expansion of the system in the
(m, c)-phase plane due to mass redistribution. Hence, to
lead to a stationary pattern, a trajectory in the (high-
dimensional) phase space of a partial differential equa-
tion (PDE) must enter and remain in a (linearly) later-
ally unstable region in the (m, c)-phase plane (shaded in
green in Fig. 7). The laterally unstable region in (m, c)-
space corresponds to a respective region in real space.
If the homogenous state is laterally stable then a finite
perturbation (stimulus) is required to create a laterally
unstable region. Let us study a prototypical perturba-

tion able to induce a laterally unstable region: a step
function that represents moving a ‘block’ of protein mass
(total density) from one end of the system to the other;
for an illustration of the spatial perturbation and the re-
sulting flows in phase space see Fig. 7. Generalization to
other perturbations is straightforward and based on anal-
ogous arguments. Such perturbations can be created by
various means of ‘active’ mass redistribution, e.g. active
transport in the cell cortex, along microtubules, and hy-
drodynamic cytosolic flows; see for instance Ref. [64].

Following a (large amplitude) perturbation, there are
two distinct processes that are triggered in phase space
as shown in Fig. 7. On the one hand, in the laterally un-
stable region (green shaded area), a mass-redistribution
instability will start to form a pattern, thus further am-
plifying the perturbation. On the other hand, because
the perturbation shifts the regional reactive equilibria
(black disks), there will be reactive flows (red arrows) in
the regions that induce a cytosolic gradient which leads
to mass redistribution between the regions by cytosolic
diffusion (large blue arrows). If the cytosolic density
in the laterally stable region is lower than in the lat-
erally unstable one, the regional instability may not be
sustained and the system returns to homogenous steady
state (Fig. 7b). Conversely, if the cytosolic density is
lower in the laterally unstable region than in the later-
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ally stable region, then the cytosolic flow between the
regions (blue arrow) will sustain the regional instabil-
ity (Fig. 7c). Because the mass-redistribution instability
creates a self-organized and self-sustaining cytosolic sink,
the laterally unstable region can be self-sustained. The
heuristic criterion for a (self-)sustained laterally unstable
region is that the perturbation must cross the nullcline
(see Fig. 7c). Then, the overall cytosolic concentration
in the laterally unstable region is decreased by reactive
flows (red arrows) such that cytosolic diffusion (blue ar-
row) between the regions will sustain the laterally unsta-
ble region.

In Appendix H we show that this simple criterion al-
ready provides a very good approximation for the thresh-
old in comparison to full numerical simulation. We con-
clude that the reactive nullcline provides the key infor-
mation for understanding pattern formation dynamics,
in a similar way as for the characterization of station-
ary patterns (Sec. V and the analysis of the linear mass-
redistribution instability (Sec. IV). Specifically it en-
ables one to estimate the basins of attraction of the uni-
form steady state and the polarized pattern. We fur-
ther learned that regional lateral instability underlies
stimulus-induced pattern formation from laterally stable
homogeneous steady states.

The threshold estimate provided here might help to
understand this “nucleation” of patterns from later-
ally stable homogeneous steady states. The unstable
peak/trough patterns (dashed red lines in Fig. 6 are part
of the separatrix between to the basin of attraction of sta-
ble stationary patterns, and can be pictured as canonical
critical nucleus [65]. The peak approximation described
in Sec. V C and compared to numerical continuation in
Appendix G provides a simple estimate for this critical
nucleus.

VII. COMPLETE BIFURCATION STRUCTURE

Bifurcation diagrams of 2C-MCRD systems were pre-
viously studied for specific choices of the reaction kinet-
ics f(m, c) using numerical methods [53]. Furthermore,
based on numerical studies of various models, it was hy-
pothesized that there might be a general bifurcation sce-
nario underlying cell polarity systems [32]. Here we use
the insight gained on phase-space geometry to systemat-
ically build the complete general bifurcation structure of
2C-MCRD systems. Our findings generalize previous re-
sults and unify them in the context of phase-space geom-
etry. For large system size, the bifurcation structures are
fully determined geometrically. We illustrate the effect of
finite system size using numerically computed bifurcation
diagrams shown in Appendix F.

Above, we studied the bifurcation diagram of station-
ary patterns for the bifurcation parameter n̄ in a system
with monostable kinetics; see Sec. V D and Fig. 6 therein.
Recall, that in large systems (L → ∞), the bifurcation
points in n̄ can be found based on geometric reasoning

in phase space: (i) Lateral instability is identified by
a criterion on the nullcline slope: snc(n̄) < −Dm/Dc.
Hence, the range of lateral instability is bounded by
points n±

lat where the FBS is tangential to the NC:
snc(n

±
lat) = −Dm/Dc. (ii) FBS–NC intersection points

m±(η
∞
0 ) provide the scaffold for the plateaus of mesa

patterns, where the FBS-position, η∞0 , is determined by
total turnover balance, Eq. (35). Mesa patterns exist as
long as the average total density can be distributed be-
tween two plateaus n∞

± , i.e. in the range n∞
− < n̄ < n∞

+ ;
recall that n∞

± = n±(η
∞
0 ) depend on the position η∞0 and

slope −Dm/Dc of the FBS (cf. Eq. (37)).
Both of these geometric bifurcation criteria depend on

the diffusion constants via the slope of the flux-balance
subspace −Dm/Dc. We keep Dm fixed—thus fixing the
smallest characteristic length scale ℓ =

.
Dm/fm where

spatial structures can be maintained against membrane
diffusion—and vary Dc to rotate the FBS in (m, c)-phase
space.

A. Generic bifurcation structure of stationary
patterns for monostable reaction kinetics

We construct the (n̄, Dc)-bifurcation diagram by in-
ferring n±

lat and n∞
± , as described above, as functions of

Dc. Qualitatively, this can even be done manually with
pen and paper in the spirit of a graphical construction
(see e.g. Ref. [1]) based on the geometric criteria (i), (ii)
above, as shown in Fig. 6. Figure 8a shows the qualita-
tive structure obtained by this graphical construction. A
quantitative construction of the bifurcation diagram can
be performed with simple numerical implementation of
the bifurcation criteria described above, e.g. in Mathe-
matica (see SM File: “flux-balance-construction.nb”, and
Fig. 20 for figures of quantitative bifurcation structures).
As we will see in the following, the structure of the bifur-
cation diagram is qualitatively the same for all monos-
table, N-shaped nullclines, independently of the details
(nonlinearities and kinetic rates) of the reaction term
f(m, c). The bifurcation diagram is qualitatively differ-
ent when the nullcline has a segment of bistability (where
snc < −1, cf. Fig. 1). We will analyze this case and in par-
ticular the role of bistability further below in Sec. VII B.

As Dc is decreased, the flux balance subspace becomes
steeper, and thus the bifurcation points n±

lat and n∞
± start

to converge (see Fig. 8; cf. Fig. 6). They meet in the
inflection point of the reactive nullcline, ninf, where the
nullcline slope, sinf

nc , is extremal (∂nsnc|ninf = 0). The
extremal nullcline slope at the nullcline inflection point
determines the minimal cytosolic diffusion constant,

Dmin
c :=

Dm

−snc(ninf)
, (40)

above which there are three FBS–NC intersection points.
When the ‘critical’ point (ninf, D

min
c ) is traversed in Dc -

direction, the FBS–NC intersections bifurcate in a (su-
percritical) pitchfork bifurcation; see Fig. 8b. Since the
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(b)(a)

FIG. 8. (n̄, Dc)-bifurcation diagram of stationary patterns
for a system with monostable kinetics (same color code as
in Fig. 6). (a) The bifurcation diagram for a large system
(L → ∞) is obtained by tracking the geometrically con-
structed bifurcation points n±

lat and n∞
± as Dc, and thus the

slope and position of the FBS, are varied (cf. Fig. 6). The
onset of lateral instability (Turing bifurcation shown as green
dash-dotted line) is generically subcritical since there exist
stationary patterns outside the range of lateral instability
(n−

lat, n
+
lat); in the blue regions, the system is multistable (both

the stationary patterns and the homogenous steady state are
stable). The scaffolds for the low and high density plateaus
(n∞

± ) bifurcate supercritically from the homogenous steady
state at the critical point (ninf, D

min
c ) (purple point). (b) The

critical point in the (n̄, Dc)-bifurcation diagram corresponds
to the inflection point of the nullcline ninf, where the nullcline
slope −fm/fc reaches its extremal value sinf

nc and thus deter-
mines the minimal cytosolic diffusion Dmin

c (purple line); cf.
Eq. (40). At Dmin

c , the scaffolds of the plateaus, m±, bifur-
cate in a supercritical pitchfork bifurcation from the nullcline
inflection point minf (see inset).

FBS–NC intersection points m± are the scaffolds for the
plateaus (in short: plateau scaffolds; cf. Fig. 2), this bi-
furcation at the critical point (ninf, D

min
c ) is a bifurca-

tion of the scaffold itself. Importantly, the actual pattern
is bounded by the plateau scaffolds. Thus, if there are
no plateau scaffolds (i.e. only one FBS-NC intersection
point), there cannot be stationary patterns. For L → ∞,
patterns emerge slaved to the plateau scaffold, such that
the pattern bifurcation is supercritical at the nullcline
inflection point (n̄ = ninf). Away from the nullcline in-
flection point (n ∕= ninf), the lateral instability bifurca-
tion is always subcritical for L → ∞ because the range
(n∞

− , n∞
+ ) where patterns exist always exceeds the range

(n−
lat, n

+
lat) of lateral instability, as we learned above in

Sec. V D (cf. Fig. 6).
As we will see below in Sec. VII D, for finite L, the

bifurcation is supercritical in the vicinity of the nullcline
inflection point. The transition from super- to subcriti-
cality depends on a subtle interplay of diffusive and re-
active flow together with geometric factors like nullcline
curvature.

Interestingly, the regimes and their interrelation in the
(n̄, Dc)-bifurcation diagram, as shown in Fig. 8a, are phe-
nomenologically similar to the phase diagram of (near
equilibrium) phase separation kinetics for binary mix-
tures, described by Cahn–Hilliard equation [66]. In a

previous study using the amplitude equation formalism,
Ref. [67], a mapping from 2C-MCRD models to Model B
has been found for the vicinity of the critical point, where
the pattern emerges from the Turing bifurcation in a su-
percritical or weakly subcritical pitchfork bifurcation (see
Sec. VII D).

Strikingly, our geometric reasoning shows that the
physics implied by the bifurcation diagram is the same
as in phase separation kinetics (binodal and spinodal
regimes) for all N-shaped nullclines, and far away from
the critical point. We discuss this finding in Sec. VIII C.

B. Locally bistable kinetics

Changing the kinetic rates deforms the nullcline shape.
When the nullcline slope becomes smaller than −1, a
regime of locally bistable reaction kinetics emerges (cf.
Fig. 1).

1. Fronts in bistable media

To elucidate the role of bistability, let us first consider
the case of equal diffusion constants Dc = Dm =: D. (Al-
though this does not make sense in the intracellular con-
text anymore, where typically Dc > Dm, we stick to the
notation with concentrations m and c.) Then mass re-
distribution decouples from the kinetics ∂tn = D∂2

xn, i.e.
the total density becomes uniform by diffusion (see the
mass-redistribution dynamics, Eq. (12), and note that
η(x, t) = n(x, t) for equal diffusion constants). As a con-
sequence, the system can be reduced to one component,
for instance the membrane density

∂tm = D∂2
xm+ f(m, n̄−m), (41)

where the local kinetics is bistable at every point in space
(Fig. 9). This corresponds to a (classical) one-component
model for bistable media which generically exhibits prop-
agating fronts [3]. A standard calculation, commonly
performed by ‘Newton mapping’ (briefly described in
Sec. III C) or by phase-space analysis (in (m, ∂xm)-phase
space), shows that the propagation velocity v of a front
is proportional to the imbalance in reactive turnover [3]:
v ∝

/m+

m−
dmf(m, n̄ −m). Hence, a stationary front can

only be realized by fine-tuning of parameters, e.g. the
average total density n̄, such that total turnover is bal-
anced:

nstat :

! m+

m−

dmf(m,nstat −m) = 0. (42)

The balanced (fine-tuned) case corresponds to the Allan–
Cahn equation [68] (also called ‘model A’ dynamics [54]).
(In a finite size system, there will be logarithmic coars-
ening, see Ref. [61] and references therein.)
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x
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Stationary front

FIG. 9. Phase-space structure for bistable local kinetics in the
case of equal diffusion constants, Dm = Dc, where there is no
mass redistribution such that the system can be reduced to
a one-component system, Eq. (41). The stable equilibria m±
form a static, spatially homogenous scaffold; the equilibrium
m0 is locally unstable. Only if the local kinetics are fine-
tuned such that the total turnover vanishes (e.g. by tuning
n̄ = nstat), the front is stationary (marginally stable).

With respect to the concept of local equilibria as scaf-
folds for patterns (cf. Sec. III C), the bistable local equi-
libria (fixed points m±) can be regarded as a static scaf-
fold for front solutions; see Fig. 9. Because there is no
mass-redistribution, the scaffold must remain static and
can not adapt to balance the total reactive turnover. In-
stead, fine-tuning of parameters (e.g. n̄), is required to
obtain a balance of total turnover and thus a stationary
front. In the (n̄, Dc)-bifurcation diagram, Fig. 10a, the
stationary bistable front with a static scaffold appears
only at a singular point (n̄, Dc) = (nstat, Dm).

What happens when the diffusion constants are un-
equal Dc ∕= Dm? Then, mass will be redistributed, lead-
ing to shifting of the local equilibria that scaffold the
pattern. As we know from our analysis for monostable re-
action terms, this dynamic scaffold is able to self-balance
the total reactive turnover—fine-tuning of n̄ is no longer
required to obtain stationary patterns. Interestingly, for
a bistable reaction term, stationary patterns can be con-
structed both for Dm > Dc and for Dm < Dc, as we
discuss next; see Fig. 10b,c. To determine the stabil-
ity of these patterns, we will examine below (after the
description of the bifurcation diagram) how the scaffold
self-balances via mass redistribution.

2. Bifurcation diagram for locally bistable reaction kinetics

The bifurcation diagram, Fig. 10a, for the large system
size limit (L → ∞) is obtained using the same geomet-
ric criteria as for the case of locally monostable reaction
kinetics (see Fig. 10b, cf. Fig. 6a). The presence of a
bistable nullcline segment does not affect the feasibility
of the geometric construction itself. However, the bifur-
cation diagram one obtains is qualitatively different from
the monostable case, as we will see next. We discuss the
regimes of stationary patterns (shaded in blue and red)
first, before we analyze the regions of lateral instability
(shaded in green and orange).

The region where stable stationary patterns exist
(shaded in blue) is delimited by lines n∞

± (Dc). These

lines converge in singular point (nstat, Dc = Dm), where
a marginally stable front exists in a bistable medium
without mass redistribution (Sec. VII B 1). Along the
entire line, Dc = Dm, in the phase diagram Fig. 10a the
dynamics can be reduced to a classical one-component
system (Eq. (41)). Such a system exhibits propagating
waves within the region of bistability located between
the two saddle-node (SN) bifurcations of local equilib-
ria (gray area in Fig. 10a); compare the bistable (gray)
area in Fig. 9 and Fig. 10b,c, where the nullcline slope
is more negative than −1. Only for the fine-tuned value
right at n̄ = nstat, the front velocity is zero (purple dot).
At (nstat, Dm), the dynamic scaffold that self-adapts via
mass redistribution for Dc ≷ Dm bifurcates from the
static scaffold m±(nstat) of the marginally stable front.

For bistable kinetics the slope at the inflection point of
the nullcline, sinf

nc , is necessarily more negative than −1
so stationary patterns may also exist for Dmin

c < Dm (cf.
Eq. (40)), since they can be constructed from FBS-NC
intersection points as shown in Fig. 10c. (We stick to
the notation with concentrations m and c, although they
are not meaningful as “membrane” and “cytosolic” con-
centrations, in the case Dc < Dm. Instead they should
be understood as abstract concentrations [69]). The cor-
responding region where such stationary patterns exist
is shaded in red in the bifurcation diagram shown in
Fig. 10a. In the bottom half of this “balloon”-shaped
region the equilibria that form the plateau of the con-
structed pattern are locally unstable. Hence these pat-
terns cannot be stable. As we will see in the next sub-
section, all stationary patterns for Dc < Dm are unsta-
ble (even if their plateaus are locally stable) since they
are destabilized by the imbalance of reaction turnover
induced by any (infinitesimal) perturbation. In contrast,
stationary patterns for Dc > Dm are stable because the
self-adapting scaffold re-balances the reactive turnover.

The regions with a laterally unstable homogeneous
steady state (NC-slope steeper than FBS-slope, cf.
Eq. 25) are shaded in green and orange to distinguish
in the bistable region which of the two locally stable re-
active equilibria is laterally unstable; see Fig. 10b [70].

In conclusion, we found the generic (n̄, Dc)-bifurcation
diagram of stationary patterns for an N-shaped null-
cline with a bistable segment using the same geomet-
ric arguments as for the case of a monostable nullcline.
Since our analysis crucially relies on the flux-balance sub-
space, it is limited to stationary patterns. For the special
case Dc = Dm the existence of non-stationary patterns
(traveling fronts) in the locally bistable regime is well
known. By continuity, we expect that there will be trav-
eling fronts also Dc ∕= Dm. Furthermore, we speculate
that there will be non-stationary patterns outside the
regime of local bistability, because mass redistribution
may dynamically create a region of bistability that trav-
els through the system.
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FIG. 10. Geometrically determined, schematic (Dc, n̄)-bifurcation diagram in the large system size limit for a system with
bistable kinetics (the locally bistable region is shaded in gray in both the bifurcation diagram (a) and the phase-space plots
(b)). (a) Bifurcation diagram: the regions where stationary patterns exist (shaded in red and blue) and where a homogenous
steady state is laterally unstable (shaded in green and orange) are constructed based on the same geometric criteria as in
the case of monostable kinetics (cf. Fig. 6). Along the purple line Dc = Dm there is no mass redistribution, and the system
exhibits classical traveling fronts within the bistable regime (cf. Fig. 9). A marginally stable front exists at the singular point
at (Dc = Dm, nstat) where total reactive turnover is balanced by fine-tuning n̄ (cf. Eq. (42)). Outside the regions shaded in
red and blue, there are no stationary patterns. There might however be non-stationary patterns like the traveling fronts in the
bistable medium for Dc = Dm. Non-stationary patterns for Dc ≷ Dm are outside the scope of this study. (b) Phase-space plot
showing the reactive nullcline (black line, dashed in the locally unstable region). The sections of the nullcline where homogenous
steady state is laterally unstable (shaded in green and orange) are delimited by points where the FBS is tangential to the NC.
Intersection points (blue dots) of the flux-balance subspace (thick blue line) with the reactive nullcline determine the range
n∞
± where stationary patterns exist. (c) Phase-space plot for the case Dc < Dm, where the slope of the FBS (thick red line) is

more negative than −1. The plateau scaffolds of stationary patterns can be constructed via FBS-NC intersection points (red
dots), as long as Dc > Dmin

c (cf. Eq. (40)). These patterns are unstable though (cf. Eq. (43)).

3. The dynamic scaffold self-balances by shifting the
flux-balance subspace

In the following, we will assess the stability of the
stationary (mesa) patterns found by the geometric con-
struction above. (We only discuss the stability of mesa
patterns, which are generic in the limit of large system
size, L → ∞.) The phase-portrait analysis in the phase
space of chemical reactions facilitates a simple heuristic
approach to study pattern stability: Instead of a full sta-
bility analysis of the stationary pattern, we consider only
the stability of the FBS-position (mass-redistribution po-
tential η(x, t)), as a proxy for the pattern stability. In-
tuitively, in the direction along the FBS, the pattern is
quickly stabilized by due to scaffolding by local equilibria.
In the following we present a simple stability criterion for
stationary patterns, derived from this intuition. Details
of the (ad hoc) derivation and a comparison to numerical
analysis is presented in Appendix I. A mathematically
rigorous stability analysis of stationary patterns (using,
for instance, the “Singular Limit Eigenvalue Problem” in-
troduced by [71], see [61] for a survey), is outside the

scope of this paper.

Recall that in steady state (η(x) = η∞0 is spatially uni-
form and determined by total turnover balance, Eq. (17),
that can be geometrically interpreted as a Maxwell con-
struction (balance of the red-shaded areas in Figs. 2b
and 11). How does the system evolve following a per-
turbation of the FBS-position η? Consider a spatially
uniform shift, δη̄ > 0. Then the area between NC and
FBS to the left of m0 (inflection point of the pattern)
will decrease, while the area on the right will increase;
see Figs. 2b and 11. The net reactive flow (“sum of the
arrows in the two areas”) leads to a change of the average
concentrations m and c (in the interface region) which
amounts to a shift of the FBS-position, as shown in the
insets in Fig. 11. Because the net reactive flow points
along a reactive phase space (slope −1), the direction in
which the FBS shifts due to turnover imbalance depends
on its slope. For Dc > Dm, i.e. an FBS-slope larger than
−1, it will move down and, hence, relax back to η∞0 (re-
call that we considered an upwards shift as perturbation,
the arguments work analogously for a downwards shift).
In other words, the scaffold will adapt until total reactive
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FIG. 11. Geometric construction of the stability of the FBS-
position η0 due to total turnover imbalance which serves as
proxy for the stability of the pattern that is embedded in
the FBS. In steady state, the reactive turnovers (illustrated
by red arrows) on either side of the inflection point must be
balanced. Inset boxes: A perturbation δη (yellow arrow) that
shifts the FBS-position η0 will induce an imbalance of reactive
turnovers (red arrow). Projecting this net reactive turnover
onto the η-axis (dashed blue line) yields the movement of the
FBS induced by the turnover imbalance (green arrow). For
Dc > Dm, the FBS returns to its steady-state position η0.
Conversely, for Dc < Dm, the FBS is driven further away from
its steady-state position, such that the initial perturbation is
further amplified in a destabilizing feedback loop.

turnover is balanced again. We conclude that the scaf-
fold is self-balancing when Dc > Dm. Conversely, when
Dc < Dm, the FBS will move further in the direction of
the perturbation, thus destabilizing the pattern.

This qualitative stability argument can be expressed
mathematically, to obtain a quantitative approxima-
tion for the growth rate of perturbations δη(x0, t) :=
η(x0, t) − η∞0 in the vicinity of a stationary mesa pat-
tern ((m(x), η∞0 ) (see Appendix I):

∂tδη(x0, t) ≈ δη(x0, t)
Dm/Dc − 1

m+ −m−

! m+

m−

dmf̃η(m, η∞0 )

(43)
where f̃η = ∂η f̃ . Comparison to numerically computed
linear stability (dominant eigenvalue) of stationary pat-
terns confirms shows that Eq. (43) is a good lowest or-
der approximation for pattern stability; see Appendix I
and Fig. 25. The integral over f̃η is the turnover im-
balance due to a shift of the FBS, and thereby captures
the geometric intuition based on the ‘Maxwell construc-
tion’ (area balance) we outlined above. The prefactor
(Dm/Dc− 1) determines the direction in which FBS will
shift because the integrand is always positive for fc > 0
(f̃η(m, η∞0 ) = fc(m, η∞0 −mDm/Dc) > 0). We hence re-
cover the stability criterion from our geometric argument
above.

C. The cusp scenario is generic

In some previous literature, it was argued that bista-
bility of the reaction kinetics is an essential prerequisite
for polarization to emerge in 2C-MCRD systems [28, 29].

k

n
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no patterns patterns, locally monostable patterns, locally bistable
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FIG. 12. Schematic of the cusp bifurcation scenario (“unfold-
ing”) in the (k, n̄,Dc)-bifurcation diagram (same color code as
Figs. 6, 8, and 10, Fig. 20). (a) We analyze the effect of a series
of deformations of the reactive nullcline parametrized by the
(notional) kinetic rate k. The respective (schematic) (k, n̄)-
bifurcation diagram of stationary patterns (for Dm/Dc → 0
and L → ∞) is shown in (b). Initially, the nullcline is mono-
tonic, and hence does not facilitate pattern formation. At
ksaddle a segment of negative nullcline-slope, snc, emerges in
a saddle point (snc = 0 at the inflection point), such that
patterns can form for Dm/Dc → 0 (generally, the critical
nullcline slope scrit

nc for pattern formation is simply the ratio
−Dm/Dc, cf. Eq. (40)). The regimes of lateral instability
(green) and pattern existence (blue) emanate from this crit-
ical point. At kcusp, a region of bistability (shaded in gray,
bounded by saddle-node bifurcations) emanates from a cusp
bifurcation (snc = −1 at the nullcline’s inflection point). At
this point, the topology of the (n̄, Dc)-bifurcation diagram
changes (see (c)). (In the small gray triangular region in the
top-right corner of the (k, n)-bifurcation diagram, the sys-
tem is locally bistable but does not exhibit stable station-
ary patterns.) (c) Schematic (n̄, Dc) bifurcation diagrams for
ksaddle < k < kcusp (monostable kinetics, Fig. 8), at the cusp
(k = kcusp), and for k > kcusp (bistable kinetics, Fig. 10).

This claim was questioned recently [72].
Above, we conclusively showed that bistability is not

necessary for pattern formation. Instead, in systems with
conserved quantities, a (non-homogeneous) pattern scaf-
fold can generically self-organize by due to shifting local
equilibria when there is mass-redistribution (Dc ∕= Dm).
However, there is an interesting and more subtle connec-
tion between bistability and the ability to form patterns.
This connection is revealed by studying the transition
from monostable to bistable kinetics due to variation of
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kinetic parameters.
Variations in the kinetic parameters will change the

shape of the reactive nullcline. This may not only lead to
quantitative but also qualitative changes in the (n̄, Dc)-
bifurcation diagram, namely if there is a transition from a
monostable to a bistable reaction kinetics: Imagine that
variation of some rate k in the reaction kinetics generates
nullcline deformations as shown in Fig. 12a. Let us start
with a nullcline that is strictly monotonically increas-
ing with m. Then according to the geometric criterion,
Eq. (25), there is no lateral instability and hence no sta-
tionary patterns; recall that we have shown in Sec. V A
that an interface, the elementary element of a pattern,
must be a laterally unstable region. Upon further chang-
ing the kinetic rate k there may eventually be a threshold
value ksaddle beyond which the nullcline shows a region
with a negative slope. A regime of lateral instability, and
with it a regime where patterns can exist, emerges once
the nullcline slope first becomes steeper than the slope
of the FBS: scrit

nc = −Dm/Dc. Eventually, at k = kcusp,
a further deformation of the nullcline may create a seg-
ment with slope snc < −1 where there is bistability of
local equilibria. The bistable regime (shaded in gray)
emanates in a cusp bifurcation where the two saddle-
node (SN) bifurcations of the reactive equilibria meet in
a single point, and the nullcline inflection point has slope
sinf
nc = −1 such that it is tangential to the reactive phase

space m + c = ninf = ncusp; see Fig. 12b. The surface
of reactive equilibria in the two-parameter bifurcation
structure starts to fold over itself at the cusp point. Be-
cause the Turing bifurcations lie on different sheets of the
folded surface of local equilibria, The Turing-bifurcation
line (dash-dotted green line) crosses over itself in the
bistable region of the bifurcation diagram.

At the cusp point, the topology of the (n̄, Dc)-
bifurcation diagram changes from the topology charac-
teristic for monostable reaction kinetics (leftmost panel
in Fig. 12c, cf. Fig. 8) to the one characteristic for
bistable reaction kinetics (rightmost panel; cf. Fig. 10).
At k = kcusp, the bifurcation diagram has the singular
topology shown in the center panel, with the cusp critical
point at (ncusp, Dm).

Interestingly, by changing kinetic rates, the reactive
nullcline of any system that is able to form stationary
patterns, can be deformed to undergo such a cusp bi-
furcation of (local) reactive equilibria. To see how this
works, first recall that to obtain stationary patterns,
there must be a segment where the nullcline slope is
snc < −Dm/Dc < 0, i.e. necessarily negative. This
segment can be deformed into a bistable region (slope
snc < −1) by a dilation of the nullcline in the c-direction
in phase space; see Fig. 13. Let us denote the scale
factor by ζ, then the dilated nullcline is determined by
f(m, ζ−1c) = 0. A slope snc of the original nullcline
f(m, c) = 0 will become a slope ζ ·snc for the dilated null-
cline. In particular, dilation by a factor ζ = |sinf

nc |−1 leads
to a nullcline with slope −1 at its inflection point, hall-
mark of a cusp bifurcation of the reactive equilibria (cf.
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FIG. 13. Any nullcline with a segment of negative slope can
be deformed by simple dilation to a exhibit cusp bifurcation
where two saddle-node (SN) bifurcations of the reactive equi-
libria meet (see inset). The generic deformation to achieve
this is a dilation in the c-direction by a scale factor ζ (i.e.
replacing c in the reaction term f(m, c) by ζ−1c, such that
the dilated nullcline is given by: f(m, ζ−1c) = 0). Say the
original nullcline (black curve, ζ = 1) has a slope sinf

nc < 0
at the inflection point minf. Then, the nullcline dilated by
ζ = |sinf

nc |−1 (green curve), will have the slope −1 at its in-
flection point, thus yielding a cusp point of reactive equilibria
(see inset, cf. Fig. 12). Upon further dilation, the nullcline
(purple curve) will have a segment with slope more negative
than −1 (dashed line, region shaded in gray), where the re-
active equilibria are bistable. Each of the three nullclines in
the phase space corresponds a vertical line of the same color
in the bifurcation diagram (inset).

Fig. 13). Any further dilatation leads to a bistable region
(nullcline segment with slope more negative than −1).
We conclude that the generic bifurcation scenario under-
lying all pattern-forming 2C-MCRD systems is a cusp
bifurcation of reactive equilibria. Our geometric reason-
ing thus explains previous numerical observations [32].

D. Sub- and supercriticality of lateral instability in
finite sized systems

So far, we have focused on the large system size limit
(L → ∞) where bifurcation diagrams can be constructed
from phase-space geometry. In particular, we found that
the onset of a mass-redistribution instability is gener-
ically subcritical. To analyze sub- vs. super-criticality
in the case of finite system size, we use a perturbative
approach (weakly nonlinear analysis, see e.g. [73]) for
the pattern close to onset. In the vicinity of the ho-
mogenous steady state (m∗, c∗), we expand a stationary
state ((m(x), η0) in harmonic functions (eigenmodes of the
Laplace operator under no-flux boundary conditions):

(m(x) = m∗ +

∞0

k=0

δmk cos(kπx/L). (44)

As we have learned in Sec. IV, the band of unstable
modes always extends to long wavelengths (q → 0) in
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a 2C-MCRD system (‘type II’ instability, cf. Fig. 3b).
Therefore, in a finite size system, the mode that becomes
unstable first at the onset of the lateral instability is the
longest wavelength mode: cos(πx/L). We want to study
the steady-state amplitude of this mode in the vicinity of
the onset bifurcation. It is not sufficient, though, to keep
only this first harmonic in the mode expansion, Eq. (44),
since higher harmonics couple to it through the nonlin-
ear terms. For an expansion to third order in the first
mode amplitude δm1, one needs to include only the first
and second harmonics in Eq. (44). Higher harmonics are
not needed because they couple to δm1 through higher
nonlinearities O(δm4

1). To leading order the ansatz thus
reads

(m(x) ≈ m∗ + δm0 + δm1 cos(πx/L) (45a)
+ δm2 cos(2πx/L),

η0 ≈ η∗ + δη0, (45b)

where (m∗, η∗) denotes the homogenous steady state:
f̃(m∗, η∗) = 0. Using this ansatz in Eq. (14a) and keep-
ing terms up to third order yields for the steady state
pattern amplitude δm1 (see Appendix J for details):

0 = F1 δm1 + F3 δm
3
1 +O(F1δm

3) +O(δm5
1). (46)

The first order and third order coefficients read

F1 = f̃m −Dmπ2/L2, (47a)

F3 =
f̃mmm

8
+

f̃2
mm

24

L2

π2Dm
− f̃mm

4

∂̃mσloc

σloc
, (47b)

where ∂̃m = ∂m− Dm

Dc
∂c is the derivative along the direc-

tion of the flux-balance subspace.
The first harmonic amplitude δm1, solution to Eq. (46)

undergoes a pitchfork bifurcation at F1 = 0. This bifur-
cation is simply the Turing bifurcation as it coincides
with the onset of lateral instability: the homogenous
steady state, δm1 = 0, is laterally unstable only if the
longest wavelength mode, q1 = π/L, is within the band of
unstable modes: π2/L2 < q2max = f̃m/Dm, i.e. if F1 > 0
(cf. Eq. (47a)). Hence, the sign of the third order coeffi-
cient F3, evaluated at the bifurcation point F1 = 0, de-
termines wether the bifurcation is supercritical (F3 < 0)
or subcritical (F3 > 0); see Fig. 14b.

On the basis of this weakly nonlinear analysis, we can
study the bifurcation at F1 = 0 in any control parameter
µ (for instance the average total density n̄, the system
size L, kinetic rates, and diffusion constants). With the
critical value µc, defined by the condition F1(µc) = 0,
we introduce the reduced control parameter δµ = µ−µc,
and linearize Eq. (46) to lowest order in δµ:

0 = ∂µF1|µc δµ δm1 + F3(µc) δm
3
1. (48)

To leading order, the branch of the solution that bifur-
cates at F1 = 0 then reads

δm1 =

1
∂µF1

−F3

'''
µc
δµ . (49)
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FIG. 14. Pattern bifurcation for finite domain size. (a)
Schematic bifurcation structure for a system with monostable
reaction kinetics (an analogous plot obtained by numerical
continuation for a concrete reaction term, Eq. (A1*), is shown
in Fig. 22, Appendix J). The gray lines indicate the bifurca-
tion structure for L → ∞ for comparison (cf. Fig. 8a). The
Turing bifurcation (green dashed line, f̃m = Dmπ2/L2) is su-
percritical in the vicinity of ninf, i.e. the nullcline inflection
point. In the vicinity of onset (small pattern amplitude δm1)
the third order coefficient, F3 (cf. Eq. (47b)), of a weakly non-
linear expansion (cf. Eq. (45)), determines if the bifurcation
is super- or subcritical. The schmatica bifurcation diagrams
(b) and (c), correspond to the small gray arrows in (a). Un-
stable patterns that emerge in a subcritical pitchfork bifurca-
tion (see (b)) meet the stable patterns in a fold bifurcation
(saddle-node of patterns, cf. Fig. 6). These fold bifurcations
terminate in points where the lateral instability bifurcation
switches from sub- to supercritical (red points), indicated by
a vanishing third order coefficient F3 = 0 in the weakly non-
linear expansion (cf. Eq. (46)). Along the line of supercritical
lateral instability (dashed green line), stable patterns emerge
directly in a supercritical pitchfork bifurcation; see (c).

At singular points where local stability and lateral sta-
bility change simultaneously, i.e. σloc = 0 and F1 = 0,
the last term in F3 diverges. Such codimension-two
points require a more technically involved analysis (un-
folding) that is outside the scope of this study (see e.g.
Refs. [74, 75]).

From the third order coefficient F3 (see Eq. (47b)), we
can analyze the type of bifurcation in terms of geometric
features (nullcline curvature κ(n) ∼ −f̃mm|n, see Ap-
pendix K) together with the quantity that characterizes
the relaxation rate to local equilibrium (σloc, cf. Eq. (5)).
The first two terms in F3 encode geometric properties of
the reactive nullcline (curvature and its rate of change),
i.e. how the local equilibria shift as mass redistribution
shifts the local phase spaces. The last term in F3 rep-
resents the rate of change of the timescale for relaxation
σloc to the local equilibria. In the following, we discuss
the various regimes that arise due to the interplay of the
three terms in F3. (To simplify notation, we will im-
plicitly assume that all coefficients (f̃m, etc.) in F3 are
evaluated at the bifurcation point µc.)
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(i ) At the nullcline inflection point f̃mm = 0, only
the first summand of F3 remains: F3 = f̃mmm/8.
The third derivative f̃mmm is proportional to the
rate of change of the curvature (f̃mmm ∼ −∂mκ,
see Appendix K). The curvature of a typical N-
shaped nullcline must be positive (bent upwards) to
the right of the inflection point and negative (bent
downwards) to the left of it, otherwise it is impos-
sible to smoothly connect laterally unstable regions
(f̃m < 0) to laterally stable regions (f̃m < 0). This
implies that f̃mmm < 0, and we conclude that the
bifurcation at the nullcline inflection point is su-
percritical. This confirms our geometric argument
above (cf. Fig. 8, and thin gray lines in Fig. 14).

(ii ) In the large system size limit (L → ∞) away from
the inflection point (f̃mm ∕= 0), the second term
in Eq. (47b) dominates. Because this term is al-
ways positive, the Turing bifurcation in large sys-
tems is generically subcritical (cf. Fig. 14) as we
have already concluded from geometric arguments
in Sec. V D above.

(iii ) In a finite-sized but still large system, the last
two terms of F3 are negligible sufficiently close to
the nullcline inflection point where f̃mm vanishes.
Hence, finite sized systems are supercritical in the
vicinity of the nullcline inflection point, because
f̃mmm must be negative as we argued above in point
(i); (cf. Fig. 14). Solving the condition F3 = 0 to
to leading order in L−1 yields the estimate

''f̃mm

'' < L−1

1
−3π2

2
Dm f̃mmm, (50)

for the range of supercriticality.

(iv ) In small systems, the transition from supercritical-
ity to subcriticality will depend also on the last
term in F3. It can contribute either positively or
negatively to F3, depending on the details of the
reaction kinetics.

Importantly, the statements (i)–(iii), regarding large sys-
tems, follow from purely geometric arguments as they are
determined by the first two terms in F3. The reason for
this is that at large wavelength, chemical relaxation is
fast compared to diffusion, so the pattern is slaved to the
scaffold, i.e. the reactive nullcline. For the same reason,
the long wavelength onset of lateral instability is deter-
mined by a geometric criterion (slope of the nullcline) as
we have shown in Sec. IV.

In conclusion, we comprehensively characterized the
Turing bifurcation (sub- vs. supercritical) and the bi-
furcations of stationary patterns, using the (m, c)-phase-
space geometry. Because of the inherent link between ge-
ometry and the physical concepts of mass-redistribution
and shifting equilibria, we are able understand the
physics underlying the patterns and their bifurcations.

The bifurcations in the large system size limit (L → ∞)—
determined by geometry—provide a good starting point
to study the bifurcations in a finite sized system, e.g. by
numerical continuation (see Appendix F).

VIII. CONCLUSIONS AND DISCUSSION

We have introduced a local equilibria theory that al-
lows to analyze and characterize both the initial growth
and the eventual stabilization (saturation) of patterns
on the basis of geometric objects in phase space: the
shape of the reactive nullcline and its intersections with
the flux-balance subspace. Within this framework, many
properties of the nonlinear dynamics of mass-conserving
reaction-diffusion systems can now be directly addressed
in terms of phase space geometry, which would otherwise
only be accessible by numerical analysis. In the following
we will summarize the key concepts of local equilibria the-
ory and important findings for 2C-MCRD obtained from
this theory. Subsequently, we address new perspectives
for the investigation of reaction–diffusion systems with
conserved masses. Protein-pattern forming systems in
vivo (intracellular) and in vitro (reconstituted systems)
will serve as the specific context for this part of the dis-
cussion. Finally, we will give a brief outlook on upcom-
ing work, on questions that are currently under inves-
tigation, and on future research directions. In particu-
lar, we outline how local equilibria theory might provide
a unifying geometric perspective on pattern formation
in mass-conserving non-equilibrium systems and how it
can be generalized to systems that are not strictly mass-
conserving but contain a mass-conserving ‘core’.

A. Summary of key concepts and results

Phase space analysis of (two-component) MCRD sys-
tems has shown that spatial variations in protein den-
sity give rise to spatially heterogeneous local equilibria.
The relationship between mass and reactive equilibria is
represented geometrically as a line of reactive equilibria
(reactive nullcline) in phase space. Along the reactive
nullcline, the reaction kinetics are balanced. We have
shown that this nullcline is a central geometric object in
phase space that organizes the spatiotemporal dynam-
ics. Furthermore, we have identified a one-parameter
family of (one-dimensional) manifolds in phase space on
which diffusive fluxes balance. Any stationary pattern
is embedded in one of these so-called flux-balance sub-
spaces. The variable that parameterizes the family of
flux-balance subspaces acts as a mass-redistribution po-
tential: Its spatial gradients represent a local imbalance
of diffusive fluxes that drives mass-redistribution. Thus,
the mass-redistribution potential encapsulates the inter-
play between reactions and diffusion processes.

In this way, the spatiotemporal dynamics of the
reaction–diffusion system is fully determined by geomet-

106



25

ric structures in phase space: (i) We introduced a flux-
balance construction, based on intersection points be-
tween flux-balance subspace and reactive nullcline that
enabled us to graphically construct stationary patterns
and their complete bifurcation structure in the limit of
large system size. Underlying this construction is the
general insight that patterns are scaffolded by local equi-
libria which are, in turn, encoded by the reactive null-
cline. This principle can be generalized to dynamics: (ii)
The interplay between diffusive redistribution of mass
and shifting local equilibria drives the pattern-forming
instability that we termed mass-redistribution instabil-
ity. Our analysis has shown that the slope of the null-
cline provides a simple criterion for the occurrence of this
instability. Importantly, we find that the onset of insta-
bility is generically subcritical in 2C-MCRD systems on
a large domain. (iii) Generalizing the local equilibria
concept, we have introduced a decomposition of the spa-
tial domain into regions, such as plateaus and interfaces,
which are characterized in terms of regional dispersion re-
lations. This has enabled us to find simple heuristics for
many properties of the pattern formation dynamics and
stationary patterns. For instance, the width of the inter-
face region can be approximated by the marginal mode of
the regional dispersion relation at the interface. Building
on this regional decomposition, one can characterize dif-
ferent pattern types and the transitions between them as
control parameters are changed (Sec. V C). Furthermore,
based on the concept of regional (in)stability we found an
inherent connection between lateral (Turing) instability
and stimulus-induced pattern formation (“nucleation and
growth”), which enabled us to estimate the basin of at-
traction (“nucleation threshold”) for stationary patterns
by a simple heuristic using the reactive nullcline. As an
additional advantage of such a characterization, we note
that the reactive nullcline could in principle be deter-
mined experimentally for any given system in which the
average total density can be controlled in a well-mixed
“reactor”.

Importantly, the concepts of scaffolding by local equi-
libria (i), mass-redistribution instability (ii) and regional
dispersion relations (iii) are directly generalizable to sys-
tems with more components and more conserved quan-
tities. We extensively discuss these future directions in
the Outlook below.

B. Reaction–diffusion systems

For the sake of specificity, we will discuss the implica-
tions and application of our findings on mass-conserving
reaction–diffusion systems with respect to protein pat-
tern formation, which operates far from thermal equilib-
rium, and has received growing interest over the past two-
decades. Intracellular, i.e. in vivo, protein pattern forma-
tion and self-organization have been subject to a large
body of research, both experimentally (see Refs. [76, 77]
for recent reviews) and theoretically (see Ref. [14] and

references therein.) Furthermore, the in vitro reconsti-
tution of the MinDE system [78] has made it possible
to study protein pattern formation experimentally under
a wide range of externally controllable conditions; see
Refs. [19, 79–88] and Ref. [89] for a recent review.

Taken together, these studies of both in vivo and in
vitro systems have led to many important insights. How-
ever, many intriguing questions that are relevant to all
reaction–diffusion systems far from equilibrium, remain
open: What is the role of the (biomolecular) interac-
tion network, and how can complex models be reduced
to their essential components? What are the physical
mechanisms underlying the pattern-forming instabilities
and under which conditions do these instabilities arise?
How can the dynamics of patterns far from the homo-
geneous steady state be studied systematically, i.e. how
can we bridge the gap between the linear and the highly
nonlinear regime? A particular question in this context
is how different patterns and their characteristic length
scales (interface width and wavelength) are selected in
the highly nonlinear regime. In what follows, we discuss
the implications of our work to these questions.

1. Model classification, network motifs and experimental
accessibility

In recent years, several studies have employed high-
throughput computational analyses of reaction–diffusion
systems and graph theoretical analysis with the goal to
infer the pattern-forming capabilities from the topology
of the underlying reaction networks [90–93]. Our results
offer an entirely new and distinct perspective on model
classification and the role of the interaction-network
topology for mass-conserving systems. We found a simple
condition for the pattern-forming (mass-redistribution)
instability in 2C-MCRD systems: The slope of the line
of reactive equilibria (reactive nullcline) must be (suffi-
ciently) negative. Broadly speaking, the reactive equi-
librium of the faster diffusing (i.e. cytosolic) component
has to decrease with increasing total density (cf. Sec. IV).
Importantly, our approach goes beyond the classification
based on linear (in)stability. It shows that the effect of
nonlinearities on the dynamics is encoded in the curved
shape of the nullcline. In particular, there is a direct con-
nection between the nullcline shape and the characteristic
spatial density profile of the pattern (cf. Sec. V C). The
reactive equilibria, as represented by the reactive null-
cline, might therefore provide an alternative approach to
model classification. Hence, a key challenge for future
research will be to study how specific reaction kinetics
and model parameters affect the shape of the reactive
nullcline.

Moreover, a major advantage of reactive equilibria as
the essential criteria for model classification is their ex-
perimental accessibility. In principle, any line of reac-
tive equilibria can be measured directly in experiments
by using a single, isolated, and well-mixed reactor and
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externally controlling the available conserved quantity
(e.g. particle number). Such experiments would allow
one to probe and classify the core mechanism quanti-
tatively without any knowledge of the molecular details
(which are irrelevant for such a classification).

The concepts that underlie local equilibria theory—
mass redistribution and moving local equilibria—are not
restricted to two-component systems with a single con-
servation law. They have previously been applied to the
model of the (in vitro) MinDE system, which has two
conserved protein species, MinD and MinE, and five com-
ponents [16, 22]. We believe that the results presented
here are foundational for the development of a more gen-
eral theory. Our analysis constitutes the first step in
a long-term project to find a geometric representation of
the nonlinear dynamics of spatially extended systems. In
the outlook, Section VIII D, we briefly describe various
forthcoming works and future projects that build upon
the present study and generalize its results.

2. Polarity patterns, bistability and the necessary condition
for a Turing instability

Bistability is a generic feature of nonlinear systems,
and its putative relation to polarity patterns has been
controversially discussed in the literature [28, 32, 72,
94, 95]. In systems without mass conservation, bistable
reaction kinetics facilitate traveling fronts that connect
the two stable reactive equilibria (homogeneous steady
states). (This scenario appears in mass-conserving sys-
tems as the special case of equal diffusion constants,
which entails the lack of lateral mass redistribution; see
Sec. VII B.) The stable equilibria of such a bistable
medium can be pictured as scaffold for the traveling front.
Because this scaffold is static in systems without mass
redistribution, fine-tuning is required to achieve a sta-
tionary front (cf. Sec. VII B 1). Our results show that, in
mass-redistributing systems (i.e. systems with unequal
diffusion constants), the scaffold becomes dynamic and
thereby supports stable, stationary polarity patterns in
an extended parameter regime (cf. Sec. VII B). Most im-
portantly, we found that, even in a monostable system,
mass redistribution can facilitate the formation of a scaf-
fold for stationary polarity patterns. Hence, bistability
of the reaction kinetics is neither required nor sufficient
for the formation of such patterns.

A central finding of our work is the physical mech-
anism by which the scaffold of a pattern emerges dy-
namically from a homogeneous steady state: the mass-
redistribution instability (Sec. IV). Diffusive mass-
redistribution requires that the diffusivities of the two
components are different (“differential diffusion”); already
a ratio Dm/Dc slightly different than unity is sufficient.
This mass-redistribution drives an instability under the
condition that the reactive nullcline in the phase space
of the reaction kinetics includes a segment of negative
slope. More precisely, the negative slope must be steeper

than the flux-balance subspace, whose slope is deter-
mined by the negative ratio of the diffusivities −Dm/Dc.
As membrane–bound proteins are significantly less mo-
bile than cytosolic proteins, i.e. Dm ≪ Dc, a small neg-
ative slope of the reactive nullcline is already sufficient
for a Turing instability in the intracellular context. Re-
call also that the criterion for bistability is a NC-slope
more negative (“steeper”) than −1 (cf. Sec. III A), which
is obviously a more restrictive condition than that for
lateral instability. Hence, a bistable region is generally
surrounded by a larger region of lateral instability in pa-
rameter space (cf. Fig. 12).

One might wonder how generic nullclines with a seg-
ment of negative slope are. In fact, they are frequently
encountered as N-shaped nullclines in a broad range of
classical nonlinear systems [1, 2, 4, 96]. Typically, these
nullclines encode some nonlinear feedback mechanisms
that give rise to widespread phenomena such as relax-
ation oscillations, excitability and bistability. Feedback
loops in intracellular signaling networks (e.g. GTPase
and phosphorylation cycles) generically lead to these phe-
nomena [97]. From this perspective, it appears that N-
shaped nullclines should be rather common in biological
systems.

Finally, the condition for mass-redistribution instabil-
ity shows that, contrary to popular belief, Turing insta-
bility in a mass-conserving system can already arise for a
ratio Dm/Dc only slightly below unity when the reactive
nullcline has sufficiently steep segment (i.e. in the vicin-
ity of saddle-node bifurcations of the reactive equilibria,
cf. Fig. 12).

3. Mass-redistribution instability is mechanistically distinct
from the activator–inhibitor paradigm

A key finding of our work is the physical mecha-
nism of mass-redistribution instability: Shifting local
equilibria induce gradients and hence (diffusive) mass-
redistribution which, in turn, leads to further shifting of
the local equilibria. Notably, mass-redistribution insta-
bility is a Turing instability in the original sense: a lateral
instability due to diffusive coupling of a system that is
locally stable in the absence of this coupling.

Importantly, the mechanism underpinning the mass-
redistribution instability is distinct from the paradigm
of short range activation and long range inhibition
[98, 99]. The latter, termed “activator–inhibitor” mech-
anism, innately relies on some form of “production” and
“degradation” processes, either of “morphogens” via gene-
regulatory networks (e.g. in cell-cell signaling [100] and
tissue patterning [101–103]), or of electric signals cou-
pling excitory and inhibitory neurons (e.g. in the visual
cortex where lateral instability may underlie hallucina-
tions due to long range coupling of inhibitory neurons
[104]). In contrast, intracellular pattern formation is
often driven by (nearly) mass-conserving dynamics [14]
and, hence, is necessarily based on a mass-redistribution
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instability. Because, as we emphasized above, mass-
redistribution instability is a Turing instability, self-
organized intracellular protein-patterns (see Ref. [14] for
a review) are examples for Turing patterns (in the sense
of patterns that arise from a Turing instability [56]) in
biological systems.

In general, it might not always be obvious whether
the instability underlying pattern formation in a given
system is either a mass-redistribution instability or one
that essentially requires production and degradation. In
the outlook Sec. VIII D 3, we propose a general definition
to answer this question.

4. Subcriticality and stimulus-induced pattern formation

An important results of our analysis is that the onset
of pattern formation in 2C-MCRD systems is generically
subcritical (cf. Secs. V D and VII D). Subcriticality may
be beneficial in a biological context, as it confers robust-
ness: Once a pattern is established, it is robust towards
parameter variations due to hysteresis [32, 64, 105].

Moreover, subcriticality implies the existence of pa-
rameter regimes where pattern formation can be trig-
gered by sufficiently large perturbations (akin to “nu-
cleation and growth” in the binodal regime of phase-
separating systems). Such stimulus-induced pattern for-
mation has been suggested as a new mechanism for pat-
tern formation (under the term “wave-pinning”), which—
it was argued—is fundamentally distinct from a lateral
(Turing) instability [28, 29, 31]. This claim has been dis-
puted in recent works [72, 106]. Indeed, our results show
that linear instability and stimulus-induced pattern for-
mation are inherently connected: the latter is possible
only where there is an adjacent regime of linear lateral
instability and the underlying mechanism is a regional
(linear) lateral instability; see Sec. VI. Concretely, our
results show that an interface—the elementary building
block of a pattern—must necessarily be a laterally un-
stable region (cf. Sec. V A). Hence, the creation of a
laterally unstable region is a necessary condition for the
formation of a stationary pattern. This implies that, any
two-component system that has a regime of stimulus-
induced pattern formation, must also exhibit a regime
where the homogenous steady state is laterally unstable,
and this regime can always be reached by simply chang-
ing the average total density. Conversely, this suggests
that subcriticality may be a generic feature of mass con-
serving systems since regional instability will facilitate
stimulus-induced pattern formation adjacent to regimes
where the homogeneous steady state is laterally unstable.

Finally, building on the concept of regional instability
insights, we provided a simple geometric argument for
the perturbation threshold for stimulus-induced pattern
formation (“nucleation threshold”) based on the reactive
nullcline.

5. Length scale selection

An important consequence of subcriticality is that
well-known mathematical results for systems near a su-
percritical instability may not apply anymore. Poten-
tially the most prominent of such results is the existence
of a characteristic wavelength, determined by the fastest
growing mode in the dispersion relation. This is often
considered as a defining property of “Turing patterns”.
However, for subcritical systems, the wavelength of the
pattern cannot be inferred from a linear stability analysis
of the uniform steady state in general—not even at onset.
Indeed, 2C-MCRD systems always exhibit uninterrupted
coarsening [15], i.e. the wavelength selected by the fastest
growing mode at onset is observed only transiently and
the final steady state is fully “phase separated.”

Note, however, that coarsening is not a generic fea-
ture of all mass-conserving systems. Multicomponent
MCRD models show (multi-)stable patterns with finite
wavelengths [16, 107, 108]. We believe that identifying
and understanding mechanisms of nonlinear wavelength
selection that bring the coarsening processes to a halt
and stabilize patterns with finite wavelength are among
the most important tasks for future research on multi-
component models. While some rather general criteria
have been found for one-component systems [109, 110],
a comprehensive understanding of multicomponent sys-
tems remains out of reach for now.

In addition to the wavelength, patterns have a sec-
ond characteristic length scale—the width of interfaces.
While the wavelength of patterns far from the homoge-
neous steady state is not determined by the dispersion
relation, we have shown in Section V A that the interface
width is determined by the marginal mode (qmax) of the
interface’s regional dispersion relation. The more gen-
eral insight underlying this finding is that highly nonlin-
ear patterns can be decomposed into spatial regions and
studied in terms of regional phase-spaces and regional at-
tractors (cf. Sec. V B). In a follow-up work [22], we use
this region decomposition to classify the different types
of instabilities that govern Min-protein pattern formation
in vivo and in vitro. In particular, we find that the inter-
face width of standing wave patterns is also determined
by the marginal mode of the regional dispersion relation.

6. Pattern types are determined by the nullcline shape

Two-component MCRD systems are found to exhibit
two generic pattern types, referred to as mesas and peaks.
In a recent numerical study of 2C-MCRD models [34], a
phenomenological “saturation point” was found to mark
the peak- to mesa-pattern transition. Our geometric
analysis has now revealed the phase-space structure that
underlies this “saturation point”: It corresponds to an in-
tersection point between reactive nullcline and diffusive
flux-balance subspace; hence, its position dictated by the
nullcline shape and the ratio of the diffusion constants.
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Based on this insight, have shown that the nullcline shape
serves as a simple criterion that to predicts the type of
patterns formed by a given 2C-MCRD system; see Fig. 5.

Put briefly, we distinguish Λ- and N-shaped nullclines,
based on their tail behavior for large densities. In the
case of a Λ-shaped nullcline (e.g. nullclines that asymp-
totically approach the m-axis for large m; see Figs. 5b
and 17) and a shallow flux-balance subspace (Dm/Dc ≪
1), a mesa pattern forms only when the average mass
is sufficiently large. For lower densities, the system ex-
hibits peak patterns instead. Their amplitude depends
sensitively on the total mass and the membrane diffu-
sion constant. The approximation of the peak pattern
amplitude provided in Sec. V C (details in Appendix G),
provides a simple estimate of the total (protein) mass at
which peak patterns transition to mesa patterns. No-
tably, the amplitude of peak patterns and the transition
to mesa patterns depends sensitively on the ratio of the
diffusion constants. In the case of an N-shaped nullcline
(see Figs. 2 and 5a), mesa patterns are generic, because
the high-density plateau is already formed at low aver-
age mass (even if Dm/Dc ≪ 1). (Peak patterns are also
possible for such nullclines, but require fine tuning of the
average mass to the vicinity of bifurcation points (see
Fig. 6).)

These findings have important biological consequences
because the characteristic features of a pattern dictate
the positional information it can convey, and therefore
the biological function it can facilitate [14, 111–114].
For example, cell division in budding yeast (S. cere-
visiae) requires the formation of a single, narrow polarity
site marked by a high density of the protein Cdc42, to
uniquely determine the future bud site [115, 116]. This
requirement is met by peak patterns. Mesa-like patterns,
in contrast, sharply separate two spatial domains. This
is, for instance, a feature of PAR-protein patterns in
C. elegans [64, 117–119]. Interestingly, the stem cells
that polarize via PAR-protein pattern formation become
smaller after each cell division during morphogenesis of
the C. elegans embryo [36]. As the cell size approaches
the interface width, the patterns transition from the mesa
to the ‘weakly nonlinear’ type (cf. Sec. VII D). Finally
the system size becomes so small that the Turing insta-
bility is suppressed (see discussion of the marginal mode
qmax in Sec. IV). This size-dependent loss of cell polar-
ization has been shown to be important for stem-cell fate
decision [36].

An important difference between peak and mesa pat-
terns is how they respond to changes in average total
protein density, e.g. owing to up- or down-regulation of
gene expression, or system size, e.g. due to growth. An
increase in average mass makes peak patterns grow in
amplitude, while for mesa patterns it leads to a shift in
the interface position. Upon an increase in system size,
peak patterns grow in amplitude, because the total num-
ber of proteins in the system increases. In contrast, am-
plitude and the relative interface position of mesa pat-
terns remain unchanged. Hence, mesa patterns inher-

ently scale with the system size—a property that is de-
sirable in developmental systems. Note, however, that
the interface width of mesa patterns does not scale with
the system size, and is independent of the average total
density (Sec. V C).

Another difference between patterns composed of
peaks vs patterns composed of mesas is their rate of
coarsening by competition for mass. Peak patterns
coarsen significantly faster than mesa patterns [15, 34].
Fast coarsening is important if the biological function re-
quires selection of a single polarity site, as for instance
cell division of budding yeast [115, 116].

C. Non-equilibrium phase separation

On the phenomenological level, the dynamics of 2C-
MCRD systems closely resembles a phase separation pro-
cess, as exhibited by binary mixtures that undergo liquid-
liquid phase separation near thermal equilibrium. We
showed that the bifurcation diagram of 2C-MCRD sys-
tems (Fig. 8), obtained by the flux-balance construction
on the reactive nullcline, resembles the phase diagram
of phase separation with spinodal and binodal lines that
meet in a critical point. The analogous process to spin-
odal decomposition is the mass-redistribution instability
(Sec. IV). In both cases, the condition for instability
is that a potential decreases as a function of the total
density. In the former case, it is the chemical potential,
derived from a free energy functional, while in the latter
case it is the mass-redistribution potential η∗(n) derived
from the reactive nullcline. Moreover, nucleation in the
binodal regime of binary-mixture phase separation cor-
responds to stimulus-induced pattern formation in 2C-
MCRD systems (Sec. VI). In addition to their equiv-
alent phase diagrams, binary-mixture phase separation
and 2C-MCRD systems and both exhibit uninterrupted
coarsening [15].

This phenomenological equivalence between binary-
mixture phase separation and 2C-MCRD dynamics is
quite remarkable, since the former describes systems close
to thermal equilibrium, while the latter is inherently far
from thermal equilibrium (driven by a chemical fuel like
ATP/GTP in the case of proteins). In fact, segregation
into domains of high and low density is observed in many
other non-equilibrium systems, most prominently self-
propelled particles that exhibit formation of polar waves
and nematic lanes [120, 121] and motility-induced phase
separation (MIPS) [122]. Further examples include ac-
tive contractility [123], motile bacteria [124], and shear
banding [125]. Some authors have used the term “active
phase separation” [67, 126, 127] for such phenomena.

One interesting feature shared by many phase-
separating systems is that they exhibit interrupted coars-
ening (‘micro-phase separation’) once the mass conser-
vation is weakly broken by additional production and
degradation terms. The strength of these terms deter-
mines the length scale where coarsening arrests. This
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holds true both near thermal equilibrium [128, 129] and
for MIPS of self-propelled particles subject to a birth–
death process [130, 131]. In a followup work to the
present manuscript, we show that the same holds true for
two-component reaction–diffusion systems with weakly-
broken mass conservation [15]. Interestingly, interrupted
coarsening can also occur as a consequence of non-
reciprocal coupling that destroys the variational nature
of the Cahn–Hilliard model [132].

Given the phenomenological equivalence to phase sepa-
ration near thermal equilibrium, one might be tempted to
search for a mapping to an effective thermodynamic lan-
guage or develop an entirely phenomenological thermo-
dynamic description. In fact, for 2C-MCRD systems with
a specific form of reaction kinetics, f = c− g(m), an effec-
tive free-energy functional can be constructed [44, 46, 47],
giving a gradient-flow structure to the 2C-MCRD dy-
namics with such a reaction term. In this specific case,
some of the results presented here, like the phase dia-
gram with binodals and spinodals, can be inferred di-
rectly from the mapping to equilibrium phase separation
(see e.g. Ref. [46]). Moreover, the mapping implies un-
interrupted coarsening for this specific form of reaction
kinetics.

However, such an approach disregards the actual un-
derlying non-equilibrium physics. Our analysis of 2C-
MCRD systems shows how a framework can be developed
that is rooted in the underlying physics (here chemical re-
actions and diffusion) and not subject to the restrictions
of a mapping to an effective thermodynamic description.
Concretely, we show in a followup work that uninter-
rupted coarsening is generic in 2C-MCRD systems inde-
pendently of the specific reaction kinetics [15]. Moreover,
a thermodynamic description cannot account for the rich
phenomenology, including and oscillatory patterns and
waves [16, 22, 51, 52, 133–135], that arises once coupling
to additional components or source terms breaking mass-
conservation are included. In contrast, local equilibria
theory has proven useful also in these more complex sce-
narios [15, 16, 22]. We further discuss this perspective in
the final two subsections of the Outlook.

Instead of describing attachment and detachment of
proteins at a membrane, Eq. (1) can be interpreted as
the mean field equation for particles undergoing Brow-
nian motion and switching between two states with dif-
ferent velocities/tumbling rates. Then the reaction term
f = f(n) describes the switching dynamics that depends
on the local density of particles (e.g. by some quorum
sensing mechanism), and m and c are the concentrations
of slow and fast diffusing particles, respectively. This sys-
tem constitutes a minimal example for MIPS and shows
that MIPS and Turing instability are analogous on the
mean field level. MIPS is typically studied for particles
with continually varying velocity that depends on the lo-
cal particle density. For particles switching between two
states with different velocities, the mean velocity varies
continuously as a function of the total density.

Hence, we define the average diffusion constant

D̄ =
Dmm+Dcc

m+ c
, (51)

which is directly connected to the mass-redistribution
potential via the identity η = nD̄/Dc. With this, the
nullcline-slope condition for lateral instability, ∂nη∗ < 0,
can be recast as

∂nD̄
∗

D̄∗ < − 1

n
. (52)

(As always, the star denotes evaluation at the reactive
equilibrium; the function D̄∗(n) can be obtained from
the reactive nullcline, η∗(n), via the relation D̄∗(n) =
Dcη

∗(n)/n.) Notably, the condition for MIPS has exactly
the same form as Eq. (52), where the density dependent
particle velocity v(n) takes the place of the average dif-
fusivity D̄∗(n).

This reveals the common underlying principle of Tur-
ing instability in MCRD systems and the instability driv-
ing MIPS of self-propelled particles: slowing down of par-
ticles in regions of high density. For an instability to oc-
cur, particles have to slow down enough in response to
an increase in density, cf. Eq. (52).

Another phenomenon that can be pictured as a phase
separation process is shear banding in complex fluids.
In Appendix L, show how one can establish an anal-
ogy between our flux-balance construction on the reactive
nullcline for 2C-MCRD systems and the “common total
stress” construction on the constitutive relation employed
to analyze shear banding [125, 136]. This analogy shows
that these physically distinct systems are topologically
equivalent, i.e. share the same phase space geometry.

D. Outlook

Based on the theoretical concepts presented in this
work for 2C-MCRD systems there are several promising
directions for future research. First of all, for 2C-MCRD
systems several follow-up works elucidate the principles
at work during wavelength selection [15] and address
how self-organization may be controlled by spatiotem-
poral “templates” [20] and by advective flows [21]. Going
forward, it will be interesting to explore various avenues
toward generalization to MCRD systems with more com-
ponents and conserved species, including applications to
various specific physical and biological systems as out-
lined shortly below. The long-term perspective is a gen-
eralization toward a geometric theory of MCRD systems.
Below, we discuss some possible routes towards such a
generalization in more detail.

In a broader context, reaction–diffusion systems are
part of a large class of non-equilibrium systems that are
able to form self-organized patterns. This includes mod-
els for living matter where molecular motors generate
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active flows [123, 137] and active visco-/poroelastic de-
formations of the medium [134, 138], as well as particle-
based active matter [120, 122, 139] and granular me-
dia [140]. Ultimately, it may be fruitful to apply the
concepts presented here to such systems.

1. Generalization to more complex phenomena

The 2C-MCRD system studied here has a compar-
atively simple phenomenology, exhibiting only steady
states that are stationary (no oscillations) and no wave-
length selection (uninterrupted coarsening). In a previ-
ous study [16], and recently in Ref. [22], the concepts
of mass redistribution and local equilibria have already
been successfully employed to analyze a multicomponent
multispecies MCRD model (for MinDE in vitro pattern
formation) that exhibits much more complex phenom-
ena, like spatiotemporal chaos (chemical turbulence) at
onset and a transition to order (standing and traveling
waves). These phenomena, observed in numerical simu-
lations, can be understood in terms of the changing local
stability of local equilibria due to mass redistribution.

In particular, this study revealed intriguing, highly
non-trivial, connections between the nonlinear pattern
dynamics far from the homogeneous steady state and the
dispersion relation that characterizes the linearized dy-
namics in the vicinity of the homogeneous steady state.
However, these findings are model specific, and rely on
numerical simulations. In contrast, the characterization
of the 2C-MCRD systems presented here is independent
of the specific model (reaction term) and enables us to
predict the pattern formation dynamics from a simple
graphical analysis, without the need to perform numer-
ical simulations. The obvious next step is to general-
ize this level of understanding to more complex phenom-
ena by studying three-component MCRD systems. Such
models have recently been employed to model various
(bio-)physical phenomena in numerical studies [108, 141].
Studying these models using local equilibria theory might
reveal the principles underlying their dynamics and pro-
vide a good starting point for a generalization of the the-
ory presented here.

For ODE dynamics, the seemingly small step from two
to three variables increases the diversity of phenomena
dramatically. We expect a similar situation for spa-
tially extended systems. Note in particular that, with
three components and one conserved quantity, the reac-
tive phase space will be two-dimensional. This allows
for more complex local dynamics and attractors, such as
limit cycle oscillations. A fully general study of three-
component MCRD systems will therefore probably not
be possible from the outset. Instead we propose to fo-
cus on cases where a time-scale separation enables one to
build on the results for two-component systems. A good
starting point is to study cases where the coupling to the
additional third component is slow (the model investi-
gated in Ref. [108] is of that form) using, for instance,

a singular perturbation analysis. Closely related to
such three-component MCRD systems are nearly mass-
conserving two-component systems that contain produc-
tion/degradation terms on a slow timescale (see next sub-
section). Making use of such timescale separations is has
proven to be a powerful strategy to study complex phe-
nomena in dynamical systems; see for instance Ref. [142]
for a comprehensive overview of three-variable ODE sys-
tems in the context of neural excitability.

The benefit of such an approach is that the effects
of strong nonlinearities may be captured by a geomet-
ric phase-portrait analysis of the fast two-variable sub-
system. More complex behavior arises as the slow dy-
namics modifies the fast subsystem, driving it through
bifurcations. Analogously, in reaction–diffusion systems,
the effects of the strong nonlinearities are encoded in the
shape of the nullcline, which enables one to construct
the elementary patterns (mesas, peaks). Much richer
phenomenology can arise by the modification of these
elementary patterns due to additional linear (or weakly
nonlinear) terms, whose effects could be studied using the
method of regional phase spaces (Sec. V B). This can be
viewed as a dual (“strong coupling”) approach to the am-
plitude equation formalism (weakly nonlinear analysis),
where the elementary pattern originates in the narrow
band of unstable modes, and the modification of the pat-
tern due nonlinearities that couple these modes pertur-
batively.

Another promising direction of study is the role of
noise in stochastic MCRD systems. Noise-induced phe-
nomena in reaction–diffusion systems have previously
been studied for models with (e.g. [27, 30]) and without
conserved quantities (e.g. [100, 143–146]). Importantly,
noise in reaction–diffusion systems is not constrained by
the fluctuation-dissipation theorem, but must be inferred
from the stochasticity of the chemical processes by ex-
plicit coarse graining, using, for instance, path integral
approaches [135].

2. Model reduction and classification

While multicomponent, multispecies models can ex-
hibit complex phenomenology, as discussed above, this is
not necessarily the case. For instance, cell polarization of
eukaryotic cells is often brought about by a large number
of interacting protein species. Well-studied examples are
the Cdc42 system of S. cerevisiae [26, 34, 147, 148] and
the PAR system of C. elegans [32, 64, 118, 119]. Despite
the complexity of these systems, their phenomenology—
cell polarization—is simple and can already be captured
by two-component systems as studied here. This raises
the question whether complex models can be reduced to
an underlying minimal ‘core’ that captures their essen-
tial phenomenology. The finding that redistribution of
conserved quantities is the essential driver of pattern for-
mation in MCRD systems suggests that such a reduc-
tion might be possible in the phase space of conserved
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quantities—the control space. Note that such reduced
‘core’ systems may comprise more than two components
and more than a single conserved mass. As we detail in
the next subsection, even non-conservative models can
have a mass-conserving ‘core’.

The central theme of local equilibria theory is that
conserved quantities are control parameters for reactive
equilibria. Hence, the bifurcation scenario of reactive
equilibria in the control space may serve as a criterion
for classifying models. One example of such a class is
the cusp bifurcation scenario, found by numerical analy-
sis of various cell-polarization models in Ref. [32], and
identified here as the general bifurcation scenario un-
derlying pattern formation in 2C-MCRD systems. In a
forthcoming work, we will use our theory to elucidate the
control-space geometry underlying the pole-to-pole oscil-
lations of the in vivo MinDE system [23]). As there are
two conserved quantities, the total densities of MinD and
MinE respectively, the control space is two-dimensional
and there are surfaces (instead of lines) of reactive equi-
libria. Using the local quasi-steady state approximation,
these nullcline surfaces allow for a geometric analysis
of the in vivo MinDE dynamics. We propose this ge-
ometrically motivated approach as an alternative to al-
gebraically motivated model reduction methods, such as
the quasi-steady-state approximation of slowly diffusing
components [149] or (extended) center-manifold reduc-
tion [150, 151]. Such an approach offers the advantage
that it does not require abstract mathematical calcula-
tions and instead enables one to gain physical intuition
from elementary geometric objects and graphical con-
structions. Furthermore, as pointed out earlier, reactive
equilibria in principle allow one to assess phase-space
geometry experimentally. This could ultimately make
it possible to infer theoretical models from experimen-
tal data at a mesoscopic level, especially in situations
where access to more molecular information (at the pro-
tein level) is not available yet.

3. Beyond strict mass conservation

What can we learn from local equilibria theory about
systems without strict mass conservation?

Non-equilibrium systems are dissipative, that is, they
consume some sort of chemical fuel (e.g. ATP in bi-
ological systems and malonic acid in the Belousov–
Zhabotinsky (BZ) reaction [152]) that drives them far
from thermal equilibrium. The chemical fuel often drives
cycling of components between different states, as il-
lustrated in Fig. 15. Examples are cycling of NTPase
proteins between active and inactive states [153]; phos-
phorylation–dephosphorylation [154, 155] and membrane
attachment–detachment of proteins [14]; and cycling be-
tween molecular bromine and bromide ions and cycling
of a metal catalyst (e.g. cerium) in the BZ reaction
[152, 156, 157]. While such cycles consume a fuel (and
produce a waste), they conserve the total density of the

C1 C2

F

W

E P

FIG. 15. Basic elements of a (chemical) system with a mass-
conserving ‘core’. The cycling of the ‘core’ between two states,
C1 and C2, is driven out of thermal equilibrium by consump-
tion of a fuel F and production of a waste W. If the fuel
is abundant, and replenished from the outside it can be as-
sumed to be present at constant concentration. The cycling
components are produced from a precursor E and irreversibly
degraded to a product P. When production and degradation
are slow compared to the rate of cycling between C1 and C2,
the system inside the dashed box may be treated as mass-
conserving on the fast timescale of cycling.

cycling components (C1 and C2 in Fig. 15). The chemi-
cal fuels are quite generally assumed to be supplied from
a large reservoir and hence are not explicitly modeled.
Several recent works study explicitly the role of a finite
fuel supply in the framework of stochastic thermodynam-
ics [158–160]. In particular, in Ref. [160], the bifurcations
of bistable and oscillatory well-mixed systems are stud-
ied as they approach thermal equilibrium where detailed
balances holds (vanishing chemical potential difference
between fuel and waste).

In addition, there may be production and (irreversible)
degradation processes that break the (strict) conserva-
tion of the cycling components. To dissect the roles of
conserving and non-conserving processes, any reaction ki-
netics can be split up into the respective functional terms.
For a general two-component reaction–diffusion system,
such a splitting would take the form

∂tm(x, t) = Dm∂2
xm+ f(m, c) + γ s1(m, c), (53a)

∂tc(x, t) = Dc∂
2
xc − f(m, c) + γ s2(m, c). (53b)

where γ describes the ratio of the timescale of mass-
conserving reactions encoded in f and the timescale of
production/degradation processes encoded in the source
terms s1,2 [161]. If γ is small, one can study the mass-
conserving subsystem (limit γ → 0) using the theory pre-
sented here. In particular the capacity for pattern for-
mation of the mass-conserving subsystem can be directly
read off from the shape of the f -nullcline. The remaining
effect of the source terms in this limit is to set the total
average mass n̄, which is no longer a control parameter
when γ ∕= 0, but is controlled by the parameters in s1,2
instead. Geometrically, this corresponds to setting the
center of mass of a pattern in the (m, c)-phase plane.

A decomposition into mass-conserving and non-
conserving terms of the form Eq. (53) can be carried out
for systems with any number of components. (Note that
this should be done before model reductions like non-
dimensionalization and variable eliminations that affect
the mass-conserving terms.) Linear stability analysis can
then be used to determine whether the mass-conserving
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subsystem is able to form patterns by setting γ = 0. This
defines two classes of systems, (i) those where pattern-
forming instability is preserved in the mass-conserving
case γ = 0, and (ii) those that inherently depend on
production and degradation (i.e. don’t exhibit lateral in-
stability for γ = 0). Put differently, class (i) systems do
have a pattern-forming, mass-conserving core, while class
(ii) systems don’t. Of course, the distinction between
these two classes will be limited if γ is too large such
that production-degradation dynamics dominate over the
mass-conserving core.

The mass-conserving ‘core’ of systems (or regimes) in
class (i) can be analyzed using the local equilibria theory.
An immediate conclusion is that their lateral instability
is driven by a mass-redistribution cascade. This insight
may inform model reduction of many-component models
as we have discussed in the previous subsection. Fur-
thermore, one can then study how the ‘core patterns’ are
qualitatively and quantitatively modified by 0 ∕= γ ≪ 1.
Importantly, γ ∕= 0 might be a singular perturbation, i.e.
weakly broken mass conservation might cause a qualita-
tive change in the dynamics, such as interrupted coarsen-
ing and oscillations; see example (i) below. Importantly,
for γ ≪ 1 these qualitatively new phenomena will play
out at large length- and timescales, whereas the behavior
at short scales is still determined by the mass conserving
core; see e.g. Ref. [15]. In the language of bifurcation
theory, the mass-conserving ‘core’ would take the role of
an “organizing center” from which the various dynami-
cal regimes of the system “unfold” (see e.g. section 30
in Ref. [74] and chapter 3 in Ref. [75]). Let us provide
examples for the two classes of systems defined above.

Example for class (i ): Brusselator model. — Let us
exemplify the reduction to a mass-conserving core for a
classical model, the Brusselator [50]. This early, qualita-
tive model for the BZ reaction can be written in the form
Eq. (53) where f(m, c) = m2c − m, s1 = kin − koutm,
s2 = 0. The nullcline of f has two segments, m = 0
and c∗(m) = 1/m, which is a singular case of an N-
shaped nullcline. Thus, it is immediately clear that pat-
tern formation of the Brusselator is driven by a mass-
conserving core and that its elementary stationary pat-
terns are mesa patterns when Dc ≳ Dm and peak pat-
terns when Dc ≫ Dm. Slow production and degradation
lead to interrupted coarsening and splitting of the mesa
patterns at length scales that depend on γ as has been
studied using singular perturbation methods in the limit
γ ≪ 1 [162–165]. Local equilibria theory, in particu-
lar the phase-portrait analysis of spatially extended sys-
tems that it facilitates, provides a new, intuitive approach
that explains the physics underlying interrupted coarsen-
ing and mesa splitting [15]. Moreover, in the oscillatory
regime of the Brusselator, the limit cycle oscillations can
be constructed as relaxation oscillations on the basis of
the nullcline of the mass-conserving core (f -nullcline) in
the limit γ ≪ 1 [52]. The oscillation period depends on
γ and diverges in the limit γ → 0.

Example for class (ii ): Gierer–Meinhardt model. —

An example for a two-component system without a
mass-consering core (class (ii)) is the “Gierer–Meinhardt”
model [98]. This model describes an “activator” which
enhances its own production and the production of an
“inhibitor” which impedes the “activator’s” production.
Both “activator” and “inhibitor” are degraded at con-
stant rates. Written in the form Eq. (53), using {a, h}
for the “activator” and “inhibitor” concentrations instead
of {m, c}, one has f = 0, s1 = k+a + kfba

2/h − k−a a,
s2 = k+h +kfba

2−k−h h. Clearly, this system does not pos-
sess a mass-conserving core capable of pattern formation.
Generally, systems in class (ii) are those where produc-
tion (from a reservoir or substrate) and irreversible degra-
dation are the dominant processes; for instance, during
tissue patterning (morphogenesis) [101–103] or cell-cell
signaling in bacterial colonies [100].

The role of (nearly) conserved quantities in classical
pattern-forming systems. — Many chemical systems con-
tain a mass-conserving ‘core’ of components that rapidly
cycle between different states and are produced and de-
graded only on a much slower timescale. An example
is the cycling of bromine between a molecular form and
a bromide ion in the BZ reaction. It is an interesting
question whether this core alone is able to produce some
non-trivial behavior like oscillations or patterns (assum-
ing that the chemical fuel driving the cycling of the core
components is abundant, as e.g. ATP in protein-based
pattern formation). Systems where this is the case can
then be analyzed using local equilibria theory (poten-
tially extended to account for slow production and degra-
dation, see e.g. [15]). Above, we showed that this is true
for the Brusselator, which is a conceptual model for the
BZ reaction. We hypothesize that a similar approach
might/will also work for more detailed models such as the
so-called FKN mechanism [157], whose mass-conserving
core presumably contains more than two components.

Such a program might eventually lead to a perspec-
tive that unifies “classical” pattern-forming systems such
as the BZ reaction and the more recently discovered bi-
ological systems, including the Min system [16, 22, 78],
intracellular actin waves [133, 166], and Rho excitabil-
ity [167–170].

4. Beyond reaction–diffusion systems

In the systems discussed so far (excluding Sec. VIII C),
energy is fed into the system via the reaction kinetics
alone, while the spatial transport process, diffusion, is
passive. Such systems are part of a broader class of so-
called active systems where energy is fed in on the mi-
croscopic scale. This comprises systems where the trans-
port processes are active, driven e.g. by molecular mo-
tors such as myosin. Examples include systems with ac-
tive flows generated by cortical contractions [123, 137],
as well as actively deforming visco- and poroelastic me-
dia [134, 138]. On a more conceptual level, several non-
equilibrium generalization of the Cahn–Hilliard equation
have been studied recently [132, 171–173]. The phenom-
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ena exhibited by the above systems include (micro-)phase
separation and more complex phenomena like waves
and turbulence. Another broad sub-class of active sys-
tems are self-propelled particles that exhibit a huge vari-
ety of collective phenomena, including MIPS ([122], see
Sec. VIII C above) and flocking [120, 121, 174].

What all these systems have in common with MCRD
systems is the presence of conserved quantities that serve
both as macroscopic variables and as local parameters
of the microscopic dynamics. We therefore expect that
the ideas on mass redistribution and local equilibria put
forward in this article can be broadly applied to under-
stand emergent behavior in these systems. As a con-
crete example, the self-organized interplay between total
density and emergent orientational order (polar or ne-
matic) was investigated recently for self-propelled par-
ticles with microscopic alignment interactions that are
continuously tunable between polar and nematic sym-
metry [174]. Here, the local particle density controls the
emergent orientational order, i.e. induces local symmetry
breaking. In turn, the orientational order leads to parti-
cle currents that redistribute the particle density. Strik-
ingly, this interplay explains the coexistence of different
macroscopic structures, such as polar flocks and nematic
lanes, and the continual interconversion between them
as recently observed in experiments and agent-based nu-
merical simulations [121].
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Appendix A: Models used for illustration and
numerical studies

To visualize the our findings on pattern formation
in 2C-MCRD systems we use two prototypical reaction
terms, f(m, c), that exhibit two distinct nullcline shapes.
Both variants effectively model attachment–detachment
dynamics as used to describe cell-polarization systems:

(i) The reaction kinetics used in Ref. [28], to concep-
tually describe cell-polarization based on autocatalytic
recruitment (Michaelis-Menten kinetics with Hill coeffi-
cient 2) and linear detachment:

f(m, c) =

,
kon + kfb

m2

K2
d +m2

-
c− koff m. (A1)
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FIG. 16. Left: numerically phase-space distribution (thick
blue line) of a computed stationary pattern embedded in the
flux balance subspace (dashed blue line). The thin gray line
shows the reactive phase space corresponding to the average
total density n̄. Right: spatial profile (solid blue line) together
with numerically determined local equilibria (•). Parameters:
k = 0.07, n̄ = 2.48, Dm = 0.1, Dc = 10, L = 10.

We can non-dimensionalize by expressing time in units
of k−1

off and densities in units of Kd. Furthermore, for
specificity we set the (non-dimensional) feedback rate
kfb/koff =: k̂fb = 1, leaving only k := kon/koff as free
parameter in the non-dimensional reaction term:

f(m, c) =

,
k +

m2

1 +m2

-
c−m. (A1*)

Fig. 16 shows the nullcline in the (m, c)-phase plane of the
reaction kinetics Eq. (A1*) for k = 0.07, together with a
numerically determined stationary pattern (steady-state
solution to Eq. (1)) and the local equilibria (spatial pro-
file on the right).

(ii) Dynamics due to attachment together with lin-
ear self-recruitment and enzyme driven detachment (de-
scribed by first order Michaelis–Menten kinetics):

f(m, c) = (kon + kfb m)c− koff
m

Kd +m
. (A2)

We non-dimensionalize by expressing time in units of
the attachment rate kon and densities in units of the
dissociation constant Kd of the detachment kinetics.
The two remaining parameters are the (non-dimensional)
feedback rate k̂fb := Kdkfb/kon and detachment rate
k̂off := koff/(konKd):

f(m, c) = (1 + kfb m)c− koff
m

1 +m
, (A2*)

where we suppressed the hats. Fig. 17 shows a typical
reactive nullcline for the reaction term Eq. (A2*) together
with a stationary peak pattern and the local equilibria
that scaffold it.

a. Length scale.— For convenience, we do not spec-
ify a unit of length in the domain size L and the diffu-
sion constants Dm,c. In an intracellular context a typi-
cal size would be L ∼ 10 µm, and typical diffusion con-
stants Dm ∼ 0.01−0.1 µm2 s−1 on the membrane and
Dc ∼ 10 µm2 s−1 in the cytosol. Rescaling to different
spatial dimensions is straightforward.
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FIG. 17. Above: Numerically determined phase space dis-
tribution and stationary pattern profile and for an MCRD
system with the reaction kinetics Eq. (A2*). Below: station-
ary pattern together with local equilibria (•). Parameters:
kfb = 0.45, koff = 16, n̄ = 6, Dm = 1, Dc = 200, L = 10

b. Nullcline shape predicts the pattern type.— Impor-
tant for the distinction between peak-forming vs. mesa-
forming systems is the behavior of the reactive nullcline
for large n. If it approaches the m-axis monotonically for
large n, then peak patterns are will form in a large range
of n̄ for Dm/Dc ≪ 1 (see Fig. 23). Otherwise, mesa pat-
terns are typical while peak/trough patterns only form
in narrow regimes at the edges of the range of pattern
existence [n∞

− , n∞
+ ]. For attachment–detachment kinet-

ics, one can study the nullcline behavior for large n by
comparing the largest powers in the denominator and nu-
merator of the functional form c∗(m) = md(m)/a(m) of
the nullcline. For the reaction term Eq. (A1*), one ob-
tains c∗(m → ∞) → m, i.e. typically mesa patterns. For
the reaction kinetics Eq. (A2*), one has c∗(m → ∞) → 0,
favoring peak patterns for Dc ≫ Dm.

Appendix B: Numerical simulations

The reaction–diffusion dynamics were simulated on
a domain with no-flux boundaries using the numerical
PDE-solver routine NDSolve[] provided by Mathemat-
ica (see Supp. File “PDE-solver_minimal-setup.nb” for
an example setup). In the videos we show the density dis-
tribution in phase space and the real space profile m(x, t)
together with local equilibria.

Appendix C: Linear stability analysis

This section provides the technical details of linear sta-
bility analysis.

0

FIG. 18. Generic dispersion relation of the 2C-MCRD system
in a laterally unstable regime. The two branches σ

(1,2)
q of the

eigenvalue problem for J(q) are shown in blue and yellow. At
q → 0, the branches connect to the eigenvalues σloc = fm−fc
and 0 of the local stability problem. For Dc → ∞, the second
branch approaches σ(2)

q → fm−Dmq2 for q > 0. Accordingly,
qmax approaches

"
fm/Dm. “Parameters”: fm = 0.7, fc = 1,

Dm = 1, Dc = 10.

1. Canonical linear stability analysis

Linear stability analysis of a reaction–diffusion sys-
tem is performed by expanding a spatial perturbation
in the eigenbasis of the diffusion operator (Laplacian) in
the geometry of the system. In a line geometry with
reflective boundary conditions at x = 0, L, the eigen-
functions of the Laplacian are the discrete Fourier modes
cos(kπx/L) with k ∈ N. Linearization of the dynam-
ics of a mass-conserving two-component system around
a homogeneous steady state (m∗, c∗) yields the linear dy-
namics

∂t

,
δmq(t)
δcq(t)

-
= J(q)

,
δmq(t)
δcq(t)

-
(C1)

with the Jacobian

J(q) =

,
−Dmq2k + fm fc

−fm −Dcq
2
k − fc

-
, (C2)

where we use the abbreviations qk = kπ/L for the (dis-
crete) wavenumbers and fm,c = ∂m,cf

''
(m∗,c∗)

for the lin-
earized kinetics at the homogeneous steady state. The
eigenvalues of the Jacobian yield the growth rates σ

(i)
q

of the respective eigenmodes such that a perturbation in
the spatial eigenfunction cos(qx) evolves in time as

,
δmq(t)
δcq(t)

-
=

0

i=1,2

A(i)
q e(i)q exp(σ(i)

q t) cos(qx), (C3)

with the eigenvectors e
(i)
q . For a given initial condi-

tion (perturbation), the coefficients A
(i)
q are determined

by projecting initial condition the onto the eigenbasis
e
(i)
q cos(qx).
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To calculate the eigenvalues of the Jacobian, we use
that the eigenvalues of a 2 × 2-matrix can be expressed
in terms of its trace τ and determinant δ:

σ(1,2) = τ/2±
.

τ2/4− δ, (C4)

where the indices {1, 2} correspond to {−,+} on the
RHS.

The trace and determinant of the Jacobian J(q) can
be written as

τq = fm − fc − (Dm +Dc)q
2,

= σloc − (Dm +Dc)q
2, (C5a)

δq = q2DmDc

,
q2 +

fc
Dc

− fm
Dm

-
,

= q2DmDc

"
q2 − q2max

#
, (C5b)

where we used the expression Eq. (28) for qmax.
From Eq. (C5a), it follows that for a locally stable

hom. steady state (σloc < 0) the trace τq is negative for
all q. Hence, the only way to get lateral instability is a
negative determinant δq < 0. This implies that eigenval-
ues with positive real part must be purely real, since the
term under the square root in Eq. (C4) is positive. This
means that there cannot be oscillatory lateral instability
for a locally stable hom. steady state. Moreover, the in-
stability condition δq < 0 immediately yields the band of
unstable modes [0, qmax].

Figure 18 shows the two branches of eigenvalues, σ(1,2)
q ,

for a laterally unstable case. In the limit q → 0, the
first branch connects to the eigenvalue of a well-mixed
system σ

(1)
0 = σloc (cf. Sec. III A). The corresponding

eigenvector lies in the reactive phase space for q = 0, and
hence fulfills mass conservation.

The second branch, σ(2)
q , smoothly approaches zero in

the limit q→ 0. The eigenvector e
(2)
0 corresponding to

the marginal eigenvalue σ
(2)
0 = 0 points along the reac-

tive nullcline. It represents a perturbation that changes
the total density and thus shifts the reactive equilibrium.
For the stability of a closed, well-mixed system (i.e. the
stability against homogeneous perturbations) such a per-
turbation is not relevant since it breaks mass conserva-
tion. For q ∕= 0, the perturbation is spatially inhomo-
geneous, and therefore redistributes mass in the system.
This mass redistribution shifts the local equilibria. That
the eigenvector points along the reactive nullcline reflects
the fact that , the concentrations are slaved to the local
equilibria in the long wavelength limit. As one goes to-
wards shorter wavelengths (i.e. larger q) the eigenvector
begins to deviate from being tangential to the nullcline
(see Supplementary Material of Ref. [16]). In particular,
the eigenvalue of the marginal mode qmax points along
the flux-balance subspace, e(2)qmax ∝ (1,−Dm/Dc)

T.
We found that the band of unstable modes for the

2C-MCRD system always extends down to long wave-
length (q → 0), a situation called “type II” instabil-
ity in the Cross–Hohenberg classification scheme [175].

In systems with more components and/or multiple con-
served species, this is no longer true—the band of un-
stable modes can be bound away from zero (“type I” in
Cross–Hohenberg scheme), see e.g. Ref. [16].

2. Approximation close to the onset of lateral
instability

The eigenvalues of a 2 × 2-matrix, Eq. C4, to leading
order in δ/τ ≪ 1 are given by

σ(1) = τ − δ/τ +O(δ2/τ2), (C6a)

σ(2) = δ/τ +O(δ2/τ2). (C6b)

We will now use this approximation for the 2C-MCRD
dynamics where the trace and determinant of the Jaco-
bian for a mode q are given by Eqs. (C5). A straight-
forward calculation shows that δq reaches its extremum
at q∗ = qmax/

√
2, with a minimal value of δq∗ =

−f̃2
mDc/(4Dm). Furthermore, the trace τq ≈ σloc is ap-

proximated by the local eigenvalue for f̃m ≪ σloc. Hence,
the above approximation is valid in the vicinity of lat-
eral instability onset (f̃m ≈ 0), far away from the local
instability onset (which takes place at σloc = 0). The
dispersion relation then reads

σ(1)
q ≈ σloc − (Dm +Dc)q

2, (C7a)

σ(2)
q ≈ DmDc

−σloc
q2

"
q2max − q2

#
, (C7b)

for f̃2
mDc/Dm ≪ |σloc|. The first branch, σ

(1)
q , simply

represents relaxation to local equilibrium. The laterally
unstable branch, σ(2)

q , shown in Fig. 19a, is the identical
to the dispersion relation of the Cahn–Hilliard equation
[176] (and the more general class of Model B dynamics).
We can rewrite Eq. (C7b) as

σ(2)
q ≈ −Dcq

2

,
∂nη

∗|n̄ − Dm

−σloc
q2
-
. (C7b*)

The two terms of this expression reflect the shifting of lo-
cal equilibria (dominating at large wavelengths) driving
the instability for ∂nη∗|n̄ < 0 and the competition of local
reactive flow towards equilibrium and membrane diffu-
sion that re-stabilizes the system on short length scales.
(To recast Eq. (C7b) as (C7b*), one uses the relation
∂nc

∗(n) = ∂mc∗(m)/[1 + ∂mc∗(m)].)
Figure 19 gives an overview of the various regimes of

mass-redistribution instability and their interrelation. A
typical dispersion relation (solid green line) deep in the
laterally unstable regime (i.e. far from onset) is shown in
Fig. 19b, together with various limiting cases (see caption
for details). One can distinguish diffusion- and reaction-
limited regimes. The former (i.e. long wavelength limit)
was studied in detail in the main text. In the next sub-
section, we briefly analyze the two limits of fast cytosol
diffusion and vanishing membrane diffusion.
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FIG. 19. Overview of the regimes of mass-redistribution instability and their interrelations. (a) Near onset (Dm/Dc ≈ −snc

and therefore qmax ≪
"

fm/Dm), the laterally unstable branch (σ(2)
q , green solid line) of the dispersion relation is approximated

by a fourth-order polynomial (purple, dash-dotted line; cf. Eq. (C7)(b)) that corresponds to the dispersion relation of Model B
dynamics. For q ≪ qmax, the instability is diffusion limited (blue dashed line) and effectively described by anti-diffusion with
the effective diffusion constant Deff = Dc∂nη

∗ (see Sec. IV). (b) Dispersion relation far from onset (Dm/Dc ≪ |snc|). The
case without membrane diffusion (Dm = 0, purple dash-dotted line) clearly shows the diffusion-limited and the reaction-limited
regimes for q2 ≪ |σloc/Dc| and q2 ≫ |σloc/Dc|, respectively. Finite membrane diffusion suppresses the instability at short
wavelength in the reaction-limited regime (q ≫

"
|σloc|/Dc). There, the dispersion relation is approximated by fm − Dmq2

(yellow dotted line, note in particular qmax ≈
"

fm/Dm, the approximation becomes exact in the limit Dc → ∞). The
diffusion-limited regime (q ≪

"
|σloc|/Dc, blue dashed line) has the same behavior as in the vicinity of onset (a) with the

additional simplification that far from onset, the effective diffusion constant Deff ≈ Dc∂nc
∗. “Parameters”: fm = 0.5, fc = 1

(i.e. snc = −0.5, σloc = −0.5), Dm = 1, Dc = 2.1 for (a) and Dc = 50 for (b).

3. Limits in the diffusion constants

a. Fast cytosol diffusion.— In the limit Dc → ∞, the
dispersion relation approaches the function fm − Dmq2

for wavenumbers q ≫ |σloc/Dc|; see dashed gray line in
Fig. 19b). This shape of the dispersion relation reflects
the fact that the growth rate of instability is limited by
the rate of chemical relaxation to the shifting local equi-
libria (∂nc∗ · σloc = fm) and counteracted by membrane
diffusion on short scales (−Dmq2).

Somewhat deceptively, this shape of the dispersion re-
lation resembles that of a locally unstable system for
q > 0, even though the system is locally stable. In the
strict limit, Dc → ∞, the dispersion relation becomes
discontinuous at q = 0, because the zero eigenvalue at
q = 0 corresponding to the homogeneous perturbation
breaking mass conservation is always present. (Recall
that for the stability of a closed system against homoge-
neous perturbations, this mode is not relevant.)

It is important to keep in mind that the lateral in-
stability is always driven by cytosolic mass redistribu-
tion. From this perspective the strict asymptotic limit
Dc → ∞ (and the common approximation to treat the
cytosol as well mixed) is pathological as it masks the
core dynamics underlying lateral instability in MCRD
systems: the formation of gradients in the fast diffusing
component(s) and the ensuing diffusive fluxes that redis-
tribute total density. Furthermore, in systems with more
than two components, the subtle interplay of multiple
fast diffusing components might play an important role
for pattern formation [19]. Such aspects would be missed
if fast diffusing components are assumed to be well-mixed

at all times (which corresponds to setting their diffusion
constants to infinity).

b. Vanishing membrane diffusion.— In the limit
Dm → 0, the band of unstable modes extends to arbi-
trarily small wavelengths (i.e. qmax → ∞); see purple,
dash-dotted line in Fig. 19. For short wavelengths, the
growth rate is reaction limited (σ(2)

q ≈ fm) because cy-
tosol diffusion is fast. For long wavelengths, the growth
rate is diffusion limited, σ(2)

q ≈ Dcq
2 ∂nc

∗.

Appendix D: Remarks on the local quasi-steady
state approximation

The local quasi-steady state approximation (LQSSA),
i.e. slaving of the chemical concentrations to the local (re-
active) equilibria, becomes exact when the timescales of
diffusion and local reactions are separated. Specifically,
let us scale the reaction terms in the reaction–diffusion
dynamics Eq. (1) by ε−1:

∂tm = Dm∂2
xm+ ε−1 f(m, c), (D1a)

∂tc = Dc∂
2
xc − ε−1 f(m, c). (D1b)

In the limit ε → 0, relaxation to local equilibria becomes
arbitrarily fast compared to diffusive redistribution—the
concentrations will be at a local quasi-steady state (a sta-
ble local equilibrium). The characteristic spatial scale(s)
of the dynamics and of stationary patterns are given by
a balance of reaction and diffusion. In particular, in
Sec. V A, we learned that the interface width is deter-
mined by π(Dm/f̃m)1/2. Under the scaling of reaction
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rates by ε−1, this length scale will go to zero as ∝ ε1/2.
Hence, in the LQSSA, there is no “microscopic” length
scale. This behavior is characteristic for a singular per-
turbation problem where some physics is lost when the
small parameter ε is set to zero [5, 61]. A rigorous anal-
ysis of Eqs. (D1) could be performed in terms of singu-
lar perturbation theory. To lowest order in ε, any se-
ries of jumps (sharp interfaces) between two plateaus n±
that fulfill η∗(n+) = η∗(n−), such that η∗((n(x)) = η0 is
constant in space, is a valid steady state of Eq. (23).
However, to be consistent with Eq. (D1) in the limit
ε → 0, the FBS-position must be η0 = η∞0 as deter-
mined by total-turnover balance Eq. (35). In addition,
the given total density n̄ constrains the spatial average
〈(n(x)〉[0,L] = L+n+ + L−n− = n̄, where L± are the ag-
gregate lengths of the high and low density regions.

One may compare the LQSSA to the approach used
to analyze limit cycle attractors of relaxation oscillators.
There the N-shaped nullcline allows an analytic construc-
tion of the limit cycle in the asymptotic timescale sepa-
ration limit. Moreover, even without the timescale sepa-
ration the qualitative phase-space structure that under-
lies the oscillations can be deduced from the nullcline
shapes. Note that treating such a timescale separation
in a mathematically rigorous way requires singular per-
turbation theory (see Appendix D).

The LQSSA can also be understood as a closure re-
lation. In that picture, n(x, t) corresponds to a “coarse-
grained order parameter” with the microscopically cor-
rect dynamics given by Eq. (21). This equation is not
closed, because m(x, t) and c(x, t) are not known. Equa-
tion. (22) is a closure for Eq. (21) at the price of losing
the “microscopic” length scale. One could try construct
higher order closures that also take into account devia-
tions from the local equilibria owing to diffusion on short
length scales [177].

In a forthcoming publication, we choose a less techni-
cal way to qualitatively illustrate the elementary pattern
formation dynamics: we consider the dynamics not on a
continuous domain but in two diffusively coupled com-
partments. In this ‘coarse grained’ setting, the LQSSA
is well-posed because a “microscopic” length scale as
been imposed externally by the discretization into two-
compartments.

Appendix E: Geometric construction of bifurcations

In Sec. V D and Sec. VII we describe how the bi-
furcations diagrams of stationary pattern can be con-
structed geometrically using the reactive nullcline and
the flux-balance subspace. We implemented this pro-
cedure in Mathematica (see Supp. File “flux-balance-
construction.nb” to find quantitative bifurcation struc-
tures. As an illustrative example, we present the results
for the reaction kinetics Eq. (A1*); see Figs. 20 and 22.
Figure 20a shows the shape of the reactive nullcline for
a range of the kinetic rate parameter k (non-dimensional

attachment rate). For k > ksaddle, the nullcline is mono-
tonic, such that pattern formation is impossible. (Recall
that we set the non-dimensional feedback rate to 1, so k
effectively describes the relative strength of basal attach-
ment vs. feedback due to recruitment.) At k = ksaddle
a section of negative slope emerges on the nullcline, giv-
ing rise to lateral instability for Dc/Dm → ∞. Fur-
ther lowering k increases the range of negative nullcline
slope and increases the maximal negative nullcline slope
(thus decreasing Dmin

c , cf. Eq. (40)). Figure 20b shows
the regimes of lateral instability and pattern existence
for Dc = 10Dm. At k = kcusp the maximal negative
nullcline slope becomes −1, indicating a cusp bifurcation
of the reactive equilibria. From this cusp point (black
dot on the red nullcline in (a)), a regime of bistability
emerges, section of unstable equilibria shown as dashed
line in (a)). The locally bistable regime (shaded in gray
in (b) is delimited by two saddle-node bifurcations (SN)
which emerge from the cusp point, shown as black dot in
(b). In the locally bistable regime, there exist unstable
stationary patterns for Dc < Dm. These patterns can be
constructed in the same way as stable stationary patterns
for Dc > Dm. Their range of existence for Dc = 0.9Dm

is shaded in red in (b), delimited by a dashed red line.
Figure 20c shows the geometrically constructed

(n̄, Dc)-bifurcation diagram for k = 0.045, i.e. for a
bistable nullcline (corresponding to the schematic bifur-
cation diagram shown in Fig. 10 in the main text). The
(n̄, Dc)-bifurcation diagram for a monostable nullcline is
shown in Fig. 22 in Appendix F, where we also show the
bifurcation structure for finite domain size, L, obtained
by numerical continuation.

Appendix F: Numerical continuation of stationary
patterns

To calculate steady states and their bifurcation struc-
tures for systems with finite size, we use a standard nu-
merical continuation scheme (pseudo-arclength continu-
ation, see e.g. chapter 4 in Ref. [178]). The stationarity
condition Eq. (14a) was discretized using finite differ-
ences, yielding a set of equations for the concentrations
at the grid points. These equations, together with the
flux-balance subspace Eq. (10) and the constraint of av-
erage total density Eq. (1c), are used to numerically de-
termine the stationary patterns and their bifurcations (in
the Mathematica software). To continue the fold bifur-
cations of stationary patterns, we use a bordered matrix
method [178].

To determine the stability of the stationary patterns,
we use a finite difference discretization of the reaction–
diffusion dynamics (1) linearized around the steady state.
The resulting eigenvalue problem is solved with Mathe-
matica. The eigenvalue with the largest real part (“dom-
inant eigenvalue”) determines the pattern stability (see
Fig. 25, which is discussed in Appendix I).
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FIG. 20. Bifurcation diagrams obtained by the flux-balance construction (reaction term Eq. (A1*) from Ref. [28]). (a)
Deformation of the reactive nullcline under variation of the kinetic rate k from 0.03 to 0.015. Dashed sections indicate local
instability in the regime of bistability, that emanates from the cusp bifurcation at kcusp (red nullcline, inflection point marked
by black dot). The nullcline exhibiting a saddle point is shown in blue. (b) (k, n̄)-bifurcation diagram (compare Fig. 12b in
the main text) where the lateral instability bifurcation lines (n±

lat, dash-dotted in orange and green) and the regime of pattern
existence (shaded in blue, delimited by n∞

± shown as solid blue line) are shown for Dc = 10Dm. Additionally, the region where
unstable stationary patterns exist for Dc = 0.9Dm is shaded in red, delimited by a dashed red line. Note the region in the
top-right corner, where the local reaction kinetics are bistable, but no stationary patterns exist. (c) (n̄, Dc)-bifurcation diagram
for k=0.045, where the reaction kinetics Eq. (A1*) exhibit a region of bistability; the inset shows a blow-up of the boxed region
around n̄ ≈ nstat and Dc ≈ Dm. The bifurcation diagrams (b) and (c) were constructed based on following the geometric
reasoning presented in Sec. VII with the help of a Mathematica script (see Supp. File “flux-balance-construction.nb”).

a. Bifurcation structure for n̄

Figure 6 in the main text shows the n̄-bifurcation struc-
ture of stationary patterns determined by numerical con-
tinuation for the reaction kinetics (A1*). In Fig 6, the
pattern amplitude is plotted against n̄. For the same
bifurcation structure, Fig. 21, shows additional plots of
the maximum and minimum concentrations in (a) and
the FBS-position, η0, in (b). For mesa patterns (m(0)
and (m(L) are the plateau concentrations and therefore
slaved to m∞

± = m±(η
∞
0 ), while the FBS-position η∞0 is

almost constant. At the boundaries of the range where
patterns exist (limited by [n∞

− , n∞
+ ], for L → ∞), the

mesa patterns undergo fold bifurcations where they meet
the branches of unstable peak/trough patterns (dashed
lines) that emanate from the homogeneous steady state
(black line, dash-dotted in the regime of lateral insta-
bility). In both plots, the prediction from the analytic
approximation of (unstable) peak/trough patterns (see
Appendix G) is shown as red solid lines.

b. Two-parameter (n̄, Dc)-bifurcation diagram

Figure 22 shows the two-parameter (n̄, Dc)-bifurcation
diagram for a monostable reactive nullcline (correspond-
ing to the schematic diagram in Fig. 14a; the fixed param-
eters are the same as in Fig. 6). The fold-bifurcation lines
(solid blue lines) of stationary patterns at finite domain
size were obtained by numerical continuation. The re-
spective bifurcation lines in the infinite system size limit,

n∞
± (solid gray lines), were geometrically constructed (cf.

Appendix E. The laterally unstable regime, bounded by
the dash-dotted green line, was determined by linear sta-
bility analysis. On the right, a blow-up of the region
around the critical point (n̄inf, D

min
c ). The finite sized

system,
The tip of the laterally unstable regime in a finite-sized

system is shifted upwards by an amount ∼ L−2 because
of the stability condition f̃m = π2Dm/L2. Close to criti-
cal point, the patterns emerge in a supercritical pitchfork
bifurcation (dashed green line). The points where the on-
set becomes sub-critical are marked by in red disks. At
these points the two lines of fold bifurcations of station-
ary patterns originate. The sub-critical lateral instability
bifurcation is shown as green dash-dotted line.

Appendix G: Approximation of peak/trough
patterns

In the following, we detail the construction of approx-
imate peak/trough patterns that was briefly introduced
in Sec. V C. For specificity, we present the construction
for peak patterns—generalization to trough patterns is
straight forward.

In our analysis of pattern types (Sec. V C), we charac-
terized peak patterns as composed of an interface region
at a system boundary connected to a plateau region (cf.
Fig. 5b). We have also characterized interfaces by lin-
earization around the inflection point in Sec. V A which
yielded a sinusoidal interface shape with a width ℓint(η0)
(cf. Eq. (31)). We now construct a peak pattern by piec-
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FIG. 21. Numerically determined bifurcation diagram for a
2C-MCRD system with the reaction kinetics Eq. (A1*) for
the control parameter n̄ (average total density). The figure
supplements Fig. 6 in the main text, where the bifurcation
structure is shown for the pattern amplitude |!m(L) − !m(0)|.
The homogeneous steady state is shown as black line, dash-
dotted in the regime of lateral instability (note that the slope
criterion, Eq. (25), can be written as ∂nη

∗ < 0). For station-
ary patterns, concentrations at the domain boundaries !m(0)
and !m(L) (yellow and teal lines in the top panel), and the
FBS-position η0 (blue line in the bottom panel) are shown.
Thin gray lines indicate the plateau densities m∞

± and the
FBS-position, η∞

0 , in the large system size limit L → ∞. Red
lines show the heuristic approximation of peak/trough pat-
terns Eq. (G1), which are the unstable transition states in
the multistable regimes (cf. Fig. 6). Note the almost perfect
agreement of analytic approximation and numerical solutions
for the FBS-position η0.

ing together such an (approximate) interface at the left
domain boundary and a plateau at m−(η0) in the re-
minder of the system:

(mpeak(x) ≈

2
3

4
m0 +A sinπ

,
x

ℓint
− 1

2

-
x < ℓint

m− x > ℓint

.

(G1)
Within this approximation, the pattern inflection point
is always at x0 = ℓint/2. To match the interface to the
plateau continuously at x = ℓint, the amplitude must
be A = m− − m0. The plateau m−(η0) and inflection
point m0(η0) are geometrically determined. To close the
approximation, one has to find the FBS-position consis-

tent with the given average total density n̄ (to fulfill the
constraint Eq. (1c)). From Eq. (G1), one obtains the
approximate total density average

n̄(η0, L) ≈ η0 + (1−Dm/Dc)
5
m−(η0) +

+
ℓint(η0)

L

"
m0(η0)−m−(η0)

#6
. (G2)

This relation can be inverted to obtain a relation η0(n̄, L)
for peak patterns with a density-profile approximated by
Eq. (G1).

Peak/trough patterns are encountered in two contexts.
First, stable peak patterns are typical for reaction kinet-
ics that exhibit a strongly asymmetric nullcline shape,
e.g. Eq. (A2*), when Dm ≪ Dc (see Fig. 17 for a typical
peak pattern). Secondly, unstable peak/trough patterns
form the unstable branches that connect the subcritical
Turing bifurcation with the stable pattern branch (see
Fig. 6). These unstable peak/trough patterns play the
role of ‘transition’ states since they lie on the separa-
trix that separates the basins of attraction of the homo-
geneous steady state and the stationary pattern in the
multistable regimes.

For both scenarios, we compared the analytic approx-
imation Eq. (G1), where η0 is determined via Eq. (G2),
with numerical numerical continuation of the stationary
patterns.

The approximation of unstable peak/trough patterns
for the reaction kinetics Eq. (A1*) is shown in the bifur-
cation structure Fig. 21.

Figure 23 shows the n̄-bifurcation diagram of station-
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FIG. 22. Right: Numerically determined (n̄, Dc)-bifurcation
structure of stationary patterns in a finite sized domain; left:
blow-up of the vicinity of the critical point. The continu-
ous blue line marks the fold bifurcation of stationary pat-
terns where stable and unstable stationary patterns meet (cf.
Fig. 6b). The geometrically constructed bifurcation lines for
L → ∞ are shown in gray. The fold bifurcation where stable
and unstable patterns merge terminates in the points where
the Turing bifurcation switches from sub- to supercritical
(F3 = 0, cf. Eq. (46)). Along the line of supercritical Turing
bifurcation (dashed green line), stable patterns emerge di-
rectly in a supercritical pitchfork bifurcation. Reaction term:
Eq. (A1*); see Fig. 16 for the nullcline shape and a typical
pattern profile. Parameters: k = 0.07, Dm = 1, L = 100.
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FIG. 23. Numerically determined n̄-bifurcation structure
of stationary patterns for the reaction term Eq. (A2*) (see
Fig. 17a for the nullcline shape). (a) Amplitude |!m(L)− !m(0)|
and FBS-position η0 (b) of stationary patterns from numerical
continuation (blue line, dashed for unstable patterns) and the
analytic peak-approximation Eq. (G1) (dash-dotted red line).
Peak-type patterns transition to mesa patterns as total aver-
age density is increased. The transition threshold can be esti-
mated by the point where the peak approximation (red, dash-
dotted line) for the pattern amplitude exceeds the (geomet-
rically determined) plateau amplitude |m∞

+ −m∞
− | (thin gray

line). In the (n̄, η0)-plot (b), the homogeneous steady states
(equivalent to the reactive nullcline via η∗ = c∗ +m∗Dm/Dc)
are shown as solid black line (dash-dotted where laterally un-
stable). Inset: blowup of the η-axis in the trough pattern
region. (c) Stationary pattern profiles from numerical con-
tinuation (solid blue lines) and from the analytic approxima-
tion (dash-dotted red lines) for various total average densities,
corresponding to the dots in (a). Left: n = 10, 20, 40, 60, sta-
ble peak patterns; right: n̄ = 120, unstable trough pattern.
Fixed parameters: kfb = 0.3, koff = 20, L = 20, Dm = 1, and
Dc = 200.

ary patterns for the reaction kinetics Eq. (A2*). There is
a large regime of peak patterns where the pattern ampli-
tude keeps increasing with average total density n̄. Peak
patterns transition to mesa patterns when peak saturates
in the third FBS-NC intersection point m+. The ampli-
tude of mesa patterns is almost independent of n̄, because
a change of total density merely shifts the interface po-
sition of mesa patterns (compare Fig. 6). Ultimately,
mesa patterns transition to trough patterns which then
undergo a fold bifurcation where they meet with the un-
stable branch of trough patterns that emerges from the
homogeneous steady state. The asymmetry of the reac-
tive nullcline (Fig. 17a) is reflected by the asymmetry
of the bifurcation structure. The dot-dashed red lines in
Fig. 23 show the analytic approximation for pattern am-
plitude (a), the FBS-position (b) and pattern profiles (c).
The approximation of peak patterns becomes less accu-
rate as the average total density increases and ultimately
breaks down at the transition to mesa patterns (around
n̄ ≈ 60 in Fig. 23). The approximation of trough pat-
terns is less accurate because the trough saturates more
“abruptly” in m−: Recall that the approximation under-
lying Eq. (G2) is a linearization of the interface region
around the inflection point (cf. Sec. V A). This approx-
imation breaks down in regions of high nullcline curva-
ture, indicative of high nonlinearities. Interestingly, even
though the pattern profile is not well approximated for
troughs (see Fig. 23c), the estimate for the FBS-position
η0 is close to the true value (see inset in Fig. 23c), indi-
cating that the relevant physics (total turnover balance)
is still captured.

Appendix H: Stimulus-induced pattern formation

In Sec. VI, we argued that to trigger pattern formation
from a laterally stable homogenous steady state, a per-
turbation (stimulus) must induce a (self-)sustained later-
ally unstable region. Based on this intuition we provided
a simple geometric heuristic for the perturbation thresh-
old: a perturbation of the membrane concentration pro-
file must be such that concentrations in a spatial region
are pushed beyond the laterally unstable part of the null-
cline in phase space. Hence, the intersection point of the
line c = c∗(n̄) with the laterally unstable section of the
nullcline, provides an estimate mth(n̄) for the threshold
that the membrane perturbation has to exceed in a spa-
tial region (see Fig. 24b, cf. Fig. 7). This criterion does
not take into account the spatial shape of a perturbation,
but only its characteristics in phase space. We tested
how robust the estimate is against different spatial pro-
files using numerical simulations of the reaction–diffusion
dynamics Eqs. (1) with the reaction term Eq. (A1*). We
consider prototypical perturbations with a ‘step-like’ pro-
file (see Fig. 24a):

mpert(x) =

7
m∗(n̄)− a x < L− w

m∗(n̄) + b x > L− w.
(H1)
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For the perturbation to conserve the global average total
density, we must set b = aL−w

w . The ‘step-like’ profiles
therefore form a two-parameter family of perturbations
with the shape parameters w (width of the region where
density is increased) and a (density removed uniformly
from the rest of the system). Because the concentration
may not drop below zero, only perturbations with a <
m∗(n̄) are physically sensible. The (heuristic) threshold
in phase space mth(n̄) (see Fig. 24b) is exceeded in the
(high density) region x > L− w when

a > ath(w; n̄) :=
w

L− w
[mth(n̄)−m∗(n̄)]. (H2)

Note that the threshold mth(n̄) in phase space is a func-
tion of the average total density. We tested various
total average densities n̄ across the multistable regime
n∞
− < n̄ < n−

lat, and varied the ‘shape parameters’ of the
perturbation—amplitude a and width w—throughout
their respective maximal ranges: 0 < a < m∗(n̄) and
0 < w < L. Figure 24 shows that there is good agree-
ment between the geometrically estimated threshold and
the actual basins of attraction determined by numerical
simulation.

Appendix I: Stability of stationary patterns

In our analysis of stationary patterns, we have touched
the question of stability of these patterns only periph-
erally in Sec. VII B. Coarsening, i.e. the instability of
multi-peak / multi-mesa patterns, in 2C-MCRD systems
has been studied before both numerically [25, 34] and
semi-analytically [24] for specific choices for the reaction
kinetics f(m, c). For specific reaction terms f(m, c) that
allow a mapping of the reaction–diffusion dynamics to
an effective gradient dynamics, stability of patterns can
be analyzed with the help of the effective free energy
that is minimized by the stationary pattern [44, 46]. In
the broader class of two-component systems without con-
served total density, stability of stationary patterns has
been subject to numerous mathematical studies, see e.g.
Refs. [71, 164, 179].

Instead of the technical tools typically employed there,
we choose a more heuristic approach here, building on the
physical intuition we have gained throughout this work.
We restrict our analysis to the case of mesa patterns
with a small interface width compared to the system size
(ℓint ≪ L).

Our starting point is the insight that the stationary
pattern ((m(x),(c(x)) is embedded in a flux-balance sub-
space, Eq. (10), whose position η∞0 is determined by to-
tal turnover balance, Eq. (17). We hence write the sta-
tionary pattern as a pair ((m(x), η∞0 ), where only (m(x)
depends on x. Next, recall that the pattern itself is scaf-
folded by local equilibria. In particular, the plateaus are
slaved to the plateau scaffolds m±(η

∞
0 ), and the pattern

inflection point is determined by m0(η
∞
0 ). Following a

perturbation δm(x, t) of the stationary pattern profile,
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FIG. 24. Test of the geometric heuristic for the perturba-
tion threshold perturbation by numerical simulations. (a)
We consider a prototypical type of perturbation of the ho-
mogenous steady state m∗(n̄): a ‘step function’ profile mov-
ing membrane density from the region x < L − w into the
region x > L − w; cf. Eq. (H1). Membrane density is low-
ered by an amount a on the left and increased by an amount
aL−w

w
so that total mass is conserved. (b) In phase space,

the threshold mth(n̄) for a perturbation of membrane density
is determined by the intersection point of the line c = c∗(n̄)
with the laterally unstable section of the nullcline. Colored
dashed lines show this construction for various total den-
sities n̄ = 2.01, 2.1, 2.2, 2.29 in the range of multistability
n∞
− < n̄ < n−

lat (shaded in blue). The laterally unstable re-
gion is shaded in green. (c) The geometrically determined
threshold mth(n̄) predicts (red line, ath(w; n̄)) which ‘shapes’
of perturbations, parametrized by amplitude a and width w,
trigger formation of a stationary pattern. This prediction is
in good agreement with the basins of attraction of stationary
pattern (shaded in blue) and homogeneous state (shaded in
gray) in the parameter space of perturbation ‘shapes’. (Re-
action term: Eq. (A1*), parameters: k = 0.067, Dm = 0.1,
Dc = 10, L = 20.)
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the plateaus will quickly return to their stable local equi-
libria, the plateau scaffolds m±. On the other hand, a
perturbation of the mass-redistribution potential (“FBS-
position”) δη, will not only shift the plateau scaffolds,
but also cause an imbalance of total reactive turnover.
This imbalance drives the dynamics of η(x, t) and thus
determines the stability of the pattern, as we will see in
the following.

The dynamics of η(x, t) = c(x, t) +m(x, t)Dm/Dc fol-
lows straightforwardly from the reaction–diffusion dy-
namics Eq. (1) and read:

∂tη(x, t) = Dc∂
2
xη + (Dm/Dc − 1) ∂tm

= Dc∂
2
xη +Dm(Dm/Dc − 1)∂2

xm

+ (Dm/Dc − 1)f̃(m, η) (I1)

In linearization around a stationary pattern ((m(x), η∞0 ),
we have

∂tδη(x, t) = Dc∂
2
xδη +Dm(Dm/Dc − 1)∂2

xδm

+ (Dm/Dc − 1)
%
f̃mδm+ f̃ηδη

&
(!m(x),η∞

0 )
, (I2)

where the membrane perturbation δm = δm(x, t) is gov-
erned by the linearization of the reaction–diffusion dy-
namics Eq. (1a). The intuition is that δm(x, t) quickly
relaxes to the scaffold of local equilibria. We therefore
focus on the dynamics of δη(x, t), which will affect the
scaffold itself by shifting local equilibria, in particular the
plateau scaffolds m±(η).

Reactive turnover balance is primarily determined in
the interfacial region (cf. Fig. 2) around the pattern in-
flection point x0. We therefore focus on the interface re-
gion to learn how an imbalance of total reactive turnover
affects the perturbation of the mass-redistribution poten-
tial (“FBS-shift”) δη(x, t). To that end, we use that the
gradient of the membrane profile, ∂x (m(x), is negligible in
the plateaus and whereas it peaks at the inflection point
x0. We hence multiply Eq. (I2) by ∂x (m(x) and integrate
over the whole domain [0, L] to obtain

∂tδη(x0, t) ≈ δη(x0, t)
Dm/Dc − 1

m+ −m−

! m+

m−

dmf̃η(m, η∞0 )

+Dc∂
2
xδη(x0, t) +O

"
δm(x, t)

#
. (I3)

We neglect contributions O(δm(x, t)) that correspond to
perturbation along the direction of the FBS and quickly
relax to the scaffold on the timescale |σloc|−1, fast com-
pared to the contribution by the first term in Eq. (I3).
Furthermore, because mass-redistribution η(x, t) quickly
homogenizes in the (small) interface region, we can ne-
glect the second term ∂2

xδη(x0, t).
Fig. 25 shows a comparison of the heuristic estimates

of perturbation growth/decay rate based on Eq. (43) to
numerically determined dominant eigenvalues σmax(Dc)
(linear stability analysis of stationary patterns deter-
mined by numerical continuation). The dominant eigen-
value σmax(Dc) crosses over from system size indepen-
dent growth rate of perturbations for Dc < Dm to sys-
tem size dependent decay of perturbations for Dc > Dm.

The instability is well estimated by turnover imbalance
term in Eq. (43) (dashed red line in the inset in (b)),
while the rate at which perturbations decay in the sta-
ble regime (Dc > Dm) is limited by diffusive transport
σdiff ∼ Dc/L

2 between the far ends of the system. Reac-
tive timescales will become limiting in the stable regime
only when σdiff ≈ σloc, that is, for fast enough cytosolic
diffusion or a small system.

Appendix J: Weakly nonlinear analysis

Our goal is to find the stationary pattern in the vicinity
of the onset of lateral instability (Turing bifurcation). To
that end, we expand the stationary state ((m(x), η0) in
harmonic functions (eigenmodes of the Laplace operator
under no-flux boundary conditions):

(m(x) ≈ m∗ + δm0 + δm1 cos(πx/L)

+ δm2 cos(2πx/L), (J1a)
η0 ≈ η∗ + δη0, (J1b)

where η∗ = Dm/Dcm
∗ + c∗ is the FBS position of the

homogenous steady state. Mass conservation necessitates
δm0 + δη0 −Dm/Dcδm0 = 0, hence

δη0 = (Dm/Dc − 1) δm0

We plug the ansatz Eq. (J1a) into the stationarity con-
dition, Eq. (14a), Taylor expand f̃ , and project onto the
zeroth harmonic (this is most conveniently done in CAS
software, e.g Wolfram Mathematica)

0 =
"
f̃m + (1−Dm/Dc)f̃η

#
δm0 +

1

4
f̃mmδm2

1

+O(δm2
0, δm

2
1δm2, δm0δm

2
1, δm0δm

2
2), (J2)

and and onto the second harmonic

0 =
"
f̃m − 4Dmπ2/L2

#
δm2 +

1

4
f̃mmδm2

1

+O(δm2
2, δm0δm

2
1, δm

2
0δm2, δm

2
1δm2). (J3)

Solving for δm0 and δm2 we get

δm0 =
1

4

f̃mm

f̃m + (1−Dm/Dc)f̃η
δm2

1 +O(δm4
1), (J4a)

δm2 =
1

4

f̃mm

f̃m − 4Dmπ2/L2
δm2

1 +O(δm4
1). (J4b)

These equations describe how asymmetry of the nullcline
shape (and thereby reactive turnover) influences the pat-
tern profile. For f̃mm = 0 the turnovers on either side
of the inflection point grow symmetrically (with opposite
sign) as the amplitude δm1 of the pattern increases. This
symmetry of the turnovers only occurs at the inflection
point of the nullcline where its shape is point-symmetric.
Away from the inflection point of the nullcline, its shape
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FIG. 25. Stability of stationary patterns as a function of Dc.
(a) Pattern amplitude for a Dc-sweeps at constant n̄ = nstat

for two system sizes L = 50 (yellow) and L = 100 (blue), ob-
tained by numerical continuation, and geometric construction
(corresponding to L → ∞, dashed black line). The fixed pa-
rameters are the same as in Fig. 6. Finite size affects the sta-
tionary pattern amplitude only in the vicinity of the saddle-
node bifurcation at ≈ Dmin

c (see inset: zoom on gray box).
The purple line marks Dc = Dm. (b) Numerically determined
dominant eigenvalues (maximal real part shown as solid lines)
indicating linear stability of the patterns. Patterns are stable
for Dc > Dm and unstable for Dc < Dm, as predicted by
the geometric arguments. The dominant eigenvalue for the
unstable patterns is almost independent of system size. The
approximation based on this geometric intuition of turnover
imbalance (first term in Eq. (43)) is shown as red, dashed line
in the inset. (c) Blow-up of the σ-axis, for negative values. For
stable patterns (Dc > Dm), decay of perturbations is mainly
determined by the timescale ∼ Dc/L

2 of mass-transfer from
one end of the system to the other. (The dot-dashed lines
show the relation −αDc/L

2, where the prefactor α ≈ 3.1
that depends on the system specifics has been fitted by eye.)

is no longer symmetric around the steady state (m∗, c∗),
and, respectively, the turnovers grow asymmetrically in
the two halves of the system. This asymmetry creates an
imbalance of the total turnover that is compensated by
two effects: (i) the flux-balance subspace shifts (i.e. η0
will deviate from η∗), and (ii) the pattern itself becomes
asymmetric as the second harmonic will have a non-zero
amplitude δm2. Together, these two effects compensate
the asymmetry of the turnovers, such that total turnover
balance is reached.

The amplitude δm1 of the stationary pattern is ob-
tained by projecting (14a) onto the first harmonic
cos(πx/L)

0 = F1 δm1 + F3 δm
3
1 +O(δm5

1), (J5)

where

F1 = f̃m −Dmπ2/L2, (J6)

and

F3 =
f̃mmm

8
− f̃mm

8

f̃mm

f̃m − 4Dmπ2/L2

− f̃mm

4

f̃mm − (1−Dm/Dc)f̃mη

f̃m − (1−Dm/Dc)f̃η
. (J7)

Since there is no second order term in Eq. (J5), patterns
always originate in a pitchfork bifurcation. At the bifur-
cation point, the first order coefficient vanishes (F1 = 0).
The system is laterally unstable if F1 is positive (cf.
Eq. (28)). Hence, only if F3 < 0, the third order coef-
ficient can saturate the pattern amplitude (supercritical
bifurcation). For F3 > 0 the bifurcation is subcritical.

The third order coefficient can be simplified further: A
simple calculation shows that

f̃m − (1−Dm/Dc)f̃η = fm − fc = σloc, (J8)

and therefore

f̃mm − (1−Dm/Dc)f̃mη = ∂mσloc(m, η −mDm/Dc)

= ∂̃mσloc(m, η) (J9)

where ∂̃m = ∂m − (Dm/Dc)∂c is the derivative along the
flux-balance subspace. With that, the second summand
in the brackets in F3 (cf. Eq. (J7)) can be rewritten and
we obtain

F3 =
f̃mmm

8
− f̃mm

2

8
f̃mm/2

f̃m − 4Dmπ2/L2
+

∂̃mσloc

σloc

9
.

(J10)
We further rewrite the denominator of the first summand
in the brackets as F1 − 3Dmπ2/L2, and use that F1 van-
ishes at the bifurcation point (i.e. is small in its vicinity).
We thus have

F3 =
f̃mmm

8
+
f̃2
mm

24

L2

π2Dm
− f̃mm

4

∂̃mσloc

σloc
+O(F1). (J11)
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Note that in weakly nonlinear approximation Eq. (46) in
the main text, we have pulled the O(F1) out from F3 to
simplify notation. The role and physical interpretation
of the three terms in F3, as written in the form Eq. (J11),
are discussed in the main text in Sec. VII D.

Appendix K: Nullcline curvature approximation

In the following, we show that the nullcline curvature
κ can be approximated by

κ ≈ − f2
c

(f2
m + f2

c )
3/2

f̃mm, (K1)

in the vicinity of the Turing bifurcation (onset of lateral
instability; recall the slope criterion Eq. (25)). Start by
rewriting the second derivative f̃mm in terms of deriva-
tives of f :

f̃mm = ∂2
mf

,
m, η − Dm

Dc
m

-

= fmm − 2
Dm

Dc
fmc +

,
Dm

Dc

-2

fcc (K2)

In the vicinity of the Turing bifurcation, we have
−Dm/Dc ≈ −fm/fc (from the slope criterion for lateral
instability, Eq. (25)), so we obtain

f̃mm ≈ f−2
c

%
f2
c fmm − 2fmfcfmc + f2

mfcc
&
. (K3)

Comparing to the formula for the curvature κ of an im-
plicitly determined curve f(m, c) = 0

κ = −f2
c fmm − 2fmfcfmc + f2

mfcc
(f2

m + f2
c )

3/2
, (K4)

one sees that the numerator of the curvature formula is
identical to the term in the square brackets in Eq. (K3).
Thus, by combining Eqs. (K3) and (K4), we obtain the
approximation Eq. (K1).

Appendix L: Topological equivalence of 2C-MCRD
systems shear banding in complex fluids

Analogies between the shear banding in complex fluids,
phase separation near thermal equilibrium, and reaction–
diffusion systems have been drawn before on mathemat-
ical grounds, i.e. using similarity of the equations used
describe these phenomena [180, 181]. The phase space

analysis of MCRD pattern formation presented in the
present work establishes a connection to shear banding
on the basis of phase space geometry. More specifically,
these two phenomena can be regarded as topologically
equivalent, i.e. they can be understood in terms of equiv-
alent geometric objects in phase space. We shall briefly
outline this connection in the following.

Complex fluids can exhibit a non-monotonic constitu-
tive relationship Σ(γ̇) between the total stress Σ and the
(homogeneous) strain rate γ̇ [125, 136]. When the total
stress decreases upon an increase in strain rate, ∂γ̇Σ < 0,
a mechanical instability results, which leads to a separa-
tion of a sheared fluid into “shear bands” with different
viscosities and strain rates, which coexist at a common
total stress. The “common total stress” construction on
the constitutive curve Σ(γ̇) employed to analyze this phe-
nomenon (in a one-dimensional system) is analogous to
our flux-balance construction on the reactive nullcline for
2C-MCRD systems (see Sec. III C), by means of a map-
ping (n, η) ↔ (γ̇,Σ) between the phase space variables.
The average strain rate ¯̇γ = L−1

/ L

0
dx γ̇ is analogous to

the average total density n̄. The constitutive Σ(γ̇) curve
is analogous to the reactive nullcline. The steady state
conditions are spatially uniform total stress and flux-
balance (spatially uniform mass-redistribution potential;
see III B) respectively. The selection of the common total
stress generally depends on the details of the model [182],
in particular on stress diffusion [183]. For simple models,
it can be pictured similarly to a Maxwell-construction (cf.
total turnover balance in a 2C-MCRD system illustrated
in Fig. 2). Furthermore, momentum propagation due to
stress gradients in complex fluids is equivalent to mass
redistribution due to concentration gradients in MCRD
systems. Accordingly, the low Reynolds number limit is
analogous to the Dc → ∞ limit in the 2C-MCRD system.

Taking these analogies together, we conclude that
these physically distinct phenomena are topologically
equivalent and can be studied with similar phase-space
geometric tools. Such a connection might benefit both
fields as more involved scenarios are investigated, for in-
stance coupling to additional degrees of freedom: For
models of complex fluids, additional spatial dimensions
[184], and coupling to internal structure of the fluid
[185, 186], can lead to a variety of intricate spatiotem-
poral patterns; for mass-conserving reaction–diffusion
systems, additional components or additional conserved
species can equally lead to a broad range of phenomena
[16, 108, 141]. Studying such systems in terms of local
equilibria theory offers an exciting new perspective for
future research.
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Spatial organization of proteins in cells is important for many biological functions. In general, the
nonlinear, spatially coupled models for protein-pattern formation are only accessible to numerical
simulations, which has limited insight into the general underlying principles. To overcome this lim-
itation, we adopt the setting of two diffusively coupled, well-mixed compartments that represents
the elementary feature of any pattern—an interface. For intracellular systems, the total numbers of
proteins are conserved on the relevant timescale of pattern formation. Thus, the essential dynam-
ics is the redistribution of the globally conserved mass densities between the two compartments.
We present a phase-portrait analysis in the phase-space of the redistributed masses that provides
insights on the physical mechanisms underlying pattern formation. We demonstrate this approach
for several paradigmatic model systems. In particular, we show that the pole-to-pole Min oscilla-
tions in Escherichia coli are relaxation oscillations of the MinD polarity orientation. This reveals a
close relation between cell polarity and oscillatory patterns in cells. Critically, our findings suggest
that the design principles of intracellular pattern formation are found in characteristic features in
these phase portraits (nullclines and fixed points). These features are not uniquely determined by
the topology of the protein-interaction network but depend on parameters (kinetic rates, diffusion
constants) and distinct networks can give rise to equivalent phase portrait features.

I. INTRODUCTION

The spatial intracellular organization of proteins by
reactions (protein-protein interactions) and diffusion has
received growing attention in recent years; for recent re-
views see Refs. [1–8]. Gaining intuition and theoretical
insight into the spatiotemporal protein dynamics remains
challenging owing to the complexity arising from the spa-
tial coupling and nonlinear reaction terms. Therefore,
insights often remain restricted to specific mathematical
models. A systematic understanding is hard to achieve,
in particular if there are multiple protein species with sev-
eral conformational states involved (complex interaction
network). Thus, finding the elementary principles under-
pinning protein-based pattern formation still remains a
largely open question.

To simplify the analysis on a technical level, systems of
two diffusively coupled, well-mixed compartments (also
called ‘boxes’, ‘reactors’, ‘cells’, or ‘patches’) have been
widely used in earlier literature. In fact Turing him-
self used the setting of diffusively coupled compartments
(called “cells”) in his pioneering work to show that diffu-
sion can destabilize otherwise stable reactions, thus lead-
ing to spatial pattern formation [9]. Physically, the two-
compartment setting represents the elementary feature of
any pattern—an interface connecting a low density region
to a high density region. In the context of intracellular
pattern formation, the two compartments typically rep-
resent the polar zones of rod-shaped cells, such as E. coli

∗ frey@lmu.de

bacteria (see Fig. 1a), M. xanthus bacteria [10, 11], and
fission yeast (S. pombe) [12, 13].

In a broader context, two-compartment systems also
have been realized in experiments, using diffusively cou-
pled CSTRs (continuously stirred tank reactors) [14]
and recently using nanometer scale microfluidic devices
[15, 16]. Furthermore, in population dynamics, they are
known as “two-patch systems” and have been used to
study toe role of spatial coupling and patterning in ecol-
ogy, see e.g. [17–19].

In this manuscript, we focus on protein-based pattern
formation in cells. A key property of such intracellular
pattern formation is that the total number of proteins is
conserved on the relevant time scale of pattern formation
[6, 20–23]. Recent works [24, 25] suggest that (diffusive)
mass redistribution is the key physical process driving
pattern formation in mass-conserving reaction–diffusion
systems. Based on this insight, a framework termed lo-
cal equilibria theory has been developed [25]. The basic
idea of this framework is to consider the system as de-
composed into (notional) compartments, small enough
to be effectively well-mixed. Within each compartment,
the reactive dynamics conserves the mass(es). The reac-
tive equilibria (steady states) of the reactions within an
isolated compartment, controlled by these local masses,
serve as proxies for the local dynamics. Diffusive cou-
pling of the compartments redistributes masses between
them. In turn, the changing local masses shift the local
reactive equilibria and potentially change their stability.
Thinking about reaction–diffusion systems in terms of
this interplay between mass-redistribution and shifting
local equilibria has proven a powerful approach to study
their complex nonlinear dynamics [24–28].
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FIG. 1. Reduction from the full dynamics in cell-geometry
to the phase portrait of mass-redistribution dynamics. (a)
Spherocylinder geometry of a rod-shaped E. coli cell (top)
and reduced two-compartment setting representing the two
cell halves (bottom). Purple arrows illustrate diffusive mass
transport. (b) Protein-interaction network of the Min sys-
tem of E. coli (see main text Sec. III for details. (c) Time
traces of the protein mass in the compartments relative to the

mean, ∆nD,E defined via n
(1,2)
D,E = n̄D,E±∆nD,E, showing the

pole-to-pole oscillations in three-dimensional cell geometry.
(d) Oscillations persist in the two-compartment setting, with
diffusive exchange rates set to a slow time scale. (e) Phase
portrait of the mass-redistribution dynamics showing the flow
field (gray arrows) and the nullclines of MinD and MinE redis-
tribution (blue and red lines). The origin (0, 0) corresponds
to the homogeneous state which is unstable against perturba-
tions redistributing mass. The limit cycle trajectory (black)
corresponds to pole-to-pole oscillations. The cartoons in the
four corners illustrate the two-compartments (separated by a
vertical dashed line) where the color intensity indicates the
mass distribution of MinD (blue) and MinE (red) in the re-
spective quadrant of the phase portrait.

Here we adopt the two-compartment setting and show
how this way of thinking can be made explicit in the form
of simple graphical constructions and a phase portrait
analysis in the phase space of the redistributed masses.
This will enable us to gain insights on the physical mecha-
nisms underlying pattern formation that would otherwise
remain hidden. Importantly, and in contrast to previous
works [10, 11, 29–31], we do not assume the fast dif-
fusing (cytosolic) components to be well mixed. In other
words, we explicitly allow for cytosolic gradients between
the two compartments. As we will see later, this is im-
portant understand the physical mechanisms underlying
pattern formation. In particular, it is key to explain the
pole-to-pole oscillations of Min proteins in E. coli.

a. Motivation. Let us present the main motivation
for this work using the pole-to-pole oscillations of Min

proteins in E. coli as a concrete example without go-
ing into technical details (which will be presented be-
low). Put briefly, the pole-to-pole oscillations are driven
by two types of proteins, MinD and MinE, which cycle
between membrane-bound and cytosolic states and inter-
act with each other on the membrane (Fig. 1b), while the
total masses of MinD and MinE (nD and nE) remain con-
served. A key insight from previous works is that spatial
redistribution of such globally conserved masses consti-
tutes the essential degrees of freedom of mass-conserving
reaction diffusion systems [24]. Indeed, mapping the
Min system to the two-compartment setting and tuning
the diffusive exchange rates to a slow time scale retains
the qualitative features of the pole-to-pole oscillations
(Fig. 1c,d). On the slow time scale, only the masses

in the two compartments n
(1,2)
D,E remain as dynamic vari-

ables. Because of mass conservation, the average masses
n̄D,E remain constant. Defining the redistributed masses,

∆nD and ∆nE, via n
(1,2)
D,E = n̄D,E ±∆nD,E, we can visu-

alize the dynamics in the two-dimensional (∆nD,∆nE)-
phase space, Fig. 1e, where we plot the flow field and its
nullclines. Along the nullclines the rate of mass-exchange
between the compartments vanishes. We hence refer to
them as mass-redistribution nullclines. The phase por-
trait shows the characteristics of relaxation oscillations.
In this paper, we show that the Min pole-to-pole oscil-
lations are indeed spatial relaxation oscillations of the
MinD polarity orientation.

This example shows how important qualitative fea-
tures of mass-conserving reaction–diffusion (MCRD) sys-
tems can be obtained from a phase portrait analysis
in the phase space of the redistributed masses. In
the following, we show how this phase portrait can be
constructed systematically, starting from the reaction–
diffusion equations. We show what determines the struc-
ture of the phase space flow and derive a simple geometric
relation between the mass-redistribution nullclines and
the reactive nullclines of the local reaction kinetics.

b. Structure of the paper. To introduce the basic el-
ements of our analysis, we first study MCRD systems
with two components, e.g. the membrane-bound and cy-
tosolic state of a single protein species (see Sec. II). We
then generalize the nullcline-based approach to system-
atically derive the phase portrait of the Min system of
E. coli shown in Fig. 1e. This construction then allows
us to study the role of diffusive mass redistribution of
MinD and MinE for the formation of Min-protein pat-
terns. Finally, we apply the same approach to two other
paradigmatic model systems: PAR polarity of C. elegans
and Cdc42 polarity of budding yeast. Comparing the dif-
ferent nullcline geometries of these systems allows one to
classify their pattern-forming mechanisms (see Sec. IV).
Such a nullcline-based classification provides intuition for
the role of various elements in the biochemical network.
Moreover, it might guide model building and serve as a
first step of analysis for systems that are biochemically
not as well characterized as the aforementioned exam-
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ples. In the Conclusions, Sec. V, we discuss important
implications of our work, both specific to the Min sys-
tem and in a broader context, and give an outlook to
promising future research directions.

II. TWO-COMPONENT MCRD SYSTEMS

Two-component MCRD systems have been previously
used as conceptual models for cell polarity [20, 29, 32,
33]. In this section, we apply local equilibria theory [24,
25] to these systems in the two-compartment setting. In
this simplified setting, the formulation of local equilibria
theory is technically simpler than in spatially continuous
systems [34]. Importantly, the approach developed below
for two-component MCRD systems can be generalized
to systems with more components and more conserved
masses such as those studied in Sections III and IV, where
the new approach yields novel insights.

Let us denote the concentrations of the two compo-
nents in compartment i ∈ {1, 2} by ui = (mi, ci), where
mi and ci are the concentration of membrane-bound and
cytosolic proteins, respectively. The reaction kinetics
f = (f,−f) within each compartment account for the
attachment and detachment to and from the membrane.
Importantly, they conserve the local total density (mass)
ni = mi + ci in each of the two compartments individu-
ally. Mass is transferred between the compartments by
a diffusive exchange process that acts to even out con-
centration differences. Denoting the diffusive exchange
rates in the matrix D = diag(Dm,Dc), we have the cou-
pled compartment dynamics in vector notation

∂tu1 = D
(
u2 − u1

)
+ f

(
u1

)
,

∂tu2 = D
(
u1 − u2

)
+ f

(
u2

)
.

(1)

Since both the local reactions and the diffusive ex-
change are mass conserving, the average total density
n̄ = (n1 +n2)/2 is a constant of motion. In Appendix A,
it is shown how the (diffusive) exchange rates Dm,c can be
related to the diffusion constants Dm,c in a spatially con-
tinuous system, in such a way that the linearized dynam-
ics of Eq. (1) near a homogeneous steady state is identi-
cal to the linearized dynamics of a single Fourier mode
∼ cos(πx/L) in the spatially continuous system on the
interval [0, L] with no-flux boundary conditions. For pat-
terns with large amplitudes, nonlinearities lead to mode
coupling in a spatially continuous system. This is not
captured by the two-component system which only de-
scribes the dynamics at a single length scale. Nonethe-
less, one can gain a good qualitative understanding of
the full nonlinear pattern formation process, including
the termination of the pattern-forming instability in a
stationary pattern.

A. Setting the stage: phase-space geometry of
two-component MCRD systems

In the following, we present the key concepts of local
equilibria theory in the two-compartment setting. Be-
cause of mass conservation, only the mass density differ-
ence with respect to the mean ∆n := (n1 − n2)/2 is a
dynamic variable, while n̄ is a control parameter. Thus,
we can rewrite the local masses as n1,2(t) = n̄ ±∆n(t).
Adding the equations for ∂tm1 and ∂tc1 (Eq. (1) yields
∂tn1, and thus

∂t∆n(t) = −Dm∆m−Dc∆c, (2)

where ∆u = (∆m,∆c) := u1 − u2 and we used that
∂tn̄ = 0. Observe that the reaction terms cancel because
they conserve the mass in each compartment individu-
ally. Thus, the dynamics of the total density is solely
determined by concentration differences in m and c be-
tween the two compartments. These concentration dif-
ferences approximate the gradients in the spatially con-
tinuous system.

To understand how these concentration differences are
governed by the reaction kinetics, consider the (m, c)-
phase plane of the reaction kinetics (see Fig. 2a). While
this phase plane is two-dimensional, mass conservation
also implies that reactive flow (f,−f) in each compart-
ment i is constrained to a respective linear subspace
mi + ci = ni. We term these subspaces the local phase
spaces of each compartment [22, 25]. Here, and in the fol-
lowing, the term local always refers to the properties of
a single (notionally isolated) compartment. Correspond-
ingly, we define as local reactive equilibrium the point
within the local phase space where the reaction kinet-
ics are balanced, i.e. where the reactive flow vanishes
(f = 0):

u∗(ni) :

{
f(u∗) = 0,

m∗ + c∗ = ni.
(3)

Geometrically, the local equilibria are the intersection
points between the local phase spaces and the reactive
nullcline (see Fig. 2) [35]. These local equilibria deter-
mine the steady state (reactive equilibrium) in each com-
partment that would be reached if, given the local masses
n1 and n2, the two compartments were isolated, i.e. if the
diffusive exchange between the compartments was shut
off. Thus, the local equilibria serve as proxies for the
local reactive flow within each of the compartments (red
arrows in Fig. 2a).

Diffusive coupling between the compartments redis-
tributes mass between the compartments. This is re-
flected in the shifting of the local phase spaces in the
(m, c)-phase plane, as indicated by the purple arrows in
Fig. 2a,b). As a result, the local reaction kinetics change
since the local equilibria move in the (m, c)-phase plane.
In the following we will elucidate this interplay between
diffusive mass-redistribution and shifting local equilibria
in the most elementary form.
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FIG. 2. Phase space structure of a two-compartment two-component MCRD system, with reaction and diffusion on the
same time scale (a) and with diffusion set to a slower time scale (b). The concentrations (mi, ci) in the two compartments
are marked by blue dots, labelled 1 and 2, respectively. The local phase spaces corresponding to the masses in the two
compartments n1,2 = n̄ ± ∆n are shown as gray lines. Gray arrows indicate the reactive flow towards the reactive nullcline
f = 0 (solid black line). Black dots mark the local equilibria (intersection points between reactive nullcline and local phase
spaces) and red arrows indicate the reactive flow towards these local equilibria. (b) When diffusion is set to a slower time scale,
the local concentrations adiabatically follow the reactive nullcline. Thus, the only remaining degree of freedom is the mass
difference ∆n, whose dynamics is governed by the concentration differences ∆m∗(∆n) and ∆c∗(∆n) (see Eq. (2)).

B. Limit of slow mass exchange

To separate the roles of local reactions and diffusive
mass redistribution, we consider a situation where the
latter occurs on a much slower time scale than the former
[36]. In this limit, the cytosolic and membrane concentra-
tions in each compartment adiabatically follow the local
equilibria that depend on the local masses ni, as encoded
by the shape of the reactive nullcline in the (m, c)-phase
plane (see Fig. 2b). We can, therefore, approximate the
densities by their respective equilibrium values

ui(t) ≈ u∗(ni(t)
)
. (4)

We term this the local quasi-steady state approximation
(LQSSA). The dynamics of the mass difference ∆n is
then governed by a closed equation

∂t∆n(t) ≈ −Dm∆m∗(∆n)−Dc∆c∗(∆n), (5)

with the shorthand notation for the concentration differ-
ences between the two compartments:

∆u∗(∆n) := u∗(n̄+ ∆n)− u∗(n̄−∆n). (6)

In this approximation, the roles of local reactive dynam-
ics and diffusive mass exchange are clearly separated.
The concentrations only change if the local phase spaces
shift due to mass redistribution. In turn, the mass fluxes
from one compartment to the other are determined by
the concentration gradients ∆u∗(∆n), weighted by the
respective exchange rates Dm,c. This nonlinear feedback
between shifting equilibria and mass redistribution is the
basic mechanism underlying pattern formation in mass-
conserving reaction diffusion systems [24, 25]. Impor-
tantly, the role of the reaction kinetics is fully encoded

in the shape of the reactive nullcline, i.e. the functional
dependence of the reactive equilibrium concentrations
u∗(n) on the total density n.

The local masses ni within each compartment play the
role of control variables [24] that determine the position
of the local phase spaces (and thus the position of the
reactive equilibria) within the (m, c)-phase plane. At the
same time the local masses are also dynamic variables
that change by means of diffusive mass redistribution
between the compartments. Accordingly, we refer to the
phase space of the redistributed masses as control space.
In the two-component MCRD system, the only control
variable is the mass difference ∆n, such that the control
space is one-dimensional.

Typically, diffusion on the membrane is orders of mag-
nitude slower than in the cytosol, Dm � Dc such that
its contribution to mass redistribution can be neglected;
see e.g. Refs. [37, 38]. Hence, to simplify the following
analysis, we neglect the slow membrane diffusion (i.e. we
set Dm = 0), such that

∂t∆n(t) = −Dc∆c∗(∆n)

= −Dc
[
c∗(n̄+ ∆n)− c∗(n̄−∆n)

]
.

(7)

Generalization to account for the effect of membrane dif-
fusion is straightforward by changing variables from c to
the ‘mass-redistribution potential’ η := c + (Dm/Dc)m
[39].

Equation (7), has a simple geometric interpretation
as shown in Fig. 3b,c. The term in the brackets in
Eq. (7) expresses the difference between the nullcline
(solid, black line) and its mirror image (dashed gray
line) reflected at the point n̄. Depending on the null-
cline slope at n̄, the resulting dynamics ∂t∆n, indicated
by the blue arrows, is qualitatively different. For a posi-
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(b) (c)

(a)

no polarization spontaneous polarization

FIG. 3. Graphical construction of the control-space dynam-
ics for two-component MCRD systems. (a) Reactive nullcline
(line of reactive equilibria) c∗(n). (b) For n̄ < ncrit, the lines
c∗(n̄ + ∆n) (black solid line) and c∗(n̄ − ∆n) (gray dashed
line) only intersect once at ∆n = 0, corresponding to the ho-
mogeneous steady state. The flow direction in control space
(indicated by blue arrows) is determined by the sign of the dif-
ference between c∗(n̄+∆n) and c∗(n̄+∆n), as indicated by the
green and purple shading; cf. Eq. (7). (c) For n̄ > ncrit, there
are two additional intersection points between c∗(n̄+∆n) and
c∗(n̄−∆n), corresponding polarized steady states. The flow
in control space is directed away from the homogeneous state
∆n = 0, which is therefore unstable, and drives the system
towards one of the stable polarized states.

tive slope, ∂nc
∗(n)|n̄ > 0, following a small perturbation

from the “homogeneous” state ∆n = 0 the system re-
turns to the ∆n = 0; see Fig. 3b. In contrast, for a
negative slope, ∂nc

∗(n)|n̄ < 0, the homogeneous state is
unstable; see Fig. 3c. This criterion for a lateral instabil-
ity (instability against spatially inhomogeneous pertur-
bations) was previously derived in Ref. [25] for spatially
continuous systems. The physical mechanism for this
mass-redistribution instability is that the reactive equi-
librium shifts to lower concentration of the fast diffusing
(cytosolic) component, c∗(n), when the total density n is
increased, and vice versa. Hence, a small perturbation
δn results in a gradient ∆c that transports mass from
the compartment with lower mass to the compartment
with higher mass. This amplification mechanism drives
the instability.

The growth of the mass difference ∆n will stop once
the cytosolic gradient ∆c∗(∆n) vanishes, i.e. when the cy-
tosolic concentration is the same in both compartments,
c∗(n̄ + ∆n) = c∗(n̄ − ∆n). Thus, stationary states can
be determined graphically as the intersection points of
the nullcline c∗(n) with its own mirror image, mirrored
at n̄, as illustrated in Fig. 3c. The intersection point at

∆n = 0 always exists by construction, and corresponds
to the homogeneous steady state. The two intersection
points at ∆n 6= 0 represent polarized steady states.

In summary, we have shown how one can graphi-
cally construct the mass-redistribution dynamics of two-
compartment systems with one conserved mass simply
based on the reactive nullcline u∗(n). In the next sec-
tion, we will generalize this construction to systems with
two conserved masses.

III. TWO-CONSERVED MASSES: THE
EXAMPLE OF MIN-PROTEIN OSCILLATIONS

The Min-protein system is a paradigmatic model sys-
tem for intracellular pattern formation. It was discov-
ered in E. coli, where the pole-to-pole oscillations of the
proteins MinD and MinE allow the cell to position its
division machinery at midcell [40, 41]. This spatial oscil-
lation, i.e. the alternating accumulation of the proteins at
the two cell poles is driven by cycling of MinD and MinE
between cytosolic and membrane bound states, fuelled by
ATP (details described below). Subsequent to its recon-
stitution in vitro [42], the Min system has been studied
in great detail, both experimentally [26, 42–53] and the-
oretically [22, 24, 26, 49, 52, 54–57]. This research has
revealed a bewildering zoo of patterns, including trav-
eling waves, standing waves, spatiotemporal chaos, and
defect mediated turbulence, observed in different experi-
mental setups (including microfluidic devices [26, 46] and
vesicles [50, 51]). Recent works employing local-equilibria
theory to interpret data from numerical simulations and
experiments have provided insights on the mechanisms
underlying these patterns and their relationships among
each other [6, 26].

Here, we revisit the comparatively simple pole-to-pole
oscillation employing the local-equilibria theory in the
two-compartment setting. This offers a fresh perspective
on the Min-protein dynamics as it allows us to under-
stand this elementary dynamic pattern in terms of phase
space geometry, independently of numerical simulations.
In future work, this could serve as a starting point to
systematically understand more complex patterns, like
“stripe oscillations” (standing waves) in filamentous cells
[22, 41] and the zoo of patterns found in vitro [26, 53, 58].

Intuitively, the two-compartment system represents
the two cell poles (or cell halves) of the rod-shaped
E. coli bacterium, as shown in Fig. 1a (see Appendix B 1
for a systematic reduction starting from the full three-
dimensional cell geometry). Figure 1c,d shows that the
key qualitative features of Min pole-to-pole oscillations
are still captured by the two-compartment model (see
also Fig. 7 in Appendix B). While this two-compartment
model cannot be expected to give a detailed quantita-
tive description of Min oscillations, it has the advan-
tage of informing about the basic underlying mechanism.
This complements earlier quantitative studies of the in
vivo dynamics [22, 57]. Moreover, the two-compartment
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model serves as a minimal system for an oscillation mode
recently reported for an in vitro reconstitution of the Min
system in microfluidic devices [26]. There, the oscilla-
tions go back and forth between two membrane surfaces
through the bulk solution in-between them (see Fig. 8 in
Appendix. B). The analogy between this in vitro oscilla-
tion mode and pole-to-pole oscillations in vivo is further
discussed in the conclusions, Sec. III D.

We use a well-established minimal model for the Min-
protein interactions that has been shown to successfully
reproduce and predict a large range of experimental find-
ings, quantitatively in vivo and qualitatively in vitro
[6, 22, 27, 49, 56]. For a detailed description of the
model, we refer the reader to Refs. [22, 27]. In short,
the minimal model employs mass-action law kinetics to
account for the attachment and detachment of MinD and
MinE to and from the membrane and for their interac-
tions there (see Fig. 1b): Membrane-bound MinD am-
plifies the attachment of further MinD from the cytosol
with rate kdD and also recruits MinE from the cytosol
with rate kdE to form MinDE complexes on the mem-
brane. In these complexes, MinE stimulates MinD hy-
drolysis with rate kde, leading to the dissociation of the
complex and detachment of both proteins to the cytosol.
In the cytosol, MinD undergoes nucleotide exchange from
the ADP-bound form to the ATP-bound form, which can
then attach to the membrane again.

Mathematically, the above reaction kinetics are de-
scribed by the system of equations of the form Eq. (1)
with u = (md,mde, cDT, cDD, cE), D = diag(Dd,Dde,DD,
DD,DE) and

f(u) =




Ron
D (u)−Ron

E (u)

Ron
E (u)−Roff

DE(u)

−Ron
D (u) + λcDD

Roff
DE(u)− λcDD

−Ron
E (u) +Roff

DE(u)



, (8)

where the reaction terms

Ron
D (u) = (kD + kdDmd)cDT , (9a)

Ron
E (u) = kdEmdcE , (9b)

Roff
DE(u) = kdemde , (9c)

account, respectively, for MinD attachment and self-
recruitment to the membrane, MinE recruitment by
MinD, and dissociation of MinDE complexes with subse-
quent detachment of both proteins to the cytosol. The
term λcDD accounts for nucleotide exchange, i.e. conver-
sion from cDD to cDT, in the cytosol. Importantly, these
reaction kinetics conserve the total number of MinD and
MinE proteins, n̄D and n̄E, individually, i.e. there are two
globally conserved masses that are redistributed between
the two compartments (cell halves) [59].

Numerically integrating the above set of ordinary dif-
ferential equations using the parameters from Ref. [22]
yields pole-to-pole oscillations in good qualitative agree-
ment with the oscillations found in the full three-

dimensional geometry (see Fig. 7a,b in Appendix B). Im-
portantly, these oscillations persist if diffusive exchange
between the compartments is set to a slow time scale
compared to the reaction kinetics (see Fig. 7c) In this
limit, the concentrations in the two compartments adia-
batically follow the equilibrium concentrations that de-
pend on the local masses nD,i, nE,i in the two compart-

ments. Hence, we can again apply the LQSSA, Eq. (4),
substituting the concentrations u by the reactive equilib-
ria u∗. A discussion of the validity of this approximation
and potential generalizations is deferred to the Conclu-
sions, Sec. V.

The reactive equilibria as a function of the masses nD

and nE are (for each compartment) determined by (cf.
Eq. (3))

u∗(nD, nE) :





f
(
u∗) = 0 ,

c∗D +m∗
d +m∗

de = nD ,
c∗E +m∗

de = nE ,
(10)

where we introduced the total cytosolic MinD concentra-
tion cD = cDD +cDT. For each component in the concen-
tration vector u∗ this defines a surface parametrized by
nD and nE, as shown in Figure 4a,b for c∗D and c∗E (the
respective surfaces for the membrane concentrations m∗

d
and m∗

de are shown in Fig. 10 in Appendix B). We will
term these reactive nullcline surfaces. In the following,
we show how the dynamics of the local masses nD,i, nE,i
can be inferred from these surfaces, analogously to the
construction shown in Fig. 3 for two-component MCRD
systems.

Because the total number of MinD and MinE proteins
are conserved, only the protein masses redistributed be-
tween the two polar zones, ∆nD,E(t), are time dependent
and the mass densities of MinD and MinE in the right
and left polar zone are given by

nα,1/2(t) = n̄α ±∆nα(t), α = D,E. (11)

Analogously to the two-component system, we call the
redistributed masses ∆nD,E(t) the control variables and
the (∆nD,∆nE)-phase plane the control space. The dy-
namics in control space are governed by

∂t∆nD(t) = −DD ∆c∗D −Dd ∆m∗
d −Dde ∆m∗

de, (12a)

∂t∆nE(t) = −DE ∆c∗E −Dde ∆m∗
de, (12b)

where the concentration gradients (differences between
the two polar zones) of the local equilibria are defined as
(cf. Eq. (6))

∆u∗(∆n) := u∗(n̄+ ∆n)− u∗(n̄−∆n). (13)

A. From reactive nullcline surfaces to
mass-redistribution nullclines

To understand the qualitative structure of the control-
space dynamics Eq. (12), we first consider the lines along
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FIG. 4. Graphical construction of the dynamics in control space from the reactive nullcline surfaces. (a,b) Reactive nullcline
surfaces showing MinD and MinE cytosol concentration (shaded blue and red respectively) as a function of the mass differences
∆nD,∆nE. The intersection of each surface with its point reflection (shaded in gray with dashed outlines) determine the mass-
redistribution nullclines (see text for details). These nullclines are a generalization of the fixed points shown in Fig. 3b,c. (c)
Phase portrait of the dynamics Eq. (14) with the MinD and MinE mass-redistribution nullclines obtained by the construction
in (a) and (b) and the limit cycle trajectory (black) corresponding to pole-to-pole oscillations (cf. Fig. 1e). (d) Setting MinE
diffusion to a slower time scale transforms the limit cycle trajectory to the shape characteristic for relaxations oscillations.

which there is no mass-redistribution of MinD/E respec-
tively, ∂t∆nD,E = 0. We term these mass-redistribution
nullclines. Importantly, these are not to be confused with
the reactive nullcline (line of reactive equilibria) along
which the reactive flow vanishes within a single compart-
ment.

As we shall see in Sec. III B, one can neglect the slow
membrane diffusion to understand the basic oscillation
mechanism of the Min system. We therefore consider
this simpler case, Dd = Dde = 0, first. Equation (12)
then reduces to

∂t∆nD(t) = −DD ∆c∗D(∆nD,∆nE), (14a)

∂t∆nE(t) = −DE ∆c∗E(∆nD,∆nE), (14b)

describing how mass redistribution is driven by the gra-
dients in the cytosolic protein densities, which are slaved
to the local equilibria. Thus, the mass-redistribution
nullclines are simply given by ∆c∗D = 0 and ∆c∗E =
0. Geometrically, this corresponds to the intersection
lines between the reactive nullcline surfaces c∗D,E(nD, nE),
and their respective point reflections, reflected at the

point (n̄D, n̄E); see gray surfaces with dashed outlines in
Fig. 4a,b. In other words, the shape of reactive nullcline
surfaces encodes the essential information about the non-
linear reaction kinetics for the dynamics of the spatially
coupled system.

This construction is the analog to the construction for
the two-component system shown in Fig. 3. In fact, in
slices with nE = const, the line c∗D(nD) has the same
shape as the nullcline shown in Fig. 3. This “hump
shape” gives rise to the N-shaped MinD-redistribution
nullcline (∂t∆nD = 0, see blue line in Fig. Fig. 4a,c).
The two outer branches of this N-shaped nullcline rep-
resent polarized MinD states, corresponding to the two
outer fixed points in the analogous two-component sys-
tem construction Fig. 3c. We will make this more con-
crete below in Sec. III C. If n̄D lies to the left of the
crest of c∗D(nD, nE), the resulting MinD-redistribution
nullcline is monotonic, analogous to the single fixed
point in Fig. 3b. The crest of the c∗D surface defined
by ∂nD

c∗D(nD, nE) = 0 approximately follows the line
nE/nD ≈ kdD/kdE for sufficiently large nE (specifically
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in the limit n2
E
� kDkdDkde/k

3
dE). This relation is found

by applying the implicit function theorem to evaluate the
derivative ∂nD

c∗D using the definition Eq. (10) for the re-
active equilibria.

In contrast to the non-trivial MinD-redistribution null-
cline, the monotonicity of the surface c∗E(nD, nE) gives
rise to a monotonic MinE-redistribution nullcline (red
line in Fig. 4b,c) for all n̄D, n̄E.

Mass-redistribution potentials. In passing, let us
introduce an alternative formulation of the mass-
redistribution dynamics Eq. (12) that allows one to gen-
eralize the graphical construction presented in Fig. 4
to arbitrary values of all diffusion constants (including
Dd,de > 0). Using the mass-redistribution potentials (cf.
Ref. [25]), ηD = cD + (Dd/DD)md + (Dde/DD)mde and
ηE = cE + (Dde/DE)mde, Eq. (12) can be written as

∂t∆nD(t) = −DD ∆η∗D, (15a)

∂t∆nE(t) = −DE ∆η∗E. (15b)

Since these equations have the same form as Eq. (14),
the construction shown in Fig. 4 can be generalized by
exchanging c∗D,E for η∗D,E. The surfaces η∗D and η∗E can be
interpreted as “superpositions” of the local-equilibrium
surfaces of the individual components weighted by the
respective exchange rates Di. The effect of reaction rates
or diffusion constants on the spatial dynamics is encoded
in the deformation of these surfaces under variation of
these parameters (see Movies 1 and 2).

B. Min pole-to-pole oscillations are relaxation
oscillations

The nullclines enable one to read off the qualitative
structure of the dynamics in the (∆nD,∆nE)-phase plane
[60, 61]. Specifically, one immediately recognizes the
characteristic scenario of a relaxation oscillator [62]. Re-
calling that the two outer branches of the N-shaped
MinD-redistribution nullcline correspond to polarized
MinD states, this shows that Min pole-to-pole oscillations
are relaxation oscillations of the MinD-polarity direction
driven by mass-redistribution of MinE between the two
cell halves.

The limit cycle of relaxation oscillators can be graph-
ically constructed in the limit where the variable with
the N-shaped nullcline evolves on a much faster time
scale compared to the other variable [61]. In the Min
system, this corresponds to setting MinE redistribution
to a much slower time scale than MinD redistribution
(DD � DE). In this limit, the limit cycle deforms into
a “trapezoidal” trajectory; see Fig. 4d. The dynamics
slowly follows the N-shaped MinD-redistribution null-
cline (polarized MinD states), driven by MinE redistri-
bution, and rapidly switches between the left and right
branches at the extrema of this nullcline, driven by MinD
redistribution.

In a broader context, the above analysis demonstrates
how the reactive nullcline surfaces and their intersection

lines—which are the mass-redistribution nullclines—are
helpful tools to explore the ability of systems to show
nontrivial spatial dynamics without the need to perform
a full scale finite element simulation. The shape of the re-
active nullcline surfaces and thus the mass-redistribution
nullclines are ultimately a consequence of the nonlin-
ear feedback in the reaction kinetics. In the specific
case of the Min system, these are the recruitment terms
kdDmdcD and kdEmdcD. It is important to recall that
the shape of the nullclines resulting from the reaction ki-
netics, and not the specific reaction kinetics per se, deter-
mines the spatial (mass-redistribution) dynamics. Hence,
different reaction terms can give rise to same nullcline
geometry, and thus the same spatial dynamics. Rather
than classifying dynamics based on their reaction net-
work topology, this suggests that a classification might
be possible in terms of the shapes of their reactive null-
cline surfaces and the resulting mass-redistribution null-
clines. We demonstrate this in Sec. IV, where we analyze
two further paradigmatic models for intracellular pattern
formation.

C. The role of diffusive MinE transport

So far, we have neglected membrane diffusion to elu-
cidate the basic Min-oscillation mechanism. We now
relax that approximation and first consider the role of
MinE membrane diffusion. Using the conservation law
mde + cE = nE, Eq. (12b) can be recast as

∂t∆nE = −(DE−Dde)∆c∗E(∆nD,∆nE)−Dde∆nE. (16)

This shows that diffusive transport on the membrane al-
ways counteracts cytosolic transport. In particular, if one
were to set DE = Dde, there would be no MinE mass-
redistribution since Eq. 16 would reduce to ∂t∆nE =
−Dde∆nE, such that ∆nE would simply relax to the ho-
mogeneous state ∆nE = 0. Thus, in control space, the
MinE-redistribution nullcline would simply be given by
∆nE = 0, which intersects the N-shaped MinD nullcline
at three points, representing the unstable homogeneous
steady state in the center and two stable polarized states
on the left and right, respectively. Hence, the dynam-
ics would reduce to the one-dimensional control space
for MinD redistribution which, corresponding to the sce-
nario shown in Fig. 3. From this Gedankenexperiment,
we conclude that the elementary pattern-forming mech-
anism of the Min system is MinD polarization and does
not require spatial redistribution of MinE. The specific
function of MinE in MinD polarization is that of a “lo-
cal catalyst” that provides nonlinear feedback essential
in shaping the non-monotonic reactive MinD nullcline
c∗D(nD). Thus, while redistribution of MinE is not re-
quired for the formation of a polarized MinD pattern, it
causes the emergence of oscillations by periodically in-
ducing switching of the MinD polarization direction as
we showed in the previous section.
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Physiologically, DE = Dde would actually correspond
to a scenario where free MinE remains membrane bound,
i.e. MinE would cycle between the MinD-bound and the
free conformation on the membrane and cE would then
denote the concentration of free MinE. The stationary
patterns resulting in this case provide a potential hint
for the possible biomolecular features of MinE responsi-
ble for the (quasi-)stationary patterns reported in recent
experiments using MinE purified with a His-tag at the
C-terminus instead of the N-terminus [53]. Compared to
his-MinE, MinE-his might have a strong membrane affin-
ity causing free MinE to remain membrane-bound after
the dissociation of MinDE complexes. Free MinE on the
membrane diffuses much slower than in the cytosol thus
suppresses the MinE redistribution that gives rise to dy-
namic patterns (waves and oscillations). This hypothesis
suggests that increasing the MTS strength of MinE might
cause a transition from dynamic to quasi-stationary pat-
terns.

To elucidate the role of MinE transport more quan-
titatively, we now study the transition from stationary
to oscillatory patterns as a function of the diffusion con-
stants DE and Dde. Varying these diffusion constants
results in a deformation of the MinE-redistribution null-
cline in control space. Specifically, the shape of the
MinD-redistribution nullcline only depends on the differ-
ence DE −Dde, i.e. the balance of co-polarizing diffusion
of free MinE compared to the contra-polarizing diffusion
of MinDE complexes. In the relaxation-oscillation limit
where MinE-redistribution is much slower than MinD re-
distribution (Dde,DE � DD), the locations of the in-
tersection points between the MinD’s and MinE’s mass-
redistribution nullclines determine whether the system
is oscillator or exhibits stationary polarity (see Fig. 5b).
The transition case separating these two regimes is when
the MinE-redistribution nullcline intersects the MinD-
redistribution nullcline at its extrema. In addition, the
stability of the homogeneous steady state can be ob-
tained by a linear stability analysis in LQSSA (see Ap-
pendix C 2). The resulting “phase diagram” is shown in
Fig. 5a.

This phase diagram obtained using LQSSA can be
compared to the phase diagram of the full model ob-
tained by numerical simulations (see Fig. 5b). The fact
that the topology of the two phase diagrams agrees shows
that the reduced dynamics, Eq. (12), accounts for the rel-
evant physics of the in vivo Min system.

D. Concluding remarks on the Min system.

We have shown that dynamics underlying Min pole-
to-pole oscillations can be reduced to the redistribution
of MinD and MinE mass between the two cell poles.
A simple geometrical construction yields the qualita-
tive phase space structure of the mass-redistribution dy-
namics. Specifically, we recovered the paradigmatic N-
shaped nullcline that underlies general relaxation oscil-

lations. This systematic reduction immediately allowed
us to transfer the knowledge on relaxation oscillations
to the Min pole-to-pole oscillations. The outer legs of
the N-shaped MinD-redistribution nullcline correspond
to oppositely polarized MinD states. MinE redistribu-
tion drives cyclic switching between these two states, giv-
ing rise to the pole-to-pole oscillations. In the absence
of MinE redistribution (achieved by setting DE = Dde),
MinD forms stationary polarized patterns instead. This
shows that the elementary pattern underlying for pole-
to-pole oscillations in the in vivo Min system is not oscil-
latory but generic cell polarity. We conclude that the os-
cillatory dynamics are not a direct property of the kinetic
interaction network, which is the same for the oscillatory
and non-oscillatory regime. Instead, oscillations arise
as consequence of MinE redistribution “downstream” of
MinD polarization. MinE redistribution is not neces-
sary for MinD polarization while MinD redistribution is
strictly required. This links pole-to-pole oscillation in the
Min system and generic cell polarity and suggests a hier-
archy of species in large multi-species multi-component
systems. Notably, this also shows that the functional role
of MinE for pattern formation cannot be considered to
be that of an inhibitor in the sense of the “activator–
inhibitor” mechanism [63, 64].

The above analysis of the mass-redistribution dynam-
ics elucidates the different roles of MinD and MinE redis-
tribution for Min-protein pattern formation. In Sec. IV,
we apply the same reduction approach to two other in-
tracellular systems. This will allow us to compare the
underlying pattern-forming mechanisms on the level of
their mass-redistribution nullcline geometries.

a. Min oscillations in vitro. Let us emphasize again
that the pole-to-pole oscillations emerge due to the dif-
fusive coupling of two compartments, representing the
two cell halves. An isolated compartment exhibits only
stable, stationary states. In other words, the in vivo
Min system is not an “oscillatory medium” of coupled
oscillators. Remarkably, this is in stark contrast to the
Min-protein pattern dynamics observed in classical in
vitro setups with a large cytosolic bulk volume on top
of a flat membrane surface. Here, a single (laterally iso-
lated) membrane patch is coupled to an extended cy-
tosolic reservoir, and it is this coupling that gives rise to
local oscillations [6, 26]. This shows that on a mechanis-
tic level, Min protein patterns in cells are distinct from
patterns in reconstituted systems with a large bulk.

In a recent work, the Min system was studied in mi-
crofluidic chambers with two flat membrane surfaces sep-
arated by a bulk solution [26] (see Fig. 8 in Appendix B).
This limits the bulk volume above each membrane patch
and thus suppresses the local oscillations for sufficiently
low bulk height. Interestingly, for intermediate bulk
height, experiments and a theoretical analysis have re-
vealed an oscillation mode that transports mass between
the two opposite membrane surfaces through the bulk
in-between them. This oscillation is analogous to the
in vivo pole-to-pole oscillation where the two opposite
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FIG. 5. Phase diagrams of Min protein dynamics. In each panel, the points and shaded background indicate the results
from numerical simulations, distinguishing no patterns (gray), oscillations (purple) and stationary polarity (green). (a) Phase
diagram for the LQSSA dynamics Eq. (12). The solid purple and green line indicate the Hopf and pitchfork bifurcations found
by linear stability analysis of the LQSSA dynamics. Along the dashed red line, the MinE-redistribution nullcline intersects
MinD-redistribution nullcline at the latter’s extrema. In the limit DE,Dde � DD, this marks the transition between relaxation
oscillations and stationary polarity. The gray line indicates the line DE = Dde. (b) Example trajectories in the (∆nD,∆nE)-
phase plane (cf. Fig. 4c): (i) no instability, (ii) pole-to-pole oscillations, (iii) stationary polarity for DE > Dde, (iv) stationary
polarity for DE < Dde (note the opposite slope of the MinE-redistribution nullcline). In (iii) and (iv), the dashed gray line
shows the separatrix, that separates the basins of attraction of the two polarized states. (c) Phase diagram from numerical
simulations of the full two-compartment dynamics, Eq. (1). Note the excellent agreement with LQSSA (a). (d) Phase diagram
from numerical simulations of the PDEs on a line (varying DE in full three-dimensional cell geometry affects also the vertical
gradients rather than just lateral diffusion).

membrane patches play the role of the cell poles in vivo.
Correspondingly, with regard to the in vitro geometry,
the two-compartment system serves as a minimal system
to represent single vertical bulk column and the mem-
brane patches at its top and bottom; see Fig. 8.

b. Historic note: Oscillations driven by diffusive
coupling of two “dead” cells. Intriguingly, the Min-
oscillation mechanism described above has some paral-
lels to a conceptual model for diffusion-driven oscillations
studied by Smale already in 1974 [65]. Smale’s motiva-
tion, inspired by Turing’s pioneering work [9], was to
show how two identical reactors that exhibit only a sta-
ble stationary state when isolated, start oscillating (in
anti-phase) when coupled diffusively. Or, as Smale put
it: “One has two dead (mathematically dead) cells in-
teracting by a diffusion process which has a tendency in
itself to equalize the concentrations. Yet in interaction,
a state continues to pulse indefinitely.” As we showed

above, the in vivo Min system also has that property.
Remarkably, Smale used a relaxation oscillator as

starting point to construct the diffusion driven two-
compartment oscillator. In a broader view, this demon-
strates how structures in phase space, like fixed points
and nullclines, are powerful tools to understand and de-
sign nonlinear systems. For instance, they have been
used to great success in the study of neuronal dynamics
[66] and biochemical oscillators [67, 68].

IV. CONTROL SPACE FLOW OF THE PAR
AND CDC42 SYSTEMS

The above investigation of the Min system demon-
strates that the key characteristics of the spatio-temporal
protein dynamics, and the underlying pattern-forming
mechanisms, can be inferred from the shapes of the re-
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FIG. 6. Reaction networks, reactive nullcline surfaces and control-space phase portraits for the PAR system of C. elegans (a–c)
and the Cdc42 system of S. Cerevisiae (d–f). (a) Cartoon of a C. elegans embryo showing the segregated aPAR and pPAR
domains which as a result of mutual detachment of aPAR and pPAR proteins from the membrane. (b) Reactive nullcline
surfaces of aPARs (blue, left) and pPARs (red, right). Note the symmetry under the exchange A↔P. (c) Control-space
phase portrait showing the mass-redistribution dynamics and the mass-redistribution nullclines of aPARs (blue) and pPARs
(red). Both mass-redistribution nullclines intersect the lines ∆nA,P = 0 only once, indicating that pattern formation requires
redistribution of both protein species. (d) Cartoon of a budding yeast cell showing a polar cluster of co-localized Cdc42 and
Bem1-GEF complexes. In WT cells, Cdc42 and Bem1-GEF complexes (homologous to Scd1-Scd2 complexes in fission yeast)
mutually recruit each other to the membrane and are therefore co-localized in the resulting pattern. (e) Reactive nullcline
surfaces of Cdc42 (blue, left) and Bem1-GEF (red, right). (f) Control-space phase portrait showing the mass-redistribution
dynamics and the mass-redistribution nullclines of Cdc42 (blue) and Bem1-GEF (red). The N-shaped Cdc42-redistribution
nullcline intersects the line ∆nB = 0 three times, indicating that redistribution of Bem1-GEF complexes is not required for
pattern formation. In contrast to MinE in the Min system, where cytosolic MinE redistribution drives oscillations, the cytosolic
redistribution of Bem1-GEF complexes has a stabilizing effect on stationary patterns.

active nullcline surfaces. In the following, we use the ap-
proach introduced above to two paradigmatic model sys-
tems for intracellular self-organization: the PAR system
of C. elegans and the Cdc42 system of budding yeast (S.
cerevisiae). Starting from previously established mathe-
matical models on spatially continuous domains, we fol-
low the same reduction procedure as for the Min system;
details on the models, parameter choices and the reduc-
tion procedure are described in Appendix D. Put briefly,
the spatially continuous dynamics is mapped to the two-
compartment setting, and the LQSSA is applied such
that only the redistributed masses remain as dynamic
variables. The mass-redistribution dynamics can then be
analyzed in terms of the reactive nullcline surfaces and
the resulting phase portraits as shown in (Fig. 6). This
allows us to compare the pattern forming mechanisms
underlying these different systems.

a. PAR system. The first division of C. elengans
embryos is asymmetric, where the fate of the daugh-
ter cells is defined by proteins called aPARs and pPARs
that segregate along the long axis of the ellipsoidal cells
[4]. A model for the formation of these segregated do-

mains was introduce in Ref. [21], based on the mutual
antagonism between cortex-bound A- and pPARs (see
Fig. 6a). Here, we adopt this model here, to illustrate
the phase portrait structure that is characteristic of the
mutual-antagonism mechanism. Model details and the
parameters are given in Appendix D. Since, the reac-
tion network (and the parameters used) are symmetric,
so are the reactive nullcline surfaces (Fig. 6b). From the
resulting mass-redistribution nullclines (Fig. 6c), we can
immediately see that the patterns form by segregation
into domains where pPAR concentration is high while
aPAR concentration is low and vice versa. Notably, the
mass-redistribution nullclines do not intersect the lines
∆nA = 0 and ∆nP = 0 away from the origin, indicating
that PAR-pattern formation the requires the redistribu-
tion of both protein species. Moreover, the topology of
the phase portrait is such that oscillations cannot occur.
We expect that these qualitative insights generalize to
more detailed models for PAR-protein polarity, see e.g.
Ref. [69].

b. Cdc42 system. Budding yeast cells divide asym-
metrically by budding and growing a daughter cell. The
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division site is determined by the polarization of GTP-
bound Cdc42 to a “spot” on the membrane [70]. In
wild-type cells, Cdc42 polarization is driven by a mutual-
recruitment mechanism that is facilitated by the scaf-
fold protein Bem1. Bem1 is recruited to the membrane
by Cdc42-GTP. Membrane-bound Bem1 then recruits
Cdc42’s GEF, Cdc24, forming Bem1-GEF complexes. In
turn, Bem1-GEF complexes recruit Cdc42-GDP from the
cytosol and catalyze its conversion to Cdc42-GTP, thus
closing the feedback loop. To illustrate the phase por-
trait structure that is characteristic of this mutual re-
cruitment mechanism, we adopt a simplified form of the
detailed, quantitative model introduced in Ref. [71]; see
Appendix D. In the simplified model, Bem1-GEF com-
plexes are described as a single species with a membrane-
bound and a cytosolic state (see Fig. 6d). Figure 6e,d
shows the reactive nullcline surfaces and the resulting
phase portrait of this model. The location of the mass-
redistribution nullcline intersection points, corresponding
to stationary polarized states, indicates that Cdc42 and
Bem1-GEF complexes co-polarize as expected. More-
over, the N-shaped Cdc42-redistribution nullcline that in-
tersects the line ∆nB = 0 three times, indicating that po-
larization does not require spatial redistribution of Bem1-
GEF complexes. Still, the enzymatic action of Bem1-
GEF complexes in the local reaction kinetics is essential
for Cdc42 polarization as they provide the nonlinear feed-
back that shapes the Cdc42-redistribution nullcline. In
this sense, Bem1-GEF complexes play an analogous but
inverse role to MinE in the Min system. In the physio-
logical case, Bem1-GEF complexes they stabilize polar-
ity by co-polarizing with Cdc42. In the unphysiological
case that free Bem1-GEF complexes diffuse slower that
membrane-bound ones (Db > DB), contra-polarization of
Bem1-GEF complexes drives cycling switching of Cdc42
polarity. Thus, the Cdc42 system and the Min system
can be regarded as two complementary versions of the
same mechanism in which the enzymatic function of the
“secondary protein” (Bem1-GEF/MinE) is reversed such
that its spatial redistribution has opposite effects in the
two systems.

The above analysis has a striking implication: On
the level of the pattern forming mechanisms, the Cdc42
system is closely related to the Min system, while the
PAR system operates based on a fundamentally different
mechanism. From the perspective of the phenomenol-
ogy exhibited for physiological parameters, this is highly
surprising since the Cdc42 system and the PAR system
exhibit stationary polarity patterns, while the Min sys-
tem exhibits pole-to-pole oscillations.

V. CONCLUSIONS

Quantitative models of biological systems are typi-
cally multi-component multi-species systems with a high-
dimensional parameter space. It is therefore particularly
challenging to find a unifying level of description where

the mechanisms underlying different models can be com-
pared.

Here, we presented a reduction method to obtain a
phase-portrait representation of mass-conserving pattern
forming systems which crystallizes their key qualitative
features. This reduction is based on two steps. First,
a reduction of the spatially continuous domain to two
well-mixed compartments coupled by diffusion. This ap-
proximation assumes that the pattern of interest is a
single “interface” connecting a high density region to a
low density region. This is rather the rule than the ex-
ception for protein patterns observed in cells, especially
bacterial cells due to their small size. Moreover, such
an interface can also be interpreted as the elementary
building block of more complex patterns with many in-
terfaces. Second, the local quasi-steady-state approxima-
tion (LQSSA), which assumes that the relaxation of the
concentrations in the compartments to a reactive equilib-
rium (local quasi-steady state) is fast compared to slow
diffusive mass exchange between the compartments. This
approximation is motivated by the insights that the es-
sential degree of freedom is the spatial redistribution of
the conserved masses and that the key information about
the reaction kinetics is encoded in the dependence of the
reactive equilibria on these masses. Limitations and po-
tential extensions of the LQSSA are discussed in the Out-
look, Sec. V A.

After these two reduction steps, the only remaining
degrees of freedom are the differences in globally con-
served masses between the two compartments. In this
reduced system, the dynamics of these mass differences
can simply be inferred from the reactive nullcline (hyper-
)surfaces. Specifically, the intersection lines of reac-
tive nullcline surfaces act as mass-redistribution null-
clines in the phase space of the redistributed masses.
The mass-redistribution nullclines depend on the diffu-
sion constants and thus inform about the role of mass-
redistribution in the observed phenomena. Thus, they
allow a classification of pattern-forming systems, as we
demonstrated by comparing the phase portraits of three
different protein-pattern forming systems. Attempts to
classify pattern-forming systems based on the topology
of the protein interaction network face the difficulty that
many networks can give rise to similar phenomena, and
the same network can produce different phenomena de-
pending on parameters (e.g. stationary and oscillatory
patterns in the Min system). In contrast, here we have
demonstrated that the geometry of the reactive nullcline
surfaces informs on the key qualitative features of the
observed dynamics. This suggests that one can iden-
tify geometric design principles based on the shape of
the reactive nullcline surfaces and the resulting mass-
redistribution nullclines. Such design principles might
guide future model building efforts in a similar way as
the design principles that have been identified for neural
excitability [66] and well-mixed biochemical oscillators
[67, 68].

The phase-portrait analysis in terms of mass-
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redistribution nullclines also shows that not all species
need to be redistributed for patterns to form in the first
place. One can construct a “core” pattern-forming sys-
tem, where these species are considered non-diffusible
and their kinetics absorbed into effective kinetics of the
redistributed species. In the Min system and the Cdc42
system, the (local) enzymatic action of MinE / Bem1-
GEF complexes is part of the core pattern-forming mech-
anism, whereas their cytosolic redistribution is not. Re-
distribution of MinD / Cdc42 is sufficient for the forma-
tion of (stationary) MinD / Cdc42 patterns. Thus, the
elementary polarization mechanism is equivalent in the
Min system and the Cdc42 system. The difference of
these system lies in the effect of the mass redistribution
of the “secondary proteins” MinE and Bem1-GEF re-
spectively. In the Min system, redistribution of MinE by
cytosolic diffusion system drives cyclic switching of the
MinD polarity axis and thus gives rise to pole-to-pole os-
cillations. In contrast, redistribution of Bem1-GEF com-
plexes stabilizes stationary Cdc42 polarization.

Taken together, the shape of the reactive nullcline sur-
faces and the resulting mass-redistribution nullclines in-
form about important qualitative features of a model and
thus bridge the gap between nonlinear reaction kinetics
and the observed phenomena. In particular, they allow
one to disentangle the functional roles of each protein
species in the pattern-forming mechanisms.

a. Assuming a well-mixed cytosol misses important
physics. The assumption of a well-mixed cytosol is often
made a priori, justified by the observation that diffusive
transport on cellular scales is fast compared to membrane
diffusion (and reaction kinetics); see e.g. [10, 11, 13, 29–
31]. This reasoning overlooks that the relative rates of
transport can be important if there is more than one
protein species diffusing in the cytosol. Or put differ-
ently, setting the cytosol concentrations well-mixed ne-
glects that the cytosol gradients of different species can
have different amplitudes, which may be mechanistically
relevant, even if the cytosol gradients are shallow com-
pared to membrane gradients.

In fact, for the Min system, we find that increasing
the diffusion of free MinE eventually always suppresses
pattern formation in the Min system (see phase diagram
Fig. 5a and Appendix B 4). This shows that the rela-
tive rate of cytosolic transport of MinD vs MinE (and,
the relative amplitude of the cytosolic gradients, respec-
tively) is important for the dynamics. This shows that
one misses important physics if one assumes a well-mixed
cytosol a priori.

In general, the time scales of cytosol diffusion—even
if fast— and, correspondingly, the relative amplitudes of
cytosolic gradients—even if shallow—can be important if
there is more than one cytosolic (fast-diffusing) species.
Approaches, such as the so called “local-perturbation
analysis” [30], that rely on the a priori approximation
to treat fast diffusing components as well-mixed, may
therefore miss important features of the dynamics.

In passing, we note that explicit cytosol diffusion is

also important to account for effects due to cell geom-
etry. This is relevant for the axis selection of polarity
patterns in rod-shaped or ellipsoidal cells [52, 69, 72].
Compartment-based models—although requiring more
than two compartments—have also been employed suc-
cessfully to study such geometry effects [72].

A. Outlook

a. Future applications and generalizations. Going
forward, it will be interesting to apply the reduc-
tion method and phase-portrait analysis presented here
to other model systems, e.g. the oscillatory Cdc42-
polarization in fission yeast [12, 13]. The phase por-
trait analysis might be particularly helpful to study gen-
uinely nonlinear phenomena like stimulus induced pat-
tern formation and stimulus-induced polarity switching
[11] which are not accessible to linear stability analysis.

Potential obvious generalizations of the two-
compartment setting are systems with asymmetric
exchange rates, and those with heterogeneous com-
partments (reaction kinetics, bulk-surface ratio, size).
Indeed, setting the redistribution of one species to a
slow time scale in the models with two conserved masses
(e.g. Min system), makes the system heterogeneous from
the point of view of the fast species. The heterogene-
ity is determined by distribution of the slow species
between the two compartments and changes on the
slow time scale. Concrete application for heterogeneous
two-compartment models might be Ran-GTPase driven
nuclear transport, where the two compartments rep-
resent the cytoplasm and nucleoplasm, with transport
between them through pores in nuclear envelope [73–76].
More broadly, two-compartment systems with asym-
metric exchange rates and heterogeneous compartments
have been studied in ecology [17, 19], where interesting
new effects compared to the symmetric case were found.

Another route of generalization is to study more than
two coupled compartments. In this case, the phase space
of the mass differences becomes high-dimensional and
thus impractical for a phase-portrait analysis [72]. In-
stead, one can plot all local masses into one graph, as
was done in Ref. [6]. This way, the spatial information is
lost, but one can still gain insight about the role of the
control space structure (surface of local equilibria and
their stability) for the dynamics of the spatially coupled
system.

b. Relation to parameter-space topology. A previous
work on reaction–diffusion models for cell polarity has
identified generic topological features of their parameter
spaces [23]. In the specific case of two-component sys-
tems, the origin of these features was recently traced back
to the phase space geometry, specifically the shape of the
reactive nullcline of pattern forming systems (see Sec. VII
in Ref. [25]). Two-compartment systems are a promising
setting to generalize these findings to systems with more
components and phenomena like pole-to-pole oscillations.
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Indeed, the way the mass-redistribution nullclines deform
due to the variation of parameters (kinetic rates, diffusion
constants, average masses) determines the bifurcations
in parameter space. Thus, we expect a close relation be-
tween the geometry of mass-redistribution nullclines and
phase space topology.

c. Relaxing the local quasi-steady state assumption.
The analysis presented here relied crucially on the sta-
bility of the local equilibria and a time scale separation
between reactive relaxation to the local equilibria and
diffusive mass redistribution. This allowed us to make
the LQSSA Eq. (4). In the absence of this time scale
separation, the concentrations will deviate from the lo-
cal equilibria due to the diffusive flows in the individual
components. For two-component systems, this deviation
from the local equilibria has only a quantitative effect
but does not change the dynamics qualitatively. This
is because the local phase spaces are one-dimensional
such that the reactive flow is always directed straight
towards the local equilibrium (see Fig. 2a). In contrast,
in systems with more components, explicitly accounting
for the relaxation towards local equilibria may be impor-
tant to capture the salient features of the full dynamics.
One potential approach is to allow for small deviations
from the local equilibria along the direction of the slow-
est decaying eigenvector. Moreover, local equilibria may
become unstable, driving the concentrations away from
them [24, 77]. This qualitative change of the local re-
action dynamics can have profound consequences on the
dynamics of the spatially extended system, as was stud-
ied in detail in Refs. [24, 26]. There, it was found that
destabilization of the local equilibria gives rise to chaos
near the onset of pattern formation.

Even if a systematic reduction in terms of a (general-
ized) LQSSA is not possible, visualizing the trajectories
from full numerical simulations in control space can be a
powerful tool to gain insight into the underlying mecha-
nisms [6, 26].
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Appendix A: Relating diffusive exchange rates to
diffusion constants

The diffusive exchange rates Dα can be related to the
diffusion constants Dα in a spatially continuous system
in two alternative ways. First, a finite volume approxi-
mation of the Laplace operator on a line with reflective

boundary conditions yields

D(FV)
α =

4

L2
Dα. (A1)

Second, we can choose the exchange rates such that the
linearization of Eq. (1) for an antisymmetric perturba-
tion u1,2 = u∗ ± δu is identical to the linearization of a
spatially continuous MCRD system for a Fourier mode
∼ cos qx with q = π/L:

D(LSA)
α =

π2

2L2
Dα. (A2)

The factor 2 in the denominator originates from the lin-
earization of the exchange terms in Eq. (1) for the an-
tisymmetric mode where any perturbation in compart-
ment 1 is balanced by an equal and opposite pertur-
bation in compartment 2. For symmetric perturbations
u1,2 = u∗ + δu, corresponding to homogeneous pertur-
bations of the continuous system, the exchange term in
Eq. (1) cancels. For the exchange rates Eq. (A2), the
small amplitude dynamics of antisymmetric perturba-
tions of the two-compartment system exactly represent
the linearized dynamics of a single mode q = π/L in the
spatially continuous system, and one can use the system
size L as a bifurcation parameter to sample the whole
dispersion relation σ(q=π/L).

The two options above differ by a factor

D(LSA)
α /D(FV)

α = π2/8 ≈ 1.23. This can be inter-
preted as an effective rescaling of the system size L by
a factor π/(2

√
2) ≈ 1.11 due to the finite difference

discretization. Throughout this study, we used the
exchange rate defined by Eq. (A2).

Appendix B: Min system: Geometry reduction,
parameter choice, numerical simulations and phase

diagram

1. Reduction from three-dimensional
spherocylinder to two-comparmetment system

We model the three-dimensional cell geometry as a
spherocylinder of length L = 3 µm and radius R =
0.5 µm. The surface of this spherocylinder represents the
cell membrane and is the domain for the protein densities
md, mde, while its three-dimensional bulk is the domain
of the cytosolic components cDT, cDD and cE. Reactive
boundary conditions at the surface account for attach-
ment and detachment of proteins at the membrane. The
mathematical implementation of the Min-skeleton model
in this three-dimensional bulk-surface coupled setting can
be found in [26].

To reduce this geometry to the two-compartment sys-
tem, we cut the spherocylinder at midplane and assume
that the cytosol and membrane in both halves are well
mixed. That is, we only account for concentration differ-
ences between the two cell halves which serve as a proxy
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TABLE I. Parameters for the Min-skeleton model adapted
from [22]. ζ is the bulk-surface ratio that appears because
we express cytosol concentrations in units of surface density
µm−2, as explained in the text (Appendix. B 1).

Parameter Value Unit

DD 16 µm2 s−1

DE 10 µm2 s−1

Dd 0.013 µm2 s−1

Dde 0.013 µm2 s−1

nD 5.0 µm−2

nE 2.0 µm−2

λ 6.0 s−1

kD 0.1/ζ s−1

kdD 0.108/ζ µm2 s−1

kdE 0.435/ζ µm2 s−1

kde 0.4 s−1

for the concentration gradients along the cell. Moreover,
we express the cytosol concentrations in units of surface
density, ĉ = ζc, where ζ is the ratio of cytosolic bulk vol-
ume to membrane area (short bulk-surface ratio). This
allows us to collect all concentrations in a vector that
does not mix units. Substituting c → ĉ/ζ, all reaction
rates for reaction terms involving a cytosol concentration

are rescaled by the bulk-surface ratio: k̂ = k/ζ. In the
following, we drop the hats.

The bulk-surface ratio of a spherocylinder is given by

ζ =
πR2L+ 4πR3/3

2πRL+ 4πR2
=
RL+ 4R2/3

L+ 4R
, (B1)

which, with L ≈ 3 µm and R ≈ 3 µm for E. coli, gives
ζ ≈ 0.23.

For the in vitro setup using flat microchambers whose
top and bottom surfaces are covered by lipid bilayers that
mimic the cell membrane, the bulk-surface ratio is sim-
ply H/2, where H is the height of the microchamber;
see Fig. 8. With respect to this microchamber geometry,
the two-compartment system represents a single, later-
ally isolated cytosol column with two membrane patches
at its top and bottom. Only vertical gradients in the
cytosol on the scale of the microchamber height are ac-
counted for by the two compartments.

2. Parameter choice

For the physiological parameters from [22], the densi-
ties enter a regime where the reaction kinetics is bistable
(i.e. where there are two stable reactive equilibria for
given local total densities, see Fig. 9a). This “local bista-
bility” does not change the dynamics of the spatially
coupled system qualitatively. However, it complicates
the analysis in terms of LQSSA to deal with the branch
switching that happens when the dynamics leaves the

locally bistable region: Upon passing the saddle-node bi-
furcations that delimit the bistable region, the concen-
trations jump to the remaining branch of stable equilib-
ria. To avoid these technical subtleties, we reduce the
total densities to values where the local system no longer
becomes bistable (inset in Fig. 9a). Because this also
increases the minimal domain size for instability, we in-
crease the domain length by a factor 8. The oscillation
period increases due to this, but the limit cycle in control
space does not change qualitatively (see Fig. 9b,c). For
the parameter values used here, see Table I.

3. Simulations on 1D domain

In Figure. 5, we compare simulations of the two-
compartment system to simulations in a spatially contin-
uous domain (1D line) with no-flux boundary conditions.
The dynamics in this domain is given by

∂tu(x, t) = D∂2
xu + f(u), (B2)

D = diag({Di}) is the diffusion matrix. (As in the two-
compartment setting, the concentrations are measured
in units of surface density, µm−2. To convert the bulk
concentrations to volume densities, they must be divided
by the bulk-surface ratio ζ.)

The reason that we do not perform the simulations
in the three-dimensional cell geometry is that we are
interested in the role of lateral MinE transport, which
we study by tuning the diffusion constants DE and Dde.
Bulk-surface coupling induces bulk-concentration gradi-
ents in the direction normal to the membrane. Those
gradients control the flux onto and off the membrane
(attachment–detachment dynamics). Hence, changing
the cytosol diffusion constants in the bulk-surface cou-
pled 3D system affects both transport and the reaction
kinetics. Reducing the system to a 1D line geometry,
which effectively amounts to neglecting vertical gradi-
ents, allows us to tune the cytosol diffusion constants to
study the role of lateral mass transport alone.

4. No instability for well-mixed cytosol

In the limit DD,DE → ∞, the cytosol is well mixed,

i.e. c(1) = c(2) = c. Defining

f
(j)
i = fi(m

(j)
d ,m

(j)
de , cDD, cDT, cE),

i ∈ {d,de,DD,DT,E}, j = 1, 2,
(B3)
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FIG. 7. Comparison of the Min-protein dynamics in the full 3D geometry of an E. coli cell (a) to the two-compartment system
(b,c) representing the two cell-halves (poles); see Sec. III for details. Nonlinear reactions (f , red arrows) account for cycling
between membrane-bound and cytosolic states (concentrations m and c). Diffusive exchange is indicated by purple arrows. Time
traces (center) and phase-space trajectories (right) of the redistributed masses ∆nD,E between the two cell-halves/compartments
show good qualitative agreement between the full 3D simulation and the two-compartment system. Importantly, setting the
diffusive exchange rates to a much slower time scale (D → εD, here ε = 10−2) does not qualitatively alter the pole-to-pole
oscillation (c).

H

FIG. 8. Illustration of an in vitro setup using a flat mi-
crochamber with two membrane surfaces (gray planes) on top
and bottom of a bulk volume [26]. An individual column of
that system, comprising two membrane patches and the bulk
volume in-between them can be pictured as an analog to the
cell geometry, where the two membrane patches correspond to
the cell poles. The analogous approximation by two compart-
ments, as shown on the right, is valid as long as the vertical
bulk gradient is approximately linear. Comparing to Fig. 1a,
the analogy between pole-to-pole oscillations in cells and ver-
tical membrane-to-membrane oscillations in microchambers
becomes immediately evident.

with f given by Eq. (8), the dynamics is governed by

∂tm
(1,2)
d = ±Dd

(
m

(2)
d −m

(1)
d

)
+ f

(1,2)
d , (B4a)

∂tm
(1,2)
de = ±Dde

(
m

(2)
de −m

(1)
de

)
+ f

(1,2)
de , (B4b)

∂tcDD = f
(1)
DD + f

(2)
DD, (B4c)

∂tcDT = f
(1)
DT + f

(2)
DT, (B4d)

∂tcE = f
(1)
E + f

(2)
E . (B4e)

We now perform a linear stability analysis of the homo-
geneous steady states (m(1) = m(2) = m∗, f(u∗) = 0) of
these equations and show that they never exhibit a sym-
metry breaking instability. Because of the parity symme-
try, 1 ↔ 2, of the homogeneous steady state, even and
odd perturbations are decoupled. Even perturbations
correspond to the stability against homogeneous pertur-
bations. Odd perturbations correspond lateral stability,
i.e. stability against spatially inhomogeneous perturba-
tions. These are the relevant perturbations for pattern
formation. For odd perturbations, mass conservation of
MinD and MinE enforces δcDD = −δcDT and δcE = 0.
Thus, we obtain the eigenvalue problem

∂t



δmd

δmde

δcDT


 = Jodd



δmd

δmde

δcDT


 (B5)

149



17

0 100 200 300
0

30

60

120

90
0

25

50

125 170

bistable

Time [s] Time [s]

(a)

(b) (c)

0
0

5

2

FIG. 9. Qualitative equivalence of the Min dynamics at phys-
iological protein densities and with scaled down densities. (a)
Parameter space of the protein densities nD, nE showing the
regime of bistable reaction kinetics in gray and trajectories
from simulations of the two compartment model. The inset
on the top right shows a curve of reactive equilibria (blue) in
a slice through the bistable region at constant nE. The inset
on the bottom right shows a blow-up of the trajectory in the
low density regime. Purple dots mark the average masses.
(b,c) Timetraces of the mass differences corresponding to the
two trajectories in (a). Note the differently scaled time axes.
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FIG. 10. Reactive equilibrium surfaces showing the mem-
brane concentrations md and mde.

with the Jacobian

Jodd =



kdDcDT − kdEcE − 4Dd 0 kD + kdDmd

kdEcE −kde − 4Dde 0
0 0 −2kD − 2kdDmd − 2λ


 . (B6)

The eigenvalues of Jodd are

σ1 = kdDcDT − kdEcE − 4Dd,

σ2 = −kde − 4Dde,

σ3 = −2kD − 2kdDmd − 2λ.

(B7)

One immediately sees that only the first eigenvalue, σ1,
may become positive. A necessary condition for this is

kdDcDT − kdEcE > 0. (B8)

The Jacobian is evaluated at the homogeneous steady
state where f(u∗) = 0. In particular,

fd = (kdDc
∗
DT − kdEc

∗
E)m∗

d + kDc
∗
D = 0, (B9)

which implies kdDc
∗
DT < kdEc

∗
E for all steady states.

Therefore, the necessary condition for instability,

Eq. (B8), is never fulfilled. In conclusion, the Min skele-
ton model with well-mixed cytosol cannot exhibit a lat-
eral instability (instability against spatially inhomoge-
neous perturbations). This result, derived in the two-
compartment setting also holds in spatially continuous
domains thanks to the correspondence between these two
setting; see Sec. A.

Appendix C: LQSSA

1. General setup and notation

Consider a system with N components, u =
{ui}i=1..N , governed by local reactions f(u) that con-
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serve M masses, n = {nα}α=1..M . The conserved masses
are given in terms of the component vector via nα = sTαu
where sα are “stoichiometric” vectors fulfilling sTαf = 0.
Denoting the diffusive exchange rates by the matrix
D = diag{Di}, the dynamics in LQSSA is given by

∆nα = −sTαD∆u∗(∆n), (C1)

where the slaved concentration gradients ∆u∗ are defined
in terms of the reactive equilibria as ∆u∗ = u∗(n̄+∆n)−
u∗(n̄ − ∆n); cf. Eq. (6). The reactive equilibria u∗(n)
are defined by

0
!
= F(u∗;n) =

(
{sTαu∗ − nα}α

f(u∗)

)
. (C2)

The factor sTαD determines the diffusive mass flux of
species α that results from slaved concentration gradi-
ents. We now define the “mass-redistribution potentials”
[25] ηα := sTαDu, which allows us to write the mass-
redistribution dynamics as

∂t∆nα = −∆η∗α(∆n). (C3)

2. Linear stability analysis

For small perturbations δn around the homogeneous
steady state ∆n = 0, the dynamics is given by

∂tδnα = −2
∑

β

∂nβ
η∗α|n̄ δnβ ,

=
∑

β

Jαβ δnβ , (C4)

where, in the second line, we introduced the mass-
redistribution Jacobian

Jαβ := −2∂nβ
η∗α|n̄ = −2sTαD (∂nβ

u∗|n̄). (C5)

The eigenvalues of this Jacobian determine the stability
of the homogeneous steady state in LQSSA.

Before we continue to calculate the derivatives ∂nβ
η∗α

in terms of the linearized reaction kinetics, let us take mo-
ment to interpret the Jacobian J . In the case of one con-
served mass n, we have the 1×1 Jacobian J = −2∂nη∗|n.
Hence, we recover the nullcline-slope criterion for lateral
instability ∂nη∗|n < 0 (cf. Eq. (27) in Ref. [25]). For more
than one conserved mass, the entries of J are the slopes
of the nullcline (hyper-)surfaces η ∗ (n) along the direc-
tions of the conserved masses in parameter space. The
eigenvalue problem for J can therefore be interpreted as
a generalized slope criterion.

To find the nullcline slopes ∂nβ
η∗α, we take the deriva-

tive of the defining equation for the reactive equilibria

Eq. (C2) with respect to nα which gives (implicit func-
tion theorem)

∂nαu
∗ = −(DuF|u∗)−1∂nαF = (DuF|u∗)−1eα, (C6)

where eα is the unit vector with entry 1 in the αth com-
ponent. Substituting this in Jacobian yields

Jαβ = −2sTαD (DuF|u∗(n̄))
−1eβ . (C7)

This can easily be implemented numerically to obtain the
Jacobian and calculate its eigenvalues.

a. Equivalence to perturbation theory in long-
wavelength limit. The Jacobian derived above for the
two-compartement system in LQSSA can also be ob-
tained by a long-wavelength perturbation theory for lin-
ear stability analysis on a continuous domain. To see why
this is, consider the Jacobian on a spatially continuous
domain

Jq = Duf |n̄ − q2D, (C8)

where D = diag({Di}) is the diffusion matrix, and q
is the wavenumber (i.e. −q2 are the eigenvalues of the
Laplace operator). In the long wavelength limit q → 0,
we can find the eigenvalues of Jq by solving the degener-
ate perturbation problem with q2 as perturbation param-
eter. We are interested in the eigenvalue branches that
emanate from 0 at q = 0, corresponding to the conser-
vation laws. The associated left eigenvectors, (spanning
the left nullspace of Duf) are the “stochiometric vec-
tors” sTα. The right eigenvectors of Duf associated to the
eigenvalue 0 are ∂nα

u∗. This follows immediately from
the defining equation f(u∗) = 0 by taking the derivative
w.r.to nα and using that f does not explicitly depend
on nα. The first order perturbation of the degenerate 0
eigenvalues is given by eigenvalues of the matrix

M
(1)
αβ = −sTαD (∂nβ

u∗), (C9)

where we used sTα∂nβ
u∗ = ∂nβ

(sTαu
∗) = ∂nβ

nα = δαβ .
Substituting the diffusion matrix D by the exchange rate
matrix via Eq. (A2) yields the desired result

Jαβ = q2M
(1)
αβ . (C10)

b. Example: Min system. For the Min system as de-
fined in the main text we have

u = (md,mde, cDT, cDD, cE)T,

sTD = (1, 1, 1, 1, 0), sTE = (0, 1, 0, 0, 1),

F =
(
sTDu− nD, s

T
Eu− nE, fd(u), fde(u), fDD(u)

)
,

D = diag(Dd,Dde,DD,DD,DE),
(C11)

where f is given in Eq. (8). Note that we eliminated to
components from f because the system would otherwise
be overdetermined owing to the two conserved masses.
This gives the derivative matrix
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DuF =




1 1 1 1 0
0 1 0 0 0

kdDcDT − kdEcE 0 kD + kdDmd 0 −kdEmd

kdEcE −kde 0 0 kdEmd

0 kde 0 −λ 0
−kdEcE kde 0 0 −kdEmd



. (C12)

Note that the first to rows are simply sTD and sTE, which
follows immediately from the definition of F.

c. Inhomogeneous (asymmetric) steady states. The
derivation presented above for homogeneous steady sates
can be generalized to inhomogeneous steady states ∆ñ
defined by ∆u∗(∆ñ) = 0. The resulting Jacobian reads

J̃αβ = sTαD ·
[
(DuF|n̄+∆ñ)−1 + (DuF|n̄−∆ñ)−1

]
eβ .
(C13)

Appendix D: PAR and Cdc42 models

1. PAR polarity model

We adopt the model introduced in [21] and further
analyzed in [23] which accounts for the membrane-bound
and cytosolic concentrations of aPARs and pPARs u =
(ma,mp, cA, cP) with the reaction kinetics

f =




kAcA − kama − kapm
2
pma

kPcP − kpmp − kpam
2
amp

−kAcA + kama + kapm
2
pma

−kPcP + kpmp + kpam
2
amp


 . (D1)

These reactions conserve the total densities of aPARs
nA = ma + cA and pPARs nP = mp + cP, respectively.
Since the reaction network is symmetric under the ex-
change A↔P, we use reaction rates that also respect this
symmetry for simplicity [23]. The diffusion matrix reads
D = 4/L2 diag(Dm, Dm, Dc, Dc), where L ≈ 15 µm is the
long half-axis of the ellipsoidal cells. For the model pa-
rameters, see Table II. Note that in LQSSA, this length
only contributes to the overall time scale but does not
affect the phase portrait structure.

2. Cdc42 polarity model

We use a simplified form of the quantitative model pro-
posed in [71]. This model describes the dynamics of the
GTPase Cdc42, its guanine nucleotide exchange factor

(GEF) Cdc24 and the scaffold protein Bem1. The crit-
ical feedback loop is constituted by mutual recruitment
between membrane-bound Cdc42-GTP and Bem1-GEF
complexes. While the full model accounts for Bem1 and
GEF separately, we lump these species into a complex
species here. This retains the salient features of the
model, in particular the mutual recruitment mechanism.

TABLE II. Parameters for the PAR model adapted from [23].

Parameter Value Unit

Dc 10 µm2 s−1

Dm 0.1 µm2 s−1

nA 3.0 µm−2

nP 3.0 µm−2

ka 0.1 s−1

kA 1.0 s−1

kap 0.1 µm2 s−1

kp 0.1 s−1

kP 1.0 s−1

kpa 0.1 µm2 s−1

The variables of this simplified model are
u = (mt,md,mb, cD, cB), accounting, respectively,
for membrane-bound Cdc42-GTP, Cdc42-GTP and
Bem1-GEF complexes as well as cytosolic Cdc42-GDP
and Bem1-GEF complexes. The reaction kinetics,
describing attachment and detachment of Cdc42 at
the membrane, hydrolysis and nucleotide exchange of
Cdc42 of membrane-bound Cdc42, as well recruitment of
Bem1-GEF complexes to the membrane by Cdc42-GTP
are given by

f =




kdtmd + kbdmbmd + kbDmbcD − ktdmt

kDcD + ktdmt − (kd + kdt + kbdmb)md

kBcB + ktBmtcB − kbmb

−kDcD − kbDmbcD + kdmd

−kBcB − ktBmtcB + kbmb


 . (D2)

These reactions conserve the total densities of Cdc42
nD = mt + md + cD and Bem1-GEF complexes nB =
mb + cB, respectively.

The parameter values, given in Table III are adapted
from [71]. The values of kb, kB and ktB are chosen to
account for the lumped Bem1-GEF complexes species.
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Wavelength selection in reaction–diffusion systems can be understood as a coarsening process
that is interrupted by counteracting processes at certain wavelengths. We first show that coarsening
in mass-conserving systems is driven by self-amplifying mass transport between neighboring high-
density domains. We derive a general coarsening criterion and show that coarsening is generically
uninterrupted in two-component systems that conserve mass. The theory is then generalized to
study interrupted coarsening and anti-coarsening due to weakly-broken mass conservation, providing
a general path to analyze wavelength selection in pattern formation far from equilibrium.

To predict the wavelength of patterns in highly non-
linear systems is a critical open problem as wavelength
selection is ubiquitous in a large range of non-equilibrium
systems [1–7]. While the amplitude equation formalism
and weakly nonlinear analysis have been highly successful
in the vicinity of onset [8], these approaches are not in-
formative for large amplitude patterns far away from on-
set. For one-component systems, a theory for wavelength
selection based on a multiple-scale analysis has been de-
veloped [9, 10], but generalizations to multi-component
systems have remained elusive.

In this Letter, we propose that wavelength selection in
reaction–diffusion systems can be understood as a coars-
ening process that is interrupted and even reversed by
counteracting processes at certain wavelengths. Specif-
ically, we study two-component systems and develop a
theory for the mass-conserving case first where coarsen-
ing is uninterrupted. We then generalize this theory to
account for source terms that break mass conservation
and counteract the coarsening process.

While coarsening is well understood as minimization
of the free energy for systems relaxing to thermal equi-
librium (such as binary mixtures [11, 12]), this reason-
ing is generally not applicable for non-equilibrium sys-
tems such as most reaction–diffusion systems. Two-
component mass-conserving reaction–diffusion (MCRD)
systems serve as paradigmatic models for intracellular
pattern formation [13–19], and are used as phenomeno-
logical models for a wide range of systems including pre-
cipitation patterns [20], granular media [21], and braided
polymers [22]. It has long been speculated that two-
component MCRD systems generically exhibit uninter-
rupted coarsening [16, 19, 23, 24]. However, it has re-
mained unclear whether coarsening always goes to com-
pletion in two-component MCRD systems, largely owing
to a lack of insight into the underlying physical processes.

Here, we show that coarsening is driven by positive
feedback in the competition for mass, derive a simple
and quantitative description of coarsening dynamics, and
explain why coarsening is generically uninterrupted in
two-component MCRD systems. As they are grounded

in a phase-space analysis [25], our results are independent
of the specific mathematical form of the reaction kinetics.

Building on the insights into the coarsening process in
the mass-conserving case, we elucidate and quantify the
physical mechanisms underlying wavelength selection in
the presence of weak source terms (weakly broken mass
conservation). Coarsening arrests when mass competi-
tion is balanced by production and degradation. More-
over, domain splitting—owing to the destabilization of
plateaus—reverses coarsening. Both are graphically un-
derstood by a generalization of the phase-space analysis.
Since our approach builds on studying the spatial redis-
tribution of a nearly conserved quantity, we expect that
it can be generalized beyond two-component reaction–
diffusion systems; for instance, to systems with more
components and to hydrodynamic models for active mat-
ter systems [3, 26–29].
The general form of a reaction–diffusion system with

two components, u and v, can be written as

∂tu(x, t) = Du∇2u+ f(u, v) + ε s1(u, v), (1a)

∂tv(x, t) = Dv∇2v − f(u, v) + ε s2(u, v), (1b)

on a domain Ω, with either no-flux or periodic boundary
conditions [30]. For specificity, we choose Du < Dv [31].
The reaction term f describes conversion between u and
v while the source terms s1,2 with a (small) dimensionless
source strength ε break mass conservation.
Let us first analyze the mass-conserving case ε = 0.

Then, the total density ρ = u+ v is conserved such that
the average ρ̄ = |Ω|−1

!
Ω
dxρ(x, t) remains constant. The

time evolution of ρ is given by [13, 22, 23, 25]

∂tρ(x, t) = Dv∇2η(x, t) (2)

with the mass-redistribution potential defined by η :=
v + (Du/Dv)u; the corresponding dynamical equation
for η(x, t) is given in the SM [32], Sec. 1.1. For sta-
tionary patterns [ũ(x), ṽ(x)], the mass-redistribution po-
tential must be spatially uniform, η(x) = ηstat. Based on
this one can analyze two-component MCRD systems in
the (u, v) phase plane [25]: There, stationary patterns are
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(a) (b)

(c)

FIG. 1. (a) Illustration of a stationary peak with peak mass
M . Increasing the mass to M+δM increases the peak ampli-
tude to û+ δû. (b) Representation of the stationary peak in
phase space (thick blue line), which is constrained to the FBS
(dashed blue line). The FBS-offset ηstat(M) is determined by
a balance of total reactive turnovers (areas shaded in red). For
a peak with increased mass M+δM , and thus increased peak
amplitude δû, the FBS shifts downwards δηstat until total
turnover balance is restored (balance of green-shaded areas).
(c) After a perturbation of two identical stationary peaks, the
gradient in the mass-redistribution potential η (orange line)
drives mass-transport between the peaks (orange arrow) such
that the larger (smaller) peak grows (shrinks) further (blue
arrows).

constrained to a linear subspace, v + (Du/Dv)u = ηstat,
called flux-balance subspace (FBS); see Fig. 1b. The in-
tercept ηstat is determined by the balance of the spatially
integrated reactive flows (total turnover balance), corre-
sponding (approximately) to a balance of areas (shaded
in red in Fig. 1b) enclosed by the FBS and the reactive
nullcline (f = 0, NC). The FBS-NC intersection points
correspond to the plateau(s) and inflection point(s) of
a stationary pattern. Two types of patterns can be
distinguished—mesas and peaks. The elementary mesa
pattern is composed of two plateaus, connected by an
interface (or “kink”), while a peak forms when the maxi-
mum density does not saturate in a high-density plateau
(Fig. 1a, compare Fig. 2a) [25][33]. We begin the analy-
sis with peak patterns and then generalize the results to
mesas.

A mass-competition instability drives coarsening.
Coarsening requires the transport of mass between peaks.
Because mass transport is diffusive, it is fastest on
the shortest length scales; hence, the dominant pro-
cess is competition for mass between neighboring peaks
(Fig. 1a). Thus, as an elementary case, we study two
peaks in a ‘box’ with no-flux boundary conditions. Con-
sider a situation (“coarsening limit”) where the peaks are
well separated, such that diffusive transport is limiting.
We can then approximate the peaks to be in (regional)
quasi-steady state (QSS), such that η = ηstat(M) at a
given peak with total mass M . This approximation is
commonly applied in thin film theory [34, 35] and Ost-

wald ripening [11, 12].
Starting from two identical, stationary peaks, each

with total mass M0, the dynamics of the mass differ-
ence between them (MR,L = M0 ± δM)—obtained by
integration of Eq. (2) over a single peak—is determined
by the η-gradients in the plateau between them (indi-
cated by the orange arrow in Fig. 1c). Using QSS at
each peak separately, the mass-redistribution potential
at the peaks is given by ηR,L = ηstat ± (∂Mηstat|M0) δM .

Between the peaks, η obeys ∂2
xη = 0 because diffusive re-

laxation within the plateau is fast compared to the peak
evolution (see SM Sec. 2 for details). Thus in 1D, the re-
sulting gradient in η is linear and determined by η = ηR,L

at the peak positions. For a given peak separation Λ, this
approximation determines the dynamics of mass redistri-
bution

∂tδM ≈ −2Dv

Λ

"
∂Mηstat

##
M0

$
δM =: σD δM. (3)

The subscript D denotes the diffusion-limited regime. If
the growth rate σD is positive, an instability driven by
positive feedback in competition for mass results in coars-
ening. Hence, the condition for uninterrupted coarsening
reads

∂Mηstat(M) < 0, (4)

i.e. that ηstat(M) is a strictly monotonically decreasing
function for all stable stationary single-peak solutions.
This recovers a previous, mathematically derived coars-
ening condition [13, 23]. Importantly, the analysis pre-
sented here gives insight into the underlying physical
mechanism and shows that not only the criterion for
coarsening, but the entire temporal evolution of coarsen-
ing is determined by ∂Mηstat via Eq. (3) [36]. We learn
that the functional dependence of the mass-redistribution
potential on the peak mass, ηstat(M), plays a role anal-
ogous to the functional dependence of the chemical po-
tential on the droplet size that drives Ostwald ripening
or to the film height in dependence of droplet size that
drives coarsening of unstable thin films [34, 35].

Generic coarsening laws for mass-conserving systems.
To show that coarsening is uninterrupted, we need to
show that the criterion Eq. (4) holds, and continues
to hold as small peaks disappear causing the mass of
the remaining peaks to increase. For an intuitive argu-
ment, consider a single stationary peak with mass M (see
Fig. 1a) and its representation in phase space, the blue
line in Fig. 1b. Add an amount δM of mass and hold ηstat
fixed for the moment (for the sake of argument). Fixing
ηstat also fixes the plateau u−. Therefore, the additional
mass will increase the peak amplitude û (Fig. 1b), caus-
ing the reactive turnover to the right of u0 to increase.
The resulting imbalance of total turnover entails a net
reactive flow that shifts the flux-balance subspace down-
wards, i.e. lowers ηstat, to restore total turnover balance.
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(a) (b) (c)

FIG. 2. (a) Illustration of the peak to mesa transition as the total mass M is increased. (b) The function ηstat(M) obtained
by numerical continuation of the stationary solutions for the reaction kinetics fex. Crossover from power law for peak patterns
(amplitude not saturated) to exponential approach to η∞

stat for mesa patterns. (c) Coarsening dynamics from finite element
simulations for fex (black circles; mean peak distance averaged over four independent runs started from random initial conditions;
parameters: Du = 1, Dv = 104, ρ̄ = 1.5 and system size |Ω| = 2 × 105, periodic boundary conditions). The red line shows
the analytic prediction based on σD from ηstat(M), shown in (b), via Eq. (3). After an initial transient, power-law coarsening

Λ ∼ t3/8 for peaks is observed, which flattens into logarithmic coarsening for mesas.

We conclude that, ηstat(M) is generically a monotoni-
cally decreasing function. (More rigorous arguments are
given in SM Secs. 4 and 5).
Let us now turn to the dynamic coarsening laws. As

an example, consider fex =(1+u)v−u/(1+u), where
the first and second terms may, for instance, describe
protein recruitment and first-order enzymatic detach-
ment, respectively. A simple scaling argument [37] yields
a power-law relation ηstat(M)∼M−α, where the expo-
nent depends on the specific reaction kinetics (α= 2/3
for the example above); see Fig. 2b. In a large sys-
tem containing multiple peaks, the average peak sepa-
ration 〈Λ〉 is linked to the characteristic peak mass by
〈M〉=(ρ̄− ρ−)〈Λ〉, where ρ− is the total density in the
low density plateau between the peaks, and 〈·〉 denotes an
average over the entire system. As peaks collapse, with a
typical time given by the inverse growth rate of the mass-
competition instability t∼σ−1

D , the average peak separa-
tion 〈Λ〉 will increase. Combining σD ∼−〈∂Mηstat〉/〈Λ〉
with 〈∂Mηstat〉∼ 〈M〉−α−1 ∼ (ρ̄〈Λ〉)−α−1 yields power-
law coarsening with 〈Λ〉(t)∼ t1/(2+α); see Fig. 2c and
Fig. S4. Moreover, using appropriate scaling amplitudes,
the coarsening trajectories for different average masses ρ̄
can be collapsed onto a single master curve obtained from
∂Mηstat (see SM Sec. 3). Power-law coarsening in 1D has
previously been found for peak-like droplets formed dur-
ing the dewetting of thin liquid films [34].

As peaks collapse, those remaining grow in mass and
height. When the density at the peak maximum satu-
rates in a high-density plateau (corresponding to a FBS-
NC intersection point in phase space), a mesa pattern
starts to form (Fig. 2a, Fig. S3) [38]. For such mesas,
somewhat more subtle arguments show that ηstat(M)
remains a monotonically decreasing function (see SM
Sec. 5). In essence, changing M shifts the interface po-
sitions and thus changes the width of a mesa’s plateau.
As the density profile approaches the limiting plateaus
u±(η

∞
stat) through exponential tails, ηstat(M) approaches

η∞stat exponentially slowly (see inset in Fig. 2b) where

we define η∞stat as the limit of ηstat for the stationary
pattern on an infinite domain (see SM Sec. 5.1). Us-
ing the same scaling arguments as for peaks, one obtains
a logarithmic coarsening law for all mesa patterns, as
in the one-dimensional Cahn–Hilliard model [40]. For
the concrete example fex, we find excellent agreement
between finite-element simulations and 〈Λ〉(t) obtained
from ηstat(M) by these scaling arguments (see Fig. 2c).
Based on the physical insights presented above, a gener-
alization to more than one spatial dimension is straight-
forward. For mesa-like droplets with radius R one finds
ηstat − η∞stat ∼ R−1 which yields power law coarsening
with the universal exponent 1/3 (see SM Sec. 5.4). For
peak-like droplets, we expect system-dependent expo-
nents as in 1D.

The limit of large Dv. For Dv →∞, mass redis-
tribution by v-diffusion becomes instantaneous, such
that the reactive conversion between u and v, which
drives the growth/shrinking of mesas or peaks, be-
comes limiting. In this reaction-limited case, we find
σR ≈ (∂Mηstat) ℓint〈fv〉int, where ℓint is the interface
width and 〈·〉int denotes the average over the interface
region (see SM Sec. 6 for details and numerical verifica-
tion). Comparing with Eq. (3) shows that the coarsening
criterion Eq. (4) holds in both regimes, and the crossover
from diffusion- to reaction-limited coarsening occurs at
Dv/Λ≈ ℓint〈fv〉int.
Weakly broken mass conservation. With an under-

standing for the coarsening dynamics in the strictly mass-
conserving system, we now consider the effect of slow
production and degradation for 0 < ε ≪ 1. We will
see that these additional processes interrupt coarsening
[1, 2, 26, 41] and can reverse it by inducing peak/mesa
splitting [5, 7, 42], thus selecting a range of stable pattern
wavelengths. In the presence of source terms, the time
evolution of the total density ρ is governed by

∂tρ = Dv∂
2
xη + ε s(u, v), (5)
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FIG. 3. Wavelength selection by weakly broken mass conservation. (a,b) Mesa splitting: (a) real space profiles of ρ̃(x) and η̃(x),
(b) phase space in (ρ, η) coordinates, with the source term in local equilibrium approximation plotted below. The green shaded
area indicates the region of lateral instability. (c) Interrupted coarsening due to a balance of production, degradation, and
mass redistribution between neighboring mesas. (d) Regimes separated by interrupted coarsening (squares) and mesa splitting
(circles) as well as analytic approximations (blue, green lines) for large Λ and small ε. While in the coarsening regime (blue)
stationary patterns are unstable, no stationary patterns exist in the mesa-splitting regime (green). In the regime of small Λ and
large ε, corrections become large and the approximations do not hold (see SM Sec. 7). Parameters: Du = 0.1, Dv = 1, p = 2.

with the total source s := s1 + s2. Hence, the average
mass 〈ρ〉 is no longer a control parameter but a time-
dependent variable that is determined indirectly by a
balance of production and degradation (in short: source
balance). In phase space, there are now two reactive null-
clines, one each for u and v, which both converge to f =0
for ε→ 0. Their intersection point(s) determine(s) the
homogeneous steady state (HSS) ρhss that balances the
total source term.

In the following, we restrict ourselves to mesa patterns.
To lowest order in ε, source balance determines the ‘half
lengths’ L± of the upper and lower plateaus (see SM
Sec. 7). Along the plateaus, the spatial gradients induced
by slow production–degradation (ε small) are shallow,
such that the dynamics is (approximately) slaved to the
nullcline f =0 (see Fig. 3b). This justifies a local equi-
librium approximation s(u, v)≈ s[u∗(ρ), v∗(ρ)]≡ s∗(ρ) in
Eq. (5), where the local equilibria are defined by
f(u∗, v∗)= 0 and u∗ + v∗ = ρ. On the short scale of the
interface width, the weak source term is negligible and
each interface constrained to a flux-balance subspace. We
are now in a position to generalize the phase-space analy-
sis introduced in Ref. [25] and analyze interrupted coars-
ening and mesa splitting.

(i) Peak/mesa splitting. Consider the fully coars-
ened state for ε=0 and add a small source term such
that s∗(ρ+)< 0 and s∗(ρ−)> 0 (i.e. ρ− < ρhss < ρ+, see
Fig. 3b) [43]. The upper plateau is depressed by net
degradation and is refilled by inflow from the interfaces
that connect to the lower plateau where net production
prevails. The longer the plateaus (and the larger ε),
the more they curve towards ρhss. Since ρ− < ρhss < ρ+,
ρ(x) will eventually enter the interval of lateral insta-
bility [ρ−lat, ρ

+
lat] (where ∂ρη

∗ < 0), triggering a nucleation
event that results the splitting of the mesa (see Fig. 3a
and Movie 2). A simple approximation for the threshold

wavelength Λsplit(ε) where this happens is derived in the
SM, Sec. 7.1. Comparison with numerical simulations
shows excellent agreement (see Fig. 3d).

(ii) Interrupted coarsening. Intuitively, production
and degradation can counteract the mass-competition in-
stability. To determine the corresponding length scale
Λstop where coarsening arrests, we consider the stabil-
ity of two neighboring, symmetric mesas. A perturba-
tion that moves a small amount of mass from one mesa
to the other (Fig. 3c) has two effects: First, it shifts
the mass-redistribution potential at the interfaces, lead-
ing to mass transport that further amplifies the per-
turbation with rate σD(Λ)δM as in the strictly mass-
conserving situation; cf. Eq. (3). Second, the changed
lengths δL= δM/(ρ+ − ρ−) of the two mesas result in
net production (degradation) in the shorter (longer) mesa
with rate ε|s∗(ρouter)|δL (indicated by the purple arrows
in Fig. 3c). Here ρouter denotes the total density of the
outer plateau (the inner plateau shifts as a whole and
does not change in length, see Fig. 3b). Together, the bal-
ance of both processes determines Λstop (see SM Sec. 7.2
for details)

σD(Λstop) ≈ ε
|s∗(ρouter)|
ρ+ − ρ−

. (6)

As a concrete example, we apply Eq. (6) to the “Brus-
selator” model [44] (f =u2v−u, s= p−u), and find ex-
cellent agreement with numerics (Fig. 3c). Notably, the
simple estimate given by Eq. (6) generalizes a previous,
mathematically obtained results [41, 45].

Our analysis shows that the mechanisms underlying
mesa splitting and interrupted coarsening are distinct.
Notably, the length scale where coarsening stops is much
smaller than the length scale where mesas/peaks split
(see Fig. 3d). This implies that there are stable peri-
odic patterns for a large, continuous range of wavelengths
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(multistability), as was shown previously for the ‘Brus-
selator’ [41, 42, 44]. Similarly, multistability of wave-
lengths was recently found in a hydrodynamic model
for flocking [3]. Interestingly, a unique length scale is
selected once noise is accounted for [4]. Noise-driven
wavelength selection was also observed in an “active
Model B” [46]. It would be interesting to study whether
this phenomenon is also found in reaction–diffusion sys-
tems.

Another interesting open problem are systems with
cross diffusion and density-dependent diffusion coeffi-
cients (see e.g. Refs. [47–50]). We also expect that our
approach can be generalized to systems with more than
two components, higher spatial dimensions and also be-
yond reaction–diffusion systems. In particular, conserved
densities (particle numbers) are a generic feature of many
active matter systems in which coarsening and length-
scale selection (“micro-phase separation”) are of growing
interest [3, 26–29, 46, 51–57].
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The formation of protein patterns inside cells is generically described by reaction–diffusion models.
The study of such systems goes back to Turing, who showed how patterns can emerge from a
homogenous steady state when two reactive components have different diffusivities (e.g. membrane-
bound and cytosolic states). However, in nature, systems typically develop in a heterogeneous
environment, where upstream protein patterns affect the formation of protein patterns downstream.
Examples for this are the polarization of Cdc42 adjacent to the previous bud-site in budding yeast,
and the formation of an actin-recruiter ring that forms around a PIP3 domain in macropinocytosis.
This suggests that previously established protein patterns can serve as a template for downstream
proteins and that these downstream proteins can ‘sense’ the edge of the template. A mechanism for
how this edge sensing may work remains elusive.

Here we demonstrate and analyze a generic and robust edge-sensing mechanism, based on a two-
component mass-conserving reaction-diffusion (McRD) model. Our analysis is rooted in a recently
developed theoretical framework for McRD systems, termed local equilibria theory. We extend
this framework to capture the spatially heterogeneous reaction kinetics due to the template. This
enables us to graphically construct the stationary patterns in the phase space of the reaction kinetics.
Furthermore, we show that the protein template can trigger a regional mass-redistribution instability
near the template edge, leading to the accumulation of protein mass, which eventually results in
a stationary peak at the template edge. We show that simple geometric criteria on the reactive
nullcline’s shape predict when this edge-sensing mechanism is operational. Thus, our results provide
guidance for future studies of biological systems, and for the design of synthetic pattern forming
systems.

I. INTRODUCTION

A. Background and motivation

Many cellular processes, such as cell division and cell
motility, rely crucially on the localization of proteins
in space and time. Strikingly, these protein localiza-
tion patterns can emerge from the collective coordina-
tion of transport and local molecular interactions of pro-
teins. Diffusion in the cytosol is a simple means of pro-
tein transport that accounts for many self-organization
processes [1]. To analyze how the interplay of diffusive
protein transport and protein-protein interactions on a
nanometer scale influences the protein patterns on the
cellular scale, mass-conserving reaction–diffusion mod-
els have proven useful [2–18]. The study of reaction–
diffusion systems in general goes back to Turing [19],
who showed how patterns can emerge from a homogenous
steady state when two reactive components have different
diffusivities. In cells, differential diffusivities are generic
because many proteins have membrane-bound and cy-
tosolic states, where diffusion on the membrane is orders
of magnitude slower than in the cytoplasm. Turing’s pi-
oneering work [19] has led to vast advances in the field
on how protein patterns arise from homogeneous (initial)

∗ These three authors contributed equally
† frey@lmu.de

steady states on spatially homogeneous domains. How-
ever, as Turing already pointed out [19], “most of an
organism, most of the time, is developing from one pat-
tern into another, rather than from homogeneity into a
pattern.”

For example, previously formed protein patterns can
control pattern formation of proteins downstream by af-
fecting their local interactions, such that the upstream
pattern acts as a spatial template for the downstream
proteins. A biological system where such “templating”
has been suggested is macropinocytosis [20]. Here, a high
density domain of PIP3 (a charged phospholipid) and a
Ras-GTPase1 have been suggested to serve as a template
for a ring of actin recruiters (SCAR complex, Arp2/3),
that forms around the PIP3 domain edge [21]. Recruit-
ment of an actomyosin ring, controlled by GTPases, is
also key for single-cell wound healing. Following the rup-
ture of the cell wall, two GTPases– Abr and Cdc42 –
are recruited to the wound edge, where they organize
into two concentric rings of high protein concentration
[22]. Cdc42 in turn recruits actomyosin which contracts
to close the wound and repair the underlying cytoskele-
ton. Mutations of Abr, which forms the inner ring, leads
to a loss of the outside Cdc42 ring, suggesting hierar-
chical interaction between Abr and Cdc42 [22]. Thus,

1 GTPases are hydrolase enzymes that can bind and hydrolyze
guanosine triphosphate (GTP). Ras is a subfamily of small
GTPases.
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the inner Abr-ring may be pictured as a template for the
outer Cdc42-ring. Yet another example where protein
patterns act as a spatial template, can be found during
cell division in budding yeast. Here, landmark proteins
direct the polarization of the GTPase Cdc42, such that
the Cdc42 cluster emerges either adjacent to the previ-
ous bud-site, or at the opposite cell pole, depending on
the cell-type [23]. Various mutations or deletions of indi-
vidual landmark proteins lead to Cdc42 clusters right on
top of the previous bud-site or at a random position [24–
26]. Hence, the landmark proteins may be pictured as a
template that controls Cdc42 pattern formation. Com-
mon to all the above examples is that the downstream
proteins localize at the edge of some template. Both the
specific (molecular) mechanisms, and the general princi-
ples underlying this ‘edge sensing’ remain elusive.

Here, we present a pattern-forming mechanism capable
of robust edge sensing and provide criteria for its oper-
ation based on simple geometric relations in the phase
space of the reaction kinetics. To find these criteria, we
use a recently developed framework, termed local equi-
libria theory which enables us to gain insight into the
dynamics of mass-conserving reaction–diffusion (McRD)
systems [27, 28]. We briefly review the key elements of
the local equilibria theory for a paradigmatic model for
cell polarization in Section IB. We then introduce a step-
like template that imposes heterogeneity in the reaction
kinetics, and generalize the framework to study the dy-
namics of such systems. This enables us to explain why
and under which conditions a density peak forms at the
edge of the template. Thus, our results may provide guid-
ance for the design of patterns in synthetic systems and
may help to identify molecular mechanisms underlying
edge-sensing in biological systems.

B. Local equilibria theory

We consider the dynamics of one protein species on
a one-dimensional domain of length L, as in Ref. [28].
The proteins can cycle between a membrane-bound state
(concentration m(x, t)) and a cytosolic state (concentra-
tion c(x, t)), with diffusion constants Dm and Dc respec-
tively. In cells, the diffusion constants of membrane-
bound proteins and cytosolic proteins are typically widely
different, such that Dm ≪ Dc. The reaction–diffusion
equations for the membrane density m and the cytosolic
density c read

∂tm(x, t) = Dm∂2
x m+ f(m, c), (1a)

∂tc(x, t) = Dc∂
2
x c − f(m, c), (1b)

where the reaction term f(m, c) describes the
attachment–detachment dynamics of the proteins.
Specific examples of such systems exhibiting self-
organized pattern formation can be found in [4, 6, 7, 17].
At the boundaries, we impose no-flux conditions
Dc∂xc|0,L = Dm∂xm|0,L = 0. The dynamics conserves

total protein density

n̄ =
1

L

! L

0

dx n(x, t), (2)

with the local total density n(x, t) = m(x, t) + c(x, t).
To characterize the dynamics and steady states of

McRD systems, we recently introduced a framework,
termed local equilibria theory [27, 28]. This theory pro-
poses to analyze spatially extended systems as a collec-
tion of small diffusively coupled compartments. The lo-
cal reaction kinetics inside each of the compartments,
then serves a proxy for the spatially extended dynam-
ics, enabling a quantitative phase portrait analysis of
the spatially extended system in the phase space of re-
action kinetics [28]. In the following we briefly review
the key results of local equilibria theory for the two-
component McRD system and generalize this framework
to analyze pattern formation in the presence of a spa-
tial template. For a comprehensive analysis of the two-
component McRD system on a homogeneous domain, we
refer to Ref. [28].
The reaction kinetics of McRD systems conserves total

protein mass, which implies that the reactive flow must
point along the reactive phase spaces n = c+m, indicated
by the gray lines in Fig. 1(a). The reactive flow vanishes
along the reactive nullcline (NC), given by f(m, c) = 0.
Intersections of the reactive nullcline with reactive phase
spaces, given by the total density (mass) n, determine
the reactive equilibria (m∗(n), c∗(n)) shown as black dots
in Fig. 1(a). Hence, the shape of the nullcline encodes
how the reactive equilibria move when total density n is
changed, highlighting that the total density n is a control
parameter for the reaction dynamics. Within each reac-
tive phase space, the flow is directed towards a stable
reactive equilibrium, as illustrated by the red arrows in
Fig. 1(a).

In a spatially extended system, the total density
n(x, t) = m(x, t) + c(x, t) is generically inhomogeneous,
and its dynamics is driven by diffusion, as can be seen by
adding Eqs. (1a) and (1b)

∂tn(x, t) = Dc∂
2
xη(x, t), (3)

where we introduced the mass-redistribution potential,
defined as [28]

η(x, t) := c(x, t) +
Dm

Dc
m(x, t). (4)

To study the interplay of local reactions and diffusive
mass-transport in spatially extended systems, local equi-
libria theory proposes to analyze such systems as a col-
lection of diffusively coupled compartments. These no-
tional compartments are chosen small enough that each
of them can be regarded as well-mixed. Thus, local dy-
namics within each compartment can be characterized in
the ODE phase space of reactions which is determined
by the density n(x, t) within that compartment. In this
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(a) (b)

(c)(d)

0 L

mass redistribution

FIG. 1. Illustration of the phase-space geometric analysis for two-component McRD systems. (a) The reactive equilibria (black
dots) are given by the intersections between the reactive subspaces m+c = n (grey lines) and the reactive nullcline f = 0 (black
line) in the (m, c)-phase space. Hence, the reactive nullcline encodes the qualitative structure of the reactive flow as illustrated
by the red arrows. (b) Sketch of the membrane profile of a mesa pattern composed of a high- and low-density domains, m+

and m−, connected by a diffusive interface around the inflection point x0. (c) Flux-balance construction of the mesa pattern
in phase space (cf. (a)). The intersections of the flux-balance subspace (FBS) (purple dashed line) and the reactive nullcline
yield the concentrations at the plateaus m± and the inflection point m0. The balance of net reactive flows in the system (red
arrows) determines the FBS-offset η0. In the regime where the slope of the reactive nullcline is steeper than the slope of the
FBS, an homogenous steady state is laterally unstable. (d) Linearization of the dynamics in the vicinity of the homogeneous
steady state, yields a dispersion relation for growth rates of the eigenfunctions (Fourier modes indexed by wavenumber q). The
fastest growing mode, qc, dominates the length scale of the initial dynamics.

characterization, the local (reactive) equilibria and their
stability in each local phase space serve as proxies for
the reactive dynamics in each compartment. This be-
comes clear when one imagines the compartments as iso-
lated, for a given total density profile n(x). Then each
compartment will approach a stable local equilibrium,
parametrized by the local density n(x). In the spatially
coupled system, the total density n(x, t) is diffusively re-
distributed due to concentration gradients between the
compartments (cf. Eq. (3)). Consequently, the local equi-
libria shift and their stability may change [1, 28]. This in-
terplay between shifting local equilibria and mass trans-
port is at the core of local equilibria theory.

In the remainder of this section, we recapitulate two
key results from the phase-portrait analysis of two-
component McRD systems [28]. We will later general-
ize this analysis to systems on a spatially heterogeneous
domain.
Flux-balance construction. — From the dynamics of

the total mass Eq. (3)–(4) it follows that, for any sta-
tionary pattern (denoted by "m(x), "c(x)), "η(x) must be
constant in space on a domain with no-flux (or periodic)
boundary conditions [28]:

η0 = "c(x) + Dm

Dc
"m(x) = const. (5)

This relationship defines a linear subspace, termed flux-
balance subspace (FBS), of the (m, c)-phase space of re-

action kinetics (purple dashed line in Fig. 1(c)). Any
stationary pattern must be embedded in a single FBS.
This reflects that, in steady state, the diffusive fluxes in
m and c are balanced against each other such that there
is no net transport of mass.

We can use this condition, Eq. (5), to geometrically
construct the steady state density profile in the (m, c)-
phase space and from that estimate the real space density
profile. The key insight is that we can approximate the
concentrations at the plateaus, and the inflection point
of the pattern by the local equilibria at the FBS-NC in-
tersections (see Fig. 1(b)). We denote these intersection
points by m−, m0 and m+, where m± correspond to the
concentrations at the plateaus and m0 to the concentra-
tion at the inflection point of the pattern (Fig. 1(b,c)).
Thus, the FBS-offset, η0, fully determines these concen-
trations.

To determine the FBS-offset, η0, one uses that in
steady state the net reactive flow within the whole system
must be balanced2:

! m+(η0)

m−(η0)

dmf

#
m, η0 −

Dm

Dc
m

$
= 0, (6)

2 Note that before integration, Eq. (1a) is multiplied with ∂x !m(x)
as a mathematical trick to substitute the integral over space by
an integral over m.
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where the plateau concentrations far away from the in-
terface are approximated by the FBS-NC intersections
m±(η0). This total turnover balance condition implic-
itly determines the FBS-offset η0. Note that on a large
domain (much larger than the interface width, where
the approximation m(0, L) ≈ m± holds), total turnover
Eq. (6), and hence η0, depends only on the function f
and the ratio of the diffusion constants. This implies
that η0 is not dependent on the average mass n̄ in this
approximation.

We will show next that the average mass n̄ determines
the relative size of the low- and high-density regions and
with that the position of the pattern’s interface. This
interface is marked by the position of the inflection point
x0 of the pattern profile. For a domain size much larger
than the interface width, we can neglect the finite width
of the interface region, such that the average mass can
be approximated by

L n̄ ≈ x0 n
−(η0) + (L− x0)n

+(η0). (7)

Conversely, x0 can be determined for a given n̄. Thus,
this geometric construction, termed flux-balance con-
struction, shows that significant features of the steady
state profile are determined by the shape of the nullcline.

Mass-redistribution instability. — In addition to the
construction of stationary patterns, it was shown in
Ref. [28] that the nullcline shape determines the stabil-
ity of a homogeneous steady state, and that the mecha-
nism underlying lateral (“Turing”) instability is a mass-
redistribution cascade. Specifically, it was found that a
homogenous steady state is laterally unstable when the
slope of the nullcline χ(n̄) := ∂mc∗|n̄ is steeper than the
slope of the FBS (see Section II.D1 in Ref. [28] for a
derivation),

χ(n̄) < −Dm

Dc
, (8)

which, using the mass-redistribution potential, Eq. (4), is
equivalent to ∂nη

∗ < 0. If this condition is fulfilled, high-
density regions act as cytosolic sinks, leading to further
accumulation of mass and hence a mass-redistribution
cascade. This motivates the corresponding name mass-
redistribution instability.

Starting from a homogeneous steady state with a small
random perturbation, the initial dynamics is dominated
by the fastest growing eigenfunction of the linearized dy-
namics. At the onset of this instability there is a domi-
nant eigenfunction that determines the initial dynamics
of the system. We can find this dominant eigenfunction
by linearizing the system around its homogenous steady
state (linear stability analysis). For a homogenous steady
state, these eigenfunction are Fourier modes and their
growth rates are given by the dispersion relation, shown
as inset in Fig. 1(d). The fastest growing mode, qc, de-
termines the length scale of the initially growing pattern
as illustrated in Fig. 1(d)). Subsequently the pattern
coarsens into a single peak [6, 7, 17, 28].

C. Pattern formation with a step-like template

A common feature of the biological examples we dis-
cussed in Section IA is that the templates have a sharp
edge, and that a downstream protein pattern localizes
to this edge. To obtain a conceptual understanding of
how such an edge-sensing mechanism might work, we
study how an idealized step-like template affects the pat-
tern formation of the two-component McRD model as a
paradigmatic example.

We consider a step-like template profile θ(x) with a
sharp edge at xE

θ(x) :=

%
θA x ≤ xE

θB x > xE

, (9)

as illustrated in Fig. 2(a). Such a template defines two
spatial subdomains (labelled A and B). Here, we consider
a template that couples to the downstream pattern form-
ing system via the local reactions f(m, c; θ(x), such that
different reactive dynamics

fA,B(m, c) := f(m, c; θA,B), (10)

govern the system in the two subdomains (see Fig. 2(b)).
Pattern forming systems with a step-like (also called

“jump-type”) heterogeneity have a rich history in the
mathematical literature (see e.g. [29–38]) where, they
have been studied in the context of front-pinning [36],
pulse localization [37], and wavenumber selection [38],
to name a few recent examples. These studies predomi-
nantly focussed on excitable media and the models stud-
ied are not mass-conserving. Furthermore, the prevalent
methods employed in these studies are singular perturba-
tion theory (Refs. [39, 40] may serve as general introduc-
tions) and normal form theory (see e.g. Ref. [41]). The
former method uses matched asymptotics and is based
on a separation of spatial scales; the latter applies in the
vicinity of a bifurcation.

Here, we choose a conceptually different approach
building on the recently developed local equilibria the-
ory [27, 28], specifically the phase-portrait analysis out-
lined in Sec. I B and introduced in detail in [28]. Our
starting point is to use the reactive nullclines of the two
subdomains as proxies for the respective reactive flows
(Fig. 2(c)). For this purpose, we combine the phase por-
traits of the subdomains into a single phase portrait as
shown in Fig. 2(d). This ‘overlaying’ of the phase por-
traits facilitates a geometric analysis of the system with a
step-like template based on the approach presented pre-
viously for the two-component system on a homogeneous
domain [28] (see recap in Sec. I B). Throughout the paper
we will use nullcline shapes as illustrated in Fig. 2(d) (see
Appendix A for the specific equations and parameters).
A different nullcline ‘arrangement’, and the general role
of the nullcline shapes are discussed in Appendix B.

The remainder of the paper is structured as follows. In
Sec. II A, we first discuss how the spatial template leads
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Subdomain A Subdomain B

membrane
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(a)

(b)

(c)

(d)

Steplike template

Subdomain phase-portraits

Combined phase-portrait

FIG. 2. Illustration of a step-like template (a) that acts on the
reaction kinetics defines two subdomains, labelled A and B,
with respective reaction kinetics fA and fB. (b) We consider a
two-component system describing, for example, a single pro-
tein species that cycles between a membrane bound and a cy-
tosolic state. (c) The reactive flow due to the reaction kinetics
can be visualized in the (m, c)-phase space of concentrations.
Due to mass-conservation, the flow points along the reactive
phase spaces m + c = n (indicated by gray lines). Along the
nullclines fA,B, the flow vanishes. Therefore, the reactive flow
in each subdomain is qualitatively captured by the shape of
the respective nullcline. (d) With the reactive flow encoded
by the nullclines, the phase portraits of the two subdomains
can be combined (‘overlaid’) into a single phase space. This
combined phase space will be used for the construction of
stationary states.

to steady states with a monotonic density profile, which
we call spatially heterogeneous base states. We analyze
these base states in the phase space of reaction kinetics
and show that they are determined by a balance of reac-
tive turnovers. Importantly, we find that this balance can
break down, such that there are regimes where no base
state (i.e. monotonic steady state) exists. In Sec. II B we
show that, in these regimes, stationary patterns (i.e. non-
monotonic steady states) emerge, with a density peak
either at the system boundary or at the template edge.
Specifically, we show that the peak at the template edge
exist if the nullclines intersect at a point where only one
of them has negative slope, as illustrated in Fig. 2(d). In

Sec. II C, we introduce the concept of regional instability
to understand the transition between the monotonic base
states to the non-monotonic patterns and the conditions
under which a peak emerges at the template edge (‘edge
sensing’). Importantly, we find simple geometric crite-
rion for edge sensing: The reactive nullclines of the two
subdomains have to intersect at a point where only one
of them has negative slope. Finally, in Sec. III, we ask
how the peak responds to a moving template edge and
show that this can lead to depinning or suppression of
the peak when the template edge moves too fast.

II. CONSTRUCTION OF STEADY STATES
AND THEIR BIFURCATIONS

The goal of this section is to characterize the steady
states of the two-component McRD system with a step-
like template. These systems generically don’t exhibit
spatially homogenous states. Non-homogeneous steady
states can be categorized based on the monotonicity of
their density profiles. In Sec. II A, we characterize the
monotonic steady states, which consist of two plateaus
connected by a monotonic interface at the template edge
xE, as shown in Fig. 3(a). We call these monotonic steady
states the (spatially) heterogenous base-states. In subsec-
tion B we extend our analysis to non-monotonic steady
states which are the ‘genuine’ self-organized patterns of
the system.
Note that we restrict our construction to the null-

cline shapes shown in Fig. 2(d) here. Generalizations to
other arrangements follow the same principles and can
be worked out analogously.

A. Monotonic steady states (base states)

In steady state, the net diffusive flux that redistributes
mass must vanish and reactive flows in m and c must
be balanced. This balance is encoded in the constraint
that a stationary pattern’s phase space distribution must
be embedded in a flux-balance subspace (cf. Eq. (5)).
This constraint is independent of the local reactions, and,
hence, also holds when the local reaction are heteroge-
neous due to a template (purple dotted line in Fig. 3(b)).

Analogously to the construction of mesa patterns in
Sec. I B, we can graphically construct the steady-state
density profile in real space, as illustrated in Fig. 3(b,
e). To that end, we approximate the density profile at
the plateaus—where diffusive fluxes cancel everywhere—
by the concentration at the FBS-NC intersections, such
that the concentration at the plateaus is fully determined
by the FBS-offset, η0. Let us denote the membrane
concentration at the FBS-NC intersections as m−

A(η0),

m0
A(η0) and m+

A(η0) for subdomain A (orange nullcline)
and as mB(η0) for subdomain B (blue nullcline). For
specificity, we consider in the following a base state that
approaches the plateaus m−

A and mB far away from the
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Montonic turnover

FIG. 3. Illustration of the construction of monotonic steady states (heterogeneous base states) in (m, c)-phase space. (a) Density
profile with the inflection point at the template edge xE. (b) Phase space including the reactive nullclines of subdomain A
(orange) and B (blue) with the corresponding density distribution (thick orange and blue line). (c) Total turnover as a function
of the membrane density at the template edge mE. Total turnover balance determines the steady state value m∗

E. (d) Density
profile for a case where the inflection point of the profile, x0, lies within subdomain A, that is, when m0

A > mB as illustrated
in the corresponding phase space representation (e). (f) In this case, the total turnover becomes a non-monotonic function of
mE, such that total turnover balance may have multiple solutions, or no solution at all. These different cases are sketched here
for different average global total densities n̄. (g) Bifurcation diagram of the base state, showing the saddle-node bifurcation
due to breakdown of total-turnover balance. In the region beyond the saddle-node bifurcation (shaded in gray) no monotonic
base state exists. Note that monotonicity enforces m∗

E −mB < 0 here.

template edge. An analogous construction can be made
for a monotonic state that connects m+

A and mB.
3

The conservation of average total density n̄ enforces
a constraint on the construction of the base state. This
constraint can be used to estimate η0 from the average
total density n̄. For a domain much larger than the pro-
file interface, the interface region can be neglected and
the average total density can be approximated by the
weighted average of the plateau densities in the two sub-
domains

n̄ ≈ xE n−
A(η0) + (L− xE)nB(η0), (11)

with n−
A and nB the total density at the plateaus in sub-

system A and B respectively. This determines an im-
plicit, approximate relation between the control param-
eter n̄ and the FBS-offset η0.
Upon changing n̄, the plateau concentrations of the

density profile must change, and hence, η0 must shift (cf.

3 Furthermore, note that we ignore potential intersection points of
FBS and B-nullcline at higher masses. In this regime, subdomain
B will also exhibit lateral instability. Here, we restrict ourselves
to the regime where only subdomain A becomes laterally unsta-
ble.

Eq. (11)). For the laterally stable plateaus, the nullcline
slope at the corresponding FBS-NC intersections (m−

A
and mB) is larger than the FBS-slope (∂nη

∗
A,B(n) > 0,

cf. NC-slope criterion Eq. (8)). Hence, the relationship
η0(n̄) must be monotonically increasing for stable base
states, as one sees by taking the derivative of Eq. (11)
w.r.t η0, and using that monotonicity of a function im-
plies monotonicity of its inverse.

Note that, even though the base state looks similar to
a mesa pattern in a system on a homogeneous domain,
the relationship between η0 and n̄ makes a key difference
between the two cases. As we discussed in the introduc-
tion (Sec. IB), in a system on a homogeneous domain,
changing n̄ does not affect η0 in a system much larger
than the interface width, but instead shifts the pattern
interface (cf. Eq. (7)). In contrast, the interface position
of a heterogeneous base state is determined by the posi-
tion of the template edge xE. Hence, to accommodate a
given average mass n̄ the plateau concentrations n−

A(η0)
and nB(η0), determined by FBS-NC intersection points,
must adapt (cf. Eq. (11)). Thus, η0 of a heterogeneous
base state depends directly on n̄.

So far we have estimated the concentration at the two
plateaus of the monotonic steady state profile. To de-
termine how these two plateaus are connected at the
template edge position xE, we use the condition that in
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steady state the total reactive turnover in the system
must vanish. In the vicinity of the template edge at xE,
the concentrations deviate from the local equilibria, such
that there are reactive flows (illustrated by red arrows
in Fig. 3(b)). Since the template introduces two subdo-
mains with different reaction kinetics, the total reactive
turnover in a system with a template is given by the sum
over the turnover in the two subdomains,

F (mE; η0) = FA(mE; η0) + FB(mE; η0)

=

! mE

m−
A

dmfA(m, η0 −
Dm

Dc
m)

+

! mB

mE

dmfB(m, η0 −
Dm

Dc
m),

(12)

wheremE is the membrane concentration at the template
edge. In steady state, the total turnover F (mE; η0) must
vanish such that all reactive flows in the system balance.
Thus, the solution of F (m∗

E; η0) = 0 (see Fig. 3(c)) de-
termines the steady state concentration at the template
edge "m(xE) = m∗

E. Note that, due to monotonicity, η0
and m∗

E uniquely identify a base state of a given system.
For small enough n̄, the second FBS-NC intersection

m0
A for the A-nullcline is larger than the FBS-NC inter-

section for the B-nullcline mB as illustrated in Fig. 3(b).
In this case, both summands of Eq. (12) are monotonic in
mE ∈ [m−

A ,mB] because the reactive flow does not change
sign within either subdomain, i.e. the inflection point of
the profile coincides with the template edge. Hence, there
is only a single solution m∗

E that fulfills total turnover
balance. For larger n̄ (and thus η0, cf. Eq. (11)), m0

A
can become smaller than mB, as illustrated in the sketch
in Fig. 3(d,e). This entails that the position where the
reactive flows change sign (i.e. inflection point) lies in
subdomain A (see Fig. 3(d,e)). Thus, FA(mE; η0), and
thereby also the total turnover F as a function of mE be-
comes non-monotonic and may thus have multiple roots.
Indeed, for increasing n̄, our flux-balance construction
predicts three different regimes: (i) A regime where there
is one solution in the interval [m−

A ,mB], (ii) a regime with
two solutions, and (iii) a regime with no solution (as il-
lustrated in the sketch in Fig. 3(f)). In the last regime,
total turnover balance becomes impossible for a mono-
tonic steady state (base state). In Sec. II B, we will see
how total turnover balance can be reached in this regime
by a non-monotonic steady state.
The roots of F correspond to different base states

which we characterize by the amplitude of the density
profile in Subdomain B, m∗

E − mB; see Fig. 3(g). For
monotonic states (i.e. base states), m∗

E − mB is nega-
tive4. At the transition from regime (ii) to (iii), the base
state undergoes a saddle-node bifurcation at n̄SN. From
the flux-balance construction and total turnover balance,

4 Note that for high-mass base states, monotonicity enforces m∗
E−

mB > 0, in the case of a nullcline arrangement as shown in Fig. 2.

we can estimate the position of this bifurcation. At the
saddle-node bifurcation point, the minimum of F coin-
cides with the root of F . From Eq. (12) it follows that
F reaches its minimum at fA(mmin, η) = fB(mmin, η).
Thus, this condition, together with F (mmin; ηSN) = 0
implicitly determines the value of ηSN at the saddle-node
bifurcation. From this we can then estimate n̄SN via (11).
To test this approximate construction of steady states,

we use specific reaction terms fA and fB as specified in
Appendix A and compare the steady state profiles ob-
tained from the flux-construction to the profiles obtained
from numerical continuation (see Appendix E for a short
description of numerical continuation and the compar-
ison of steady states. A more detailed explanation of
continuation methods can be found in Ref. [42]). We
find that the flux-balance construction gives a estimate
of the steady states profiles for sufficiently large system
sizes (see Appendix E).

As we noted above, there is also a family of base states
which connects a plateau at m+

A (instead of m−
A) in sub-

domain A to mB in subdomain B. These base states
have a high average mass, and we will refer to them as
‘high-mass’ base states. Following the same arguments
as above, we find that these base states undergo a saddle-
node bifurcation when the average total mass is decreased
below a critical average mass, analogously to the saddle-
node bifurcation of ‘low-mass’ base states discussed in
this section.

In summary, we have shown how to find monotonic
steady states (base states) with a flux-balance construc-
tion. Notably, we found that for a range of total mass n̄,
this flux-balance construction has no solution, and hence,
there exist no monotonic steady states. In this regime,
the steady states must be non-monotonic. We next study
these non-monontonic steady states, which we refer to as
patterns.

B. Non-monotonic steady states (patterns)

To gain some intuition about the structure of the sta-
tionary patterns, we first calculate them numerically as
a function of the average total density n̄ using numerical
continuation5 for a specific choice of the reaction term
f(m, c; θ) specified in Appendix A. The resulting one-
parameter bifurcation structure shows that the system
exhibits two stable patterns, one with a peak (high den-
sity region) at the template edge and one with a peak at
the system boundary, respectively (see Fig. 4(a)). In the
bifurcation structure, the two branches of stable patterns
are connected by a cascade of unstable patterns exhibit-
ing multiple peaks; see Fig. 13 in Appendix E. Their in-
stability can heuristically be understood as a coarsening

5 See Appendix E for a brief description of the core idea behind
numerical continuation. An excellent overview is provided in
Ref. [42].
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FIG. 4. Bifurcation structure and phase space construction of stationary patterns. (a) Bifurcation structure of stationary
states for the average mass, n̄, obtained by numerical continuation, together with spatial profiles for the stable steady states
(montonic base states and non-monotonic patterns). In the area shaded in gray, no monotonic base states exist. Solid (dashed)
lines indicate stable (unstable) branches. The unstable branches in the central region, marked by numbers correspond to
unstable patterns with multiple inflection points in subdomain A (see Fig. 13 in Appendix E). In Supplementary Movies 1
and 2 we show finite element simulations in which we adiabatically increase and decrease the mass through the low- and high-
mass saddle-node bifurcations. (b,c) Sketches of stable, non-monotonic, stationary patterns together with the corresponding
phase space constructions. At the density profile’s extremum, marked by the dash dotted vertical line, there are no gradients
(∂x !m = 0 = ∂x!c), such that a notional no-flux boundary can be introduced. Thus, the resulting two segments (labelled I and
II), can now be studied separately. In the phase portraits, the density distributions of the two segments connect at the extremal
concentrations m−

A and m+
A, in (a) and (b) respectively. They are shown slightly offset from the FBS (dashed purple line) for

visual clarity. The true density distribution must of course be embedded in a single FBS to fulfill diffusive flux-balance.
Parameters for the bifurcation diagram: Dm = 0.01, Dc = 0.5, k̂fb = 0.25, k̂off = 4, θB = 20, θA = 2, L = 10, xE = 5.

process due to a competition for total density, similarly
as in a system on a homogeneous domain [28]. Some
more technical aspects of this bifurcation structure are
discussed in Appendix E.

Can we use the flux-balance construction to construct
non-monotonic steady states as well? At the extrema
of any stationary pattern in a two-component McRD
system, the gradients (and hence diffusive flux) in both
membrane and cytosol concentration vanish simultane-
ously (cf. diffusive flux-balance Eq. (5)). This allows us
to place notional reflective boundaries at extrema, effec-
tively splitting the non-monotonic profile into monotonic
segments. Thus, we can use the flux-balance construction
as described in Sec. II A to construct the steady states
in the two segments separately, with the additional con-
straint of continuity at the boundaries connecting the
segments.

The stable patterns in the two-component McRD sys-
tem with a step-like template have only a single peak,
and hence only a single extremum within the domain
that splits the system into two segments (labelled I
and II; see Fig. 4(b,c)). Segment I is fully embedded
in subdomain A, i.e. it is a system on a homogeneous
(sub)domain. Hence, for sufficiently large domain size, its

steady state is a mesa pattern6 as introduced in Sec. I B.
The orientation of the mesa pattern in segment I de-
termines whether the density peak is located at the left
domain boundary or at the template edge. segment II
contains the template edge, such that the steady state in
segment II is a heterogeneous base state.
By continuity, the FBS-offset η0 must be identical in

both segments. Recall that for a mesa pattern, η0 is de-
termined by total turnover balance, and independent of
the average mass and domain size in the large domain
size limit (see Sec. I B and Ref. [28]). We can thus find
η0 solely by total-turnover balance in segment I, with-
out specifying the position of the boundary between the
segments, and without specifying the average masses in
the two segments respectively. Instead, given η0, we find
the average mass in segment II, n̄II, via Eq. (11), which
depends on the choice for the orientation of the mesa
pattern in segment I. In segment II, subdomain B plays

6 In the vicinity of the saddle-node bifurcations of these patterns,
segment I exhibits a peak pattern instead of a mesa pattern.
To obtain an approximation for this case, one would need to
generalize the peak approximation as discussed in Ref. [28].
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the role of a mass-reservoir that absorbs a fraction of the
total average mass and thus reduces the mass available
to the mesa pattern in segment I, n̄I = n̄ − n̄II. Finally,
n̄I determines the position of the mesa pattern’s interface
in segment I via Eq. (7). Similarly, we can construct the
(unstable) patterns with multiple peaks by splitting the
system into more than two segments.

We conclude that the flux-balance construction fully
characterizes the stationary patterns of the system with
a step-like template. These steady states exhibit density
peaks similar to a system on a homogeneous domain,
however, the position of the density peak depends on the
template edge position.

We next ask which of the two stable patterns emerges
as the base state ceases to exist. To that end, we use finite
element simulations and adiabatically increase the total
average density in a system such that it passes through
the base-state bifurcation (Supplementary Movie 1). The
system evolves into a pattern with a peak at the template
edge (corresponding to the upper branch in Fig. 4(a)).
Upon further increase of n̄ the peak widens and even-
tually transitions into a mesa pattern at the template
edge. The right hand interface of the mesa patter re-
mains localized at the template edge while the left hand
interface moves into subdomain A to accommodate the
additional mass (cf. Eq. 7). Eventually for even larger n̄,
the mesa pattern ceases to exist as its interface hits the
left boundary of the domain. The system then transitions
to the ‘high-mass’ base state which connects the FBS-
NC intersection points m+

A and mB. Going backwards
by adiabatically decreasing n̄, the system passes through
the ‘high-mass’ base state’s saddle-node bifurcation. The
corresponding regional instability leads to the formation
of a trough, rather than a peak, at the template edge.
The resulting stationary pattern has a minimum at the
template edge and a maximum at the left boundary (cor-
responding to the lower branch in Fig. 4(a)) (Supplemen-
tary Movie 2). Upon further decrease of n̄, the interface
of this pattern will reach the left boundary of the domain
such that the system transitions back into the low-mass
base state.

These transitions also take place when the average
mass is changed non-adiabatically but still so slow that
mass-transport across the system by cytosolic diffusion
(∼L2/Dc) is faster than the rate at which mass is added
or removed. Interestingly, when we increase the mass on
a non-adiabatic timescale we observe multiple transient
patterns, which we characterize in Appendix D. Fur-
thermore, we show that we can get similar transitions
between the base state and the patterns if, instead of in-
creasing the average mass, the local reactions fA,B in the
two subdomains are varied over time (Appendix C).

Taken together, we have shown that the flux-balance
construction can be used to construct non-monotonic
steady states by splitting the density profile into mono-
tonic segments. This is possible because, the stationary
pattern profile can be split at extrema, where all diffu-
sive fluxes vanish. We found that the system can exhibit

two patterns, with a density peak either at the system
boundary or at the template edge. The peak at the tem-
plate edge only exists when the two nullclines intersect
at a point where only one of them has negative slope.
Furthermore, our finite element simulations show that in-
creasing the mass, starting from the low-mass base state,
leads to a peak at the template edge. Vice versa, decreas-
ing mass, starting from the high-mass base state leads to
a peak at the system boundary. In the next Section we
provide a heuristic argument to understand under which
conditions the peak emerges at the template edge.

C. Template-induced regional instability

We next want to understand the mechanism of pattern
selection as the system goes through the saddle-node bi-
furcation(s) where the base state ceases to exist. We
first show that a (numerical) linear stability analysis ex-
plains why either a peak or a trough pattern grows at
the template edge, as the system goes through the bifur-
cation. We then provide a heuristic argument to explain
this edge-sensing mechanism, and formulate a geometric
criterion under which this mechanism works, based on
the shape of the nullclines.
To study how the base state develops into a pattern, as

the system goes through the saddle-node bifurcation, we
consider a base state ("m(x),"c(x)) in the vicinity of the
bifurcation point and analyze the dynamics of a small
perturbation (δm(x, t), δc(x, t)). The dynamics of the
perturbed state, up to linear order is given by:

∂tδm(x, t) = Dm∂2
xδm+ f̃m(x)δm+ f̃c(x)δc , (13a)

∂tδc(x, t) = Dc∂
2
xδc − f̃m(x)δm− f̃c(x)δc . (13b)

The linearized reaction coefficients

f̃m,c(x) = ∂m,cf
&&
(!m(x),!c(x)) (14)

are not homogeneous in space and hence Eq. (13) is a set
of linear PDEs with nonconstant coefficients. We seek
solutions of the form δm(x, t) = Φm(x)eσt, δc(x, t) =
Φc(x)e

σt. With this ansatz, Eq. (13) turns into the
Sturm–Liouville eigenvalue problem

σΦm(x) = Dm∂2
xΦm + f̃m(x)Φm + f̃c(x)Φc , (15a)

σΦc(x) = Dc∂
2
xΦc − f̃m(x)Φm − f̃c(x)Φc , (15b)

for the eigenvalues σ and the associated eigenfunctions
(Φm,Φc)(x).
The defining feature of a a saddle-node bifurcation

is that one eigenvalue vanishes exactly at the bifurca-
tion point. The associated eigenfunction reveals the
flow structure of the dynamics on the slowest timescale
close to the bifurcation point (center manifold, see e.g.
Ref. [41]). From this we can gain intuition about the fate
of the system upon passing through the bifurcation.
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FIG. 5. Regional lateral instability at the base state’s saddle-
node bifurcation. (a) The numerically calculated eigenfunc-
tion, Φm, associated to the vanishing eigenvalue at the saddle-
node bifurcation is localized at the template edge. (Parame-
ters as in Fig. 4 at the saddle-node bifurcation n̄ ≈ 2.65541).
(b) The concentration profile !m(x) of the base state at the
saddle-node bifurcation. A spatial region that is fully con-
tained in subdomain A and centered around the profile’s in-
flection point x0 is marked in green. (c) This spatial region
corresponds to a phase space region where the dynamics is
guided by a section of the nullcline with a negative slope,
i.e. where the system is laterally unstable. (The phase space
is shown as a sketch for visual clarity. See Fig. 8(a) in Ap-
pendix B for a plot from numerical simulation.)

At the base-state saddle-node bifurcation (marked SN
in Fig. 4(a)), the numerically calculated7 eigenfunction is
peaked in the vicinity of the template edge (see Fig. 5(a)).
This localized eigenfunction indicates that the density
profile will change most in the vicinity of the template
edge, giving rise to either a peak or a trough as the system
goes through the saddle-node bifurcation.

An intuition why the neutral eigenfunction at the base-
state saddle-node bifurcation is peaked at the template
edge can be gained from the phase portrait as sketched
in Fig. 5(c)). Recall, that the inflection point of the base
state’s density profile m0

A = "m(x0) lies within subdo-
main A (cf. Fig. 3(d,e)). Consider a region centered
around x0, fully contained within subdomain A, as in-
dicated in green in Fig. 5(b). In phase space this point
lies on a section of the A-nullcline with a slope steeper

7 The Sturm–Liouville eigenvalue problem at the numerically cal-
culated base-state saddle-node bifurcation is solved by discretiz-
ing the spatial derivatives (Laplace operator) and solving the
resulting eigenvalue problem numerically in Mathematica. For
further details see e.g. Ref. [43].

than the FBS. Suppose for a moment that this region is
isolated from the rest of the system. Then, as the slope
of the nullcline at m0

A is steeper than the slope of the
FBS, the homogeneous equilibrium in this region will be
unstable due to a mass-redistribution instability. This
instability will set in when the region is large enough
to contain the shortest growing mode8. We call this a
regional (mass-redistribution) instability.

A necessary condition to trigger a regional instability
at the template edge is that the nullclines of the two sub-
domains cross at a point where the the A-nullcline fulfills
the nullcline-slope criterion for lateral instability, Eq. (8)
(see Fig. 6(a)). When this edge-sensing criterion is not
fulfilled, as shown in Fig. 6(b), the regional instability
sets in at the system boundary first, giving rise to a peak
at the system boundary and not at the template edge
(as illustrated in Fig. 8(b) in Appendix B). Because the
shapes of the nullclines in the two subdomains relative to
each other depend on how the template affects the reac-
tion kinetics, the edge-sensing criterion constrains models
that can exhibit edge sensing. In Appendix F we demon-
strate that the edge-sensing criterion precisely predicts
the regime of edge sensing for a phenomenological model
of Cdc42. We furthermore show that edge sensing only
works if the template increases both the attachment and
detachment rate of Cdc42 in one of the subdomains. This
may help to identify the relevant molecular players in bi-
ological systems.

(a) Edge sensing (b) No edge sensing

FIG. 6. Nullcline criterion for edge sensing, i.e. the emergence
of a stable density peak at the template edge. Edge sensing
is possible is the nullclines intersect in a point where one of
them has negative slope (a). If they don’t intersect (b) or
intersect in a point where they have both positive (or both
negative) slope, stable peaks only exist at a system boundary,
and hence, edge sensing is not possible.

8 More precisely, the size of the region centered around the inflec-
tion point, 2(xE−x0), must be larger than the wavelength of the
shortest growing mode π/qmin(n0).
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The concept of regional instability was already dis-
cussed in Ref. [28] in the context of excitability (“nucle-
ation and growth”) for a homogeneous domain. There,
a stable homogeneous steady state is perturbed by mov-
ing mass from the system into small region. When this
region contains sufficient mass, it can become laterally
unstable and thus formation of a peak pattern is “nucle-
ated.” With that, the regional instability at the template
edge can also be understood in terms of lateral excitabil-
ity. From the perspective of subdomain A, the differing
reaction kinetics in subdomain B induces a perturbation
at the subdomain interface, that is, the template edge
(orange line in Fig. 5(b)). In that sense, the base state
is a perturbed homogeneous steady state in each sub-
domain. If in subdomain A, this perturbation becomes
large enough to cross the nullcline in a section of nega-
tive slope (Fig. 5(c)), it triggers a lateral instability and
thus the formation of density peak at the template edge.
This relationship to excitability highlights that it is the
spatial gradient of the reaction kinetics due to the tem-
plate that localizes the instability. Heuristically this can
be pictured as sensing the spatial derivative of the tem-
plate. Here we focussed on a sharp template edge. For
future work, it will be interesting to study also a smooth
template edge. Intuitively, if the template gradient is too
shallow, it will not induce a laterally unstable region, be-
cause the induced deviation from the local equilibria that
effectively acts as the perturbation in the analogy to ex-
citability will be too small.

In conclusion, we showed in this section that the tem-
plate localizes the patterns and determines the position
of the instability from which they emerge. Importantly,
this instability determines which of the two stable sta-
tionary patterns forms when the system passes through
a bifurcation of the base state. Finally, we presented a
simple geometric criterion, shown in Fig. 6, that deter-
mines when the regional instability is localized at the
template edge.

III. MOVING TEMPLATE EDGE

Until now we considered pattern formation with a fixed
template edge position xE. We next ask what happens
when xE moves after a peak at the template edge has
been established (Fig. 7).

When the template edge moves, the peak must adapt
to the new template edge position. In order to reach the
new stationary state, mass must be transported from one
side of the peak to the other. Thus, we expect that the
peak follows the template edge position as long as the
mass is transported faster than the velocity vE at which
the template edge moves, i.e. for vE ≪ Dc/w, where
w is the width of the peak. To test the intuition for
this adiabatic case, and study what happens in the non-
adiabatic case of a fast-moving template edge, we turn
to numerical simulations. To probe a range of template
velocities vE, we quadratically increase the template edge
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(a) (b)

(c) (d)
Depinning Supression & reformation

Quasi-stationary (pinning)

FIG. 7. Time evolution of m-profile due to dynamic template
interface position. The supplementary material contains a
movie for each of the four scenarios. (a) Slow pull (the tem-
plate edge moves away from the peak): This results in pin-
ning of the peak to the template edge (see SI Movie 3). (b)
Slow push (the template edge moves towards the peak): This
results in pinning of the peak to the template edge (see SI
Movie 4). (c) Fast pull: This results in depinning as the peak
cannot follow the template edge. However, the peak stays
where it depins as it is quasi-stable in region A on the ob-
served timescale (see SI Movie 5). (d) Fast push: This results
in suppression as the peak is not stable in region B. As the
peak dissipates the average mass at the new edge position
slowly increases and potentially (if there is enough total mass
in the system) leads to to a re-entrance of the peak (see SI
Movie 6).

Parameters: Dm = 0.01, Dc = 10, kon = 1, k̂fb = 1, koff = 2,
K̂d = 1, n̄ = 5, θB = 20, θA = 0.5, L = 20, xE = 3/5L,
vE(t) = ±2.4×10−14 t2 in (a) and (b), vE(t) = ±8.9×10−13 t2

in (c) and (d).

velocity during the simulation. At a distance 0.3L from
the system boundary, the template movement is stopped.
Furthermore, we move the interface either to the right,
away from the peak Fig. 7(a,c) or to the left, towards
the peak Fig. 7(b,d). In the adiabatic case, we find—in
agreement with our expectation—that the peak remains
pinned to the template edge position (see Fig. 7(a,b) and
SI Movies 3 and 4).

In the non-adiabatic case, when the template edge
moves faster than the peak can follow by diffusive mass
transfer, the peak position will shift relative to the tem-
plate edge. We find that, when the template moves away
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from the peak (‘pulling’), the peak depins at a critical
velocity and stops moving (see Fig. 7(c) and SI Movie 5).
In contrast, when the template moves towards the peak
(‘pushing’), the peak is suppressed at some critical edge-
velocity (see Fig. 7(d) and SI Movie 6). Interestingly, the
critical velocity for depinning while pulling is much lower
than the critical velocity for suppression while pushing.

To heuristically understand this difference of critical
velocities, we take a closer look at how the peak adapts
to a shifted template position. Suppose for a moment
that we keep the peak profile frozen while shifting the
template edge xE by a small amount δxE. This will
change the local reactions in the vicinity of the template
edge. When the peak profile is now “released”, these re-
actions will lead to changes in the concentrations m and
c, and hence in the mass-redistribution potential η(x, t)
between the original and shifted edge positions xE and
xE + δxE. The resulting η gradient leads to mass trans-
port (Eqs. (3)), which in turn causes a movement of the
peak.9 The difference between pulling and pushing, i.e.
moving the template edge away from the peak or towards
it, is the amplitude of the η gradient that builds up as
the template edge is shifted. In the case of pulling, the
template edge moves into the flat tail of the peak, such
that the η gradient decreases with increasing distance be-
tween peak and template edge. In contrast, while push-
ing, the template edge moves into the steep interface of
the peak, leading to an continually increasing η gradi-
ent. Only when the template edge has shifted beyond
the maximum of the peak, the induced η gradient starts
decreasing again.

This effect qualitatively explains the different critical
velocities for depinning (while pulling) and suppression
(while pushing). In the former case the induced gradients
in η, and hence, the rate of mass transport that shift
the peak towards the moving template edge are small
and decreasing with peak-to-edge distance. Therefore,
depinning is self-enhancing. In the case of pushing, the
η gradient keeps increasing as the peak-to-edge distance
decreases. This in turn, increases the speed of the peak
due to faster mass transport. Only when the template
edge has crossed the peak maximum, the peak will be
suppressed because it then lies mostly within the laterally
stable subdomain B that does not support a stable peak.
In summary, we showed that in the case of an adia-

batically slow template motion, the peak stays pinned
at template edge. In the non-adiabatic case we found
a qualitatively and quantitatively different behavior be-
tween pushing and pulling. Pulling leads to depinning,
while pushing eventually leads to suppression. Further-
more, we heuristically explained why critical velocity for

9 A geometric analysis in phase space, similar to the one pre-
sented in Figs. 3 and 4, shows that the η gradient is always such
that the peak moves in the direction that the template edge was
shifted, until it reaches it’s new stationary (pinned) position at
the shifted edge position.

pulling (depinning) is lower than the critical velocity for
pushing (suppresion). Going forward, it would be inter-
esting to study this behavior more systematically, both in
numerical simulations and on an analytic level. For ex-
ample, concepts like response functions [44], projection
onto slow manifolds [33] and singular perturbation the-
ory [36, 37] may help to estimate the critical velocities
for depinning and suppression.

IV. DISCUSSION

We showed how protein pattern formation can be con-
trolled by a spatial template (e.g. an upstream protein
pattern), which acts on the proteins interaction kinet-
ics. In particular, we demonstrated for two-component
McRD systems how a step-like template—which defines
two subdomains with different reaction kinetics—can lo-
calize the formation of a peak pattern to the template
edge. We explained this edge-sensing mechanism by a
regional (mass-redistribution) instability that emerges at
the template edge position. This is in contrast to pat-
tern formation on a homogeneous domain, where the in-
stability is generically “delocalized” (Fourier modes, cf.
Fig. 1(d)), such that noisy initial conditions have a strong
impact on pattern formation process.

Our analysis is based on a recently developed theo-
retical framework [27, 28], termed local equilibria the-
ory. This theory proposes to analyze McRD systems
as dissected into diffusively coupled compartments, so
small that each of the compartments can be considered
as well-mixed. For the paradigmatic (minimal) case of
two-component systems, this framework enables one to
to perform phase-portrait analysis of the interplay be-
tween local reactions and diffusive transport in the phase
space of the reaction kinetics. Here, we have extended
this phase-portrait analysis to incorporate the effect of
a step-like heterogeneity of the reaction kinetics in the
spatial domain. We were able to construct the bifur-
cation diagram for the average mass n̄, which is a nat-
ural control parameter as it can be controlled by pro-
duction or degradation/sequestration of proteins in cells
(e.g. in a cell cycle dependent manner). We found that,
at a critical average mass, the system’s base state un-
dergoes a saddle-node bifurcation, such that the system
transitions to a stationary pattern, with either a peak at
the template edge or at the system boundary. The peak
forms at the template edge if the template triggers a re-
gional (mass-redistribution) instability at the template
edge. The phase-portrait analysis enables us to formulate
a geometric criterion for this edge-sensing mechanism.
In particular, we show that the step-like template can
trigger a regional instability at the template edge, if the
nullclines of the reaction kinetics in the two subdomains
intersect at a point where one of them has a negative
slope (more precisely, a slope steeper than the negative
ratio of the diffusion constants, −Dm/Dc), as illustrated
in Fig. 6. Finally, we showed that the edge-localized
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peak is stable when the template edge is slowly moved
and demonstrated that qualitatively different processes—
depinning vs. suppression—lead to the loss of the edge-
localized peak when the template is shifted too rapidly
away from the peak (‘pulling’) or towards it (‘pushing’).

We speculate that the edge-sensing mechanism studied
here might underly formation of the actomysin ring dur-
ing macropinocytosis and cellular wound healing, as well
as the direction of Cdc42 polarization in budding yeast
adjacent to the previous bud-site. In macropinocytosis a
high density PIP3 domain has been suggested to act as
a template for a ring of actin nucleators that localize to
its periphery [21]. Similarly, during cellular wound heal-
ing, the inside Abr could act as a template for the out-
side Cdc42 ring which then drives recruitment of actin
via formins [22]. Finally, in budding yeast, landmark
proteins that localize to the previous bud-site can be
pictured as a template that suppresses Cdc42 accumula-
tion at the previous bud-site and simultaneously localizes
Cdc42 cluster to its vicinity [23–26]. Furthermore, the
spatio-temporal organization of intracellular membranes,
like the Golgi apparatus, endosomes, and the endoplas-
matic reticulum, involves cascades of coupled GTPases
[45–47]. Hence, we speculate that this organization may
rely on similar domain-edge sensing mechanisms.

The edge-sensing criterion (cf. Fig. 6) based on the
shape of the nullcline, may provide guidance for the
mathematical modeling of these systems and thereby
help to identify the key bio-molecular players and pro-
cesses. The nullcline shapes of a given model constrain
the ability of this model for edge-sensing. As an exam-
ple, we showed for an phenomenological two-component
model for Cdc42 pattern formation [4] that edge sensing
requires a template which increases both the attachment
and detachment rate of Cdc42 in one subdomain. Indeed
in single-cell wound healing, the protein Abr could pro-
vide such a template for Cdc42 since it is both a guanine
exchange factor (GEF) and a GTPase-activation protein
(GAP) for Cdc42 [22].

Beyond the understanding of living systems, our re-
sults may also advance the field of synthetic biology. Pre-
vious studies have explored mechanisms by which a gra-
dient can position a sharp front pattern via a bistable
reaction-diffusion system [48, 49]. The edge-sensing
mechanism, presented in this paper, is a candidate for a
further building block to design spatial protein patterns.

In future studies, it would be interesting to general-
ize our results beyond the paradigmatic case of a single,
stationary, step-like template in one spatial dimension.
Templates with multiple steps may be dissected into seg-
ments with single steps that can then be studied sepa-
rately. Furthermore, it has been shown that the geome-
try of a cell indirectly affect the attachment–detachment
kinetics via the ratio of bulk-volume to surface-area
[50, 51], and curvature sensing proteins [52]. Another
promising direction is to incorporate the dynamics of the
template itself as a self-organized pattern-forming sys-
tem, and include a feedback from the downstream pat-

tern to the template. Such feedback may give rise to com-
plex spatio-temporal behavior like oscillatory patterns
and traveling waves that can then be characterized by
building on the phase-portrait analysis presented here.
Our results on the moving template (Sec. III) and non-
adiabatic upregulation of average mass (Appendix D) in-
dicate that the edge sensing works beyond the adiabatic
regime.

Finally, even for the elementary case studied here,
many important questions remain open. We showed that
a moving template will lead to a loss of the edge-localized
peak due to depinning (while pulling) or suppression
(while pushing) at different critical edge-velocities. In
future work, these transitions should be studied in more
detail both numerically and analytically, e.g. using a re-
sponse function formalism [44]. Furthermore, an ana-
lytic approach employing asymptotic methods like sin-
gular perturbation theory [33, 36, 37, 40] may help to
cast our heuristic explanation of the localized eigenfunc-
tion, based on the concept of regional instability, into
a more rigorous argument. Similarly, such an approach
may elucidate the transition from edge-localized peaks
to boundary-localized peaks for too fast mass upregula-
tion (cf. Appendix D, Fig. 11). In general, we expect
that combining mathematical tools like singular pertur-
bation theory with the local equilibria framework will
be a fruitful approach to systematically study complex
pattern-forming systems.
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Appendix A: Reaction kinetics and template
definition

Throughout this paper we use a two-component McRD
model on a one-dimensional domain with one protein
species (cf. Eq. (1a) and (1b)). The proteins cycle be-
tween a cytosolic state (concentration c(x, t)) and mem-
brane bound state (concentration m(x, t)) as specified by
the reaction term f(m, c). Importantly, our results are
based on the shape of the reactive nullclines and, hence,
don’t depend on the specific choice for f(m, c). To illus-
trate our findings, we use biochemically motivated reac-
tion kinetics, comprising attachment, a(m), and detach-
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ment, d(m), reactions

f(m, c) := a(m)c− d(m)m . (A1)

Specifically we use

a(m) := (kon + kfb m) , (A2a)

d(m) :=
koff

Kd + m
, (A2b)

as introduced before in Ref. [28]. These reaction kinetics
describe a protein species that can attach from the cy-
tosol to the membrane with a rate kon and get recruited
from the cytosol to the membrane by membrane bound
proteins with a rate kfb. Membrane bound proteins de-
tach from the membrane via an enzymatic process de-
scribed by first order Michaelis-Menten kinetics, param-
eterized by the rate koff and the dissociation constant
Kd.
We consider systems were the reaction rates are dif-

ferent in subdomains A and B. This externally imposed
heterogeneity was introduced as a step-like template in
Sec. I C (cf. Eq. (9)). For specificity, we choose a tem-
plate that affects the reaction rates, such that the re-
active nullcline in subdomain B is stretched along the
m-axis with respect to the reactive nullcline in subdo-
main A. To that end, we rescale the feedback rate and
the dissociation constant scale with the template value,
such that these rates become space dependent

kfb(x) := k̂fb/θ(x), (A3a)

Kd(x) := K̂d θ(x). (A3b)

The reaction term then becomes

f(m, c; θ) =

#
kon + k̂fb

m

θ(x)

$
c−

koff
m

θ(x)

K̂d + m
θ(x)

. (A4)

For convenience, we do not specify units of length and
time. In an intracellular context a typical size would
be L ∼ 10 µm, and typical diffusion constants are Dm ∼
0.01−0.1 µm2s−1 on the membrane and Dc ∼ 10 µm2s−1

in the cytosol. Rescaling to different spatial dimensions
is straightforward. To fix a timescale, the kinetic rates
can be rescaled with respect to the attachment rate kon.
In an intracellular context, typical attachment timescales
are on the order of seconds, i.e. kon ∼ s−1.

Appendix B: Nullclines without edge-sensing

In Sec. II C in the main text, we analyzed the edge-
sensing mechanism based on the reactive nullclines in
phase space. In this analysis, the effect of the hetero-
geneous reaction kinetics, i.e. the template, is captured
by the shapes of the reactive nullclines. From our analy-
sis, we found a criterion for the edge-sensing mechanism,
as illustrated in Fig. 5. The nullclines need to intersect

at a point where only one nullcline is steeper than FBS
(cf. Eq. (8)).

In this appendix, we discuss a case where the criterion
for edge sensing is not fulfilled, such that a localization
of the regional instability to the edge is not possible, and
a peak at the template edge does not exist (cf. Fig. 6(b)).
As an example, we consider a template, affecting the re-
action kinetics such that the nullcline is stretched along
the c-axes instead of the m-axis, as shown in Fig. 8(b).

For the specific attachment–detachment reaction ki-
netics (Eq. (A2)), the nullclines is stretched along the
c-axis via the off-rate while keeping all other rates con-
stant:

koff(x) := k̂off θ(x). (B1)

The resulting reaction term then reads

f(m, c; θ) = (kon + kfb m) c− θ(x)
k̂off m

Kd +m
. (B2)

Following the same arguments as presented in
Sec. II A,we can construct the base states (mono-
tonic steady state). Starting from the low-mass base
state, illustrated in Fig. 8(a), and increasing the average
mass n̄ results in an upwards shift of the FBS by the
same argument as presented in Sec. II A. When the mass
is further increased the FBS moves to the level where
the two FBS-NC intersection points on the A-nullcline,
m−

A and m0
A, annihilate in a saddle-node bifurcation, as

shown in Fig. 8(b). If η0 increases beyond that point,
the base state vanishes. Note that the origin of the
saddle-node bifurcation lies in the annihilation of the
two FBS-NC intersection points. This is different from
the saddle-node bifurcation that occurs for the nullclines
we analyzed in Sec. II A in the main text. There, the
base state vanishes due to a breakdown of total turnover
balance which becomes apparent by the ‘annihilation’ of
the two solutions for mE of Eq. (12); cf. Fig. 3.

To study the dynamics in the vicinity of the base state
bifurcation, we use the concept of regional instability
(cf. Sec. II C). The part of the density distribution that
enters the laterally unstable region in phase space cor-
responds to the concentration at the left hand system
boundary (x = 0) (Fig. 8(b)). Hence, upon crossing the
base state’s saddle-node bifurcation, a regional instabil-
ity emerges at this system boundary, and a peak forms
there.

Moreover, for nullclines shown in Fig. 8, there is only
one way to construct a stationary pattern with a single
interface (inflection point) within subdomain A (in ad-
dition to the interface imposed by the template step).
This pattern always has a density peak at the system
boundary (x = 0) and decreases monotonically in space
towards x = L. A stable peak localized to the template
edge does not exist in this case.
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(a) Low-mass base state (b) Base-state bifurcation

FIG. 8. Base states for nullclines shapes that do not fa-
cilitate edge-sensing. (a) The low-mass base state with
a high-concentration plateau in subdomain A and a low-
concentration plateau in subdomain B. (b) At a critical aver-
age mass, the base state undergoes a saddle-node bifurcation.
The bifurcation arises from the ‘annihilation’ of the FBS-NC
intersection point m−

A and m0
A, and not from the break down

of turnover balance as discussed in Sec. II C the main text.
In this case, a regional instability is triggered at the system
boundary. An adiabatic sweep of n̄ through the saddle-node
bifurcation of the FBS-NC intersection points is shown in Sup-
plementary Movie 7.

Appendix C: Temporal variation of the template

In Sec. II in the main text, we considered upregulation
of average mass n̄ while the spatial template was kept
constant. One can perform a similar analysis for a vary-
ing template, while keeping the average mass constant.
In this scenario, not n̄ but the parametrization of the
template (e.g. θA) serves as a bifurcation parameter. In
the biological context, this corresponds to a dynamically
varying upstream protein pattern.

To demonstrate that varying the template induces
equivalent bifurcations as variation of the average mass,
we use the template as in the main text (cf. Eq. (A4))
and perform a numeric simulation where we let the tem-
plate θ(x, t) slowly vary with time (for simplicity only in
subdomain A):

θ(x, t) =

%
θA(t) x ≤ xE,

θB x > xE.
(C1)

We initialize the template value in subdomain A at
θA(0) = θB and let it change via a sinusoidal ramp to
its final value θA(tf) = θfA.
An exemplary simulation is shown in Fig. 9 and Sup-

plementary Movie 8. At the start of the simulation, the
reaction rates, and thus the reactive nullclines, are the
same in subdomain A and subdomain B, which is illus-
trated by the overlapping nullclines in Fig. 9(a). The
template is homogeneous, and the corresponding steady
state is a homogeneous density profile for sufficiently low
average mass. Upon decreasing θA, the reaction rates in

subdomain A change, leading to a change in the shape of
the reactive nullcline (Fig. 9(b)). The resulting base state
is equivalent to the low-mass base state, similar to the
case for mass upregulation analyzed in Sec. II A. When
θA is further decreased, the density profile becomes re-
gionally unstable at the template edge(Fig. 9(c)), which
triggers a peak at the template edge (Fig. 9(d)). This
shows that the pattern formation process as discussed in
the main text can also be realized with a dynamic tem-
plate.

Appendix D: Non-adiabatic mass upregulation

In Sec. II in the main text, we analyzed the steady
states as a function of average mass and found that the
system undergoes a transition from base states to pat-
terns through a saddle-node bifurcation. To analyze how
the patterns emerge as the system goes through this bi-
furcation, we performed numerical simulations where we
adiabatically increased the average mass by a global cy-
tosolic source with rate κs

∂tc = Dc ∂
2
xc− f(m, c) + κs, (D1)

which entails ∂tn̄ = κs. In this appendix, we explore
the emergence of patterns when the average mass is non-
adiabatically increased beyond the base-state bifurca-
tion. We initialize the system at zero mass and increase
mass up to a value n̄f within the regime where no base
state exists. Varying the rate of mass inflow κs, we find
six regimes with qualitatively different transient dynam-
ics (see Supplementary Movies 9-14). Below, we briefly
describe the observed dynamics of the density profile in
real space in these regimes going from slow to fast κs.
We then use the (m, c)-phase space and the concept of
regional instability (cf. Sec. II C) to heuristically explain
the observed dynamics.

1. Template-edge peak. For small κs, a density peak
emerges at the template edge, even though the den-
sity profile does not relax to a quasi-steady state.
This highlights that the edge-sensing mechanism is
robust against rate of mass inflow. (Supplementary
Movie 9)

2. Transition regime. Here, we observe two peaks
emerging simultaneously, one at the outer bound-
ary of subdomain A and one at the template edge.
This is an intermediate regime between the bound-
ary peak regime (3) and the template edge peak
regime (1), as both peaks emerge simultaneously.
(Supplementary Movie 10)

3. System-boundary peak. Here, we observe one peak
forming at the system boundary at x = 0. (Sup-
plementary Movie 11)

4. Sequential peak formation. First, a peak forms at
the domain boundary of subdomain A, as in the
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(a) (b) (c) (d)

FIG. 9. An adiabatically changing template triggers peak formation at the template edge. See also Supplementary Movie 8.
(a) Initial state with a homogeneous template profile θA = θB. (b) Base state analogous to Fig. 3. (c) Base state right before
the saddle-node bifurcation. The region that becomes laterally unstable in the bifurcation is highlighted in light green in the
spatial profile and in phase space (cf. Fig. 5). (d) Peak pattern state after the system transitioned through the bifurcation.
This state is qualitatively the same as sketched in Fig. 4(c).
Parameters as in Fig. 7 but with L = 5, θB = 20, and θfA = 0.5.

system- boundary peak regime (3). Then, after the
first peak already formed, another peak forms at
the template edge as in regime (1).(Supplementary
Movie 12)

5. Multiple peaks. Here, the pattern-formation pro-
cess is very similar to the system-boundary peak
regime (3). However, multiple peaks form at the
outer boundary of subdomain A simultaneously.
(Supplementary Movie 13)

6. Quenched system. Here the mass is upregulated al-
most instantaneously, κ−1

s → 0, which is equivalent
to a system initialized with the complete mass in
the cytosol. This results in a sequence of peaks
forms in subdomain A, starting from the template
edge in a process akin to front invasion into an un-
stable state [53]. (Supplementary Movie 14)

Note that all states with multiple peaks (corresponding
to multiple inflection points of the pattern profile in sub-
domain A) are unstable due to coarsening. The final
steady state is always a pattern with a peak either at the
template edge or at the system boundary x = 0.

In Sec. II C and Appendix B, we showed that the for-
mation of a density peak is determined by the position
of a regional instability, when the system is in quasi-
steady state. The position of the regional instability can
be found from a phase portrait analysis, since the null-
cline slope criterion (cf. Eq. (8)) determines which part
of the density profile becomes unstable. To use the same
heuristic for understanding the formation of these tran-
sient peaks, we analyze the density distribution in phase

space obtained from numerical simulations in these non-
adiabatic regimes. When mass is added to the system on
a faster timescale than it can relax to its steady state, the
density distribution in phase space is no longer embedded
in a single FBS. Instead, the density distribution in phase
space follows a ‘zig-zag’ shape, as illustrated in Fig. 10.
This indicates that the density in the vicinity of the tem-
plate edge is still embedded in a FBS, with offset ηint,
but the density far away from the template edge deviates
from this FBS. Instead, these ‘quasi-plateaus’ are slaved
to the nullcline which indicates that they are locally close
to reactive equilibrium, and that their relaxation is lim-
ited by diffusive mass transport. Accordingly, for faster
inflow of mass, the zig-zag shape is more pronounced—
that is, the quasi-plateaus deviate more from ηint. If
inflow of mass is faster than diffusive transport across
the quasi-plateaus, a region at the system boundary in
subdomain A enters the lateral unstable region in phase
space first, as illustrated in Fig. 10(b). This leads to the
emergence of a peak at the system boundary in regime
(3), and to more complex pattern formation in regimes
(4)–(6). In the transition regime (2), mass inflow and
mass transport roughly balance, such that a region at
the system boundary and a region at the template edge
enter the laterally unstable region in phase space at the
same time.

The (L2/Dc,κ
−1
s )-phase diagram shown in Fig. 11 con-

firms the intuition that pattern emergence depends on
the competition between the time scales of mass in-
flow, κs, and diffusive mass transport across the system
∼L2/Dc. Indeed, the regime boundaries in the phase
diagram are roughly straight lines emanating from the
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(a) (b)

Regional lateral instability

 

FIG. 10. Effect of non-adiabatic mass upregulation on the
pattern formation dynamics. (a) Peak formation at the tem-
plate edge: The density distribution is not embedded in a
single FBS, leading to the ‘zig-zag’-shaped density distribu-
tion in phase space. The regional instability is still triggered
at the template edge, as highlighted by the (green) shaded re-
gion. (b) Peak formation at the system boundary: The faster
mass-inflow leads to a more pronounced ‘zig-zag’-shaped den-
sity distribution in phase space. The regional instability is
now first triggered at the system boundary. This results in a
peak forming at the system boundary as shown in Fig. 4(b).

origin. In particular, the transition from a ‘template-
edge peak’ to a ‘system-boundary peak’ corresponds to
a line κ−1

s ≈ L2/Dc. This confirms the intuition that
edge sensing is only possible when the inflow of mass
into the system is slower than the timescale of diffusive
mass transport. For comparison, in an intracellular con-
text one has L ≈ 10 µm and Dc ≈ 10 µm2s−1, such that
the timescale of mass transport across the cell is on the
order of seconds. This is fast compared to changes in
average protein concentrations (for instance, due to pro-
tein expression or release from the nucleus). Hence, the
edge-sense mechanism is a realistic candidate for tem-
plate guided intracellular pattern formation.

Appendix E: Numerical continuation, steady state
construction and bifurcation scenarios

Numerical continuation. — To numerically calculate
steady state solutions of the two-component McRD sys-
tem (Eq. (1)), we choose a finite-difference discretization
of the PDEs. For steady states, this yields an algebraic
system of equations that can be solved with an iterative
Newton method. The basic idea of numerical contin-
uation is to follow a solution branch through parameter
space (see for instance, Ref. [42] for an excellent overview
over continuation methods). This “path-following” is of-
ten performed by emplying a predictor-corrector scheme:
Starting from one solution, the next solution along the
branch is predicted from the tangent space of the solution
branch which can be obtained from the Jacobian.
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FIG. 11. Phase diagram for the timescale of mass upregu-
lation (global cytosolic inflow κ−1

s ) against the timescale of
mass-redistribution across the entire domain (L2/Dc). Edge
sensing, i.e. formation of a single density peak a the template
edge, is operational in regime (1), see Supplementary Movie 9.
In regimes (2)-(6) a peak at the system boundary (x = 0) or
multiple peaks form, see Supplementary Movies 10-14.
Parameters: Dm = 0.01, Dc = 10, kon = 1, k̂fb = 1, koff = 2,
K̂d = 1, θA = 0.5, θB = 20, xE = 3/5L, n̄f = 5.

Steady state construction and finite domain size ef-
fects. — In order to test the geometric constructions in-
troduced in Sec. II we characterize the steady state of the
system with the quantity m∗

E −mB, which must be neg-
ative for low-mass base states (monotonic steady states
in the low-mass regime, cf. Sec. II A) and positive for
non-monotonic steady states (stationary peak pattern lo-
calized at the template edge, cf. Sec. II B). We perform
numerical continuation and compare the results from the
simulation (solid lines in Fig. 12) with the approxima-
tion from the geometric construction (red dots and dash-
dotted line). The geometric construction serves as a good
approximation for the steady for sufficiently large system
sizes.

Also note that for small system sizes the base state
smoothly transitions into the pattern state (purple line
corresponding to L = 5 in Fig. 12).

Bifurcation scenario. — The bifurcation scenario con-
necting the base state and the patterns can be under-
stood as a series of imperfect subcritical pitchfork bifur-
cations. The imperfection is caused by the template that
breaks mirror symmetry of the system. On a homoge-
neous domain (i.e. without a template), the bifurcations
from homogeneous steady state to patterns are subcrit-
ical pitchfork bifurcation that become supercritical for
small system sizes / large wavenumbers [28]. A more de-
tailed analysis of the bifurcation scenario induced by the
step-like template is left for future work. One interest-
ing starting point would be to analyze the two-parameter
bifurcation diagram in the (n̄, θA)-plane, where the line
θA = θB correspond to the homogeneous domain. Al-
ternatively, one can investigate the bifurcation scenario
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FIG. 12. One-parameter bifurcation structure in n̄ (aver-
age mass) connecting the low-mass base state (monotonic,
i.e. mE < mB and the peak pattern at the template edge
(non-monotonic, i.e. mE > mB). Solid (dashed) lines in-
dicate stable (unstable) branches from numerical continua-
tion for different domain sizes (increasing from dark to light
lines). Solutions from the analytic construction of base states
in the large domain size limit (L → ∞) are shown as red dots
and (position of the saddle-node bifurcation denoted by n∞

bs).
Note that for small domain size (L = 5), the saddle-node bi-
furcations vanish and the base state smoothly transitions into
a stable peak pattern upon increasing n̄. The red, dash dot-
ted line indicates the analytically constructed edge-localized
pattern (limit L → ∞). The lower bound in average mass for
the existence of these patterns is denoted by n∞

pattern.
Fixed parameters as in Fig. 4(a).

in the template edge position (i.e. the (n̄, xE) parameter
plane), where xE = 0 and xE = L correspond to homo-
geneous domains.

Unstable multi-interface patterns. — The dotted
branches in the bifurcation structure Fig. 4(a) corre-
spond to patterns with multiple self-organized interfaces
(i.e. more than two inflection points in the spatial
profile, since the template edge enforces one inflection
point at xE). Figure 13 shows spatial profiles at
the numbered points in Fig. 4(a) representative for
the respective branches. The spiral structure of the
bifurcation structure reflects an increasing number of
of peaks from the outside to the center of the spiral.
For the branches numbered 1-3 (4-6) the concentration
difference m∗

E −mB is positive (negative), corresponding
to a peak (trough) at the template edge.

All multi-interface patterns are unstable due to a com-
petition for mass and decay into one of the two stable
patterns, with a peak either at the system boundary or
at the template edge, in a coarsening process.
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FIG. 13. Spatial profiles representative of the unsta-
ble branches numbered (1-6) in the n̄-bifurcation diagram
Fig. 4(a).

Appendix F: Demonstration of the edge-sensing
criterion

To illustrate how the edge sensing criterion might help
in modeling of biological systems we consider a concrete
biological example. Cdc42 pattern formation is described
by a phenomenological two-component model of the form
Eq. (1) with the reaction kinetics [4]

f(m, c) =

#
kon + kfb

m2

1 +m2

$
c− koffm (F1)

The nullcline c∗(m) determined by f(m, c∗(m)) = 0
has a section of negative slope for kfb > 8kon in the in-
terval [mmax,mmin] given by

mmin,max =

'
1

1 + kon/kfb

#
1∓ ν

2
− kon

kfb

$
(F2)

with

ν =

(
1− 8

kon
kfb

. (F3)

Since cytosolic diffusion is multiple orders of magni-
tude faster than diffusion of membrane bound Cdc42,
we consider the limit Dc ≫ Dm where the FBS-slope is
zero. Then the criterium for lateral instability is that
the nullcline slope be negative ∂mc∗(m) < 0; and the
edge-sensing criterion is that nullclines must intersect at
a point where one of them has negative slope.

In cellular wound healing, Abr forms a ring of high con-
centration around the wound edge, followed by the for-
mation of a Cdc42 ring around the Abr ring [22]. Cdc42
then activates the actomyosin machinery that drives the
contraction of the cell membrane to close the wound.
Protein mutation on Abr and Cdc42 studies suggest that
the high density Abr ring acts as a template for Cdc42
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FIG. 14. Demonstration of the edge-sensing criterion for a phenomenological model for Cdc42 pattern formation. (a) Nullclines
of the reaction kinetics Eq. (F1) in subdomains A (orange) and B (blue), defined by the reaction rates in Eq. (F4). Multiple
B-nullclines are shown for off-rate factors γoff = 1, 1.5, . . . , 5 while the on-rate factor is fixed at γon = 8. The critical values
γ±
off between which the A-nullcline is intersected at negative slope (i.e. the edge-sensing criterion is fulfilled) are shown as

dashed and dash-dotted lines respectively. (b) Phase diagram of on- and off-rate factors (γon, γoff). The shaded region shows
the regime where edge-sensing is observed in numerical simulations with adiabatically increasing average mass (cf. Eq. (D1)).
Dashed red lines show the curves γ±

off(γon), cf. Eq. (F6), between which the edge-sensing criterion is fulfilled. (c) Quasi-
stationary density profiles obtained from numerical simulations with adiabatically increasing average mass n̄ illustrating the
typical pattern emerging from the base-states’s saddle-node bifurcation in the three regimes of the (γon, γoff) phase diagram
(γon = 8; top: γoff = 5.5, n̄ = 2.9; γoff = 3, n̄ = 2.35; bottom: γoff = 1.5, n̄ = 2.24.). Fixed parameters: kfb = 1, kon =
0.07, koff = 1, Dm = 10−4, Dc = 0.1, L = 1, xE = 0.5,κs = 10−5.

[22]. Furthermore, it has been shown that Abr acts as
both a nucleotide exchange factor (GEF) and a GTPase-
activating protein (GAP) for Cdc42 [22]. We therefore
model the effect of Abr on the Cdc42 kinetics as a factor
increasing both the attachment rate kon and the detach-
ment rate koff . The reaction terms in the two subdo-
mains with low and high Abr density, are thus defined as

fA,B(m, c) = f(m, c; kA,B
on , kA,B

off ) with

kAon = kon, kBon = γonkon, (F4)

kAoff = koff , kBoff = γoffkoff , (F5)

where the factors γon, γoff > 1 encode the relative en-
hancement of attachment and detachment rates in sub-
domain B compared to subdomain A.
The edge-sensing criterion (nullclines intersect at a

point where the A-nullcline has negative slope) is ful-
filled when the intersection point (mi, ci) of the two null-
clines, defined by fA(mi, ci) = 0 & fB(mi, ci) = 0, lies
in the range [mmax,mmin] (see Fig. 14(a)). Solving these
equations for γoff , we find that nullclines fulfill the edge-
sensing criterion when γoff lies in the range [γ−

off , γ
+
off ] as

a function of γon:

γ±
off(γon) =

1

1 + kfb/kon

#
kfb
kon

+
2

ν ∓ 1
+ γon

ν ∓ 3

ν ∓ 1

$
.

(F6)
Note that γ±

off(1) = 1 corresponds to the singular case
where the template has no effect, i.e. the reaction kinetics
in the two subdomains are identical. The dashed, red

lines in Fig. 14(b) show the curves γ±off(γon) that delineate
the regime where the edge-sensing criterion is fulfilled.

To test the criterion, we ran numerical simulations,
for different combinations (γon, γoff). In each simulation,
the average mass is adiabatically increased at a rate κs =
10−5, cf. Eq. (D1).

We find three different types of patterns emerging from
the base-states’s saddle-node bifurcation. Examples of
these are shown in Fig. 14(c). The regime where we find
edge-localized peaks agrees well with the prediction from
the geometric edge-sensing criterion (shown as dashed,
red lines in (b)).

Interestingly, the (γon, γoff)-phase diagram shows that
both attachment and detachment need to be enhanced in
subdomain B. This implies that proteins, like Abr, that
have both GEF- and GAP-catalytic domains may play a
crucial role for edge sensing by GTPases.
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Abstract: Important cellular processes, such as cell motility and cell division, are coordinated by
cell polarity, which is determined by the non-uniform distribution of certain proteins. Such protein
patterns form via an interplay of protein reactions and protein transport. Since Turing’s seminal
work, the formation of protein patterns resulting from the interplay between reactions and diffusive
transport has been widely studied. Over the last few years, increasing evidence shows that also
advective transport, resulting from cytosolic and cortical flows, is present in many cells. However, it
remains unclear how and whether these flows contribute to protein-pattern formation. To address this
question, we use a minimal model that conserves the total protein mass to characterize the effects of
cytosolic flow on pattern formation. Combining a linear stability analysis with numerical simulations,
we find that membrane-bound protein patterns propagate against the direction of cytoplasmic flow
with a speed that is maximal for intermediate flow speed. We show that the mechanism underlying
this pattern propagation relies on a higher protein influx on the upstream side of the pattern compared
to the downstream side. Furthermore, we find that cytosolic flow can change the membrane pattern
qualitatively from a peak pattern to a mesa pattern. Finally, our study shows that a non-uniform flow
profile can induce pattern formation by triggering a regional lateral instability.

Keywords: symmetry breaking; cytoplasmic flow; phase-space analysis; protein pattern formation

1. Introduction

Many biological processes rely on the spatiotemporal organization of proteins. Arguably one
of the most elementary forms of such organization is cell polarization — the formation of a “cap” or
spot of high protein concentration that determines a direction. Such a polarity axis then coordinates
downstream processes including motility [1,2], cell division [3], and directional growth [4]. Cell
polarization is an example for symmetry breaking [5], as the orientational symmetry of the initially
homogeneous protein distribution is broken by the formation of the polar cap.

Intracellular protein patterns arise from the interplay between protein interactions (chemical
reactions) and protein transport. Diffusion in the cytosol serves as the most elementary means of
transport. Pattern formation resulting from the interplay of reactions and diffusion has been widely
studied since Turing’s seminal work [6]. In addition to diffusion, proteins can be transported by fluid
flows in the cytoplasm and along cytoskeletal structures (vesicle trafficking, cortical contractions)
driven by molecular motors [7,8]. These processes lead to advective transport of proteins.

Recently, it has been shown experimentally that advective transport (caused by cortical flows)
induces polarization of the PAR system in the C. elegans embryo [9–11]. Furthermore, in vitro studies
with the MinDE system of E. coli, reconstituted in microfluidic chambers, have shown that the flow of
the bulk fluid has a strong effect on the protein patterns that form on the membrane [12,13]. Increasing
evidence shows that cortical and cytosolic flows (also called “cytoplasmic streaming”) are present in
many cells [14–19]. In addition, cortical contractions can drive cell-shape deformations [20], inducing
flows in the incompressible cytosol [21,22]. However, the role of flows for protein-pattern formation
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remains elusive. This motivates to study the role of advective flow from a conceptual perspective,
with a minimal model. The insights thus gained will help to understand the basic, principal effects of
advective flow on pattern formation and reveal the underlying elementary mechanisms.

The basis of our study is a paradigmatic class of models for cell polarization that describe
a single protein species which has a membrane-bound state and a cytosolic state. Such
two-component mass-conserving reaction–diffusion (2cMcRD) systems serve as conceptual models for
cell polarization [23–27]. Specifically they have been used to model Cdc42 polarization in budding
yeast [28,29] and PAR-protein polarity [30]. 2cMcRD systems generically exhibit both spontaneous and
stimulus-induced polarization [5,27,30]. In the former case, a spatially uniform steady state is unstable
against small spatial perturbations (“Turing instability” [6]). Adjacent to the parameter regime of
this lateral instability, a sufficiently strong, localized stimulus (e.g. an external signal) can induce the
formation of a pattern starting from a stable spatially uniform state. The steady state patterns that
form in two-component McRD systems are generally stationary (there are no travelling or standing
waves). Moreover, the final stationary pattern has no characteristic wavelength. Instead, the peaks that
grow initially from the fastest growing mode (“most unstable wavelength”) compete for mass until
only a single peak remains (“winner takes all”) [26,28,31]. The location of this peak can be controlled
by external stimuli (e.g. spatial gradients in the reaction rates) [28,32].

Recently, a theoretical framework, termed local equilibria theory, has been developed to study these
phenomena using a geometric analysis in the phase plane of the protein concentrations [27,33]. With
this framework one can gain insight into the mechanisms underlying the dynamics of McRD systems
both in the linear and in the strongly nonlinear regime, thereby bridging the gap between these two
regimes.

Here, we show that cytosolic flow in two-component systems always induces upstream
propagation of the membrane-bound pattern. In other words, the peak moves against the cytosolic
flow direction. This propagation is driven by a higher protein influx on the upstream side of the
membrane-concentration peak compared to its downstream side. Using this insight, we are able
to explain why the propagation speed becomes maximal at intermediate flow speeds and vanishes
when the rate of advective transport becomes fast compared to the rate of diffusive transport or
compared to the reaction rates. We first study a uniform flow profile using periodic boundaries. This
effectively represents a circular flow, which is observed in plant cells (where this phenomenon is
called cytoplasmic streaming or cyclosis) [34]. It also represents an in vitro system in a laterally large
microfluidic chamber. We then study the effect of a spatially non-uniform flow profile in a system with
reflective boundaries, as a minimal system for flows close to the membrane [9,11,25], e.g. in the actin
cortex. We show that a non-uniform flow profile redistributes the protein mass, which can trigger a
regional lateral instability and thereby induce pattern formation from a stable homogeneous steady
state.

The remainder of the paper is structured as follows. We first introduce the model in Sec. 2.
We then perform a linear stability analysis in Sec. 3 to show how spatially uniform cytosolic flow
influences the dynamics close to a homogeneous steady state. In Sec. 4, we use numerical simulations
to study the fully nonlinear long-term behavior of the system. Next, we show that upon increasing the
cytosolic flow velocity, the pattern can qualitatively change from a mesa pattern to a peak pattern in
Sec. 5. Finally, in Sec. 6, we study how a spatially non-uniform cytosolic flow can trigger a regional
lateral instability and thus induce pattern formation. Implications of our findings and links to earlier
literature are briefly discussed at the end of each section. We conclude with a brief outlook section.

2. Model

We consider a spatially one-dimensional system of length L. The proteins can cycle between a
membrane-bound state (concentration m(x, t)) and a cytosolic state (concentration c(x, t)), and diffuse
with diffusion constants Dm and Dc, respectively (Fig. 1). In cells, the diffusion constant on the
membrane is typically much smaller than the diffusion constant in the cytosol. In the cytosol, the
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Figure 1. One-dimensional two-component system with cytosolic flow into the positive x direction.
The reaction kinetics include (1) attachment, (2) self-recruitment and (3) enzyme-driven detachment.

proteins are assumed to be advected with a speed vf(x), as indicated by the blue arrow in Fig. 1. Thus,
the reaction-diffusion-advection equations for the cytosolic density and membrane density read

∂tc + ∂x(vfc) = Dc∂2
xc − f (m, c), (1a)

∂tm = Dm∂2
xm + f (m, c), (1b)

with either periodic or reflective boundary conditions. The nonlinear function f (m, c) describes the
reaction kinetics of the system. Attachment–detachment kinetics can generically be written in the form

f (m, c) = a(m)c− d(m)m, (2)

where a(m) > 0 and d(m) > 0 denote the rate of attachment from the cytosol to the membrane and
detachment from the membrane to the cytosol, respectively. The dynamics given by Eq. (1) conserve
the average total density

n̄ =
1
L

∫ L

0
dx n(x, t). (3)

Here, we introduced the local total density n(x, t) := m(x, t) + c(x, t).
For illustration purposes, we will use a specific realization of the reaction kinetics [27],

a(m) = kon + kfbm and d(m) =
koff

KD + m
, (4)

describing attachment with a rate kon, self-recruitment with a rate kfb, and enzyme-driven detachment
with a rate koff and the Michaelis-Menten constant KD, respectively. However, our results do not
depend on the specific choice of the reaction kinetics. Unless stated otherwise, we use the parameters:
kon = 1 s−1, kfb = 1 µm s−1, koff = 2 s−1, KD = 1 µm−1, n̄ = 5 µm−1, Dm = 0.01 µm2/s, Dc = 10 µm2/s.

3. Linear stability analysis

3.1. Linearized dynamics and basic results

To study how cytosolic flow affects the formation of protein patterns, we first consider a spatially
uniform flow profile (i.e. constant vf(x) = vf) and perform a linear stability analysis of a spatially
homogeneous steady state u∗ = (m∗, c∗):

f (m∗, c∗) = 0, m∗ + c∗ = n̄. (5)

Following the standard procedure, we linearize the dynamics for small perturbations u(x, t) =

u∗ + δu(x, t) around the homogeneous steady state. Expanding δu(x, t) in exponentially growing (or
decaying) Fourier modes δu = ûq eσteiqx leads to the eigenvalue problem

J ûq = σûq, (6)
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cytosolic flowA B

Figure 2. (A) Sketch of real (solid) and imaginary (dotted) part of a typical dispersion relation with
a band [0, qmax] of unstable modes. (B) The initial dynamics of a spatially homogeneous state with a
small random perturbation (blue thin line). The direction of cytosolic flow is indicated by a blue arrow.
The typical wavelength (λ) of the initial pattern is determined by the fastest growing mode q∗ and the
phase velocity is determined by the value of the imaginary part of dispersion relation at the fastest
growing mode (vphase = Imσ(q∗)/q∗). The growth of the pattern is indicated by orange arrows, while
the travelling direction is indicated by pink arrows.

with the Jacobian

J =

(
−Dcq2 − ivfq− fc − fm

fc −Dmq2 + fm

)
,

where fc = ∂c f |u∗ and fm = ∂m f |u∗ encode the linearized reaction kinetics. Note that for reaction
kinetics of the form Eq. (2), fc = a(m) > 0 and we consider this case in the following.

For each mode with wavenumber q, there are two eigenvalues σ1,2(q). The case q = 0 corresponds
to spatially homogeneous perturbations, where the two eigenvalues are given by σ1 = fm − fc and
σ2 = 0 [27]. Here, we restrict our analysis to homogeneously stable states (σ1 < 0). The second
eigenvalue (σ2 = 0) corresponds to perturbations that change the average mass n̄ and therefore shift
the homogeneous steady state u∗(n̄) along the nullcline f = 0. Because these perturbations break
mass-conservation, they are not relevant for the stability of a closed system as considered here. The
modes q > 0 determine the stability of the system against spatially inhomogeneous perturbations
(lateral stability). The eigenvalue with the larger real part determines the stability and will be denoted
by σ(q), suppressing the index.

A typical dispersion relation with a band of unstable modes is shown in Fig. 2A. The real part (solid
line), indicating the mode’s growth rate, has a band of unstable modes [0, qmax] where Re σ(q) > 0.
The fastest growing mode q∗ determines the wavelength λ of the pattern that initially grows, triggered
by a small, random perturbation of the spatially homogeneous steady state. For vf = 0, the imaginary
part of σ(q) vanishes, for locally stable steady states (σ(0) ≤ 0). [27]. However, in the presence of flow,
the imaginary part of σ(q) is non-zero (dashed line in Fig. 2A), which implies a propagation of each
mode with the phase velocity vphase(q) = − Im σ(q)/q. This means that a mode q not only grows over
time (orange arrows in Fig. 2B), but also propagates as indicated by the pink arrows in Fig. 2B. Further
below, in Sec. 3.4, we will show that Im σ(q) always has the same sign as the flow velocity vf, such that
all modes propagate against the flow direction.

To gain physical insight into the mechanisms underlying the growth and propagation of
perturbations (modes) we will first give an intuitive explanation of a lateral instability in McRD
systems, building on the concepts of local equilibria theory [27,33]. We then provide a more detailed
analysis in the limits of long wavelength as well as fast and slow flow.

3.2. Intuition for the flow-driven instability and upstream propagation of the unstable mode

Lateral instability in McRD systems can be understood as a mass-redistribution instability [27]. Let
us briefly recap the mechanism underlying this instability for a system without flow. To this end, we
first discuss the effect of reactions and diffusion separately, and explain how these effects together
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drive the mass-redistribution instability. We then explain how this instability is affected by cytosolic
flow.

Consider a spatially homogeneous steady state, perturbed by a slight redistribution of the local
total density n(x, t). The dashed orange line in Figure 3A shows such a perturbation where the
membrane concentration (Fig. 3A top) is slightly perturbed in a sinusoidal fashion. In phase space this
is represented by a density distribution that slightly deviates from the spatially homogeneous steady
state (marked by the orange dashed line). Here, the open star and open circle mark the minimum and
maximum of the local total density, respectively. The local total density determines the local reactive
equilibrium concentrations m∗(n) and c∗(n) (cf. Eq. (5), replacing the average mass n̄ by the local mass
n(x, t)). In phase space (Fig. 3A bottom) these local equilibria can be read off from the intersections
(marked by black circles) of the reactive subspaces n(x, t) = m(x, t) + c(x, t) (gray solid lines) and
the reactive nullcline (black solid lines). A slight redistribution of the local total density shifts the
reactive equilibria, leading to reactive flows towards these shifted equilibria (red and green arrows in
Fig. 3A). Thus, the reactive equilibria, and thereby the reactive flows, are encoded in the shape of the
reactive nullcline in phase space. If the nullcline slope is negative, increasing the total density leads to
a decreasing equilibrium cytosolic concentration and therefore to attachment (green arrows in Fig. 3A).
Conversely, in regions of lower total density, the equilibrium cytosolic concentration increases via
detachment (red arrows in Fig. 3A). Hence, regions of high total density become self-organized attachment
zones and regions of low total density become self-organized detachment zones [33] (green and red areas
in Fig. 3 top and middle).

These attachment and detachment zones act as sinks and sources for diffusive mass-transport on
the membrane and in the cytosol: The attachment zone acts as a cytosolic sink and membrane source,
and the detachment zone acts as a cytosolic source and a membrane sink (blue arrows in Fig. 3B).
As diffusion in the cytosol is much faster than in the membrane, mass is transported faster in the
cytosol than on the membrane, as indicated by the size of the blue arrows in Fig. 3B top and middle.
This leads to net mass transport from the detachment zone to the attachment zone. As the local total
density increases in the attachment zone, it facilitates further attachment and thereby the growth of
the pattern on the membrane. In short, the mechanism underlying the mass-redistribution instability
is a cascade of attachment–detachment kinetics (Fig. 3A) and net mass-transport towards attachment
zones (Fig. 3B).

How does cytosolic fluid flow affect the mass-redistribution instability? Cytosolic flow transports
proteins advectively. This advective transport shifts the cytosolic density profile downstream relative
to the membrane density profile (dashed to solid orange line in Fig. 3C middle). This shift leads to an
increase of the cytosolic density on the upstream (cyan) side of the membrane peak and a decrease
on the downstream (magenta) side, in Fig. 3C (middle), respectively. In phase space, this asymmetry
is reflected as a ‘loop’ shape of the phase space trajectory that corresponds to the real space pattern
(Fig. 3C bottom). The higher cytosolic density on the upstream side increases attachment relative to the
downstream side. This leads to a propagation of the membrane concentration profile in the upstream
direction.

3.3. Long wavelength limit

To complement this intuitive picture we consider the long wavelength limit q→ 0.1 In this limit,
the dispersion relation expanded to second order in q reads

σ(q) ≈ − 1
1 + snc

[
isncvfq + (Dm + sncDc)q2 +

snc v2
f

fc(1 + snc)2 q2
]

, (7)

1 In principle, the dispersion relation can be easily obtained in closed form using the formula for eigenvalues of 2×2 matrices:
σ1,2 = 1

2 trJ ∓ 1
2

√
(trJ )2 − 4 detJ where trJ and detJ are the Jacobian’s trace and determinant, respectively. Because

the resulting expression is rather lengthy, we don’t write it out it explicitly here.
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cytosolic flow

attachment zone 

detachment zone 

reactions diffusion advection

concentration profiles
nullcline (local equilibia)
reactive subspace
attachement
detachment
diffusion

upstream downstream

Figure 3. Sketch of the initial dynamics of an laterally unstable spatially homogeneous steady state. The
role of reactions (A), diffusion (B) and advection (C) for a mass-redistribution instability are presented
for the membrane (top) and cytosolic (middle) concentration profiles and in phase space (bottom). (A) A
small perturbation of the spatially homogeneous membrane concentration (orange dashed lines in top
panel) leads to a spatially varying local total density n(x), with a larger total density at the maximum
of the membrane profile (open circle) and a smaller total density at the minimum (open star). These
local variations in total density lead to attachment zones (green region) and detachment zones (red
region). The reactive flow, indicated by the red and green arrows, points along the reactive subspace
(gray lines) in phase space towards the shifted local equilibria (black circles). These reactive flows lead
to the solid orange density profiles after a small amount of time. (B) Faster diffusion in the cytosol
compared to the membrane (indicated by the large and small blue arrows in the middle and top panel,
respectively), lead to net mass transport from the detachment zone to the attachment zone. Again,
dashed and solid lines indicate the state before and after a short time interval of diffusive transport. (C)
Cytosolic flow shifts the cytosolic concentration with respect to the membrane concentration (orange
dashed to orange solid lines), increasing the cytosolic concentration on the upstream side of the pattern
and decreasing the cytosolic concentration on the downstream side . In phase space, the trajectory of
this density profile forms a ‘loop’.
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where snc = − fm/ fc is the slope of the reactive nullcline. The imaginary part Im σ(q) is linear in q to
lowest order, implying a phase velocity vphase = vfsnc/(1 + snc) that is independent of the wavelength.
The growth rate Re σ(q) is quadratic in q to lowest order. If this quadratic term is positive, there is a
band of unstable modes.2 Hence, the criterion for a mass-redistribution instability can be expressed in
terms of the nullcline slope [27]

snc < −
Dm

Dc

[
1 +

v2
f

(1 + snc)2Dc fc

]−1

. (8)

In the absence of flow, vf = 0, we recover the slope criterion snc < −Dm/Dc for a
mass-redistribution instability driven by cytosolic diffusion [27]. We find that flow always increases
the range of instability since the second term in the square brackets monotonically increases with flow
speed |vf|. Furthermore, the instability criterion becomes independent of the diffusion constants in the
limit of fast flow (|vf| �

√
Dc fc). The criterion for the (flow-driven) mass-redistribution instability

then simply becomes snc < 0, independently of the ratio of the diffusion constants. This has the
interesting consequence that, for sufficiently fast flow, a mass-redistribution instability can be driven
solely via cytoplasmic flow, independent of diffusion.

3.4. Limits of slow and fast flow

To analyze the effect of flow for wavelengths away from the long wavelength limit it is instructive
to consider the limit cases of slow and fast flow speed.

We first consider a limit where advective transport (qvf)
−1 is slow compared either to the chemical

reactions or to diffusive transport. To lowest order in vf, the dispersion relation is given by (see
Appendix A)

σ(q) ≈ σ(0)(q) + i
vfq
2

A(q), (9)

where the zeroth order term, σ(0)(q), is the dispersion relation in the absence of flow, which has
no imaginary part [27] (cf. Eq. (A1)). The function A(q) is positive for all laterally unstable modes
(Re σ(q) > 0). Equation (9) shows that to lowest order (linear in vf) the effect of cytosolic flow is to
induce propagation of the modes with the phase velocity vphase(q) = Im σ(q)/q ≈ −vf A(q). Since
A(q) > 0 for laterally unstable modes, all growing perturbations propagate against the direction of the
flow (as illustrated in Fig. 2B).

In the limit of fast flow (compared either to reactions or to cytosolic transport) we find that the
dispersion relation (given by the eigenvalue problem Eq. (6)) reduces to

σ(q) ≈ fm − Dmq2 + i
fc fm

vfq
(10)

for non-zero wavenumbers. The real part of the dispersion relation in this fast flow limit becomes
identical to the dispersion relation in the limit of fast diffusion [27]. In both limits, cytosolic transport
becomes (near) instantaneous. In particular, in the limit of fast flow, advective transport completely
dominates over diffusive transport in the cytosol such that the dispersion relation becomes independent
of the cytosol diffusion constant Dc.

From the imaginary part of σ(q), we obtain the phase velocity vphase = − fc fm/(vfq2). In other
words, an increase in cytosolic flow leads to a decrease of the phase velocity. This is opposite to the slow
flow limit discussed above, where the phase velocity increased linearly with the flow speed.

2 Homogeneous stability implies that the nullcline slope snc is larger than −1 [27], such that the prefactor (1 + snc)−1 is
positive.
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To rationalize these findings, we recall the propagation mechanism as discussed above. There,
we argued that a phase shift between the membrane and the cytosol pattern is responsible for the
pattern propagation, as it leads to an asymmetry in the attachment–detachment balance upstream and
downstream. This phase shift increases with the flow velocity and eventually saturates at π/4.3 On the
other hand, the cytosol concentration gradients become shallower the faster the flow. To understand
why this is, imagine a small volume element in the cytosol being advected with the flow. The faster
the flow, the less time it has to interact with each point on the membrane it passes. Therefore, for faster
advective flow, the attachment–detachment flux at the membrane is effectively diluted over a larger
cytosolic volume. This leads to a flattening of the cytosolic concentration profile (see Movie 2), and
therefore a reduction in the upstream–downstream asymmetry of attachment. As a result, in the limit
of fast flow, the pattern propagates slower the faster the flow, whereas, in the limit of slow flow, the
pattern propagates faster the faster the flow. Thus, comparing these two limits, we learn that the phase
velocity reaches a maximum at intermediate flow speeds.

3.5. Summary and discussion of linear stability

Let us briefly summarize our main findings from linear stability analysis. We found that the
leading order effect of cytosolic flow is to induce upstream propagation of patterns. This propagation
is driven by the faster resupply of protein mass on the upstream side of the pattern compared to the
downstream side. A similar effect was previously found for vegetation patterns which move uphill
because nutrients are transported downhill by water flow [35]. Even though these systems are not
strictly mass conserving, their pattern propagation underlies the same principle: The nutrient uptake
in regions of high vegetation density creates a nutrient sink which is resupplied asymmetrically due to
the downhill flow of water and nutrients.

Moreover, we used a phase-space analysis to explain how flow extends the range of parameters
where where patterns emerge spontaneously, i.e. where the homogeneous steady state is laterally
unstable. This was previously shown mathematically for general two-component reaction–diffusion
systems (not restricted to mass-conserving ones) [35,36]. Our analysis in the long wavelength limit
explains the physical mechanism of this instability for mass-conserving systems: The flow-driven
instability is a mass-redistribution instability, driven by a self-amplifying cascade of (flow-driven)
mass transport and the self-organized formation of attachment and detachment zones (shifting reactive
equilibria). This shows that the instability mechanism is identical to the mass-redistribution instability
that underlies pattern formation in systems without flow (i.e. where only diffusion drives mass
transport) [27]. For these systems, the instability strictly requires Dc > Dm. In contrast, we find
that for sufficiently fast flow, there can be a mass-redistribution instability even in the absence of
cytosolic diffusion (Dc = 0). While the case Dc = 0 is not physiologically relevant in the context of
intracellular pattern formation, it may be relevant for the formation of vegetation patterns on sloped
terrain [37], where c and m are the soil-nutrient concentration and plant biomass density, respectively.
In conclusion, advective flow can fully replace diffusion as the mass-transport mechanism driving the
mass-redistribution instability.

4. Pattern propagation in the nonlinear regime

So far we have analyzed how cytosolic flow affects the dynamics of the system in the vicinity of a
homogeneous steady state, using linear stability analysis. However, patterns generically don’t saturate
at small amplitudes but continue to grow into the strongly nonlinear regime [27] (see Movie 1 for an
example in which a small perturbation of the homogeneous steady state evolves into a large amplitude
pattern in the presence of flow).

3 The phase shift can be read off from the real and imaginary parts of the eigenvectors in the linear stability analysis.

192



9 of 19

0 10
0

1200 membrane concentration

space

tim
e

space0

3x10-2

0 150
0

5x10-3

A

B

C

D
numerical 
numerical 
analytical upstream downstream

downstream

flow

upstream

FBS

Figure 4. Pattern dynamics far from the spatially homogeneous steady state. (A) Time evolution of
the membrane-bound protein concentration. At time t0 = 240 s a constant cytosolic flow with velocity
vf = 20 µm/s towards the right is switched on (cf. Movie 3). (B) Relation between the peak speed (vp)
and flow speed (vf). Results from finite element simulations (black open squares) are compared to
the phase velocity of the mode qmax obtained from linear stability analysis (green solid line) and to
an approximation (orange open circles) of the area enclosed by the density distribution trajectory in
phase space (area enclosed by the ‘loop’ in D). (The domain size, L = 10 µm, is chosen large enough
compared to the peak width such that boundary effects are negligible.) (C) A schematic of the phase
portrait corresponding to the pattern in D. The density distribution in the absence of flow is embedded
in the FBS (blue straight line). In the presence of flow, the density distribution trajectory forms a ‘loop’
in phase space. The upstream and downstream side of the pattern are highlighted in cyan and magenta,
respectively. Red and green arrows indicate the direction of the reactive flow in the attachment and
detachment zones, respectively. At intersection points of the density distribution with the nullcline (cL

and cR) the system is at its local reactive equilibrium. (D) Sketch of the membrane (orange solid line,
top) and cytosolic (orange dashed line, bottom) concentration profiles for a stationary pattern in the
absence of cytosolic flow. Flow shifts the cytosol profile downstream (orange solid line, bottom).
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To study the long time behavior (steady state) far away from the spatially homogeneous steady
state, we performed finite element simulations in Mathematica [38]. To interpret the results of
these numerical simulations, we will use local equilibria theory, building on the phase-space analysis
introduced in Refs. [27,33].

Figure 4A shows the space-time plot (kymograph) of a system where there is initially no flow
(t < t0), such that the system is in a stationary state with a single peak. For such a stationary steady
state, diffusive fluxes on the membrane and in the cytosol have to balance exactly. This diffusive
flux balance imposes the constraint that in the (m, c)-phase plane, the trajectory corresponding to the
pattern lies on a straight line with slope−Dm/Dc, called ‘flux-balance subspace’ (FBS) [27] (see light blue
line in Fig. 4C). At the plateaus of the pattern, diffusive flow vanishes and attachment and detachment
are balanced, i.e. the system is locally in reactive equilibrium. Hence, plateaus corresponds to points in
the (m, c)-phase plane where the FBS intersects the reactive nullcline on a segment with slope larger
than −Dm/Dc (blue point in Fig. 4C). The intersection point between the FBS and the nullcline where
the nullcline slope is smaller than −Dm/Dc (gray point in Fig. 4C) corresponds inflection points of the
pattern profile. An in depth analysis of stationary patterns based on these geometric relations in phase
space can be found in Ref. [27]. Here we ask how the phase portrait changes in the presence of flow.

At time t = t0, a constant cytosolic flow in the positive x-direction is switched on. Consistent
with the expectation from linear stability analysis, we find that the peak propagates against the flow
direction in the negative x-direction (solid lines in Fig. 4A). The diffusive fluxes no longer balance for
this propagating steady state, such that the phase-space trajectory is no longer embedded in the FBS.
Instead, as advective flow shifts the cytosol concentration profile relative to the membrane profile,
the phase-space trajectory becomes a ‘loop’ (Fig. 4C). On the upstream side of the peak, the cytosolic
density is increased, such that net attachment — which is proportional to the cytosolic density — is
increased relative to net detachment. Conversely, the reactive balance is shifted towards detachment
on the downstream side. Because the reactive flow is approximately proportional to the distance from
the reactive nullcline in phase space, the asymmetry between net attachment and detachment on the
upstream and downstream side of the peak can be estimated by the area enclosed by the loop-shaped
trajectory in phase space.

To test whether the attachment–detachment asymmetry explains the propagation speed of the
peak, we estimate the enclosed area in phase space by the difference in cytosolic concentrations at
the points cL and cR (black dots in Fig. 4C and D) where the loop intersects the reactive nullcline
( f = 0 black line Fig. 4C). At these points, the system is in a local reactive equilibrium. Indeed,
we find that the propagation speed of the pattern obtained from numerical simulations (black open
squares in Fig. 4B) is well approximated by the difference in cytosolic density (vp ∝ cL − cR) for all
flow speeds (orange open circles in Fig. 4B). Furthermore, in the limit of slow and fast flow, the peak
propagation speed is well approximated by the propagation speed of the unstable traveling mode with
the longest wavelength, as obtained from linear stability analysis.4 For small flow speeds, the pattern’s
propagation speed vp increases linearly with vf (cf. Eq. 7) and for large flow speeds the pattern speed
is proportional to 1/vf (cf. Eq. 10).

In summary, we found that the peak propagation speed in the slow and fast flow limits is well
described by the propagation speed of the linearly unstable mode with the longest wavelength (i.e.
the right edge of the band of unstable modes qmax). Moreover, we approximated the asymmetry of
protein attachment by the area enclosed by the density distribution in phase space, and found that this
is proportional to the peak speed for all flow speeds.

4 The phase velocity depends on the mode’s wavelength. The relevant length scale for the peak’s propagation is its width,
which is approximately given by 2π/qmax at the pattern’s inflection point [27]. Thus, we infer the peak propagation speed
from Im σ(qmax)/qmax at the inflection point of the stationary peak.
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Figure 5. Demonstration of the transition from a mesa pattern to a peak pattern. Each panel shows
a snapshot from finite element simulations in steady state. Top concentration profiles in real space;
bottom: corresponding trajectory (blue solid line) in phase space. (A) Mesa pattern in the case of slow
cytosol diffusion and no flow. The two plateaus (blue dots) and the inflection point (gray dot) of the
pattern correspond to the intersection points of the FBS (blue dashed line) with the reactive nullcline
(black line). (B) For fast cytosol diffusion, the third intersection point between FBS and nullcline lies at
much higher membrane concentration such that it no longer limits the pattern amplitude. Therefore, a
peak forms whose amplitude is limited by the total protein mass in the system. (C) Slow flow only
slightly deforms the mesa pattern, compare to (A). Fast cytosolic flow leads to formation of a peak
pattern (D), similarly to fast diffusion. Parameters: n̄ = 7 µm−1, Dm = 0.1 µm2/s and L = 20 µm.

5. Flow-induced transition from mesa to peak patterns

So far we have studied the propagation of patterns in response to cytosolic flow. Next, we
will show how cytosolic flow can also drive the transition between qualitatively different pattern
types. We distinguish two pattern types exhibited by McRD systems, peaks and mesas [26,27]. Mesa
patterns are composed of plateaus (low density and high density) connected by interfaces, while a
peak can be pictured as two interfaces concatenated directly (cf. Fig. 4). Mesa patterns form if protein
attachment saturates in regions of high total density, while peaks form if the attachment rate does
not saturate at high density [26,27]. Thus, while the amplitude of mesa patterns is determined by the
attachment–detachment balance in the two plateaus, the amplitude (maximum concentration) of a
peak is determined by the total mass available in the system [27].

How does protein transport affect whether a peak or a mesa forms? As we argued above, a peak
pattern forms if protein attachment in regions of high density does not saturate. In general, this will
happen if attachment to the membrane depletes proteins from the cytosol slower than lateral transport
can resupply proteins (see Fig. 5A). Let us first recap the situation without flow, where proteins are
resupplied by diffusion from the detachment zone to the attachment zone across the pattern’s interface
with width `int. Thus, a peak pattern forms if the rate of transport by cytosolic diffusion is faster than
the attachment rate (Dc/`2

int � τ−1
react). Further using that the interface width is given by a balance of

membrane diffusion and local reactions (`2
int ∼ τreactDm), we obtain the condition Dc � Dm for the

formation of peak patterns.
In terms of phase space geometry, this means that the slope −Dm/Dc of the flux-balance subspace

in phase space must be sufficiently shallow. For a steep slope −Dm/Dc of the FBS, the membrane
concentration saturates at the point where the FBS intersects with the reactive nullcline blue dots in
Fig. 5A. There, attachment and detachment balance such that a mesa forms (Fig. 5A). For faster cytosol
diffusion, the flux-balance subspace is shallower such that the third FBS-NC intersection point shifts to
higher densities. Thus, for sufficiently fast cytosol diffusion a peak forms (Fig. 5B).

Adding slow cytosolic flow does not significantly contribute to the resupply of the cytosolic sink
(i.e. attachment zone) and therefore does not alter the pattern type (Fig. 5C). In contrast, when cytosolic
protein transport (by advection and/or diffusion) is fast compared to the reaction kinetics, the cytosolic
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sink gets resupplied quickly, leading to a flattening of the cytosolic concentration profile. Accordingly,
the density distribution in phase space approaches a horizontal line, both for fast cytosolic diffusion
(Fig. 5B) and for fast cytosolic flow (Fig. 5D). As a consequence, the point where the density distribution
meets the nullcline shifts towards larger membrane concentrations, resulting in an increasing amplitude
of the mesa pattern. Eventually, when the amplitude of the pattern can not grow any further due to
limiting total mass, a peak pattern forms (Fig. 5B,D). Hence, an increased flow velocity can cause a
transition from a mesa pattern to a peak pattern (see Movie 4).

In summary, we found that cytosolic flow can qualitatively change the membrane-bound protein
pattern from a small-amplitude, wide mesa pattern to a large-amplitude, narrow peak pattern. In
cells, such flows could therefore promote the precise positioning of polarity patterns on the membrane.
Furthermore, we hypothesize that flow can contribute to the selection of a single peak by accelerating
the coarsening dynamics of the pattern via two distinct mechanisms. First, flow accelerates protein
transport that drives coarsening. Second, as peak patterns coarsen faster than mesa patterns [26,39],
flow can accelerate coarsening via the flow-driven mesa-to-peak transition. Such fast coarsening may
be important for the selection of a single polarity axis, e.g. a single budding site in S. cerevisiae [4], for
axon formation in neurons [40], and to establish a distinct front and back in motile cells [2,41].

6. Flow-induced pattern formation

So far we have studied how a uniform flow profile affects pattern formation on a domain with
periodic boundary conditions, representing circular flows along the cell membrane and bulk flows in
microfluidic in vitro setups.

However, flows in the vicinity of the membrane can be non-uniform. We will discuss examples
of such non-uniform flows at the end of this section. A non-uniform flow transports the proteins
at different speeds along the membrane. Starting from a spatially homogeneous initial state, this
leads to a redistribution of mass. It has been demonstrated in previous work that this non-uniform
flow can induce pattern formation even if the homogeneous steady state is laterally stable (i.e. there
is no spontaneous pattern formation) [9,11,25]. Based on numerical simulations, a transition from
flow-guided to self-organized dynamics has been reported [11]. However, the physical mechanism
underlying this transition, and what determines the transition point have remained unclear.

As a minimal system to address this question, we consider a one-dimensional domain with
no-flux boundaries and a parabolic speed profile that vanishes at the system boundaries (Fig. 6A,
top). In the following, we describe the flow-induced dynamics starting from a spatially homogeneous
steady state to the final polarity pattern observed in numerical simulations (see Movie 5). Figure 6
visualizes these dynamics in real space (A) and in the (m, c)-phase plane (B). To relate our findings to
the previous study Ref. [11], we also visualize the dynamics in an abstract representation of the state
space (comprising all concentration profiles) used in this previous study. In this state space, steady
states are points and the time evolution of the system is a trajectory (thick blue/orange line in Fig. 6C).

Starting from the homogeneous steady state (i), the non-uniform advective flow redistributes
mass in the cytosol (ii). Due to this redistribution of mass, the local reactive equilibria shift as we
have seen repeatedly here and in earlier studies of mass-conserving systems [27,42]. In fact, as long
as the gradients of both the membrane and cytosol profiles are shallow, the concentrations remain
close to the local equilibria, as evidenced by the density distribution in phase space spreading along
the reactive nullcline (see profile (ii) in Fig. 6A,B). Eventually, the region where mass accumulates
(here the right edge of the domain), enters the laterally unstable regime (see profile iii). In the phase
plane (Fig. 6B) this regime corresponds to the range of total densities n̄ where the nullcline slope has a
steeper negative than the flux-balance subspace (snc < −Dm/Dc)5. The mass-redistribution instability

5 More precisely, the size of the laterally unstable region must be larger than the shortest unstable mode (corresponding to the
right edge of the band of unstable modes in the dispersion relation (Fig. 2A)).
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Figure 6. Flow-driven protein mass accumulation can induce pattern formation by triggering a
regional lateral instability. (A) Top: quadratic flow velocity profile: v f = −vmax (x/L− 1/2)2. Bottom:
illustration of the total density profiles at different time points starting from a homogeneous steady
state (i) to the final pattern (iv); see Movie 5. Mass redistribution due to the non-uniform flow velocity
drives mass towards the right hand side of the system, as indicated by the blue arrows. The range of
total densities shaded in orange indicates the laterally unstable regime determined by linear stability
analysis. Once the total density reaches this regime locally, a regional lateral instability is triggered
resulting in the self-organized formation of a peak (orange arrow). (B) Sketch of the phase space
representation corresponding to the profiles shown in A. Note that the concentrations are slaved
to the reactive nullcline (black line) until the regional lateral instability is triggered. (C) Schematic
representation of the state space of concentration patterns in a case where both the homogeneous steady
state and a stationary polarity pattern are stable. Thin trajectories indicate the dynamics in the absence
of flow and the pattern’s basin of attraction is shaded in orange. The thick trajectory connecting both
steady states shows the flow-induced dynamics, corresponding to the sequence of states (i)–(iv) shown
in A and B.
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in this region, based on the self-organized formation of attachment and detachment zones (cf. Sec. 3.2)
will lead to the formation of a polarity pattern there (iv). Thus, the onset of a regional lateral instability
marks the transition from flow-guided dynamics to self-organized dynamics.

In the abstract state space visualization (Fig. 6C) the area shaded in orange indicates the polarity
pattern’s basin of attraction comprising all states (concentration profiles) where a spatial region in the
system is laterally unstable. In the absence of flow, states that do not exhibit such a laterally unstable
region return to the homogeneous steady state (thin gray lines). Non-uniform cytosolic flow induces
mass-redistribution, that can drive an initially homogeneous system (i) into the polarity pattern’s basin
of attraction. From there on, self-organized pattern formation takes over, leading to the formation of a
polarity pattern (iv), essentially independently of the advective flow (orange trajectory).

Similar pattern forming mechanisms based on a regional instability have previously been
shown to also underlie stimulus-induced pattern formation following a sufficiently strong initial
perturbation [27] and peak formation at a domain edge where the reaction kinetics abruptly change [32].
Thus, an overarching principle for stimulus-induced pattern formation emerges: To trigger (polarity)
pattern formation, the stimulus, be it advective flow or heterogeneous reaction kinetics, has to
redistribute protein mass in a way such that a regional (lateral) instability is triggered.

It remains to be discussed what happens once the cytoplasmic flow is switched off after the
polarity pattern has formed. In general, the polarity pattern will persist (see Movie 5), since it is
maintained by self-organized attachment and detachment zones, largely independent of the flow.
However, as long as there is flow, the average mass on the right hand side of the system (downstream
of the flow) is higher than on the left hand side. Hence, flow can maintain a polarity pattern even if the
average mass in the system as a whole is too low to sustain polarity patterns in the absence of flow
(see bifurcation analysis in Ref. [27]). If this is the case, the peak disappears once the flow is switched
off (see Movie 6).

In summary, the redistribution of the protein mass is key to induce (polarity) pattern formation
starting from a stable homogeneous state. There are different scenarios how intracellular flows can
lead to such mass redistribution: First, one (or more) components of the pattern forming system
may be embedded in the cell cortex [9,11,43] which is a contractile medium driven by myosin-motor
activity. Indeed, it was previously demonstrated that advection of proteins in the cell cortex can
induce a polarity pattern in a conceptual 2cMcRD model [25] and more quantitative models for the
PAR-system [9,11]. Second, three-dimensional flows in the cytoplasm can result in local accumulation
of protein mass on the membrane due to flow in the direction normal to the membrane. Thus, the
3D flow field of the cytosol, which is incompressible, can have a similar effect as compressible cortex
flows [44].

7. Conclusions and outlook

Inside cells, proteins are transported via diffusion and fluid flows, which, in combination with
reactions, can lead to the formation of protein patterns on the cell membrane. To characterize the
role fluid flows play in pattern formation, we studied the effect of flow on the formation of a polarity
pattern, using a generic two-component model. We found that flow leads to propagation of the
polarity pattern against the flow direction with a speed that is maximal for intermediate flow speeds,
i.e. when the rate of advective transport is comparable to either the reaction rates or to the rate
diffusive transport in the cytosol. Using a phase-space analysis, we showed that the propagation of
the pattern is driven by an asymmetric influx of protein mass to a self-organized protein-attachment
zone. As a consequence, attachment is stronger on the upstream side of the pattern compared to the
downstream side, leading to upstream propagation of the membrane bound pattern. Furthermore, we
have shown that flow can qualitatively change the pattern from a wide mesa pattern (connecting two
plateaus) to a narrow peak pattern. Finally, we have presented a phase-space analysis to elucidate the
interplay between flow-guided dynamics and self-organized pattern formation. This interplay was
previously studied numerically in the context of PAR-protein polarization [9,11]. Our analysis reveals
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the underlying cause for the transition from flow-guided to self-organized dynamics: the regional
onset of a mass-redistribution instability.

We discussed implications of our results and links to earlier literature at the end of each section.
Here, we conclude with a brief outlook. We expect that the insights obtained from the minimal
two-component model studied here generalize to systems with more components and multiple protein
species. For example, in vitro studies of the reconstituted MinDE system of E. coli show that MinD
and MinE spontaneously form dynamic membrane-bound patterns, including spiral waves [45] and
quasi-stationary patterns [46]. These patterns emerge from the competition of MinD self-recruitment
and MinE-mediated detachment of MinD [47,48]. In the presence of a bulk flow, the traveling waves
were found to propagate upstream [12]. Our analysis based on a simple conceptual model suggests
that this upstream propagation is caused by a larger influx of the self-recruiting MinD on the upstream
flanks compared to the downstream flanks of the travelling waves. However, the bulk flow also
increases the resupply of MinE on the upstream flanks. As MinE mediates the detachment of MinD
and therefore effectively antagonizes MinD’s self-recruitment, this may drive the membrane-bound
patterns to propagate downstream instead of upstream. Which one of the two processes dominates —
MinD-induced upstream propagation or MinE-induced downstream propagation — likely depends
on the details of their interactions. This interplay will be the subject of future work.

A different route of generalization is to consider advective flows that depend on the protein
concentrations. In cells, such coupling arises, for instance, from myosin-driven cortex contractions
[11,49] and shape deformations [21,22]. Myosin-motors, in turn, may be advected by the flow and
their activity is controlled by signalling proteins such as GTPases and kinases [50]. This can give rise
to feedback loops between flow and protein patterns. Previous studies show that such feedback loops
can give rise to mechano-chemical instabilities [51], drive pulsatile (standing-wave) patterns [52,53] or
cause the breakup of traveling waves [54]. We expect that our analysis based on phase-space geometry
can provide insight into the mechanisms underlying these phenomena.
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The following abbreviations are used in this manuscript:

McRD mass-conserving reaction–diffusion
2cMcRD two-component mass-conserving reaction–diffusion
FBS flux-balance subspace

Appendix A. Limit of slow flow and timescale comparison

The dispersion relation in the absence of flow (vf = 0) reads

σ(0) = −1
2

[
(Dm + Dc) q2 + fc − fm

]
+

B(q)
2A(q)

, (A1)

with A(q) =
[
1− 4 fc fm/B(q)2]−1/2 − 1 and B(q) = fm + fc + (Dc − Dm)q2. To find the effect of slow

flow, we first need to identify the relevant timescales such that we can define a dimensionless small
parameter to expand in. Because pattern formation is driven by transport in the cytosol (diffusive
and advective) and attachment from the cytosol to the membrane, there are three relevant timescales:
(i) The the rate of advective transport on length scale q−1 is given by qvf; (ii) The rate of diffusive
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transport on that scale, given by Dcq2; and (iii) the attachment rate fc = a(m) (cf. Eq. (2)). To compare
these timescales, we form two dimensionless numbers: the Peclét number Pe = vf/(Dcq) and the
Damköhler number Da = fc/(vfq). Flow can either be slow compared to reactions (Da� 1) or slow
compared to diffusion (Pe� 1). In both cases, expanding the the dispersion relation σ(q) to first order
yields

σ(q) = σ(0)(q) + i
vfq
2

A(q) +O(ε2), (A2)

where ε = min(Pe, Da−1). By elementary algebra using the assumptions Dc > Dm and fc > 0 made
above, it follows that A(q) is positive when snc < 0. As Eq. (8) in Sec. 3.3 shows, the condition snc < 0
is necessary for a band of unstable modes to exist. Therefore, A(q) is positive for all unstable modes.

Appendix B. Movie descriptions

1. Growth of a pattern from a homogeneous steady state in the presence of flow. Top: concentration
profiles in space; bottom: corresponding density distribution in the phase space. (Parameters:
Dm = 0.1 µm2/s, n̄ = 3 µm−1, L = 20 µm and vf = 20 µm/s.)

2. Simulation with adiabatically increasing flow speed from vf = 0 µm/s to vf = 100 µm/s. Note
the flattening of the cytosolic concentration profile as the flow speed increases. (Fixed parameters
as for Movie 1.)

3. Corresponds to the space-time plot in Fig. 4A.
4. Pattern transformation from a mesa pattern to a peak pattern as flow speed is adiabatically

increased from vf = 0 to vf = 45 µm/s. (Fixed parameters as for Movie 1.)
5. Pattern formation triggered by mass-redistribution due to a spatially non-uniform flow (parabolic

flow profile shown in Fig. 6A). After the flow is switched off at t = 200 s, the pattern is maintained.
(Parameters: Dm = 0.1 µm2/s, L = 30 µm, vmax = 1 µm/s, and n̄ = 1 µm−1.)

6. As Movie 5, but with lower average mass, n̄ = 0.8 µm−1. This mass is not sufficient to maintain a
stationary peak in the absence of flow. Therefore, the peak disappears after the flow is switched
off (t > 200 s).
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Abstract

Self-organisation of Min proteins is responsible for the spatial control of cell division in
Escherichia coli, and has been studied both in vivo and in vitro. Intriguingly, the protein
patterns observed in these settings differ qualitatively and quantitatively. This puzzling
dichotomy has not been resolved to date. Using reconstituted proteins in laterally wide
microchambers with a well-controlled height, we experimentally show that the Min pro-
tein dynamics on the membrane crucially depend on the micro chamber height due to
bulk concentration gradients orthogonal to the membrane. A theoretical analysis shows
that in vitro patterns at low microchamber height are driven by the same lateral oscilla-
tion mode as pole-to-pole oscillations in vivo. At larger microchamber height, additional
vertical oscillation modes set in, marking the transition to a qualitatively different in vitro
regime. Our work reveals the qualitatively different mechanisms of mass transport that
govern Min protein-patterns for different bulk heights and thus shows that Min patterns
in cells are governed by a different mechanism than those in vitro.

Introduction

The Min-protein system was discovered in E. coli [1, 2], where pole-to-pole oscillations—
that is, the periodically alternating accumulation of the Min proteins on either pole of
the cylindrical cell—positions the cell-division machinery. The purification and recon-
stitution of the Min system in vitro, showed that only two proteins, MinD and MinE,
a lipid bilayer that mimics the cell membrane and ATP as chemical fuel are required
for the formation of patterns [3]. This reconstitution provides a minimal system that
enables precise control of reaction parameters and geometrical constraints, thus making
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the Min system a paradigmatic model system for protein-based pattern formation [4–7].
A remarkably rich plethora of dynamic membrane-bound patterns is found in vitro; pre-
dominantly traveling waves and spirals [3], but also “mushrooms”, “snakes”, “amoebas”
and “bursts” [8, 9], chaotic patterns [10, 11], “homogeneous pulsing” [12–14] as well as
quasi-stationary labyrinths, spots, and mesh-like patterns [11, 15]. Critically, these pat-
terns differ qualitatively and quantitatively from the pole-to-pole oscillations observed in
vivo. This dichotomy has remained puzzling so far. It raises the central question whether
the in vitro and in vivo patterns even share the same underlying pattern-forming mecha-
nism, and, more generally, how we can gain insights on in vivo self-organization from in
vitro studies with reconstituted proteins.

In general, protein patterns form by the self-organized interplay of chemical reactions
and diffusive transport. The diffusive transport is caused by cytosolic (bulk) concentra-
tion gradients that form due to the attachment and detachment of proteins to and from
the membrane surface. In turn, local changes in total protein concentrations change the
reaction kinetics. Mathematically, this interplay is described in terms of mass-transport
modes that can be identified by means of a linear stability analysis [5, 16, 17]. This
theory has been recently developed as an extension of the canonical theory for Turing
pattern formation in reaction-diffusion systems [18].

In E. coli cells, the Min proteins are cyclically transported from one cell pole to the
other and back, giving rise to so-called pole-to-pole oscillations. In the underlying lateral
mass-transport mode, the cytosol acts as a “transport medium” for transport along the
length of the cell [17, 19]. In contrast to the cellular confinement of an E. coli cell,
typical in vitro setups have a much larger bulk volume per membrane area. Therefore,
significant concentration gradients form not only laterally along the membrane, but also
in the direction orthogonal to the membrane. These vertical gradients have been shown
in a recent theoretical study to facilitate oscillations driven by diffusive transport of
proteins between the membrane and the bulk further away from the membrane [5]. In
these membrane-to-bulk oscillations, the bulk acts not only as a transport medium but
also as an effective particle reservoir. In experiments, membrane-to-bulk oscillations
manifest as homogeneous “blinking” of vesicles, where the proteins oscillate between the
membrane and the bulk without breaking the rotational symmetry of the spherical vesicle
[12–14]. The presence of at least two fundamentally different mass-transport modes —
lateral and vertical — that may drive pattern formation in the Min system raises two
important questions: What are the key control parameters that determine the operation
of these modes? Which of these modes govern pattern formation in vivo, and which
govern pattern formation in the classical in vitro setups? Answering these questions will
be crucial to identify mechanistic similarities and differences between the well studied
Min pattern formation phenomena in vivo and in vitro, and help unify our understanding
of this remarkable dynamical system.

Here, we aim to answer these questions, by combining in vitro experiments with numer-
ical simulations and the theoretical analysis of an established mathematical Min-model.
Importantly, the experiments are performed in a setup that allows us to unambiguously
identify and distinguish the mass-transport modes driving the observed dynamics. The
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key role of bulk concentration gradients in the different mass-transport modes suggests
that the geometric confinement of the bulk volume, quantified by the ratio of bulk vol-
ume to surface area (short: bulk-surface ratio) is a key parameter that controls pattern
formation. To systematically study the role of this parameter, we use laterally large
microchambers with flat surfaces on top and bottom and carefully control the heights
of these chambers in the range between 2 to 60 µm (see Fig. 1A). The microchambers’
height directly determines the bulk-surface ratio while keeping all other parameters —
like the lateral dimensions of the system, total protein concentrations, and kinetic rates
— fixed. Specifically, the microchamber height confines only the vertical concentration
gradients, while leaving the lateral mode unaffected such that membrane-bound protein
patterns can evolve freely in the lateral directions along the membrane surfaces. This
eliminates the confounding effects of lateral confinement that is inherent to previous
experimental setups using various 3D confinements [8, 12–14, 20–22]. The second advan-
tage of our microchambers is that we can directly study the correlation (synchronization)
between the membrane-bound patterns at the two juxtaposed membrane surfaces. This
correlation reveals the coupling between the two membranes through the bulk in-between
them and provides evidence for the vertical bulk gradients. In particular, we find a ver-
tical mass-transport mode that is specific to the two-membrane setup, where it drives
membrane-to-membrane oscillations. This mode becomes unstable only above a critical
bulk height and marks the transition to a new dynamical regime. For lower bulk heights,
only the lateral mass-transport mode is unstable, corresponding to the situation in cells
and representing the mechanistic analogue to the in vivo system. Above a critical bulk
height, our theory predicts that multiple different mass-transport modes become unsta-
ble leading to multistability of patterns, i.e. the emergence of different patterns under
the same set of conditions. We confirm this prediction experimentally and compile an
experimental phase diagram in the parameter plane of bulk height and MinE to MinD
concentration ratio. The topology of this phase diagram agrees with the prediction from
linear stability analysis and numerical simulations.

Taken together, systematic variation of the bulk height experimentally confirms our
theoretical prediction that the bulk-surface ratio is the key parameter that continuously
connects the in vivo and in vitro. The (qualitative) in vivo vs in vitro dichotomy is
resolved by our finding that they are governed by different pattern-forming mechanisms.
The key geometric constraint that gives rise to the in vivo phenomenology (pole-to-
pole oscillations, stripe oscillations in long cells, absence of homogeneous oscillations /
“blinking”) is the vertical (radial) confinement of the cytosolic volume, not the lateral
confinement.

Results

Finite bulk heights lead to drastically different Min patterns

To study the effect of the bulk-surface ratio on Min pattern formation in vitro, we need
to control this parameter without imposing lateral spatial constraints that affect pattern
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Fig. 1. Effect of a change of a bulk height on Min pattern formation. (A) General
concept of the experimental setup. MinD and MinE proteins were reconstituted in laterally
large and flat microchambers of different heights. All inner walls of microchambers were covered
with supported lipid bilayers made of DOPC:DOPG:TFCL (66 : 32.99 : 0.01 mol%) mimicking the
E. coli membrane composition. Min proteins cycle between bulk and the membrane upon which
they self-organize into dynamic spatial protein-density patterns. (B) Min-protein interaction
scheme. MinD monomers (light-green hexagons) bind ATP resulting in dimerization and coop-
erative accumulation on membrane (dark-green hexagons). Next, MinE dimers bind to MinD,
activating its ATPase activity, detachment from the membrane, and diffusion to the bulk where
ADP is exchanged to ATP, and the cycle repeats. (C) Influence of the bulk height on Min pattern
formation. Snapshots show overlays of MinD channel (green) and MinE channel (red) imaged on
the membrane 30 minutes after injection. Kymographs below were generated along the dashed
magenta lines. In each microchamber, the concentrations of the reconstituted proteins are 1 µM
MinE and 1 µM MinD (corresponding to a 1:1 E:D ratio). The gray shaded area marks the range
of bulk heights where different patterns are observed in repeated experiments (multistability),
cf. Fig. 3. (D) Snapshots and kymographs from numerical simulations of the reaction–diffusion
model describing the skeleton Min-model in a three-dimensional box geometry with a membrane
on top and bottom surfaces and reflective boundaries at the sides (see SI Secs. 3 and 5 for de-
tails). The colors are an overlay of MinD density (green) and MinE density (red) on the top
membrane. Parameters (from left to right): H = 2 µm, E:D = 0.8; H = 6 µm, E:D = 0.75;
H = 14 µm, E:D = 0.75; H = 20 µm, E:D = 0.725; H = 40 µm, E:D = 0.625. Lateral system
dimensions: 200 µm×200 µm. The remaining, fixed model-parameters are given in Suppl. Tab. 1.
(White scale bars in C and D: 50 µm.)
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formation. To achieve this, we created a set of PDMS-based microfluidic chambers of
large lateral dimensions (2mm×6mm) but with a low height in a range from 2 to 57 µm
(Fig. 1A). In these wide chambers, the membrane-bound protein patterns can freely
evolve in the lateral direction while we study the effects of vertical bulk-concentration
gradients which are constrained by the microchamber height. All inner surfaces of the
microchambers were covered with supported lipid bilayers composed of DOPG:DOPC
(3:7) which has been shown to mimic the natural E. coli membrane composition [23].
Proteins were administered by rapid injection of a solution containing 1 µM of MinE and
1 µM of MinD proteins, together with 5 mM ATP and an ATP-regeneration system [21].

Figure 1C and Movie 1 show snapshots and kymographs of the characteristic patterns
observed in microchambers of different heights. We clearly observe distinct Min patterns
that can be identified qualitatively by simple visual inspection: standing wave chaos,
homogeneous oscillations, and traveling (spiral) waves. Moreover, for intermediate bulk
heights (range shaded in gray in Fig. 1) we observe that the system has the capacity
to robustly exhibit different pattern types for the same conditions (parameters). This
multistability is discussed further below.

For low bulk heights (2–6 µm in Fig. 1C) we observe incoherent wave fronts of the
protein density propagating from low density towards high density regions, thus con-
tinually shifting these regions in a chaotic manner as can be seen in the kymographs.
We will refer to these patterns as standing wave chaos. The chaos-like character is also
evidenced by the irregular shapes and non-uniform propagation velocities of wave fronts
within the same pattern (see Supplementary Fig. 1). Still, these patterns clearly have a
characteristic wavelength.

For an intermediate bulk height (15 µm in Fig. 1C), we observe patterns with large
areas that have fairly homogeneous Min-protein density and temporally oscillate as a
whole. We refer to these patterns as homogeneous oscillations. (We will use this term
whenever there are large patches where the temporal oscillations are in phase, yielding a
spatially homogeneous pattern in these patches.) Phenomenologically similar oscillations
have been observed as initial transients in some previous experiments [8, 24]. In con-
trast, however, the oscillations that we observed for intermediate bulk heights persisted
throughout the entire duration of the experiment (90 minutes).

In the large bulk height regime (57 µm in Fig. 1C) we find traveling waves that are
characterized by high spatial coherence of the consecutive wave fronts that propagate
together at the same velocity and with a well-controlled wavelength. Finally, the wave
patterns found at 25 µm shows phenomena indicative of defect-mediated turbulence: con-
tinual creation, annihilation, and movement of spiral defects (Movie 2). This behavior is
commonly found in oscillatory media at the transition between spiral waves and homo-
geneous oscillations / phase waves [25, 26].

Taken together, we find that the bulk height has a profound effect on the phenomenol-
ogy of Min protein pattern formation. Notably, the bulk-surface ratio at the lowest bulk
height (2 µm) is of the same order of magnitude as in E. coli cells which have a diameter of
about 0.5–1 µm. However, there is no obvious phenomenological correspondence between
the in vivo system and the laterally unconfined in vitro system as the patterns found
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in these two settings differ qualitatively. Despite this lack of obvious phenomenological
correspondence, the theoretical analysis carried out below, based on a minimal model of
the Min-protein interactions, allows us to find the connection between the in vivo and
in vitro dynamics by identifying the underlying mesoscopic mechanisms (mass-transport
modes).

A minimal model reproduces the salient, qualitative pattern features

To explain the observed diversity of patterns found in experiments, we performed numer-
ical simulations and a theoretical analysis. We used a minimal model of the Min-protein
dynamics that is based on the known biochemical interactions between MinD and MinE
(Fig. 1B). This model encapsulates the core features of the Min system and has success-
fully reproduced and predicted experimental findings in a broad range of conditions both
in vivo [19, 27, 28] and in vitro [5, 10]. Finite-element simulations of this model in the
same geometry as the microchambers (laterally wide cuboid with membrane on both top
and bottom surfaces, see Supplementary Fig. 2) qualitatively reproduce three pattern
types found in experiments in the three regimes of bulk heights, as shown in Fig. 1D and
Movie 3. (A fourth type of pattern, termed “amoebas” is found in experiments outside
the parameter regime accounted for by our minimal model; see Fig. 3.)

For low bulk heights (0.5–5 µm in Fig. 1D), the model exhibits standing wave chaos
(incoherent fronts that chaotically shift high- and low-density regions) in close qualita-
tive resemblance of the patterns found experimentally. For intermediate bulk heights
(5–15 µm in Fig. 1D), we find nearly homogeneous oscillations, meaning large areas with
a nearly homogeneous protein density that oscillate temporally . Gradients in the os-
cillation phase lead to the impression of propagating fronts, with a velocity inversely
proportional to the phase gradient (sometimes called “pseudo waves” or “phase waves” in
the theoretical literature [29, 30]). In contrast to genuine traveling waves, phase waves
are merely phase-shifted local oscillations. They do not require lateral material trans-
port (lateral mass redistribution) and the visual impression of “propagation” is merely a
consequence of the phase gradient. In addition, continual creation and annihilation of
topological defects in the phase (like the two spiral defects in Fig. 1C, 25 µm) can give
rise to defect-mediated turbulence [25, 31]. We note that the pattern observed for 14 µm
possess the visual characteristics of such turbulence. However, a detailed quantification
of this phenomenon is beyond the scope of the present work. Finally, for large bulk
heights (> 20 µm in Fig. 1D), we find traveling (spiral) waves. This is in agreement with
simulations performed for the same reaction kinetics in a setup with a planar membrane
on only one side of a large bulk volume [5].

In summary, the model qualitatively reproduces the salient features of our experimental
observations across the whole range of bulk heights remarkably well (Fig. 1C,D). However,
the characteristic wavelength and oscillation periods of the patterns are not matched
quantitatively (although they are of the same order of magnitude). Given the lack of
a theoretical understanding of the principles underlying nonlinear wavelength selection,
the large number of experimentally unknown kinetic rates, and the potential need to
further extend the model [10, 11], fitting parameters is beyond the scope of the present
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study (please refer to the Discussion and SI Sec. 6 for further elaboration on the question
of length- and time-scales).

Rather than wavelength selection, our focus here are the fundamental pattern-forming
mechanisms, which can be identified by robust, qualitative signatures of these mecha-
nisms: the topology of the phase diagram in the parameter space of bulk height and
MinE/MinD concentration ratio, and the synchronization of patterns between the two
opposite membrane surfaces.

Distinct mass-transport modes underlie pattern formation at different bulk
heights

To identify the pattern-forming mechanisms governing the dynamics for different bulk
heights, we performed a linear stability analysis of the homogeneous steady states. This
analysis identifies the mass-transport modes that govern pattern formation (see SI Sec. 3
for technical details). For each set of parameters (such as total protein concentrations,
bulk height and kinetic rates), only those modes that are unstable contribute to the
dynamics, while the stable modes are “inactive.”

We find three types of mass-transport modes: a lateral mode, transporting mass along
membrane, and two types of vertical modes transporting mass orthogonally to the mem-
branes (membrane-to-membrane and membrane-to-bulk). The vertical modes do not
require lateral coupling (lateral redistribution of mass) and therefore correspond to lo-
cal instabilities a recently developed theoretical framework for pattern-formation [5, 16].
Here, we use the term local regarding the direction along the membrane, as an antonym to
lateral. Importantly, the local instabilities still involve spatial gradients in the direction
orthogonal to the membrane, i.e. in the vertical direction in the microchamber geometry.

The phase diagram in Fig. 2A shows the regimes where the three mass-transport
modes are unstable as a function of the bulk height and the ratio of MinE concentration
and MinD concentration (E:D ratio for brevity). Notably these regimes largely overlap,
meaning that multiple distinct mass-transport modes can contribute to the dynamics at
the same time.

Low bulk height: only lateral oscillations. At low bulk height, diffusion mixes the
bulk in vertical direction quickly, such that no substantial vertical protein gradients can
form (see Movie 5). Consequentially, the vertical mass-transport modes are stable. In
other words, the up-down symmetry of the system is not spontaneously broken. This
corresponds to the azimuthal symmetry of rod-shaped cells, which is not broken by
pole-to-pole oscillations. If a compartment were isolated laterally, it would not exhibit
any instabilities, because the lateral isolation suppresses the lateral mode (see Fig. 2B,
top). In the laterally extended system, there is an instability driven by lateral mass
redistribution (illustrated by the green arrows in Fig. 2B, bottom) due to lateral cytosolic
gradients [16]. Lateral mass redistribution also underlies the Turing instability and in
vivo Min patterns [19]. Consistently, simulations performed in a cell geometry with the
dimensions of an E. coli bacterium, using the same kinetic rates as in the remainder of
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(A) Phase diagram for bulk height and E:D ratio showing three types of mass-transport modes,
identified by linear stability analysis, that exist in overlapping regimes: lateral instability (green),
local membrane-to-membrane instability (“m-to-m”, blue) and local membrane-to-bulk instabil-
ity (“m-to-b”, magenta). See Supplementary Fig. 3 for representative dispersion relations in the
various regimes. Green dot-dashed line marking the transition from chaotic to coherent patterns
[5]. A representative example of a chaotic pattern is shown in Movie 4 for the parameter combi-
nation marked by the red star. Black dots mark the parameters used for the simulations shown in
Fig. 1D. Red line: parameter range for adiabatic sweeps shown in Supplementary Fig. 6 demon-
strating hysteresis as a signature of multistability. Panels (B–D) illustrate the mass-transport
modes at different bulk heights. The top row shows laterally isolated compartments to illustrate
local vertical oscillations due to vertical bulk gradients. The bottom row illustrates the interplay
of lateral and vertical mass-transport modes in a laterally extended system. (B) For low bulk
height, the bulk height is too small for significant vertical concentration gradients to form. Hence,
a laterally isolated compartment does not exhibit any instabilities (top). In a laterally extended
system (bottom), exchange of mass can drive a lateral instability (green arrows); see Movie 5.
The cartoon of an E. coli cell illustrates that this instability also underlies pattern formation in
vivo; see Movies 19 and 20. (C) For bulk heights above Hc, vertical concentration gradients be-
come significant enough to enable vertical membrane-to-membrane oscillations (blue arrows); see
Movie 6. These oscillations do not require lateral exchange of mass, i.e. they occur in a laterally
isolated bulk column (top). The cartoon of an E. coli cell illustrates that the membrane-to-
membrane oscillations in a laterally isolated compartment can also be pictured as equivalent to
in vivo pole-to-pole oscillations. The laterally extended in vitro system constitutes a continuum
of such oscillators (bottom). (D) For bulk-heights larger than the penetration depth of vertical
gradients, the top and bottom membrane effectively decouple (see Movies 7 and 8). In this
regime, which corresponds to the classical in vitro regime, the bulk in-between the membranes
acts as an effective protein reservoir that facilitates membrane-to-bulk oscillations.
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this study (see Supplementary Table 1), show pole-to-pole in normal sized cells and stripe
oscillations in long (filamentous) cells, in agreement with experimental observations (see
Movie 19). For a detailed analysis of the in vivo dynamics see Ref. [32]. If, instead of
lateral mass transport, in vivo Min-protein patterns were driven by vertical oscillation
(mass-transport) modes, spherical minicells would blink homogeneously. Homogeneous
blinking of cells has not been observed experimentally [33, 34]. We conclude that the
patterns observed in vitro for low bulk height are governed by the same mechanism as
that in vivo — a lateral mass-transport mode (corresponding to a “Turing instability”).
This finding reveals the underlying cause for the correlation between bulk depletion and
the occurrence of standing waves (pole-to-pole/stripe oscillations in cells and “bursts” in
vitro) reported in Ref. [9]: bulk depletion by attachment of proteins to the membrane
generates the lateral gradients that drive the standing wave pattern.

Intermediate bulk height: membrane-to-membrane oscillations. For a sufficiently
large bulk height, vertical concentration gradients drive a membrane-to-membrane mass-
transport mode as illustrated in Fig. 2C (cf. Movie 6). We define the critical height Hc

as the lowest bulk height for which this mode becomes unstable, i.e. starts to contribute
to the dynamics. It is determined by the penetration depth of vertical concentration
gradients in the bulk that arise as a consequence of the attachment and detachment of
proteins at the membranes. The value of Hc depends on the kinetic rates and bulk
diffusivities. For the parameters used here, it is approximately 5 µm (see Fig. 2A).
Characteristically, these membrane-to-membrane oscillations are in anti-phase between
the top and the bottom membrane. This alternation in protein density will later serve
as a signature of the vertical concentration gradients that drive membrane-to-membrane
oscillations in the experiment.

Notably, an analogy can be drawn to in vivo pole-to-pole oscillations. The two mem-
brane “patches” at the top and bottom of a laterally isolated (“local”) compartment in the
in vitro system can be pictured as analogous to the cell poles in vivo. Hence, the vertical
membrane-to-membrane oscillations in vitro share their mechanism of operation with the
in vivo pole-to-pole oscillations. Yet there are two key differences. First, the orientation
of the gradient is turned by 90 degrees (compare Fig. 2B bottom with Fig. 2C top).
Second, the extended membrane surfaces in the in vitro system constitute a continuum
of laterally coupled oscillators (i.e. an oscillatory medium, see Fig. 2C bottom) while the
cellular confinement accommodates only a single oscillator (see Fig. 2B top). Therefore,
even though some aspects of the in vivo system are present for bulk heights above Hc,
we denote only the regime H < Hc as “in vivo like” (see Fig. 2A).

Large bulk height: membrane-to-bulk oscillations. When the bulk height is larger
than the penetration depth of the bulk gradients, the bulk further away from the mem-
branes acts as a protein reservoir and facilitates oscillations between the membrane and
the bulk reservoir — individually and independently for both the top and bottom mem-
brane, as illustrated by magenta arrows in Fig. 2D (see also Movies 7 and 8). Diffusion
from the membrane to the bulk reservoir and back provides the delay that underlies these
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membrane-to-bulk oscillations for a large bulk height. The bulk reservoir in-between the
membranes acts as a buffer that decouples the two membranes. Thus, for large chamber
heights, the microchamber geometry with two membranes is equivalent to two indepen-
dent systems with a single membrane, such as “classical” in vitro setups with a large bulk
volume on top of a supported lipid bilayer.

Fully developed nonlinear patterns and multistability. The different patterns shown
in Fig. 1D correspond to the three mass-transport modes discussed above: Lateral mass-
transport alone drive standing waves (Movie 5). Dominance of vertical membrane-to-
membrane mass-transport leads to laterally homogeneous oscillations (Movie 6). These
homogeneous oscillations clearly demarcate the transition from the in-vivo-like regime,
where only lateral oscillations but no vertical oscillations exist, to the in vitro regime
where vertical oscillations come into play. Notably, in the “transition regime” lateral
instability and vertical membrane-to-membrane instability coexist in largely overlapping
regions of parameter space (Fig. 2A). As a result of the competition between these distinct
mass-transport modes, we expect multistability, that is, the emergence of different pat-
tern types for the same set of conditions, depending on the initial conditions (see Supple-
mentary Fig. 5). Moreover, in simulations where the bulk height was increased/decreased
very slowly compared to the oscillation period of patterns show pronounced hysteresis in
the transitions between the different pattern types (Supplementary Fig. 6; simulations
details given in SI Sec. 5). Moreover, for intermediate bulk height (∼ 18 µm) we observe
spatiotemporal intermittency (Supplementary Fig. 7). This phenomenon can be pictured
as the coexistence of homogeneous oscillations, traveling waves, and standing waves in
space where they continually transitioned from one to another over time.

For large bulk height, the interplay of lateral oscillations and vertical membrane-to-
bulk oscillations drives traveling waves (Movie 7) and standing wave chaos at low E:D
ratios (see Movies 4 and 8 for simulations the full geometry (2+3D) and in slice geome-
try (1+2D), respectively). The large bulk-height regime was investigated in detail in a
previous theoretical study [5], which focused on the transition from standing wave chaos
to traveling waves.

In passing, we note that the patterns we find in numerical simulations have large
amplitude. It is no a priori clear whether the linear stability analysis of the homogeneous
steady state is informative regarding such large amplitude patterns. In SI Sec. 4, we
briefly describe how a recently developed theoretical framework called “local equilibria
theory” can be used to characterize large amplitude patterns locally and regionally [5, 16].
Centrally, this framework utilizes the fact that the Min-protein dynamics conserve the
total amounts of MinD and MinE. We performed an analysis using local equilibria theory
for the patterns found in numerical simulations to confirm the intuition from linear
stability analysis. In particular, this analysis shows explicitly how the different mass-
transport modes described above drive the pattern of fully developed patterns that have
large amplitude (see SI Sec. 4 and Movies 16–18).
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(Scale bars: 50 µm and 30 min.)

Experimental phase diagram

To experimentally test the predicted multistability, we systematically varied the bulk
height (from 2 to 57 µm) and the E:D ratio (from 0.5 to 3), and repeated the experiment
several times (N = 2 to 5) for each parameter combination. Figure 3 shows the phase
diagram obtained from this large assay. Detailed descriptions and quantifications the
patterns observed in the different regimes of the phase diagram are provided in Supple-
mentary Information Sec. 1. Critically, within the regime captured by the minimal model
(E:D < 1), the topology of this experimental phase diagram agrees with the prediction
from linear stability analysis (Fig. 2A). In particular, for intermediate bulk height, we ob-
served qualitatively different patterns in repeated experiments with the same parameters,
which clearly indicates multistability (see the overlapping regions in Fig. 3, and Movie 15
showing an example of threefold multistability). By contrast, for low bulk height (2 µm)
we found only a single instance of (twofold) multistability (H = 2 µm, E:D = 2), whereas
for large bulk height (57 µm) we did not observe any multistability at all. In agreement
to these experimental findings, numerical simulations for small and large bulk heights
do not show multistability of qualitatively different patterns. Note that for E:D > 1,
the minimal model does not exhibit pattern formation [19]. An extension to the model,
accounting for the switching of MinE between an active and an inactive conformation, is
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required to capture pattern formation in this regime [10]. This extension, however, would
significantly increase the number of parameters and variables and require a readjustment
of parameters to the observed phenomenology at the computational cost of several weeks
CPU time. Given that the minimal model captures the phenomenology we are interested
in, we refrain from considering the model extension explicitly.

Interplanar pattern synchronization reveals vertical mass-transport modes
in experiments

Recall that the vertical synchronization of patterns on the opposite (top and bottom)
membranes is a key signature that distinguishes the lateral mass-transport mode for low
bulk height, the vertical membrane-to-membrane mass-transport mode for intermedi-
ate bulk height, and the vertical membrane-to-bulk mass-transport mode for large bulk
height. Respectively, these modes cause strong in-phase coupling, anti-phase coupling,
and de-coupling of the dynamics on the two opposites membranes (Fig. ??B).

In the following, we will use these characteristics to infer the underlying mass-transport
modes directly from the experimentally observed patterns. To analyze interplanar syn-
chronization of patterns, we imaged the Min patterns on both membranes simultaneously
(delay < 0.1 s) in a set of experiments with bulk heights ranging from 10 to 51 µm at 1:1
E:D ratio. Figure ??D and Movie 9 show the patterns found in this set of experiments.
We calculated correlation histograms to quantify the observed synchronization between
the membrane-bound patterns forming on the two membrane surfaces (Fig. ??E). In
agreement with the predictions, we find fully synchronized patterns for low bulk height
(10 µm). For intermediate bulk heights (21–30 µm), we find coexisting spatial regions
where patterns are clearly synchronized in anti-phase as well as regions of in-phase syn-
chronization. In particular, strong anti-correlation, indicating anti-phase synchronisa-
tion, is found for bulk heights 26 µm and 30 µm. This is a strong indication of the
membrane-to-membrane oscillations predicted by the theoretical model. Notably, co-
existence of in-phase synchronized patterns and anti-phase oscillations in neighboring
regions of the membranes is also observed in numerical simulations in three-dimensional
geometry (Supplementary Fig. 7 and Movie 10). Finally, and in agreement with the the-
oretical prediction, patterns become increasingly de-synchronized between the opposite
membranes for large bulk heights, with a near-complete dissimilarity for (51 µm).

Figure ??G summarizes the bulk height dependency of the pattern correlation and
clearly shows that in-phase correlation is maximal at small bulk heights, anti-correlation
peaks for intermediate bulk heights, and that the overall correlation decreases as bulk
height increases and both membranes decouple from each other. These findings provide
strong experimental evidence for the existence and importance of vertical concentration
gradients in the bulk. Critically, our theoretical analysis above has shown that the
synchronization across the bulk is a consequence of the different mass-transport modes
underlying pattern formation and hence reveals the role of these mass-transport modes
in the experimental system.
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Fig. 4. Min cross-talk between opposite membranes. (A) Patterns form on the mem-
branes both on the top and bottom surface of the microchambers. Overlaying these patterns
in different colors (blue and orange) reveals the synchronization between them. In the overlay,
blue and orange additively mix to white such that white areas signify high concentration on
both membranes. Black indicates areas of coinciding low protein density. (B) Kymographs from
simulations in slice geometry (1+2D) showing perfect in-phase synchrony of patterns at low bulk
height, anti-phase synchrony driven by membrane-to-membrane mass-transport for intermediate
bulk height and de-synchronization for large bulk height, where two membranes effectively de-
couple. (E:D ratios from left to right: 0.75, 0.725, and 0.55). (C) Histograms of the correlation
between top and bottom membrane corresponding to the kymographs in B. The correlation was
calculated between concentration time-traces over a 100 s interval at regularly spaced spatial
positions (∆x = 0.25 µm). (D) Snapshots and kymographs from simultaneous (< 0.1 s delay)
imaging of MinE on the top (orange) and bottom (blue) membrane in microchambers of different
heights (1 µM MinD, 1 µM MinE). Bars correspond to 50 µm. (E) Each field of view (FOV) was
divided into a grid of cells for which the correlation analysis was performed individually. His-
tograms show frequency distribution of correlations of individual cells in the grid measured for 30
timepoints in each FOV. Perfect in-phase correlation corresponds to a correlation value of 1 and
perfect anti-phase to a value of −1 respectively; lack of correlation corresponds to a correlation
measure of 0. (F) Example of coexistence of in-phase and anti-phase synchrony within adjacent
spatial regions. (G) Classification of top-bottom correlation as a function of bulk height, ex-
tracted from the histograms in panel D. Correlation values above 0.7 are classified as correlated,
values less than −0.3 as anticorrelated. (Source data are provided as a Source Data file.)

Discussion

The starting point for this study was the puzzling qualitative and quantitative differences
between the phenomena exhibited by the MinDE-protein system in vivo and in vitro. We
found that different patterns emerge from and are maintained by distinct pattern-forming
mechanisms (mass-transport modes) that depend on how far concentration gradients can
penetrate into the cytosolic bulk, and thus on the geometry of the system, especially the
bulk height. Thus, a principled theoretical approach together with a minimal model and
direct experimental verification has enabled us to disentangle the Min system’s complex
phenomenology and identify the pattern-forming mode in vitro that is mechanistically
equivalent to the mode driving in vivo patterns. This implies that no new biochemical
insight is necessary to qualitatively resolve the dichotomy between in vivo and in vitro
phenomenology.

Rather, our results show that the bulk height, or more generally the bulk-surface ra-
tio, is a control parameter of equal importance as the protein concentrations and kinetic
rates. Importantly, this implies that to faithfully emulate the in vivo system in an in
vitro setup, one needs to confine the bulk volume sufficiently to suppress vertical mass-
transport modes. The presence of homogeneous oscillations (sometimes called “blinking”
or “pulsing”) of Min proteins in vesicles and micro-droplets with diameters as small as
10 µm [12–14] indicates that previous in vitro setups have not succeeded in suppressing
the vertical mass-transport modes. Conversely, we predict that E. coli cells sculpted into
spherical shape of sufficient diameters (about 10 µm) will exhibit homogeneous oscilla-
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tions.
A major phenomenological feature of patterns that is typically discussed in the con-

text of the in vivo vs in vitro dichotomy is the pattern wavelength which is ∼ 50 µm in
vitro compared to ∼ 5 µm in vivo. Unfortunately, the principles of wavelength selection
of highly nonlinear patterns in general, and of the Min-protein patterns in particular,
remains an open problem, both theoretically and experimentally. In the Supplementary
Information Sec. 6, we provide a more in-depth discussion of the topic of length-scale
selection and show that the width of interfaces of the large-amplitude patterns, rather
than their wavelength, is characteristic for the underlying pattern-forming mode. Future
studies, pursuing a systematic understanding of wavelength selection, might ultimately
answer why the Min-pattern wavelengths are so different in vivo and in vitro. Rather
than attempting a quantitative fit, we relied on robust qualitative features to relate our
theoretical results to experimental observations. These qualitative features, predicted
from the model and confirmed in experiments, are the topology of the phase diagram
(critically including a region of multistability) and the synchronization of patterns be-
tween the two membrane surfaces. Remarkably, by simply varying the distance between
the membrane surfaces (i.e. the bulk height) we found both in-phase and anti-phase
synchronization. These interesting phenomena deserve more detailed experimental and
theoretical investigations.

From a broader perspective, bulk-surface coupling (cycling of proteins between mem-
brane and cytosol) is a fundamental feature of protein-based pattern formation in cells
[7, 32]. Thus our results suggest that geometric properties, like the bulk-surface ratio,
will have an impact on the dynamics in many such systems.

Studying parameters that can be varied on a continuous axis—namely the E:D ratio
and the microchamber height—has been key to our study. It has allowed us to obtain a
“phase diagram” which reveals the transitions and relations between the regimes where
different pattern-formation modes are operating. This lays the foundation to tailor the
Min system for specific applications [35].

Methods

Experiments were performed with purified Min proteins in PDMS microchambers and
glass flow-cells coated with lipid bilayers as described below.

The mathematical model accounting for the core set of Min-protein interactions [5,
19, 27], termed skeleton Min model, was analyzed using linear stability analysis and
numerical simulations as described in the Supplementary Information (Sections 3–6).

Chemicals. All phospholipids used in this study (1,2-dioleoyl-sn-glycero-3-phospho-
choline; 1,2-dioleoyl-sn-glycero-3-phospho-(1’-rac-glycerol) (sodium salt); 1,1’,2,2’-tetra-
oleoyl cardiolipin[4-(dipyrrometheneboron difluoride)butanoyl] (ammonium salt) Top-
Fluor® Cardiolipin were purchased from Avanti Polar Lipids. Phosphoenolpyruvic acid
was from Alfa Aesar. RTV 615 PDMS and crosslinker were purchased from Momentive.
All other chemicals were purchased from Sigma-Aldrich (or otherwise as indicated).
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Microfabrication. Fabrication of microstructures took place in a class 10000 cleanroom.
4-inch silicon wafers were cleaned with isopropanol and baked for 10 min at 200 ◦C. A
thin layer of a primer hexamethyldisilazane (BASF) was spin-coated on the wafer at
1000 rpm for 1 min and baked at 200 ◦C for 2 min. Next, a thick layer of NEB22a resist
(Sumitomo Chemicals) was deposited by spin-coating at 500 rpm for 15 s and pre-baking
at 110 ◦C for 3 min. Patterns were designed using the Klayout software and written
into the NEB22a layer with the use of electron-beam lithography (EBPG-5000+, Raith
GmbH) with a dose of 16 µC cm−2, acceleration voltage of 100 kV, and with aperture
400 µm. Subsequently, the wafer was baked at 105 ◦C for 3 min. Non-crosslinked resist
was removed using a MF322 developer (Dow Chemical Company) bath for 1 min followed
by a subsequent 10% MF322 bath for 30 s and cleaning with distilled water for 30 s.
Structures were etched with a Bosch deep reactive ion etching process into the silicon
wafer using inductive coupled plasma reactive-ion etcher (Adixen AMS 100 I-speeder).
The etching step involved 200 sccm SF6 for 7 s and the passivation step was done with
80 sccm C4F8 for 3 s. The etching time was chosen to achieve the desired height of
microstructure. Resist was removed from wafer using oxygen plasma for 15 min. Quality
of structures was examined using widefield microscopy and the height of structures was
measured using a profilometer (Bruker Dektak XT). Wafers with microstructures were
silanized over night using silane vapors in a vacuum chamber.

Preparation of PDMS microchambers and glass flow-cells. A 5 mm layer of degassed
PDMS (9:1 PDMS:curing agent ratio) was poured onto the wafer with microstructures
and degassed in the vacuum chamber for an additional 1 h to remove any air bubbles.
Afterwards, the PDMS was baked for 4 h at 80 ◦C and individual microchambers were
cut out of a PDMS slab. Inlet and outlet holes were punched using a stainless steel
0.75 mm diameter biopsy punch (World Precision Instruments). Cover slips were cleaned
in 1 M KOH for 1 h followed by 1 H methanol cleaning, both in a sonicator bath. Right
before annealing, the PDMS device and a cover slip were briefly flushed with isopropanol,
blown with an N2 stream and treated with oxygen plasma for 20 s using oxygen plasma
PREEN I (Plasmatic System, Inc.) with a flow of 1 SCFH of O2. The PDMS device
was then placed on the cover slip and baked for 10 min at 100 ◦C to facilitate bonding
between PDMS and the glass. Right after that, a solution of small unilamellar vesicles
(SUVs) containing 1 mg/ml lipids (including fluorescent lipids) in a buffer containing
25 mM Tris-HCl (pH 7.5), 150 mM KCl and 5 mM MgCl2 was incubated in the device at
37 ◦C for 30 min to facilitate the formation of supported lipid bilayer (SLB). Subsequently
the device was washed for 10 min with the same buffer without lipids. The quality and
cleanliness of the formation of membrane were inspected using fluorescence microscopy.
The chamber height was confirmed by acquiring z-stacks in multiple places over each
device.

For the assay where we probe top-bottom synchronization, we used glass-based flow
chambers. For their preparation, we used two rectangular cleaned cover slips (bottom one
22/50 mm, top one 5/30 mm) with thin parafilm stripes on both ends in between them as
spacers. The top glass slip had two holes (inlet and outlet) drilled close to the opposite
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edges, to which tubing was attached. Sides were sealed using scotch tape to allow for
elasticity. To form a SLB, the flow cell was filled with SUV solution through the inlet
tube and incubated for 30 min. Subsequently, the flow cell was washed thoroughly using
buffer to remove excess SUVs. Next, the distance between bottom and the top membrane
was set using a custom-built screw-based mini press attached to the microscopic sample
holder. The screw was pressing the top cover slip through a large metal pad to achieve
a homogenous distance between cover slips over a a large area. The height between top
and bottom membrane was monitored using fluorescent microscope by performing z-scan
profile of membrane fluorophore emission. Upon reaching the desired height, flow cell
was ready for injection of the proteins.

Preparation of SUVs. SUVs were prepared using a thin lipid hydration method. Lipids
were dissolved in chloroform and evaporated in a glass vial under vacuum for 3 h. In all
experiments the same lipid composition was used (DOPC:DOPG:TopFluorCardiolipin
67:33:0.02 mol%). Next, 25 mM Tris-HCl (pH 7.5), 150 mM KCl buffer was added to
achieve a 5 mg/ml final lipid concentration, and a vial was incubated on a shaker for 1 h.
Finally, lipid solution was extruded using Avanti Mini Extruder (Avanti Polar Lipids)
through 30 nm filter. Aliquots were snap frozen in liquid nitrogen and stored in −80 ◦C.
For preparation of the SLBs, an aliquot was thawed on ice, diluted in a buffer to a final
composition 25 mM Tris-HCl (pH 7.5), 150 mM KCL 5 mM MgCl2 and incubated in an
ultrasonic bath at 37 ◦C for 15 min.

Purification and labeling of Min proteins. Min proteins were purified as described in
[21]. Briefly, 6xHis-MinE and 6xHis-MinD were expressed in E. coli from the pET28a
plasmid. Upon collection, cells were resuspended in lysis buffer containing 10 mM im-
idazole, 5 mM TCEP, complete protease inhibitor cocktail (Roche) and 100 µM ADP
(for MinD only), and broken using a French Press. Cell debris free lysate was loaded
on a HisTrap column (GE Helthcare). MinE was eluted using lysis buffer containing
250 mM imidazole and MinD 160 mM imidazole. Subsequently proteins were purified us-
ing size exclusion Sephacryl S-300 HR 16/60 column using buffer contining 50 mM Hepes
pH 7.25 at 4 ◦C, 150 mM KCl, 10% V/V glycerol, 0.1 mM EDTA pH 7.4 and 80 mM
of ADP (for the MinD protein). Protein concentration was measured using a Quan-
tiProTM BCA assay kit (Sigma-Aldrich). MinD was labeled using NHS-Cy3 and MinE
using Maleimide-Cy5 accordingly to the manufacturer procedure (GE Healthcare). The
degree of labeling was Cy3-MinD 0:88, Cy5-MinE 0:45.

Observation of Min patterns. A solution containing 0.8 M MinD, 0.2 mM MinD-Cy3,
0.8 mM MinE, 0.2 mM MinE-Cy5, 5 mM ATP, 4 mM phosphoenolpyruvate, 0.01 mg/ml
pyruvate kinase, 25 mM Tris-HCl (pH 7.5), 150 mM KCl and 5 mM MgCl2 was injected
into the microchambers / flow cells using a syringe pump. The volume of protein solution
was chosen 50 times larger than the volume of the microdevice to fully replace the buffer
solution. To avoid accumulation of proteins on the membranes during filling the device,
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the solution was rapidly (5 s) flushed through. Observation of the patterns was initiated
after a 30 min incubation period.

Image acquisition and data analysis

Fluorescence images were acquired using an Olympus IX-81 inverted microscope equipped
with an Andor Revolution XD spinning disk system with FRAPPA, illumination and
detection system Andor Revolution and Yokogawa CSU X1, EM-CCD Andor iXon X3
DU897 camera (software version Andor iQ3 v3.1), motorized x-y stage and a z-piezo
stage, using a 20× objective (UPlansApo, NA 0.85, oil immersion). For visualization of
MinD-Cy3 and MInE-Cy5 we used 561 nm and 640 nm laser lines and 617/73 band-pass
and 690 long-pass filters respectively. Images were captured in multiple places at 30–60 s
intervals. For the top–bottom correlation assay, images at the two planes were acquired
at the same (x, y)-position. A shift of the Z-stage over the largest distance (57 µm)
between observation planes was quicker than 0.1 s. Imaging of the membrane for quality
control was done using 491 nm laser line and a 525/50 band-pass filter.

Image sequence analysis. Analysis of the image sequences was performed using a Im-
ageJ (v1.52j) and custom Matlab (2016) scripts. Background correction and artefact re-
moval was carried out as follows: First, for movies, frames were corrected for fluorescence
bleaching by normalizing each frame on its mean intensity value. This corrected for the
max. 20% intensity decay over long movies. Next, two correction images were processed:
(1) A ‘static background’-image Imstat was obtained by averaging out all moving (wave
pattern) features of the movie stack and removing any residual background level. Thus,
this image only contained static fluorescent features such as specks, holes and scratches.
(2) An ‘illumination correction’ image Imillum was made by strongly smoothening out
and averaging all movie frames and normalizing the result to its maximum. Finally, each
movie frames Immovie was corrected as via the following image operation: Imcorrected
= (Immovie – Imstat)/Imillum. This way, irregularities are suppressed and wave am-
plitudes on the edge of each image are not underestimated compared to the amplitudes
in the center of the image.

Correlation histograms (Fig. 4E): To quantify the synchronization of patterns patterns
on the opposite membrane surfaces, we performed a correlation analysis of the fluores-
cence image time-lapse sequences. Because we found that spatial sub-regions within one
field of view (FOV) exhibit different synchronization behavior (Fig. 4F), we divided each
FOV into a grid of smaller sub-regions (≈ 10 × 10 µm2) and determined the temporal
correlation between the top and bottom membrane individually for each sub-region. The
averaged correlation values from all sub-regions are collected in histograms shown in
Fig. 4E. The data for the histograms is provided in the Source Data file.

The quantitative correlation analysis confirms the qualitative finding from visual in-
spection of the snapshots and kymographs in Fig. 4C. For low bulk height, the two
membranes are almost perfectly synchronized in-phase (correlation close to 1). As the
height increases, the distribution of correlation becomes bimodal as correlations close to
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−1 appear, indicating emerging regions of anti-phase synchronization, which coexist with
regions of in-phase synchronization. Anti-phase synchronization reaches its maximum at
26 µm. For larger bulk heights, the correlation measure clusters around zero, indicating
de-synchronization of the patterns on the two opposite membranes.

Length- and timescale analysis (Figs. 10, S11): Autocorrelation analysis to obtain the
typical length- and timescales of the experimentally observed patterns (cf. Fig. ??) was
performed in Matlab. Spatial autocorrelation analysis was performed on 10 individual
images per movie. For each autocorrelation output image, a radial average was recorded
starting from the main central correlation peak. From the resulting spatial radial cor-
relation curve we determined the first maximum indicating the dominant wavelength
of the pattern, irrespective of propagation direction. For temporal correlation, we gen-
erated 20 x-t or y-t kymographs per movie (10 in x-direction and 10 in y-direction)
evenly distributed over the center 0.7 fraction of an image. For each such kymograph,
an autocorrelation analysis was performed. The x = 0 and y = 0 lines of these x-t au-
tocorrelation maps represent a temporal correlation curve averaged over all the original
image points on the respective line. Next, these correlation curves were median averaged
between different kymographs. Thus, the final correlation curve represents the average
temporal correlation signal sampled from 20 × 512 surface locations. Analogous to the
spatial correlation analysis, the first maximum after t = 0 indicates the dominant oscil-
lation period. Experimental repeats of the same conditions (concentrations and height)
were median averaged.

Data availability. Figures with associated data provided in the Source Data file: Figs. 3E
and 3G and 4 and Supplementary Figs. 10, 11 and 12. The raw data, fluorescence mi-
croscopy image sequences and exported simulation data, are available from the corre-
sponding author on reasonable request. A reporting summary for this article is available
as a Supplementary Information file.

Code availability. Matlab codes used for experimental data analysis are provided in the
repository https://github.com/jacobkers/MinED_patterns. Numerical simulation codes
(using COMSOL Multiphysics) and Mathematica codes for linear stability analysis and
simulation data analysis are available at https://github.com/f-brauns/Min-bulk-surface-
coupling/.
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Abstract
Although molecular self-organization and pattern formation are key features of life, only very few
pattern-forming biochemical systems have been identified that can be reconstituted and studied in
vitro under defined conditions. A systematic understanding of the underlying mechanisms is often
hampered by multiple interactions, conformational flexibility and other complex features of the
pattern forming proteins. Because of its compositional simplicity of only two proteins and a
membrane, the MinDE system from Escherichia coli has in the past years been invaluable for
deciphering the mechanisms of spatiotemporal self-organization in cells. Here we explored the
potential of reducing the complexity of this system even further, by identifying key functional
motifs in the effector MinE that could be used to design pattern formation from scratch. In a
combined approach of experiment and quantitative modeling, we show that starting from a
minimal MinE-MinD interaction motif, pattern formation can be obtained by adding either
dimerization or membrane-binding motifs. Moreover, we show that the pathways underlying
pattern formation are recruitment-driven cytosolic cycling of MinE and recombination of
membrane-bound MinE, and that these differ in their in vivo phenomenology.

Introduction
Patterns are a defining characteristic of living beings, and are found throughout all kingdoms of life.
In the last years, it has become increasingly clear that protein patterns formed by reaction–diffusion
mechanisms are responsible for a large range of spatiotemporal regulation (Green and Sharpe,
2015). Such processes allow organisms and cells to achieve robust intracellular patterning rooted in
basic physical and chemical principles.
However, there is a lack of mechanistic understanding of the relationship between biomolecular

features of proteins, i.e. their interaction domains and conformational states, and the collective
properties of protein networks resulting in self-organized pattern formation. In other words, it is
often unclear what exactly constitutes a mechanism of self-organization on the biochemical level.
A major question is to what degree system-level biological functions, e.g. geometry sensing or
length-scale selection, depend on particular biomolecular features. Some of these features may be
essential for function, others may be irrelevant or redundant. The ability to unravel this feature–
function relationship crucially depends on our ability to reconstitute biochemically distinct minimal
systems experimentally and to compare these minimal variants to corresponding quantitative
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theoretical models. The key merit of such a combined approach is the ability to dissect different
network architectures and also explore a broad range of reaction rates, and thereby uncover
biomolecular mechanisms for system-level properties.
Here we address this feature-function relationship in the context of a fairly well-understood

biological pattern-forming system: the Min-protein system of Escherichia coli. All its components
are known – only two proteins are needed to form the pattern (MinD and MinE) – and the system
has been successfully reconstituted in an easily malleable in vitro system (Loose et al., 2008; Ivanov
and Mizuuchi, 2010; Vecchiarelli et al., 2014; Caspi and Dekker, 2016; Kretschmer et al., 2017). In
the bacterial cell, this system contributes to the positioning of FtsZ, a key component of the division
ring, at mid-cell. Two proteins, MinD and MinE, oscillate between the cell poles and thereby form
a concentration gradient with a minimum at mid-cell. MinC, piggybacking on MinD, consequently
inhibits FtsZ polymerization at the poles and thus positions the Z-ring in the middle.
Even though the Min protein system seems simple at first glance, there is much (and biologically

relevant) complexity within the protein domain sequences and structures, and hence in the interac-
tion between proteins. MinD is an ATPase which is believed to dimerize upon ATP-binding, raising its
membrane affinity via the C-terminal membrane targeting sequence (MTS) (Lackner et al., 2003; Hu
et al., 2002; Szeto et al., 2003). Bound to the membrane, MinD recruits further MinD-ATP, as well as
its ATPase-activating protein MinE, which together form membrane-bound MinDE complexes (Hu
and Lutkenhaus, 2001; Hu et al., 2002). MinE stimulates MinD’s ATPase activity, thereby initiating
disintegration of MinDE complexes and subsequent release of MinE and ADP-bound MinD into the
cytosol. MinE, although only 88 amino acids in length, is a biochemically complex protein. It is found
as a dimer in two distinct conformations (Pichoff et al., 1995; Park et al., 2011): While diffusing in
the cytoplasm, both the N-terminal MTS and the sequence directly interacting with MinD are buried
within the protein. Upon sensing membrane-bound MinD, these features are released, which allows
interaction with both the membrane and MinD (Park et al., 2011).

In summary, MinE exhibits four distinct functional features: activating MinD’s ATPase, membrane
binding, dimerization, and a switch between an open, active and a closed, inactive conformation.
The roles of these distinct functional features of MinE for pattern formation have previously been
studied and discussed in the literature (Vecchiarelli et al., 2016; Kretschmer et al., 2017; Denk et al.,
2018). It has been shown that MinE’s conformational switch is not essential for pattern formation,
but conveys robustness to the Min system, as it allows pattern formation over a broad range of
ratios between MinE and MinD concentrations (Denk et al., 2018). Furthermore, membrane binding
of MinE was found to be non-essential for pattern formation (Kretschmer et al., 2017). These
previous studies essentially retained the structure of MinE, predominantly mutating single residues.
Here, we chose a more radical strategy, in order to attempt a minimal design of fundamental

modules towards protein pattern formation from the bottom-up. Specifically, we reduced MinE
to its bare minimum function: binding to MinD, and thereby catalyzing MinD’s ATPase activity. We
then reintroduced additional features—membrane binding and dimerization—one by one in a
modular fashion, to study their specific role in pattern formation. This approach allowed us to
identify the essential biochemical modules of MinE, and show that these facilitate two biochemically
distinct mechanisms of pattern formation. We further analyzed these mechanisms in terms of
reaction–diffusion models using theoretical analysis and numerical simulation. In particular, we
show that the dimerization-driven mechanism is likely to be the dominant one for in in vivo pattern
formation.
Results and Discussion
Full flexibility and control over all parameters was achieved by reconstituting purified Min proteins
and peptides in an in vitro well setup consisting of a glass-supported lipid bilayer with a large, open
reservoir chamber (see Methods section for further details). To minimize the complexity of MinE
in this reconstituted experimental system, we removed all sequences not in direct contact with
MinD, keeping only 19 amino acids (13-31, further referred to as minimal MinE peptide) (Figure 1).
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Figure 1. Schematic of the modular approach we took to engineering MinE in the in vitroMin system. WhileMinE has the core function to stimulate MinD’s ATPase, three additional properties help MinE to facilitate theemergence of spatiotemporal patterns. We show that two of these properties, dimerization and membranetargeting, can be modularly added to a minimal MinE peptide to facilitate pattern formation.

In agreement with previous studies, we observed (Loose et al., 2008; Glock et al., 2018b) that the
native in vitroMin system, consisting of MinD and full-length MinE, forms traveling (spiral) waves
(see Figure 2a) and (quasi-)stationary patterns. In contrast, we did not observe pattern formation for
the reconstituted system containing the minimal MinE peptide in the nanomolar to low micromolar
range (see Figure 2b), suggesting that it lacks essential molecular features for pattern formation.
Instead, membrane binding of MinD was dominant even for high concentrations of up to 20µM of
the minimal MinE peptide. We next tried to rescue pattern formation capability by re-introducing
biomolecular features of MinE in a modular fashion.
Previous theoretical research has elucidated the key role of MinE cycling for the Min oscillations

(Halatek and Frey, 2012). Each cycling step of MinE displaces one MinD from the membrane and
thereby drives the oscillations that underlie pattern formation (Halatek et al., 2018). Specifically,
in this model, MinE is assumed to cycle between a cytosolic state and a MinD-bound state on the
membrane. To facilitate pattern formation, this cytosolic-cycling mechanism requires sufficiently
strong recruitment of cytosolic MinE bymembrane boundMinD (Halatek and Frey, 2012) suggesting
that the recruitment rate of the minimal MinE peptide is too low. As the native MinE is a dimer,
we hypothesized that dimerization might lead to increased recruitment, thus rescuing pattern
formation. To test this hypothesis, we introduced dimerization back to the minimal MinE peptide
by synthetically fusing it with well-described human and yeast leucine-zippers. Specifically, we
cloned and expressed each construct with three different dimerization domains: Fos, Jun and GCN-4
(Figure 1) (Szalóki et al., 2015; O’Shea et al., 1989). Indeed, this modification enabled sustained
pattern formation in the system (see Figure 2d). Compared to native MinDE patterns, those formed
by dimerized peptides have larger wavelengths and are less coherent.
Another feature of native MinE that has been discussed in the context of pattern formation is

persistent membrane binding via a membrane targeting sequence (MTS) (Loose et al., 2011). The
MTS is located at positions 2-12 of the protein and allows MinE to remain membrane-bound after its
interaction with MinD, i.e. it decreases the detachment rate of MinE. This persistent MinE-membrane
binding facilitates that, after the dissociation of a MinDE complex, the freed-up MinE can bind to
another MinD on the membrane, without cycling through the cytoplasm/bulk. Free, membrane-
bound MinE is able to form a MinDE complex with membrane-bound MinD. As a shorthand, we will
call this process membrane recombination of MinE. This process might alleviate the requirement for
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Figure 2. Patterns formed by the wild-type Min system and our minimal biochemical interaction networks. (a)MinD and MinE self-organize to form evenly spaced travelling waves when reconstituted on flat lipid bilayers. (b)The minimal MinE peptide capable of ATPase stimulation is MinE(13-31); it does not facilitate pattern formation.(c) The fragments MinE(1-31) and MinE(2-31)-sfGFP contain the membrane-targeting sequence (MTS) in additionto the ATPase stimulation domain. Substituting MinE with these constructs leads to pattern formation; seesupplementary videos 1–3. (d) Fusing the ATPase stimulation domain MinE(13-31) with dimerization domains(we tested Fos, Jun, or GCN-4) facilitates pattern formation in the absence of the MTS. (e) Combining membranetargeting and dimerization in a single construct produces quasi-stationary patterns. (Concentrations andproteins used: (a) 1 µM MinD, 6µM MinE-His; (b) 1.2 µM MinD, 50nM MinE(13-31); (c) 1.2 µM MinD, 50nMMinE(1-31); scalebars = 300µm; (d) 1 µM MinD, 100nM MinE(13-31)-Fos; (e) 1.2 µM MinD, 100nMMinE(1-31)-GCN4. In all assays, MinD is 70% doped with 30% Alexa647-KCK-MinD.)
Figure 2–Figure supplement 1. Global view of pattern formation by minimal systems
Figure 2–Figure supplement 2. Titration results for MinE(1-31) and MinE(2-31)-sfGFP
Figure 2–video 1. MinE(1-31) forms chaotic patterns with MinD. Timelapse of a stitched tilescan to visualize the
entire assay chamber (5 µM MinD and 100nM MinE(1-31) form patterns on an SLB formed from DOPC:DOPG
(2:1)).
Figure 2–video 2. MinE(2-31)-msfGFP forms chaotic patterns with MinD (1.8 µM MinD and 50nM MinE(2-31)-
msfGFP-His on 2:1 DOPC:DOPG).
Figure 2–video 3. Patterns with vastly different length and timescales coexist and continually transition into
one another at certain concentrations of MinD and MinE(2-31)-msfGFP. (0.6 µM MinD and 75nM MinE(2-31)-
msfGFP-His on 2:1 DOPC:DOPG.)
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recruitment of MinD from the cytosol by membrane-bound MinD. To test whether the persistent
membrane-binding of MinE can facilitate pattern formation, we added back the MTS found in native
MinE (residues 2-12) to the N-terminus of the peptide. This construct, contrary to published results
(Vecchiarelli et al., 2016), forms patterns with MinD. As shown in Figure 2c, the observed patterns
are traveling waves with wavelengths several orders of magnitude larger than those found for the
native in vitroMin system. Patterns are sustained over many hours within our assay.
Combining both features, i.e. adding both the MTS and a dimerization sequence to the minimal

MinE peptide, resulted in (quasi-)stationary patterns, but the exact outcome depended heavily on
the starting conditions of the assay (see Figure 2e). In general, patterns formed by MinD and our
minimal MinE peptides do not show the same degree of order as patterns formed by the wild-type
Min proteins (Glock et al., 2018b) or MinD and His-MinE (Loose et al., 2008). In particular, there is
no well-controlled characteristic length scale (wavelength), and the defined spirals or stationary
patterns observed in the wild type Min system are sometimes replaced by chaotic centers as shown
in Figure 2d. The chaotic behavior is especially pronounced at high MinD concentrations (in this
case with a minimal MinE plus MTS and sfGFP or MinE(1-31), respectively) (video 1 and video 2).
Our experimental results suggest that two distinct features of MinE, dimerization andmembrane

binding, independently facilitate pattern formation of our reconstitutedMin systemwith engineered,
minimal MinE peptides. To support these conclusions and gain further insight into the mechanisms
underlying pattern formation we performed a theoretical analysis using a reaction–diffusion model
that captures all of the above biomolecular features. We extended the Min “skeleton” model
introduced in (Huang et al., 2003; Halatek and Frey, 2012) by MinE membrane binding, similar to
the extension considered in (Denk et al., 2018). In this model, dimerization of MinE is effectively
accounted for by an increased MinE recruitment rate. We performed linear stability analysis of the
reaction–diffusion system to find the parameter regimes where patterns form spontaneously from
a homogeneous initial state. The two-parameter phase diagram shown in Figure 3a shows that
increased MinE recruitment as well as slower MinE detachment can rescue pattern formation, via
two independent cycling pathways of MinE: cytosolic cycling and membrane recombination. This
shows that our hypothesis that dimerization increases recruitment of MinE to MinD is consistent
with the experimental findings.
To test whether either or both of these two pattern-forming pathways fulfill the biological

function of the Min-protein patterns, we studied pattern formation using the generalized reaction–
diffusion model taking into account realistic cell geometry. In E. coli, Min oscillations have to take
place along the long axis of the rod-shaped cells for correct positioning FtsZ at midcell. Inter-
estingly, linear stability analysis (see Figure 3–Figure Supplement 4) shows that the membrane-
recombination driven mechanism favors short-axis oscillations which is at odds with the biological
function of the Min system. Indeed, our numerical simulations show that pole-to-pole oscillations
are only possible for sufficiently strong cytosolic cycling, whereas the recombination-driven mecha-
nism leads to side-to-side oscillations (see Figure 3b). A recent theoretical study on axis-selection of
the PAR system in C. elegans suggests that pattern formation driven by an antagonism of membrane
bound proteins generically leads to short-axis selection (Gessele et al., 2018). Here, membrane-
bound MinE antagonizes membrane-bound MinD via the membrane-recombination pathway.
Sufficiently strong MinE-recruitment from the cytosol supersedes the membrane-recombination
pathway and leads to long-axis selection (pole-to-pole oscillations) even when MinE-membrane
binding is strong.
Taken together, we conclude that Min-pattern formation in vivo is driven by cytosolic cycling

of MinE, because correct axis selection (pole-to-pole oscillations) is essential for cell-division of E.
coli and other gram-negative bacteria. In a broader context, our results demonstrate that multiple
mechanisms with different characteristics, e.g. in their ability to sense geometry, can coexist in
one reaction network. Most importantly, this highlights that a classification of pattern-forming
mechanisms in terms of the reaction network topology alone misses important aspects of pattern
formation that can be crucial for the biological function.
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Figure 3. Pattern forming capability of the extended Min model (Figure Supplement 1) in vitro and in vivo. (a) In vitro geometry and two-parameterphase diagram obtained by linear stability analysis, showing the pattern formation capabilities of the MinDE-system in dependence of MinEmembrane-binding strength (k−1e ) and MinE-recruitment rate kdE. The regime of spontaneous pattern formation (lateral instability) is indicated inblue The gray circle represents minimal MinE(13-31) construct, which does not facilitate self-organized pattern formation. The experimentaldomain additions are accounted for by respective changes of the kinetic rates, as indicated by the arrows. (Parameters: seeMethods; blue region:regime of pattern formation for zero MinE attachment, kE = 0; purple dashed lines: boundary of the pattern-formation regime for non-zero MinEattachment rate, kE = 5µm2 s−1.) (b) Two-parameter phase diagram obtained by numerical simulations in in vivo geometry. We find regimes ofdifferent oscillation pattern types: pole-to-pole oscillations (green squares); side-to-side oscillations (purple triangles); stripe oscillations (bluediamonds); and circular waves (red circles). Videos 1–5 show examples each of these pattern types.
Figure 3–Figure supplement 1. Network cartoon of the MinE “skeleton” model extended by MinE membrane
binding.
Figure 3–Figure supplement 2. Phase diagrams in the parameter plane of total concentrations (nE, nD).
Figure 3–Figure supplement 3. Phase diagrams showing how the range of MinE concentrations where the
system is laterally unstable, depends on the MinE detachment rate and the MinE recruitment rate.
Figure 3–Figure supplement 4. Linear stability analysis in the ellipse geometry.
Figure 3–video 1. Pole-to-pole oscillation for weak MinE binding (kdE = 3.16 µm3s−1, ke = 1000 s−1).
Figure 3–video 2. Pole-to-pole oscillation for strong MinE binding (kdE = 3.16 µm3s−1, ke = 0.316 s−1).
Figure 3–video 3. Circular wave (kdE = 3.16 µm3s−1, ke = 0.1 s−1).
Figure 3–video 4. Stripe oscillation (kdE = 0.316 µm3s−1, ke = 3.16 s−1).
Figure 3–video 5. Side-to-side oscillation (kdE = 0.1 µm3s−1, ke = 0.316 s−1).
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With respect to a potential biochemical origin of the pattern-forming mechanisms, we showed
how additional protein domains can move the whole system into a mechanistically distinct regime.
Enhancing the strength of MinE recruitment by MinD via dimerization shifts the system into a
regime of recruitment-driven pattern formation. Alternatively, adding membrane targeting to the
peptide unlocked a new pathway and led to sustained patterns via MinD-MinE recombination on
the membrane (see supplementary discussion in Appendix 1 for further details).

In conclusion, the concept of modular engineering of pattern formation through distinct pro-
tein domains adds an entirely new dimension to the Min system, and establishes it further as a
paradigmatic model for studying the mechanisms underlying self-organized pattern formation.
Now, defined modules can be added, removed and interchanged. Interestingly, our experimental
findings provide evidence that the distinct functional modules of MinE need not be provided by
native parts of the proteins, but can be substituted with foreign sequences. Moreover, the part of
MinE that interacts with MinD can be added as a small peptide tag of 19 amino acids to any host
protein (as shown for superfolder-GFP + MTS, Figure Supplement 2), leading to a chimera protein
that inherits key properties, such as membrane-interactions and protein-protein interactions, from
the host protein. The modular domains provide an experimental platform to systematically modify
the molecular interactions. Together with systematic theoretical studies, this is a powerful and
versatile tool to study the general principles underlying biological pattern formation in multispecies,
multicomponent reaction–diffusion systems.
Methods and Materials
Most experimental methods used in this publication were exhaustively described in text and video
in a recent publication (Ramm et al., 2018). We therefore describe these techniques only in brief.
Membranes
SLBs were prepared from DOPC and DOPG (ratio 2:1) small unilamellar vesicles in Min buffer (25
mM Tris-HCl pH 7.5, 150 mM KCl, 5 mM MgCl2) by adding them (at 0.53 mg/mL) on top of a charged,cleaned glass surface. The solution was diluted after one minute by addition of 150 mL Min buffer.
After a total of 3 minutes, membranes in chambers were washed with 2 mL of Min buffer.
Assay chamber
Assay chambers were assembled from piranha-cleaned coverslips and a cut 0.5 ml plastic reaction
tube by gluing the tube upside down onto the cleaned and dried surface using UV-curable adhesive.
In vitro self-organization assay
The buffer volume in an assay chamber containing an SLB was adjusted to yield a final volume of
200µL including protein solutions and ATP. Proteins, peptides and further reactants were added
and the solution was mixed by pipetting.
Peptides
Peptides were synthesized using Fmoc chemistry by our in-house Biochemisty Core Facility. MinE(2-
31)-KCK-Atto488 was expressed as a SUMO fusion in E. coli BL-21 DE3 pLysS cells, the SUMO tag was
then cleaved using SenP2 protease and the remaining peptide was labelled using Atto488-maleimide
to site-specifically target the cysteine residue. Labelling was done as described below.
Protein design and purifications
Detailed information about cloning procedures and design of proteins can be found in the supple-
mentary information.
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Protein concentration measurements
Protein concentrations were determined by using a modified, linearized version of the Bradford
assay in 96-well format (Ernst and Zor, 2010).
Labelling
Atto 488-maleimide in 5–7 µL DMSO (about three molecules of dye per protein) was added dropwise
to ∼ 0.5 mL of protein solution in storage buffer (50 mM HEPES pH 7.25, 300 mM KCl, 10% glycerol,
0.1 mM EDTA, 0.4 mM TCEP) in a 1.5 mL reaction tube. The tube was wrapped in aluminium foil and
incubated at 4 ◦C on a rotating shaker for two to three hours. Free dye was separated from proteins
first by running the solution on a PD-10 buffer exchange column equilibrated with storage buffer.
Then, remaining dye was diluted out by dialysis against storage buffer overnight. The labelling
efficiency was measured by recording an excitation spectrum of the labelled protein and measuring
the protein concentration as described above. We then calculated the resulting labelling efficiency
using the molar absorption provided by the dye supplier (Atto 488: 9.0× 104M−1 cm−1).
Imaging
Microscopy was done on commercial Zeiss LSM 780 microscopes with 10x air objectives (Plan-
Apochromat 10x/0.45 M27 and EC Plan-Neofluar 10x/0.30 M27). Tile scans with 25 tiles (5x5) at
zoom level 0.6 were stitched to obtain overview images of entire assay chambers and resolve
the large-scale patterns formed. More detailed images and videos were acquired on the same
instruments using EC Plan-Neofluar 20x/0.50 M27 or Plan-Apochromat 40x/1.20 water-immersion
objectives.
The Min “skeleton model” extended by MinE membrane binding.
To capture the effect of MinE membrane binding, we extend the “skeleton” model introduced in
(Halatek and Frey, 2012). Figure 3–Figure Supplement 1 shows a cartoon of the reaction network.
We present the model first for a general geometry with a cytosolic volume coupled to a membrane
surface. To perform linear stability analysis, we implemented this model in a “box geometry”
representing the in vitro setup with amembrane at the bottom, and in an ellipse geometrymimicking
the rod-like cell shape of E. coli.
On the membrane, proteins diffuse and undergo chemical reactions, including attachment,

detachment and interactions between membrane-bound proteins
∂tmd = Dm∇2mmd + Rd, (1)
∂tmde = Dm∇2mmde + Rde, (2)
∂tme = Dm∇2mme + Re, (3)

where ∇m is the gradient operator along the membrane. In the cytosol, proteins diffuse and MinDundergoes nucleotide exchange with a rate λ
∂tcDD = DD∇2c cDD − λcDD (4)
∂tcDT = DD∇2c cDT + λcDD (5)
∂tcE = DE∇2c cE (6)

The two domains are coupled via the boundary conditions at the membrane
−DD∇ncDD = fDD, (7)
−DD∇ncDT = fDT, (8)
−DE∇ncE = fE, (9)
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where ∇n is the gradient along the inward pointing normal to the membrane. The reaction termsare derived from the interaction network Figure 3–Figure Supplement 1 via the mass-action law
and read

Rd = (kD + kdDmd)cDT − (kdEcE + kedme)md, (10)
Rde = (kdEcE + kedme)md − kdemde, (11)
Re = kEcE + kdemde − (ke + kedmd)me. (12)

Correspondingly, the attachment-detachment flows are
fDT = −(kD + kdDmd)cDT, (13)
fDD = kdemde, (14)
fE = kdemde − (kE + kdEmd)cE, (15)

such that the dynamics conserve the global total densities of MinD and MinE
ND =

∫

mem
dS (md +mde) +

∫

cyt
dV (cDD + cDT), (16)

NE =
∫

mem
dS (me +mde) +

∫

cyt
dV cE. (17)

Linear stability analysis
To perform linear stability analysis, we need to find a set of orthogonal basis functions that fulfill
the boundary conditions and diagonalize the Laplace operator, ∇2, on both domains (membrane
and cytosol) simultaneously. In general, this is not analytically possible in arbitrary geometry.
However, in a box geometry with a flat membrane, a closed form of the basis functions can easily
be obtained. Furthermore, in a two dimensional ellipse geometry, a perturbative ansatz can be
used to obtain an approximate set of basis functions, as was shown in (Halatek and Frey, 2012)
and used in (Wu et al., 2016; Gessele et al., 2018). In the following, we briefly outline how the basis
functions can be determined and employed to perform linear stability analysis. For details we refer
to the supplementary materials of Refs. (Halatek and Frey, 2018; Denk et al., 2018; Halatek and
Frey, 2012; Gessele et al., 2018).
In vitro box geometry.
For linear stability analysis of the in vitro system, we consider a two-dimensional box with a
membrane at the bottom surface, representing a slice through the in vitro system. The cytosol
domain is a rectangle in the x–z plane with height h and length L. The bottom boundary at z = 0 is
the one-dimensional membrane domain – a line of length L. It is coupled to the bulk via reactive
boundary conditions, Eqs. (7) to (9). The other boundaries of the rectangular bulk domain are
equipped with reflective boundaries. In this geometry, the gradient operators tangential and normal
to the membrane are simply ∇m ≡ ∂x and ∇n ≡ ∂z.The first step of a linear stability analysis is to calculate the steady state whose stability is to
be analyzed. Typically this is a homogeneous steady state. In the system considered here, the
most simple steady state is homogeneous along the x-direction. However, there must be cytosolic
gradients in the z-direction due to the reactive boundary condition and the nucleotide exchange in
the cytosol. Because the cytosol dynamics are linear, they can be solved in closed form.
To analyze the stability of such a steady state, one linearizes the dynamics around it. The ansatz

to solve the resulting linear system is to diagonalize the Laplace operator. Importantly, in a system
with multiple coupled domains, one needs to find a set of basis functions that diagonalize the
Laplace operator on all domains (here membrane and cytosol), and that fulfill the reactive boundary
conditions that couple these domains, simultaneously. In the x-direction, i.e. the lateral direction
along the one-dimensional membrane, the eigenfunctions are simply Fourier modes. The bulk
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eigenfunctions in the z-direction, normal to the membrane, are exponential profiles and can be
obtained in closed form by solving the linear cytosol dynamics, Eqs. (4) to (6).
These eigenfunctions can then be plugged into the the membrane dynamics and the boundary

conditions linearized around the homogeneous steady state. The resulting set of linear algebraic
equations can be solved for the growth rates of the Fourier modes. Thus, one obtains a relationship
between wavenumber q of a mode and its growth rate σ(q). This relationship is called dispersion
relation.
For details of the implementation of the linear stability analysis outlined above, we refer the

reader to the supplementary materials of (Halatek and Frey, 2018) and (Denk et al., 2018). Note
that the bulk height dependence saturates above around 50µm, the maximal penetration depth of
bulk gradients (Halatek and Frey, 2018). The bulk heights in the experiments were well above this
saturation threshold at around 1mm, allowing us to use the limit of large bulk height h.
In vivo ellipse geometry.
Linear stability analysis in an ellipse geometry is technically more involved, because the curved
boundary makes it impossible to find a common eigenbasis of the Laplace operator on membrane
and cytosol in closed form. For a detailed exposition of linear stability analysis in an elliptical
geometry, we refer the reader to the supplementary materials of (Halatek and Frey, 2012).
Parameters
In vitro
We used the kinetic rates and diffusion constants from (Halatek et al., 2018); see Table 1. In this
previous study, the Min skeleton model without MinE membrane binding was studied. Including
MinE membrane binding leads to three additional kinetic rates in the model: We set the MinE mem-
brane recombination rate to ked = 0.1 µms−1, and varied the MinE detachment rate, ke, in the range10−1 µms−1 to 105 µms−1. To test the effect of spontaneous MinE membrane attachment (kE > 0)we compared the results from LSA for kE = 0 and kE = 5µm3 s−1, and found that spontaneousattachment is only relevant for very small MinE detachment rate, ke, i.e. strong MinE membranebinding, where it suppresses pattern formation due to a dominance of membrane-bound MinE
(see purple dashed line in Figure 3a).
For the (k−1e , kdE) phase diagram (Figure 3a), the total densities of MinE and MinD were set tonE = 120µm−2, nD = 1200µm−2, corresponding to 0.1 µM MinE and 1µM MinD in bulk solution

respectively. (Note that the unit for bulk concentrations is µm−2 because we consider a two-
dimensional slice through the three-dimensional bulk. The membrane concentrations have a unit
µm−1 respectively.)

In addition, we calculated (nE,nD) phase diagrams at four points in (k−1e , kdE) phase plane(see Figure 3–Figure Supplement 2). In these phase diagrams, one can see that mostly the E/D-
concentration ratio, nE/nD, determines the regime of pattern formation. This is in qualitative agree-ment with the experimentally found phase diagram for the MinE(1-31) mutant (cf. Figure 2–Figure
Supplement 2).
To exemplify how the critical E/D-ratio depends on the kinetic rates, we fixed the MinD concen-

tration (nD = 1000µm−2) and varied nE and one of the kinetic rates. For the MinE-recombinationdriven regime, we set kdE = 0 (no MinE recruitment to MinD), and varied the MinE-detachment rateke (see Figure 3–Figure Supplement 3a). The critical E/D-ratio of approximately 1/20 below whichpattern formation is observed for the MinE(1-31) mutant in experiments is fitted for ke ≈ 0.2 s−1(dashed red line and inset in Figure 3–Figure Supplement 3a). Note however, this “fit” is severely un-
derdetermined, because the remaining kinetic rates are not constrained by experiment. Changing,
for instance, the MinE membrane recombination rate ked (or any other kinetic rate) would lead to adifferent value for ke that fits the experimentally found concentration dependence. A remainingquantitative difference to the experimental findings is that the regime of pattern formation extends
to very low MinE concentrations in the mathematical model, while there is a lower bound at a
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Name Unit in vitro in vivo
Dm µm2 s−1 0.013 0.013
DD µm2 s−1 60 16
DE µm2 s−1 60 10
λ s−1 6 6
nD µm−2 1200 (≈ 1µM) 2000/VcellnE µm−2 120 (≈ 0.1 µM) 700/Vcell
kD µms−1 0.065 0.1
kdD µm2 s−1 0.098 0.108
kdE µm2 s−1 0.126 0.65
kde s−1 0.34 0.4
ked µms−1 0.1 0.2
ke s−1 10−1 to 105 10−1 to 103
kE µms−1 0, 5 0, 5
Table 1. Overview over the parameters used in the mathematical model. In vitro parameters from Halatek andFrey (2018), in vivo parameters from Halatek and Frey (2012);Wu et al. (2016). The diffusion constants,nucleotide exchange rate λ, and total protein densities are known from experiments Loose et al. (2008);Meacciet al. (2006). In Halatek and Frey (2012), the kinetic rates of the Min skeleton model (kD, kdD, kdE, and kde) toreproduce the in vivo phenomenology quantitatively, and to optimize the biological function of the in vivopole-to-pole oscillation (mid-cell localization). The additional rates (ked, ke, and kE) of the model extended byMinE-membrane binding are not constrained by experiment. We varied ke over several orders of magnitude(see Figure 3 to study the role of persistent MinE-membrane binding. Note that, changing theMinE-recombination rate ked over several orders of magnitude does not change our results qualitatively(topology of the phase diagrams).

E/D-ratio of about 1/100 in the experiments.
Figure 3–Figure Supplement 3b shows the (kdE,nE) phase diagram for the Min-skeleton modelwithout persistent MinE-membrane binding (corresponding tome →∞).

In vivo
We use the parameters from (Halatek and Frey, 2012); see Table 1. In this previous study, the
Min skeleton model was studied in vivo and the kinetic rates where fitted to reproduce the in vivo
phenomenology. The model extended by MinE membrane binding has three additional kinetic
rates: We set the MinE membrane recombination rate to ked = 0.2 µms−1, and varied the MinEdetachment rate, ke, in the range 10−1 µms−1 to 103 µms−1. As in the in vitro case, spontaneousMinE membrane attachment (kE > 0) has no significant effect, so we set kE = 0. (Linear stabilityanalysis and numerical simulations for a non-zero attachment rate kE = 5µm3 s−1 yield a phasediagram with the same qualitative structure as the one presented in Figure 3b.)
We mimic the cell geometry by an ellipse with lengths 0.5 µm and 2µm for the short and long

half axis respectively (the corresponding cell “volume” is Vcell = 3.14µm2).
Numerical simulations
The bulk-boundary coupled reaction–diffusion dynamics Eqs. (1) to (15) were solved using a finite
element solver code (COMSOL Multiphysics).
Due to its large size, simulations of the in vitro system are very time consuming and beyond the

scope of this work. Because most of the kinetic rates are not known, extensive parameter studies
would be necessary to gain insight from such simulations.
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Appendix 1
Protein design and cloning
Several instances of MinE(2-31)-sfGFP were cloned, expressed and tested. We started with
a construct carrying a His-tag on the N-terminus His-(MinE-2-31)-sfGFP. Then, we became
concerned about dimerization of the fluorescent protein and introduced a mutation (V206K)
to make His-MinE(2-31)-msfGFP. Then, we discovered that N-terminal tagging influences the
properties of our minimal constructs and wt MinE and changed the construct to carrying a
C-terminal His-tag (MinE(1-31)-msfGFP-His). The methionine residue was re-introduced here
as a start codon, and is cleaved in E. coli. Additionally, we prepared MinE(13-31)-sfGFP and
confirmed that without MTS, no patterns are formed.
The first construct, His-MinE(2-31)-sfGFP was cloned as follows: A fragment containing

the pET28a vector-backbone and the start of His-MinE was amplified from pET28a-His-MinE
using primers PG073+PG074. The sfGFP fragment was amplified from pVRB18-XX-sfGFP
using primers PG069+PG070. The two fragments were recombined in E. coli to yield pET28a-
His-MinE(2-31)-sfGFP. His-MinE(13-31)-sfGFP was assembled from three fragments. The
sfGFP fragment was generated as described above. A second fragment containing the vector
backbone and compatible overhangs was generated from pET28a-His-MinE using primers
PG073+PG077. Finally, the MinE(13-31) fragment was amplified from pET28a-His-MinE using
primers PG072+PG016, then a second PCR reaction was run on this fragment with primers
PG076+PG074. All three fragments were recombined in E. coli.
His-MinE(2-31)-msfGFP was generated from His-MinE(2-31)-sfGFP by recombining two

fragments generated by PCR with primers PG087+PG043 and PG088+PG044, respectively.
MinE(1-31)-msfGFP-His was recombined from two fragments. The MinE(1-31)-msfGFP

was amplified from pET28a-His-MinE(2-31)-msfGFP using primers PG090+PG091. The vector
fragment was generated from pET28a-BsMTS-mCherry-His using primers PG089+PG007.
Custom DNA sequences were ordered for GCN-4, c-Jun and c-Fos. DNA fragments con-

sisting of a linker sequence, the respective leucine zipper and another linker sequence were
amplified via PCR using primers PG103+PG104 (GCN4), PG105+PG106 (Jun) or PG107+PG108
(Fos). Similarly, FKBP and FRB were amplified using primers PG110+PG111 (FKBP) and
PG112+PG113 (FRB). A fragment of MinE(13-31) containing compatible overlaps was gen-
erated from PCR on pET28a-MinEL-msfGFP-His using primers PG109+PG102. The vector
containing MinE(1-31) and compatible overhangs was amplified from pET28a-MinE-His using
primers PG007 and PG102. For the three-fragment assemblies, the vector was created via
PCR from BsMTS-mCherry-His (Ramm et al.) using primers PG007+PG089. The desired
construct vectors were then created via three-fragment homologous recombination in E. coli
TOP10, or two-fragment in case of MinE(1-31) constructs. In an additional step, the protein
sequence KCK was inserted into the MinE(13-31) constructs by amplifying two halves of
the vector. The first half was amplified using primers PG114+PG43, the second half using
primers PG115+PG44. After DpnI digest (done for all fragments amplified from functional
vectors), the fragments were transformed in to E. coli TOP10 and selected on kanamycin
LB plates for homologous recombination. All constructs’ integrity was verified via Sanger
sequencing.
SUMO-MinE(1-31)-KCK-His and SUMO-MinE(13-31)-KCK-His were generated via homolo-

gous recombination of two fragments each. For the construct with MTS, one fragment was
amplified from pET28M-SUMO1-GFP using primers PG043+PG116. The second fragment
was amplified from pET28M-SUMO1-MinE (Glock et al., 2018b) using primers PG044+PG117.
Fragments for the construct without MTS were amplified from the recombined vector de-
scribed above using primers PG043+PG118 and from pET28M-SUMO1-GFP using primers
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PG044+PG119.
Purification of proteins
MinD, MinD-KCK-Alexa647, mRuby3-MinD, His-MinE and MinE-His were purified as previously
described (Ramm et al., 2018; Glock et al., 2018a,b). MinE(13-31)-Fos, MinE(13-31)-Jun and
MinE(13-31)-GCN4 were purified as described for MinE-His (Glock et al., 2018b). MinE(2-
31)-Fos, MinE(2-31)-Jun and MinE(2-31)-GCN4 were highly insoluble and therefore entirely
found in the pellet fraction after cell lysis and centrifugation. The supernatant was discarded
and the pellet re-solubilised in lysis buffer U (8M Urea, 500 mM NaCl, 50 mM Tris-HCl pH 8)
by pipetting, vortexing and submerging the vial in a sonicator bath. The residual insoluble
fraction was pelleted by centrifugation at 50000 g for 40 minutes. The supernatant was
incubated with Ni-NTA agarose beads (∼ 2 mL per 400 mL initial culture) for 1 h at room
temperature on a rotating shaker. Agarose beads were pelleted at 400 g, 4 min and the
supernatant was discarded. Purification was continued at RT since proteins were unfolded
and kept in 8 M Urea. Agarose beads were loaded on a glass column and washed three times
with 10 mL of above lysis buffer U. Further washes (3x) were performed with wash buffer U
(8 M Urea, 500 mM NaCl, 20 mM imidazole, 50 mM Tris-HCl pH 8). The protein was eluted
with elution buffer U (8 M Urea, 500 mM NaCl, 300 mM imidazole, 50 mM Tris-HCl pH8)
and fractions with the highest protein content (Bradford, by eye) were pooled. Re-folding
of the pooled eluate was done by dialyzing in multiple steps. In a first step, the solution
was dialyzed against buffer D1 (6 M Urea, 500 mM NaCl, 50 mM Tris-HCl pH 8, 10% glycerol)
over night. In a second step, against buffer D2 (4 M Urea, 500 mM NaCl, 50 mM Tris-HCl
pH8, 10% glycerol) for 2 h, then against buffer D3 (2 M Urea, 500 mM NaCl, 50 mM Tris-HCl
pH8, 10% glycerol) for further 2 h. The final dialysis was done against storage buffer (300
mM KCl, 50 mM HEPES pH 7.25, 10% glycerol, 1 mM TCEP, 0.1 mM EDTA). To separate the
re-folded protein from aggregates, the protein solution was ultracentrifuged for 40 min at
50000 g, 4 ◦C. Protein concentration was then determined as described in the methods
section. MinE(13-31)-KCK-His-Atto 488 and MinE(2-31)-KCK-His-Atto 488 were expressed
and purified as described for MinE-His. SUMO-peptide fusions were then added into 1:100
(protease:protein) of SenP2 protease and dialyzed against storage buffer. Labelling was
performed as described in the methods section.
Protein concentration for dimerized constructs
For the dimerized constructs, not enough concentrations combinations were titrated to
obtain full phase diagrams. We state here which combinations of protein concentrations
we tested. All of the following conditions yielded pattern formation: 0.6 µM MinD, 50 nM
MinE(13-31)-GCN4; 0.6 µM MinD, 50 nM MinE(13-31)-Jun; 0.6 µM MinD, 25 nM MinE(13-31)-
Jun; 0.6 µM MinD, 30 nM MinE(13-31)-Jun; 0.5 µM MinD, 20 nM MinE(13-31)-Jun; 0.5 µM
MinD, 50 nM MinE(13-31)-Fos; 1 µM MinD, 100 nM MinE(13-31)-Fos; 1 µM MinD, 150 nM
MinE(13-31)-Fos.
Supplementary discussion
Going forward, it will be interesting to explore the Min system further along the avenue of
individual protein domains / features and their role for self-organized pattern formation. We
suspect that the minimization of MinE peptides could be taken even further by shortening
the peptide. Especially at the C-terminus we expect that several residues do not contribute
to function, since they are not visible in a crystal structure of MinE(13-31) with MinD (Park
et al., 2011). Additionally, the peptide still retains residues required for the dual function
in the context of the MinE switch. Therefore, an optimized and further reduced peptide
could be screened for. Additionally, our experiments with minimal peptides added to a
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superfolder–GFP (Figure Supplement 2) show that unrelated proteins can be attached. This
opens the possibility to couple the spatiotemporal pattern to a different protein system. In
principle, any protein can act as a minimal MinE if a peptide can be added internally or at
either terminus of the protein.
Although we have not tested this prediction, we expect that the native MTS of MinE

could be replaced with another MTS in our minimal peptides to restore pattern formation. It
would be interesting to exchange the native MTS for a quantitatively described, diverse set
of MTS to determine the required strength of membrane anchors needed for minimal MinE
pattern formation. However, no such set or even just quantitative data on binding strength
of multiple MTS is available at the moment.
Since we relate the lack of pattern formation to the recruitment rate of MinE(13-31), it

may be possible to alter MinE recruitment by changing the buffer conditions such as salt
concentration, type of ions (e.g. Sodium instead of Potassium), viscosity or pH. We can
only speculate here, however, since screening a vast amount of conditions was not in the
scope of the present study. Studies done on the wild type Min system using different buffer
conditions showed some impact on pattern formation (Downing et al., 2009; Vecchiarelli
et al., 2014).
Primers used in this study

Name Sequence
PG007: AC-pET_for GTCGAGCACCACCACCA
PG016: B-pET-MinE_rev GTGCGGCCGCAAGCTTTTAGCGACGGCGTTCAGCAA
PG043: mut_KanR_fw TGAAACATGGCAAAGGTAGCGT
PG044: mut_KanR_rev GCTACCTTTGCCATGTTTCAGAAA
PG073: sfGFP-pET_fw CATGGATGAGCTCTACAAATAAAAGCTTGCGGCCGCAC
PG074: sfGFP-li-MinE31_rev AAAGTTCTTCTCCTTTGCTCACAGAACCAGAAGAACCAGAAGAGCGACGGCGTTCAGCAAC
PG075: sfGFP-MinE_L_fw CATGGATGAGCTCTACAAAGCATTACTCGATTTCTTTCTCTCGC
PG076: E-pET-MinEs_fw GGGTCGCGGATCCGAATTCAAAAACACAGCCAACATTGCAA
PG077: lolipET_rv GAATTCGGATCCGCGACC
PG087: sfGFP_V206K_fw TACCTGTCGACACAATCTAAGCTTTCGAAAGATCCCAAC
PG088: sfGFP_V206K_rev GTTGGGATCTTTCGAAAGCTTAGATTGTGTCGACAGGTA
PG089: pET28a-start_rev CATGGTATATCTCCTTCTTAAAGTTAAACAA
PG090: pET-MinEL_fw TAAGAAGGAGATATACCATGGCATTACTCGATTTCTTTCTCTCGC
PG091: pET-msfGFP_rev TGGTGGTGGTGGTGCTCGACTCCAGATCCACCTTTGTAGAGCT
PG103: GCN4_fw TCTTCTGGTTCTTCTGGTTCTCGTATGAAACAGCTGGAAGACAA
PG104: GCN4_rev GTGCTCGACTCCAGATCCACCACGTTCACCAACCAGTTTTTTC
PG105: Jun_fw TCTTCTGGTTCTTCTGGTTCTCGTATCGCTCGTCTGGAAGA
PG106: Jun_rev GTGCTCGACTCCAGATCCACCGTAGTTCATAACTTTCTGTTTCAGCTG
PG107: Fos_fw TCTTCTGGTTCTTCTGGTTCTCTGACCGACACCCTGCAG
PG108: Fos_rev GTGCTCGACTCCAGATCCACCGTAAGCAGCCAGGATGAATTCC
PG109: pET-MinEs_fw TAAGAAGGAGATATACCATGAAAAACACAGCCAACATTGCAAAAG
PG110: FKBP_fw TCTTCTGGTTCTTCTGGTTCTGGTGTTCAGGTCGAAACTATCTCTC
PG111: FKBP_rev GTGCTCGACTCCAGATCCACCTTCCAGTTTCAGCAGTTCAACG
PG112: FRB_fw TCTTCTGGTTCTTCTGGTTCTGAAATGTGGCATGAGGGTCTC
PG113: FRB_rev GTGCTCGACTCCAGATCCACCCTGTTTAGAGATGCGACGAAAGAC
PG114: li-KCK_fw GGATCTGGAGTCGAGAAATGCAAACACCACCACCACCAC
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PG115: li-KCK_rev GTGGTGGTGGTGGTGTTTGCATTTCTCGACTCCAGATCC
PG116: KCK-pET_fw GTTCTTCTGGTAAATGCAAATGAAAGCTTGCGGCCG
PG117: EL_li_rev TTTGCATTTACCAGAAGAACCAGAACCGCGACGGCGTTCAGC
PG118: SUMO-Es-fw ACCAGGAACAAACCGGTGGATCAAAAAACACAGCCAACATTGCAAA
PG119: SUMO_rev TCCACCGGTTTGTTCCTGG
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Abstract 
How can a self-organized cellular function evolve, adapt to perturbations, and acquire new sub-func-
tions? To make progress in answering these basic questions of evolutionary cell biology, we analyze, 
as a concrete example, the cell polarity machinery of Saccharomyces cerevisiae. This cellular module 
exhibits an intriguing resilience: it remains operational under genetic perturbations and recovers 
quickly and reproducibly from the deletion of one of its key components. Using a combination of mod-
eling, conceptual theory, and experiments, we show that multiple, redundant self-organization 
mechanisms coexist within the protein network underlying cell polarization and are responsible for 
the module’s resilience and adaptability. Based on our mechanistic understanding of polarity 
establishment, we hypothesize how scaffold proteins, by introducing new connections in the existing 
network, can increase the redundancy of mechanisms and thus increase the evolvability of other net-
work components. Moreover, our work suggests how a complex, redundant cellular module could 
have evolved from a more rudimental ancestral form.  

Introduction 
Evolution is driven by an interplay of genotype mutations and selection operating on the level of bio-
logical function, that is, the phenotype. A mechanistic understanding of evolution therefore requires 
frameworks that connect the genotype to the phenotype (Rainey et al., 2017). When the phenotype 
(function) is determined by a self-organized process, the genotype-to-phenotype relation is not a sim-
ple one-to-one mapping (or “blueprint”). As a concrete example take intracellular (protein-based) pat-
tern formation, which is essential for many essential cellular functions, like division and motility 
(Howard et al., 2011; Bi and Park, 2012; Chiou et al., 2017; Halatek et al., 2018; Ramm et al., 2019). 
The genotype determines the components (proteins), their interaction network and their copy num-
bers. Cellular function (the phenotype), on the other hand, emerges by the collective interplay of these 

246



components—governed by physical and chemical processes (diffusion, mass-action law) in the spa-
tially extended cellular domain. A mechanistic understanding of the evolution of such collective (self-
organized) functions has remained elusive so far (Johnson and Lam, 2010). 
Here, we provide a concrete (and, to the best of our knowledge, first) example of how such under-
standing can be gained, using the cell Cdc42-polarization machinery of Saccharomyces cerevisiae (bud-
ding yeast) as a model system. Cell polarization directs cell division of budding yeast through the for-
mation of a polar zone with high Cdc42 concentration on the membrane (see Figure 1A-C). It is orga-
nized by a complex interaction network (Figure 1D) around the central polarity protein Cdc42, a 
GTPase that cycles between an active (GTP-bound) and an inactive (GDP-bound) state. The key fea-
tures of these two states are that active Cdc42 is strongly membrane bound and recruits many down-
stream factors, while inactive Cdc42-GDP can detach from the membrane to the cytosol where it dif-
fuses freely. 

In wild-type (WT) cells, polarization is directed by upstream cues like the former bud-scar (Kang, 2001; 
Marston et al., 2001; Kozminski et al., 2003; Bi and Park, 2012). Importantly however, Cdc42 can po-
larize spontaneously in a random direction in the absence of such cues (Irazoqui et al., 2003; Wedlich-
Soldner, 2003; Goryachev and Pokhilko, 2008). What are the elementary processes underlying spon-
taneous Cdc42 polarization? On the timescale of polarity establishment, the total copy number of 
Cdc42 proteins (as well as its interaction partners) is nearly constant. Hence, to establish a spatial 
pattern in the protein concentration, the so-called polar zone, the proteins need to be spatially redis-
tributed in the cell by directed transport. There are two distinct, mostly independent, pathways for 
directed transport that have been established by experimental and theoretical studies (Wedlich-
Soldner, 2003; Goryachev and Pokhilko, 2008; Freisinger et al., 2013; Klünder et al., 2013; Woods et 
al., 2015): cytosolic diffusion and vesicle-based active transport along polarized actin cables (Figure 
1B,C). Once a polar zone has been established, the ensuing concentration gradient on the membrane 
leads to a diffusive flux of proteins away from the polar zone. To maintain the polar zone, this flux on 
the membrane must be counteracted continually by (re-)cycling the proteins back to the polar zone 
via a flux from the cytosol to the membrane (Goryachev and Pokhilko, 2008; Klünder et al., 2013; 
Chiou et al., 2017). In WT cells, Cdc42-GTP recruits Bem1 from the cytosol which in turn recruits Cdc24 
(see Figure 1D) (Bose et al., 2001; Irazoqui et al., 2003). The membrane-bound Bem1-Cdc24 complex 
then recruits more Cdc42-GDP from the cytosol and activates it (nucleotide exchange) (Butty, 2002). 
The hallmark and crucial element of this mutual recruitment mechanism is the co-localization of Cdc42 
and its GEF (Butty, 2002; Goryachev and Pokhilko, 2008; Howell et al., 2009; Kozubowski et al., 2008; 
Woods et al., 2015). 
Deletion of Bem1 severely impedes the cells’ ability to polarize and bud (Chenevert et al., 1992; 
Irazoqui et al., 2003) by disrupting localized Cdc42 activation (Kozubowski et al., 2008; Woods et al., 
2015). Intriguingly, in experimental evolution, bem1Δ mutants are reproducibly rescued by the sub-
sequent loss of Bem3 (Laan et al., 2015). Bem3 is one of four known Cdc42-GAPs that catalyze the 
GTP-hydrolysis and hence switch Cdc42 into its inactive, GDP-bound state.  The loss of Bem3 clearly 
does not replace Bem1 as it does not provide a scaffold between Cdc42 and Cdc24. How then does 
the loss of Bem3 rescue the pattern-forming capability of the remaining Cdc42-polarization machin-
ery? Interestingly, it has been reported that bem1Δ cells can be rescued by fragments of Bem1 that 
do not interact with Cdc42-GTP but still bind to the membrane and to Cdc24 (Smith et al., 2013; 
Grinhagens et al., 2020). These Bem1 fragments therefore cannot mediate mutual recruitment of 
Cdc42 and its GEF Cdc24, but only confer increased global (homogeneous) GEF activity by relieving 
Cdc24’s autoinhibition (Shimada et al., 2004; Rapali et al., 2017). This suggests that Cdc42 polarization 
can emerge independently of GEF co-localization, but the underlying mechanism remains unclear. 
The adaptability of budding yeast’s cell polarization module makes it an ideal model system for stud-
ying the evolution of self-organized function. Here, we develop a theory that shows that this cellular 
module comprises multiple redundant reaction–diffusion mechanisms. It reveals that in addition to 
the Bem1-mediated mutual recruitment mechanism, a distinct and latent mechanism exists in the 
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Cdc42-polarization machinery. We show that this latent mechanism operates under different con-
straints on the protein copy numbers than the wild-type mechanism and is activated by the loss of 
Bem3 which lowers the total copy number of GAPs. This explains how cell polarization is rescued in 
bem1Δ bem3Δ cells (Laan et al., 2015), and also reconciles the puzzling experimental findings outlined 
above. Moreover, we experimentally confirm the predictions of our theory on how cell polarization in 
various mutants can be rescued by changing the Cdc42 copy number. On the basis of the mechanistic 
understanding of the cell polarization module in budding yeast, we then propose a possible evolution-
ary scenario for the emergence of this self-organized cellular function. We formulate a concrete hy-
pothesis how evolution might leverage scaffold proteins to introduce new connections in an existing 
network, and thus increase redundancy of mechanisms within a functional module. This redundancy 
loosens the constraints on the module and thereby enables further evolution of its components, for 
instance by duplication and sub-functionalization (Magadum et al., 2013). 

Results 
As basis for our theoretical analysis, we first need to formulate a mathematical model of the cells’ 
Cdc42-polarization machinery that is able to explain Bem1-independent polarization. The interplay of 
spatial transport processes (Figure 1B,C) and protein-protein interactions (Figure 1D) is described in 
the framework of reaction–diffusion dynamics. The biochemical interaction network we propose is 
based on the quantitative model introduced in (Klünder et al., 2013) and extends it in several im-
portant ways. It accounts for the Cdc42 GTPase cycle and the interactions between Cdc42, Bem1 and 
Cdc24 (Goryachev and Pokhilko, 2008).  Importantly — extending previous models — we explicitly 
incorporate the transient formation of a GAP-Cdc42 complex as an intermediate step in the enzymatic 
interaction between GAPs and Cdc42 (Zhang et al., 1997). In addition, we include effective self-recruit-
ment of Cdc42-GDP to the membrane which is facilitated by membrane-bound Cdc42-GTP. This effec-
tive recruitment accounts for vesicle-based Cdc42 transport along actin cables (Slaughter et al., 2009; 
Layton et al., 2011; Freisinger et al., 2013) and putative recruitment pathways mediated by Cdc42-
GTP downstream effectors such as Cla4 and Gic1/2 (Tiedje et al., 2008; Das et al., 2012; Daniels et al., 
2018). A detailed description of the model, illustrated in Figure 1D, and an in-depth biological motiva-
tion for the underlying assumptions are given in the SI Section 1. 

The Cdc42 interaction network facilitates a latent polarization-mechanism 
We first ask whether the proposed reaction–diffusion model of the Cdc42 polarization machinery can 
explain spontaneous polarization in the absence of Bem1, i.e. without GEF co-localization with Cdc42. 
To this end, we perform a linear stability analysis of the model which identifies the regimes of self-
organized pattern formation. A large-scale parameter study (see SI Section 5) reveals that in the ab-
sence of Bem1 there is a range of protein numbers of Cdc42 and GAP where polar patterns are possi-
ble (Figure 2B), i.e. that there is a latent polarization mechanism. However, in contrast to the Bem1-
dependent mutual recruitment mechanism (Figure 2A), we find that the regime of operation for this 
latent mechanism is more limited and requires a sufficiently low GAP/Cdc42-concentration ratio (Fig-
ure 2B).  
What is the mechanistic cause for this constraint? To answer this question, we need to understand 
how the Cdc42-polarization mechanism works in the absence of Bem1. As emphasized above, Cdc42-
polarization requires two essential features—directed transport of Cdc42 to the polar zone and local-
ized activation of Cdc42 there. The first feature, directed transport, is accounted for in the model by 
effective recruitment of Cdc42-GDP to the membrane mediated by active Cdc42 (Figure 1D).  

GAP saturation can localize Cdc42 activity to the polar zone 
How is the second feature, localization of Cdc42 activity to the polar zone, implemented in the absence 
of Bem1? Instead of directly increasing the rate of Cdc42 activation in the polar zone (via recruitment 
of the GEF Cdc24 by Bem1), localization of activity can also be achieved by decreasing the rate of 
Cdc42 deactivation in the polar zone and increasing it away from the polar zone. In fact, if enzyme 
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saturation limits the net deactivation rate, a simple increase in Cdc42 density generically leads to a 
decrease of the Cdc42 deactivation rate (per Cdc42 molecule). Enzyme saturation of catalytic reac-
tions occurs when the dissociation of the transient enzyme-substrate complex (here the GAP-Cdc42 
complex) is the rate limiting step such that the enzymes are transiently sequestered in enzyme-sub-
strate complexes.  Indeed, it has been shown that this is the case for GAP-catalyzed hydrolysis of Cdc42 
in budding yeast (Zhang et al., 1997). Furthermore, enzyme saturation requires that a large fraction 
of enzymes is sequestered in enzyme–substrate complexes, i.e. that the total enzyme density is suffi-
ciently low compared to the substrate density, as we found in the linear stability analysis (Figure 2B). 
In summary, GAP saturation localizes Cdc42 activity to the polar zone, by decreasing the deactivation 
rate in the polar zone, where Cdc42 density is high, relative to the remainder of the membrane, where 
Cdc42 density is low. This, in conjunction with transport of Cdc42 to the polar zone, drives spontane-
ous cell polarization. Interestingly, enzyme saturation of Cdc42 hydrolysis is one of the six theoretically 
possible mechanisms for pattern formation that were hypothesized by a generic mathematical analy-
sis of feedback loops in GTPase cycles (Goryachev and Leda, 2017). 

The latent polarization-mechanism explains the rescue of Bem1 deletes 
The Bem1-independent rescue mechanism requires a sufficiently low GAP/Cdc42-concentration ratio 
to be functional (Figure 2B). This suggests that bem1Δ cells are not able to polarize because their GAP 
copy number is too high. Our model predicts that the loss of GAPs can rescue cell polarization by 
bringing their total copy number into a regime where the Bem1-independent mechanism is opera-
tional, as indicated by the arrow in Figure 2B. This is in accordance with evolution experiments show-
ing that bem1Δ cells are reproducibly rescued by a subsequent loss-of-function mutation of the GAP 
Bem3 (Laan et al., 2015). Bem3 accounts for approximately 25% of the total copy number of all Cdc42-
GAPs (Kulak et al., 2014), indicating that bem1Δ mutants are close to the GAP/Cdc42-ratio threshold 
of the Bem1-independent mechanism. This proximity of the protein copy numbers to the threshold 
explains why a low fraction (about 1 in 105) of mutants are able to polarize and divide, after BEM1 has 
been deleted (Laan et al., 2015): Protein expression levels vary stochastically from cell to cell such that 
a small fraction of cells lies in the concentration regime where the latent polarization mechanism 
drives spontaneous cell polarization.1 

Rather than by the loss of a GAP, the GAP/Cdc42-concentration ratio could also be brought down by 
an increase of the Cdc42 copy number. Yet another option would be an increase of Cdc24’s GEF activ-
ity which would increase the critical threshold in GAP/Cdc42-concentration ratio (see dashed line in 
Figure 2B). However, compared to a loss-of-function mutation, such mutations have a much smaller 
mutational target size and are therefore much less frequent. Moreover, one might wonder why it is 
specifically Bem3, rather than one of the other GAPs, that is lost to rescue the bem1Δ strain. Some 
hints to answer this outstanding question are provided by a detailed theoretical analysis of the rescue 
mechanism discussed below (Functional submodules of cell polarization). 

Experiments confirm theoretical predictions 
Based on the GAP/Cdc42-ratio constraint in the rescue mechanism, our theory makes two specific 
predictions: (i) Increasing the copy number (i.e. overexpression) of Cdc42 will rescue cell polarization 
of bem1Δ cells by invoking the Bem1-independent mechanism. (ii) Polarization of bem1Δbem3Δ cells 
will break down if the expression level of Cdc42 is lowered compared to the WT level (Figure 2B). 
To test these model predictions experimentally, we first constructed different yeast strains with Cdc42 
under an inducible galactose promoter such that we can tune the Cdc42 copy number by varying the 

 
1 For the four Cdc42 GAPs, a coefficient of variation around 0.14 for cell-to-cell copy-number variability has 
been reported (Chong et al., 2015). This is on the same order of magnitude as the upper estimate of 25% 
for the GAP copy number reduction required to activate the Bem1-independent rescue mechanism, sug-
gesting that this mechanism is operational in a fraction of bem1Δ cells. 
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galactose concentration in the growth media (Yocum et al., 1984): a bem1Δ strain (yWKD069), a 
bem1Δ bem3Δ (yWKD070), and a modified WT strain (yWKD065) (see Materials and Methods).  

As a next step, we inoculated the different strains at varying galactose concentration in 96 well plates, 
that were placed in a plate reader to measure the cell density over time, and thereby determined the 
growth rate (see Materials and Methods). For every galactose concentration, the growth rates are 
normalized to those of WT cells, with Cdc42 under its native promotor (yLL3a), grown at the same 
galactose concentration. In Figure 3A the normalized growth rates of the different mutants are plot-
ted. As expected, WT cells grow at all galactose concentrations. In contrast, WT cells with Cdc42 under 
the galactose promotor (yWKD065), do not grow in the absence of Cdc42 (0% galactose concentra-
tion), since a failure to polarize severely impairs cell division and eventually leads to cell death and 
thus zero growth rate (Irazoqui et al., 2003). Our data show that the WT mechanism is rather insensi-
tive to Cdc42 copy number, even for very low expression of Cdc42, in accordance with theory (Figure 
2A). 

Our model predicts that bem1Δ cells need the highest Cdc42 copy number to polarize, WT cells will 
need the least, and the bem1Δ bem3Δ cells should be in between. We indeed find that the bem1Δ 
strain (yWKD069) grows in media with 0.1% or higher galactose concentration. We did inoculate these 
strains at lower galactose concentration, but never observed any growth (𝑛 ≥ 2 experiments, with 4 
technical replicates per condition). The bem1Δbem3Δ cells (yWKD070) grow only in a galactose con-
centration of at least 0.06%. For WT cells with Cdc42 under the galactose promotor growth we observe 
and reduced growth rate at 0.01% galactose concentration but growth is only fully inhibited at 0% 
galactose concentration. All of the above experimental observations agree with our specific theoreti-
cal predictions. To show that the differences in population growth rates are directly caused by the 
ability of cells to polarize, rather than for example pleiotropic changes in another cell cycle phase, we 
performed a second set of experiments, where we measured the cell radius using light microscopy 
(Figure 3B). It was previously shown that the cell radius correlates linearly with the time it takes for 
cells to polarize (Allard et al., 2018; Laan et al., 2015): cells that take longer to polarize are on average 
larger than cells that polarize fast because yeast cells continue to grow during polarity establishment, 
allowing us to use the cell radius as a proxy for the polarization time. Additionally, we verified that, at 
low Cdc42 copy numbers, cells cannot polarize at all and thus die. Consistent with the population 
growth data, we observed that after 24 hours at 0% galactose concentration, for every genetic back-
ground where Cdc42 is under the galactose promotor, the vast majority of cells are not able to polarize 
or polarize very slowly, because they are either dead (Figure 3B,C) or very large (Figure 3B,D). We also 
confirm that the average cell radius (and thus the polarization time) and death rate of cells with Cdc42 
under its native promotor are not affected by the galactose concentration (Figure 3C,D in red). At 
0.06% galactose concentration, bem1Δ bem3Δ the cells’ radii (and thus polarization times) are closer 
to WT cell radii than those of bem1Δ cells. This agrees with the population growth data. And at 0.1% 
Gal the average cell radius for live cells for all mutants were approximately equal to the average WT 
cell radius (Figure 3D). Interestingly, after 24 hours at 0% galactose concentration, WT cells with Cdc42 
under the galactose promotor are still polarizing faster than the bem1Δ and the bem1Δ bem3Δ cells, 
as indicated by their smaller average cell radius (Figure 3D). This observation confirms our above ob-
servation that a very small number of Cdc42 molecules is sufficient for WT cells to polarize and thus 
for the WT mechanism to be operational. 

Taken together, the experimental data confirm the theoretical prediction that the Bem1-independent 
rescue mechanism is operational only below a threshold GAP/Cdc42-concentration ratio. In addition, 
we find that the Bem1-dependent WT mechanism is surprisingly insensitive to Cdc42 copy number, 
i.e. operates also at very low Cdc42 concentration. This significant difference in Cdc42 copy number 
sensitivity between the WT mechanism and the rescue mechanism is in the context of our theory 
explained by the qualitative difference of their principles of operation, as we discussed above in the 
section The Cdc42 interaction network facilitates a latent polarization mechanism. While the WT 
mechanism is based on recruitment of the GEF Cdc24 to the polar zone, mediated by the scaffold 
protein Bem1, the rescue mechanism crucially involves enzyme saturation of Cdc42 hydrolysis due to 
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high Cdc42 density in the polar zone. This enzyme saturation requires a sufficiently large Cdc42 copy 
number relative to the GAP copy number.  In the section Functional submodules of cell polarization 
below, we will analyze the mathematical model, and the qualitative and conceptual differences be-
tween these two mechanisms in more detail. 

The latent rescue mechanism explains and reconciles previous experimental findings 
In previous experiments, several Bem1 mutants were studied that perturb Bem1’s ability to mediate 
co-localization of Cdc24 to Cdc42-GTP, the key feature that underlies operation of the WT mechanism 
(Howell et al., 2009; Smith et al., 2013; Bendezú et al., 2015; Woods et al., 2016; Witte et al., 2017; 
Grinhagens et al., 2020). The observations from these experiments have remained puzzling and ap-
parently conflicting among one another as of yet. As we show in detail in the Supplementary Discus-
sion in SI Section 6, the latent rescue mechanism predicted by our mathematical model explains and 
reconciles all of these previous experimental findings. The key insight is that the latent rescue mech-
anism can be activated by a global increase of GEF activity (see dashed line in Figure 2B). Bem1 mu-
tants that lack the Cdc42-interaction domain but still bind to the GEF Cdc24 may provide such a global 
increase of GEF activity and thus rescue polarization of bem1Δ cells. Moreover, in accordance with 
optogenetics experiments (Witte et al., 2017), our mathematical model predicts that outside the re-
gime of spontaneous polarization, the latent, Bem1-independent mechanism can also be induced by 
a sufficiently strong local perturbation of the membrane-bound GEF concentration. 

Functional submodules of cell polarization 
Cell polarization in budding yeast is a functional module based on a complex protein interaction net-
work with Cdc42 as the central polarity protein (cf. Figure 1B-D). As we discuss next, the full network 
can be dissected into functional submodules. Here, the term functional submodule refers to a part of 
the full interaction network with a well-defined function in one or more pattern-forming mechanisms. 
Our theoretical analysis will reveal that an interplay of two (or more) functional submodules each con-
stitutes a fully functional cell polarization mechanism. 

As we argued in the Introduction, establishment and maintenance of cell polarity requires that Cdc42-
activity is localized to membrane regions with a high density of Cdc42. This can be achieved in two 
different ways. First, by the recruitment of the scaffold protein Bem1 to Cdc42-GTP, which in turn 
recruits the GEF (Cdc24) and thus localizes Cdc42 activation to the polar zone, where Cdc42 density is 
high (Figure 4A, top left). We call this the polar activation submodule. Second, GAP saturation in re-
gions of high local Cdc42 densities can localize Cdc42 activity to the polar zone (Figure 4A, top right), 
as described above in the subsection GAP saturation can localize Cdc42 to the polar zone. The tran-
sient sequestration of GAPs in Cdc42-GAP complexes is essential for this polar GAP saturation sub-
module. The third submodule (Figure 4A, bottom) that we term Cdc42 transport, comprises various 
modes of Cdc42 transport towards the polar zone: vesicle transport along polarized actin cables (cf. 
Figure 1B) and effective (self-)recruitment of Cdc42 from the cytosol. Several experiments indicate 
that downstream effectors of active Cdc42, such as Cla4, Gic1 and Gic2 may provide such effective 
recruitment in the absence of Bem1 (Tiedje et al., 2008; Kang et al., 2018; Daniels et al., 2018).  

These three functional submodules represent different mechanistic aspects of the Cdc42-interaction 
network. Each submodule is operational only under specific constraints on the biochemical properties 
and copy numbers of the involved proteins. In the following, we exploit these constraints to study the 
roles of the submodules in the mathematical model by disabling them one at a time. This allows us to 
tease apart the mechanisms that are operational under the corresponding experimental conditions. 
The first submodule, polar activation, is disabled by the knock-out of Bem1. The second submodule, 
polar GAP saturation, is suppressed if the copy number of GAPs is too high. Alternatively, polar GAP 
saturation is rendered non-operational if the dissociation rate of the GAP-Cdc42 complex is too fast, 
or if the free GAPs diffuse very fast making additional free GAPs readily available in the polar zone. 
The third submodule, Cdc42 transport, can be switched off by immobilizing Cdc42, i.e. suppressing its 
spatial redistribution. Experimentally, this has been achieved in fission yeast by fusing Cdc42 to a 
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transmembrane protein that strongly binds to the membrane and is nearly immobile there (Bendezú 
et al., 2015). 

By performing linear stability analysis for the full mathematical model under each of these perturba-
tions disabling one of the submodules at a time (as described in detail in SI Section 5, SI Table S4), we 
find that the remaining two submodules operate in concert to constitute a mechanism for spontane-
ous Cdc42 polarization, as illustrated in Figure 4B. Figures 4C-E shows the regime of operation of the 
three different mechanisms as a function of the total Cdc42 and GAP concentrations. Figure 4F-H il-
lustrate the concerted interplay of directed protein-transport and regulation of Cdc42 activity (activa-
tion/deactivation) that underlie Cdc42-polarization in these three mechanisms. 

Before we turn to the detailed descriptions of these mechanisms, we note that if two submodules are 
disabled simultaneously, the remaining submodule alone cannot facilitate pattern formation. In par-
ticular, and perhaps somewhat counterintuitively, self-recruitment of Cdc42 alone is not sufficient to 
drive spontaneous cell polarization (Altschuler et al., 2008; Goryachev and Leda, 2017). 

Wild-type mechanism: Cdc42 transport plus polar activation 
The interplay of the Cdc42 transport submodule and the Cdc42-Bem1-Cdc24 recruitment submodule 
(polar activation), illustrated in Figure 3F, constitutes the WT mechanism that operates via mutual 
recruitment of Cdc42 and Bem1 (Irazoqui et al., 2003; Klünder et al., 2013; Freisinger et al., 2013). 
Characteristic for this mechanism is the co-localization of Cdc24 and Cdc42-GTP in the polar zone, as 
observed in previous experiments (Woods et al., 2016; Witte et al., 2017). Other than the rescue 
mechanism, the mutual recruitment mechanism does not require polar GAP saturation. Therefore, it 
is insensitive against high concentration of GAPs, i.e. it is operational for much higher GAP/Cdc42-
concentration ratios than the rescue mechanism. Furthermore, it is robust against high diffusivity of 
free GAPs and high catalytic rates of the GAPs (fast decay of GAP-Cdc42 complexes into free GAP and 
Cdc42-GDP). This implies that in mathematical models of the WT mechanism the GAPs can be ac-
counted for implicitly by a constant and homogeneous hydrolysis rate, as e.g. in (Goryachev and Pok-
hilko, 2008; Klünder et al., 2013; Kuo et al., 2014; Woods et al., 2016). 

Rescue mechanism: Cdc42 transport plus polar GAP saturation 
The interplay of Cdc42 transport (including effective self-recruitment via actin and/or other down-
stream effectors like Cla4) and GAP saturation in the polar zone, illustrated in Figure 3G, constitutes 
the latent, Bem1-independent rescue mechanism. Characteristic for this mechanism is that it does not 
require co-localization of Cdc24 to Cdc42-GTP in the polar zone (see Figure 4G). This lack of Cdc24 
polarization would serve as a clear indicator of the rescue mechanism in future experiments using 
fluorescently labelled Cdc24. As explained above, the rescue mechanism relies on GAP saturation in 
the polar zone to maintain high Cdc42 activity there. This GAP saturation is suppressed by either high 
abundance, high catalytic activity, or fast transport (by cytosolic diffusion or vesicle recycling) of the 
GAPs. 

The last constraint provides a plausible explanation why it is specifically Bem3 that needs to be deleted 
to rescue bem1Δ cells. In contrast to Rga1 and Rga2, Bem3 has been found to be highly mobile, prob-
ably because it cycles through the cytosol (Mukherjee et al., 2013). GAP saturation, i.e. the depletion 
of free GAPs in the polar zone, entails a gradient of the free GAP density towards the polar zone. A 
mobile GAP species like Bem3 will quickly diffuse along this gradient to replenish the free GAPs in the 
polar zone, relieving the GAP saturation there, and thus counteract the activation of Cdc42 in the 
incipient polar zone. Therefore, the loss of Bem3, rather than one of the other, less mobile GAPs, 
promotes the formation of a stable polar zone.  
Interestingly, the formation of Min-protein patterns in E. coli relies on the same type of mechanism 
as the rescue mechanism for Cdc42-polarization: self-recruitment of an ATPase (MinD) and enzyme 
saturation of the AAP (MinE) that catalyzes MinD’s hydrolysis and subsequent membrane dissociation 
(Huang et al., 2003; Halatek and Frey, 2012; Halatek et al., 2018). The transient MinDE complexes play 
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the analogous role to the Cdc42-GAP complexes here: In regions of high MinD density, MinE is seques-
tered in MinDE complexes, which limits the rate of hydrolysis until the complexes dissociate or addi-
tional MinE comes in by diffusion. Because MinE cycles through the cytosol, it rapidly diffuses into the 
polar zone where the density of free MinE is low, thus relieving the enzyme saturation there and 
eventually leading to a reversal of the MinD polarity direction. The repeated switching of MinD polar-
ity due to redistribution of MinE is what gives rise to the Min oscillations in E. coli. Recently also sta-
tionary Min patterns have been observed in vitro (Glock et al., 2019). Conversely, oscillatory Cdc42 
dynamics are found in the fission yeast S. Pombe (Das et al., 2012), and have also been indirectly 
observed in budding yeast mutants (Kuo et al., 2014; Ozbudak et al., 2005). 

Polarization with immobile Cdc42: Bem1-mediated recruitment plus polar GAP saturation 
The interplay of Cdc42-Bem1-Cdc24 recruitment (polar activation) and the polar GAP saturation, illus-
trated in Figure 3H, facilitates polarization of Cdc42 activity without the spatial redistribution Cdc42’s 
total density. Instead, the proteins that are being redistributed are Bem1 and GEF. The polar zone is 
characterized by a high concentration of membrane-bound Bem1–GEF complexes which locally in-
crease Cdc42 activity. Cdc42-GTP, in turn, recruits further Bem1 and GEF molecules to the polar zone. 
Characteristic for this mechanism is that Cdc42-GTP is polarized while the total Cdc42 density remains 
uniform on the membrane. Experimentally, this has been observed in fission yeast using Cdc42 fused 
to a transmembrane domain (Cdc42-psy1TM) that renders Cdc42 nearly immobile. The polarization 
machinery of fission yeast is closely related to the one of budding yeast; it operates based on the same 
mutual recruitment pathway with Scd1 and Scd2 taking the roles of Cdc24 and Bem1 (Chiou et al., 
2017). In future experiments, it would be interesting to test whether the Cdc42-psy1TM also facilitates 
polarization in budding yeast (potentially in a strain with modified GAP or Cdc42 copy number as the 
regime of operation might not coincide with the WT copy numbers).  

Conclusion and discussion 
“How do cells work and how did they come to be the way they are?” (Lynch et al., 2014) We have 
approached this fundamental question of evolutionary cell biology by analyzing in depth a concrete 
system — the Cdc42 polarization machinery of budding yeast — that plays an essential role in the cell 
division of this model organism. Previous experiments showed that this machinery exhibits an intri-
guing resilience. It remains operational under many experimental (genetic) perturbations (Brown et 
al., 1997; Smith et al., 2013; Woods et al., 2015; Bendezú et al., 2015; Witte et al., 2017; Grinhagens 
et al., 2020), and recovers quickly and reproducibly from the deletion of one of its key components, 
the scaffold protein Bem1 (Laan et al., 2015). In the following we will shortly recapitulate the main 
insights we gained by studying the cell biology of this system and then show how a mechanistic un-
derstanding of self-organized cellular function can lead to fundamental insights into the way this func-
tion could have evolved from a more rudimental ancestral form.  

Mechanistic understanding of the cell polarization module in budding yeast 
We have discovered that multiple, redundant self-organization mechanisms coexist within the protein 
network underlying cell polarization, that are responsible for the resilience and adaptability of the cell 
polarization module. By dissecting the full cellular polarization module into functional submodules, we 
have identified distinct mechanisms of self-organized pattern formation, including the wild-type 
mechanism relying on the colocalization of Cdc42 with its GEF and a latent Bem1-independent rescue 
mechanism. Our theory, confirmed by experimental analysis, reveals that these mechanisms share 
many components and interaction pathways of this network. This implies that the redundancy of cell 
polarization is not at the level of individual components or interactions but arises on the level of the 
emergent function itself: If one submodule is rendered non-functional, the combination of the re-
maining submodules still constitutes an operational mechanism of cell polarization — if parameters, 
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in particular protein copy numbers, are tuned to a parameter regime where these remaining submod-
ules are operational. Redundancy hence provides adaptability — the ability to maintain function de-
spite (genetic) perturbations, like the knockout of Bem1.  

The physics of self-organization imposes constraints on evolution 
Our theoretical and experimental results highlight the importance of protein copy numbers as control 
parameters that decide whether a mechanism of spontaneous cell polarization is operational. Phrased 
from a genetic perspective, the genes that code for components of the cell polarization machinery are 
dosage sensitive (Papp et al., 2003). On the one hand, this entails that mutations of cis-regulatory 
elements (like promoters and enhancers) (Wittkopp and Kalay, 2012) can tune the copy numbers of 
proteins to the regime of operation of a specific cell-polarization mechanism and optimize the func-
tion within that regime. On the other hand, dosage sensitivity constrains evolution of the polarization-
machinery’s components via duplication and sub-functionalization (Conant and Wolfe, 2008; Papp et 
al., 2003).  
One of our key findings is that the constraints on a single particular mechanism can be circumvented 
by the coexistence of several redundant mechanisms of self-organization that operate within the same 
protein-interaction network. The regimes of operation — and, hence the dosage sensitivity of specific 
genes — can differ vastly between these distinct mechanisms. Therefore, redundancy on the level of 
mechanisms allows the module’s components to overcome constraints like dosage sensitivity and thus 
promotes “evolvability” — the potential of components to acquire new (sub-)functions while main-
taining the module’s original function. 
A particular example in budding yeast’s cell-polarization module where duplication and sub-function-
alization might have taken place is the diversification of the different GAPs of Cdc42 in budding yeast: 
Rga1, Rga2, Bem2, and Bem3: Bem3, Rga1, and Rga2 play individual roles in specific cellular functions, 
like the pheromone response pathway (Stevenson et al., 1995; Mukherjee et al., 2013), axial budding 
(Tong et al., 2007), and the timing of polarization (Knaus et al., 2007). This diversity of GAPs is pro-
moted by cell-polarization mechanisms that are insensitive to GAP copy number, such as the Bem1-
mediated WT mechanism. As we will argue below, this notion provides a concrete hypothesis about 
the role of scaffold proteins, like Bem1, for the evolution of functional modules that operate by the 
interplay of many interacting components. 

How evolution might leverage scaffold proteins 
In the context of cellular signaling processes, it was suggested previously that evolution might leverage 
scaffold proteins to evolve new functions for ancestral proteins by regulating selectivity in pathways, 
shaping output behaviors, and achieving new responses from preexisting signaling components (Good 
et al., 2011). Our study of the Cdc42 polarization machinery shows how scaffold proteins may also 
play an important role in the evolution of intracellular self-organization. The scaffold protein Bem1 — 
by connecting Cdc42-GTP to Cdc42’s GEF — generates a functional submodule that contributes to self-
organized Cdc42 polarization. Based on this, we propose a hypothetical evolutionary history for Bem1, 
illustrated in Figure 4: The latent rescue mechanism is generic and rudimentary as it requires only 
weak self-recruitment of Cdc42. The second requirement — enzyme saturation of Cdc42 hydrolysis — 
is a generic consequence of the enzymatic interaction between Cdc42 and its GAPs. That the same 
pattern-forming mechanism underlies MinD polarization in E. coli — based on the proteins MinD and 
MinE that are evolutionarily unrelated to the Cdc42 machinery — further underlines its generality. We 
therefore hypothesize that the latent rescue mechanism is a rudimentary, ancestral mechanism of 
Cdc42 polarization in fungi. On the basis of this ancestral mechanism, Bem1 could then have evolved 
in a step-wise fashion. Given that Bem1 is highly conserved in fungi (Diepeveen et al., 2018), and that 
fission yeast polarization is based on the same mutual recruitment mechanism (Lamas et al., 2019; 
Martin and Arkowitz, 2014), this hypothetical evolutionary pathway would likely lie far in the past. 
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How might step-wise evolution of Bem1 have occurred? A hypothetical Bem1 precursor binding to 
Cdc24 but not to Cdc42-GTP might have facilitated a globally enhanced catalytic activity of Cdc24 by 
relieving its auto-inhibition (Rapali et al., 2017; Shimada et al., 2004). Our theory shows that such an 
increase of GEF activity enlarges the range of GAP/Cdc42-concentration ratios for which the latent 
rescue mechanism is operational. This would have entailed an evolutionary advantage by increasing 
the robustness of the (hypothetical) ancestral mechanism against copy number variations. In a subse-
quent step the Bem1-precursor might then have gained the Cdc42-binding domain (SH3 domain) by 
domain fusion (Farr et al., 2017), thus forming the full scaffold protein that connects Cdc24 to Cdc42-
GTP that mediates the WT polarization mechanism (mutual recruitment of Cdc24 and Cdc42). Along 
this hypothetical evolutionary trajectory, the constraints on the GAP/Cdc42 copy number ratio and 
the molecular properties of the GAPs (kinetic rates, membrane affinities) would be relaxed, thereby 
allowing the duplication and sub-functionalization of the GAPs (Conant and Wolfe, 2008).  

There are several possible routes to test our hypotheses. One possibility is the construction of phylo-
genetic trees for the different proteins (domains) that could inform on the order they appeared during 
evolution of the polarity network (Hooff et al., 2019). Another possibility is to search for species in the 
current tree of life which contain intermediate steps of the evolutionary trajectory, for instance spe-
cies with a more ancient version of Bem1 lacking the SH3 domain, and identify the protein self-organ-
ization principles underlying polarization in these species. This is becoming a more and more realistic 
option, given the very large (and still expanding) number of fungal species that has been sequenced 
(Diepeveen et al., 2018) and the growing interest of cell and molecular biologists to work with non-
model systems (Russell et al., 2017). 
Our mechanistic understanding of the polarization machinery provides a genotype–phenotype map-
ping where the molecular details have been coarse grained. In future work, one could integrate this 
map into a cell cycle model to address questions about epistasis, and eventually predict evolutionary 
trajectories in a population dynamics model. 

On a broader perspective, we have shown how understanding the mechanistic principles underlying 
self-organization can provide insight into the evolution of cellular functions, a central theme in evolu-
tionary cell biology. Specifically, we have presented a concrete example that shows how a self-organ-
izing system can mechanistically evolve from more rudimentary, generic mechanisms that are param-
eter sensitive, to a specific, robust and tightly controlled mechanism by only incremental changes 
(Johnson and Lam, 2010).  
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Figures 
 

 
 
Figure 1. Cell division of S. cerevisiae is spatially controlled by self-organized polarization of Cdc42. 
A Starting from an initially homogenous distribution of Cdc42, a polar zone forms, marked by a high 
concentration of active Cdc42 on the plasma membrane. There are two pathways of directed 
transport in the cells: B Cytosolic diffusion becomes directed by spatially separated attachment (red 
arrow) and detachment (blue arrow) zones; C Vesicle transport (endocytic recycling) is directed along 
polar-oriented actin cables. Active Cdc42 directs both cytosolic diffusion (by recruiting downstream 
effectors that in turn recruit Cdc42) as well as vesicle transport (by recruiting Bni1 which initiates actin 
polymerization). D Molecular interaction network around the GTPase Cdc42, involving activity regula-
tors (GEF, GAPs), and the scaffold protein Bem1. An effective recruitment term accounts for Cdc42-
recruitment to the membrane directed by Cdc42-GTP facilitated by Cdc42-downstream effectors (E). 
Details of the model and the mathematical implementation are described in the SI Sections 1 and 2.  
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Figure 2. Regimes of operation of the Bem1-mediated wild-type mechanism and the latent mecha-
nism for cell polarity. Stability diagrams as a function of GAP- and Cdc42 concentrations in presence 
and absence of Bem1 obtained by linear stability analysis (see SI Section 3) of the mathematical model 
for the Cdc42-polarization machinery (see Figure 1 and SI Section 2). Shaded areas indicate regimes 
of lateral instability, i.e. where a spontaneous polarization is possible. A In WT cells, the scaffold pro-
tein Bem1 is present and facilitates spontaneous polarization by a mutual recruitment mechanism 
that is operational in a large range of Cdc42 and GAP concentrations (Goryachev and Pokhilko, 2008; 
Klünder et al., 2013). The green point marks the Cdc42 and GAP concentrations of WT cells. B In the 
absence of Bem1, spontaneous polarization is restricted to a much smaller parameter-space region in 
our model, because the regime of operation of the Bem1-indepenendent mechanism is inherently is 
delimited by a critical ratio of GAP concentration to Cdc42 concentration. The Cdc42 and GAP concen-
trations of bem1Δ cells and bem1Δ bem3Δ are marked by the red cross and blue point, respectively. 
The experimental observation that bem1Δ cells do not polarize, whereas bem1Δ bem3Δ polarize can 
be used to infer a range for the critical GAP/Cdc42-concentration ratio. Increasing the GEF activity of 
Cdc24 increases this critical ratio (dashed blue line). 
(The model parameters were obtained by sampling for parameter sets that are consistent with the 
experimental findings on various mutants, as described in detail in SI Section 5.) 
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Figure 3. Experiments confirm theoretically predicted effect of Cdc42 copy number on the latent 
polarity-mechanism. A Growth rate of the different mutants (relative to the growth rate of WT cells 
with Cdc42 under its native promotor at that galactose concentration (red)) against the galactose con-
centration galactose concentration (proxy for Cdc42 copy number) show that higher expression of 
Cdc42 rescues bem1Δ cells and to a lesser extent bem1Δ bem3Δ cells; the error bar indicates the 68% 
credible interval, see materials and methods). The spread in the data is partially caused by experi-
mental errors, as well by demographic noise, i.e. new fitter mutants arising by random mutations and 
taking over the population. B Microscopy images shows the morphology of dead and alive cells for the 
different strains after 24 hours at 0% galactose concentration, resulting in a Cdc42 copy number that 
approximates zero; scale bar indicates 10 µm. C The fraction of dead cells for different mutant strains 
vs galactose concentration shows that increasing Cdc42 copy number reduces cell death in bem1Δ 
and bem1Δ bem3Δ cells; the error bar indicates the standard error of the mean. D The average cell 
radius (proxy for polarization time) versus the galactose concentration shows that increasing Cdc42 
copy number reduces polarization time; the error bar, which is the standard error of the mean, is 
smaller than the data symbol. 
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Figure 4: Three functional submodules constitute three distinct mechanisms of Cdc42-GTP polariza-
tion. A Three functional submodules of the Cdc42 interaction network contribute to the formation 
and maintenance of a polar zone (region of high Cdc42-GTP concentration, highlighted in red): (i) 
Transport of Cdc42 towards the polar zone. High Cdc42 activity can be maintained due to (ii) GAP 
saturation in the polar zone and by (iii) transport of the GEF to the polar zone via the scaffold protein 
Bem1. B Combinations of pairs of these functional submodules constitute mechanisms of self-orga-
nized pattern formation. C–E These mechanisms are operational in different regimes of the total copy 
number of Cdc42 and GAPs. The WT mechanism (F) is largely insensitive to copy number variations (C) 
because it based on mutual recruitment of Cdc42 and Bem1-GEF complexes, and does not depend on 
saturation of GAPs in the polar zone. In contrast, when the GEF is not transported to the polar zone 
(e.g. due to a deletion of Bem1), only GAP saturation in the polar zone maintains high Cdc42 activity 
there, while deactivation dominates away from the polar zone. Therefore, the polarization mechanism 
(G) is sensitive to the GAP copy number (D). H Remarkably, if transport of Cdc42 is suppressed, e.g. by 
strongly binding it to the membrane, a combination of Bem1-GEF complex recruitment and polar GAP 
saturation maintain a localized high Cdc42 activity even though the total density of Cdc42 is homoge-
nously distributed. 
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Figure 5: Hypothetical evolution of Bem1. (Left) The Bem1-independent “rescue” mechanism based 
on GAP saturation and Cdc42 transport towards membrane bound Cdc42-GTP is operational only in a 
limited range of the GAP/Cdc42-concentration ratios (cf. Figure 4D). (Center) a Bem1 precursor (Bem1-
fragment) that binds to Cdc24 and relieves its auto-inhibition increases the range of viable GAP/Cdc42-
concentration ratios and thus increases the robustness against copy number variations (cf. Figure 2). 
It does, however, not change the underlying mechanism qualitatively. (Right) Domain fusion of a 
Cdc42-GTP-binding domain with the Cdc24-binding Bem1-precursor, leads to a new connection in the 
Cdc42-interaction network that leads to recruitment of Cdc24 to the polar zone. On the level of sub-
modules, this new connection constitutes a new functional submodule that we called “polar activa-
tion” (yellow triangle). In conjunction with transport of Cdc42 towards the polar zone, polar activation 
gives rise to the highly robust mutual-recruitment mechanism that is operational in WT yeast (regime 
of operation shaded in green in the (ND,NG)-parameter plane; cf. Figure 4C). 
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Materials and Methods 

Modeling and Theory 
For theory materials and methods see the attached “Supplementary Information” file.  
 

Experiments 
Media 

All used media has the same base with 0.69% w/v Yeast nitrogen base (Sigma) + 0.32% Amino acid 
mix (4x CSM) (Formedium) + 2% Raffinose (Sigma), shortly, CSM+2% Raff. We used different galactose 
concentrations, denoted as x-Gal, where x denotes the Galactose percentage in media (x grams per 
100 ml).  
 

Name Genotype Source  

yLL3a MATa can1-100, leu2-3, 112, his3-11,15, 
ura3∆, BUD4-S288C 

(Laan et al., 2015) 

yWKD065a MATa , 

-Pgal-sfGFP-Cdc42SW (pWKD011 integrated), 
leu2-3, 112, his3-11,15, ura3∆, BUD4-S288C 

This work  

yWKD069a,b,c 
 

MATa, bem1:: KanMX6, URA-Pgal-sfGFP-
Cdc42SW (pWKD011 integrated) 
can1::Pmfa-HIS3 1, leu2-3, 112, his3-11,15, 
ura3∆, BUD4-S288C 

This work 

yYWKD070a MATa, bem1:: KanMX6, bem3::NATMX4, 
URA-Pgal-sfGFP-Cdc42SW (pWKD011 inte-
grated), can1:: Pmfa-HIS3, leu2-3, 112, his3-
11,15, ura3∆, BUD4-S288C 

This work 

yYWKD071a MATa, 

URA3 Pgal- CDC42 (pWKD010 integrated), 
can1:: Pmfa-HIS3, leu2-3, 112, his3-11,15, 
ura3∆, BUD4-S288C 

This work 

yYWKD073a MATa, bem1:: KanMX6, bem3::NATMX4, 

URA3- Pgal-CDC42 (pWKD010 integrated), 
can1:: Pmfa-HIS3, leu2-3, 112, his3-11,15, 
ura3∆, BUD4-S288C 

This work 

Table 1. Strains used in this work 

The plasmid pWKD010 contains Pgal-Cdc42, URA3, Pre/Post-Cdc42 homology regions, with Ampicillin 
as a selectable marker on the pRL368 backbone (Wedlich-Soldner et al., 2004). The pWKD011 was 
based on pWKD010 but in this case a superfolder GFP (sfGFP) (Pédelacq et al., 2006) is integrated 
within in the CdC42 protein based on previous work in S. cerevisiae, where a mCherry was integrated 
within Cdc42 (Woods et al., 2015). We eliminated the fitness effects from mcherry-Cdc42SW by using 
a superfolder GFP protein, as suggested by work in S. pombe (Bendezú et al., 2015). We comfirmed 
that the presence of the sfGFP insertion did not affect the growthrate of our cells in an detectable way 
in our growth rate assay compared to cells with Cdc42 under the Gal promotor without sfGFP. 
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Growth rate assays 

We used a plate reader (Infinite M-200 pro, Tecan) for growth rate assays, with 96 well plates from 
Thermo Scientific, Nunc edge 2 96F CL, Nontreated SI lid, CAT.NO.: 267427. Rows A and H and the 
columns 1 and 12 were not used for measurements.  We inoculated a 96-well plate with 100 µl of 
medium and 5 µl of cells (from glycerol stocks) in each well, and grew the cells in 96-well plate for 48 
hours at 30 ℃ in a warm room. Afterwards the cells were diluted 200x into a new 96 well plate, which 
were then placed in the plate reader and the OD600 was measured for 48 hours using a combination 
of linear and orbital shaking. We used a home-written data analysis program in Matlab to determine 
the log-phase doubling time for every well. The doubling time was approximated by fitting the slope 
of the linear regime of the log plot of the raw data. We performed at least two different experiments 
per condition, and per experiments we performed at least 4 technical replicates per strain/plate. 

The error in the growth rate plot is the 68 % credible interval of the posterior distribution of these 
rates. The posteriors of non-WT backgrounds followed from normalization to WT rates by Monte Carlo 
simulations of the quotient of the original, non-normalized growth rate posteriors in a genetic back-
ground and the WT posterior in that medium. The non-normalized posteriors were calculated using 
the Metropolis-Hastings algorithm (Hastings, 1970), from a rectangular prior and Student-t likelihood 
functions of doubling time fit estimates of all replicates in that medium. The standard errors of indi-
vidual estimates come from the standard error of the slope parameter resulting from weighted least 
squares (WLS) on a moving window per OD curve, using an instrument error proxy for the WLS 
weights.  The standard errors of individual estimates are corrected for overdispersion by the average 
modified Birge ratio (Bodnar and Elster, 2014) across media for WT. 

 
Microscopy assays 

All microscopy images were taken with an Olympus IX81 inverted microscope equipped with Andor 
revolution and Yokogawa CSU X1 modules. We used a 100x oil objective. The acquisition software 
installed is Andor iQ3. The CG imaging plates were from Zell-Kontakt. They are black multiwell plates 
compliant to the SBS (Society for Biomolecular Screening) standard-format with cover glass bottoms 
made from borosilicate glass.  
Cells were grown in an overnight culture in CSM +2% Raffinose +2% Galactose media, without reaching 
saturation. On the next day, three washing steps with CSM+2% Raffinose were performed and subse-
quently the cells were re-suspended in the desired media of 0%, 0.06% and 0.1% Galactose. To obtain 
cell populations at all galactose concentrations, we first incubated all strains in 2% galactose concen-
tration, where Cdc42 is highly overexpressed, such that also bem1Δ cells are able to efficiently polar-
ize. After 15 hours of incubation in 2% galactose concentration, we exchanged the medium to the 
desired galactose concentration. After 24 hours, we observed the cells with light microscopy. After 24 
hours leftover Cdc42 from the initial 2% galactose concentration incubation is (very low due to degra-
dation and dilution (Cdc42 half-life is about 8 hours (Christiano et al., 2014)) . From these images, we 
determined the average cell radius of the cells in the population. 

Note that all of them contain the same base media: CSM+2% Raffinose. Afterwards the cells were 
incubated for 8 hours at 30℃, followed by an imaging session, and subsequently incubated for another 
16 hours after which another imaging sessions was performed. We performed three independent ex-
periments for each galactose concentration. 

 

Microscopy data analysis 
We performed bright field microscopy assays to monitor the cell size across different levels of Cdc42 
in different genetic backgrounds. With ImageJ we manually determined the perimeter of the individ-
ual cells by fitting the live cells to a circle with the Measure tool. We performed three independent 
experiments per condition and per strain. In addition, we visually checked how many of the cells were 
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alive and how many were dead based on their morphology. The error bar on the fraction of dead cells 
as well as of the average cell radius, is calculated as the standard error over the total number of ana-
lysed cells. 
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