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There is a time for many words,  
and there is also a time for sleep. 

Homer 
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0  
Abstract   
The circadian clock, an internal timing system that synchronises to the 24h light-dark cycle, governs 
sleep-wake timing in humans. Sleep is beneficial for numerous physiological processes, e.g. neuronal 
network organisation, immune function, memory and learning, or (mental) health. Acute and chronic 
sleep restriction in turn increases the risks to develop a variety of diseases or to adopt unhealthy 
behaviours, such as smoking. Adolescents are at particular risk of suffering from sleep restriction since 
their circadian clock delays during puberty – they tend to become night owls – which severely clashes 
with early school start times. Several studies have investigated the impact of delaying school start times 
on various outcomes. While positive effects have been described for sleep, long-term effects on sleep 
and clear effects on academic achievement are missing.  

We thus conducted two studies investigating the long-term effects of a flexible school start 
system (daily choice of 8:00 or 8:50-start) on sleep, psychological outcomes and academic achievement 
in a secondary school in Germany. On average, all students – independent of chronotype, gender or 
age – extended their sleep by ~1h immediately and after 1 year in the flexible system but only on days 
when school started later. Sleep duration did not increase in the flexible system overall compared to 
the old start system (fixed start mainly at 8:00) which was connected to a relatively low uptake of the 
late start option. Importantly though, on average students did not phase-delay and additionally 
reported numerous psychological benefits both in the flexible system and on later start days, e.g. better 
well-being and sleep quality, increased concentration, higher motivation to attend school or better 
learning quality. Students also reduced their alarm-driven waking. Additionally, girls were more 
successful in keeping stable sleep onset times longitudinally on later start days compared to boys. Based 
on linear mixed model analyses including 4 years of ~17,000 individual, quarterly grades, we did not 
identify any increase in academic performance in the flexible system per se, or with sleep or sleep 
changes. On the other hand, covariates such as quarter, grade level or discipline robustly and 
significantly predicted grades in our sample.  

To put our findings into perspective and clarify the evidence on this controversial topic, we also 
conducted a systematic literature review. Following the PRISMA guidelines, we synthesised the 
evidence of 21 studies that investigated the impact of school start times on grades and (standardised) 
test scores. We included a systematic risk of bias assessment that identified relatively poor reporting 
and medium evidence level of included studies. We concluded, that grades/scores are suboptimal 
outcome measures and that the current evidence (quality) does not allow to make any sound 
conclusions on whether school start times substantially impact grades or scores.  

The flexible system is a widely neglected school start system that offers unique benefits for 
students. Vey importantly, it allowed teenagers to maintain their grades while, at the same time, they 
clearly benefitted in terms of sleep and psychological outcomes. Future studies need to study effects 
on cognition and learning in the real-life context and extend studies periods >1 year of follow-up to 
identify effects that might emerge after longer time periods or for specific (groups) of individuals. 
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1  

General introduction 

 

1.1. Rhythms of lifea 

1.1.1. A short history of the world in four rhythmsb 

“Above the Earth is the region of the ether; and still higher is the vault of the heaven. Beneath this 
vault the Sun, Moon and stars perform their motions, rising out of Okeanos in the morning  

and returning thither at night.” 1 

 

At the beginning, the cosmological ideas of the Greek philosophers were more a mixture of Greek and 

Babylonian mythology before advancing to more serious philosophical yet still speculative concepts1. 

Above, Homer refers to the flat, disc-like Earth, which was partly covered by the sea and surrounded 

by the great river Okeanos from which all things originate. While this sounds very poetic, it is not quite 

what we think today. Indeed, it was not until Thales, the founder of the Ionian School2 that cosmological 

theories were separated from ancient mythology, which brought him the fame of being the first 

scientific philosopher we know of today1. He proposed water to be the first of everything, the essence 

of life.  A circadian biologist might be more drawn to Heraklit of Ephesus’ concept of the world - the 

universal flux. For him, “all things flow”, which brought him to believe that fire was the first principle1. 

But circadian researchers could also sympathise with Pythagoras:  “Number not merely represents the 

relations of the phenomena to each other but is the substance of things, the cause of every phenomena 

of nature”1. Pythagoras and his followers came to this conclusion by observing the regular movements 

of the celestial bodies and how the harmony of musical sounds depends on regular intervals1.  

It is fascinating that in one way or another, they all had a point, reminiscent of the great parable of the 

blind men describing parts of an elephant3. While these physiologoi (φυσιολόγοι), as Aristotle called 

them4, disagreed on many minor or major parts, one thing was undoubted: the predictable and 

constant movement of the stars, the sun, the moon, and the ocean.  

“The earth turned on its axis and split time into day and night. Its tilt gave us seasons.”  

(Kreitzman & Foster)5 

 

With the celestial constellations in place, the history of the world might have started off with a light-

dark rhythm of about 22 hours (or less) since Earth was several hours quicker than todayc to rotate 

around its axis6. According to the Giant impact hypothesis, a proto-Earth consisting only of rock and 

                                                        
a Title from a wonderful and inspiring book by Prof. Russell Foster and Leon Kreitzman5. 
b By analogy with BBC Radio 4’s „A History of the World in 100 Objects”. 
c Since then, days on earth have steadily become longer leading to the 24h-day we know today. This means that 
Earth’s angular velocity is 4 min per longitudinal degree which translates to 15° every hour42. 
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lava was hit by a protoplanet called Theia 4.5 billion years ago that ejected material into space, some 

of which eventually consolidated and formed the moon7. Earth’s tilt of 23.5° was probably the result of 

this crash, so if we assume this theory to hold true, seasonal rhythms as we know them today (365.24 

days) probably evolved only afterwards. The orbiting moon gave rise to lunar rhythms of 29.53 days 

and, with water on Earth, also to intertidal rhythms of about 12.8 hours, which might have timed marine 

and coastal life. These four rhythms – circadian, seasonal, lunar and tidal – govern much of our life on 

earth and thus “provide the temporal cues for the coordination of most behaviours ranging across daily 

feeding patterns, daily and seasonal migration, growth, reproduction, hibernation and much else”.8 

 

 

1.1.2. Biological clock (works)  

All organisms, from bacteria, through plants, to insects and humans, orientate their behaviour and 

physiology towards predictable changes in their surroundings presumably because this allows 

anticipation of rhythmic changes in the environment: food sources come and go, predators only hunt 

at specific times, and daylength and thus temperature rapidly and profoundly change across the day 

and season. Adapting to these variations enables organisms to occupy spatial and social niches but also 

temporal ones across the 24h-day. The first biological clocks might have evolved in ancestors of 

cyanobacteria about 3 billion years ago9 but other organisms with internal timing subsequently 

appeared, such as nocturnal, diurnal or crepuscular animals10. Another advantage of a regular 

organisation is that it prevents everything within the body from taking place at the same time, giving 

the body a structure10. The circadian clock tells the time of a 24h-day; thus, it follows rhythms that are 

about (lat: circa) a day (dies) long, a term coined by Franz Hallberg11 to stress that the period of the 

internal clock of humans is approximately 24h, but not precisely - as will be described below. A short 

review of the history of circadian clock research and its clockworks will be given in the next sections. 

Other rhythms, such as circannual (i.e. seasonal), circatidal or circalunar rhythms are also extremely 

interesting but not the topic of this thesis. They have been reviewed elsewhere and I highly recommend 

referring to these resourcese.g. 8. 

 

A short history of clock research 

The history of circadian research is inextricably intertwined with Jean Jacques Otrous de Mairan, a 

French astronomer who is famous for a wonderful yet simple experiment with a mimosa plant in 

172912,13. By enclosing the mimosa in his cupboard, he deprived it from sunlight and subjected it to 

constant darkness13. Nevertheless, the plant kept unfolding and closing its leaves in a regular fashion. 

This was very intriguing since it remained mysterious how the plant knew the time of day. One 

hypothesis was that the plant could have sensed the variation in temperature across the day14. 

Consequently, Henri Louis Duhamel du Monceau placed some plants in salt mines in which constant 

temperature conditions prevailed - but he also observed the rhythmic leaf movement15. In 1832, 

Alphonse de Candolle, a Swiss botanist, then noticed that leaf movements varied between individual 

plants under constant conditions – they slightly deviated from 24h12,16. This was an exciting piece of 

evidence that the rhythm he observed was endogenous (i.e. within the plant): if they merely received 

input from the outside, all individual plants should have exhibited the same period. It took another 100 
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years until subsequent studies by Erwin Bünning17 and Colin Pittendrigh18, among others, confirmed 

this so-called free-running rhythm under constant conditions, thus it became clear that plants and 

animals have an endogenous clock of a period near 24h which free-runs when they are deprived of 

external cues which would otherwise synchronise their activity. But what are these external cues, also 

called Zeitgeber since they “give time” to the organism? 

 To investigate this more closely in humans, Aschoff and Wever built a bunker in the South of 

Germany in the 1960s to control for all potential influences from the outside world, ranging from 

daylight, to temperature, electromagnetic fields or even cosmic ray showers5,19. Deprived of any time 

cues, participants (often students who were writing up their thesis) lived in the bunker for several weeks 

while their core body temperature, hormonal secretion, loco-motor activity and sleep was studied19. 

Aschoff and colleagues found evidence that individuals extended their rhythm’s period by up to 4h20, 

which sometimes resulted in awkward moments when students were still happily writing up their thesis 

but the experiment was already finished – some had “lost” up to several days by constantly shifting 

later (a shortening of up to 5h was also observed). Although these were rare exceptions, the findings 

from the famous “Bunker experiments” and other observations, such as from Colin Pittendrigh18 or 

Nathaniel Kleitman21 (one of the fathers of sleep research), again supported the notion of an i) 

endogenous, ii) self-sustained oscillator that free-runs under constant conditions with a period tau (τ)	
of almost, but not exactly 24h, and that also showed iii) temperature-compensation. The last feature is 

worth another note: according to the Q10 rule, biochemical reactions double in speed with a rise of 10°C 

(as reviewed in22). Thus, if an endogenous clock does not compensate for exogenous temperature 

variations it would speed up or slow down as a function of temperature. A hamster with a rhythm of 

24h at 20°C would suddenly exhibit a rhythm of only 12h at 30°C – a possibly fatal behaviour if waking 

hours now coincided with those of a predator.	
 

Circadian clock features 

As soon as the notion of an endogenous clock was accepted the question begged where such an 

oscillator would be in the body, and how it would work? One of the most important findings in circadian 

research was the location of the central pacemaker - the master clock of the body - in the 

suprachiasmatic nucleus (SCN) in mammals. The SCN is a small cell assembly of about 20.000 neurons 

in the anterior hypothalamus above the optic chiasm, the crossing of the optic nerves23. Transplantation 

studies revealed in the 1980s that gold hamsters without the SCN got completely arrhythmic but when 

the SCN of another hamster was implanted they exhibited the donor’s period24,25. How does the SCN 

sustain its rhythmicity without any external input? Research into the fine-tuned and complicated 

molecular clockwork, which consists of several interlocking feedback loops, is still ongoinge.g. 26. 

However, the main concept of a transcriptional-translation feedback loop in the SCN could already be 

described in 1990: put simply, a gene is transcribed in the cell’s nucleus and subsequently translated 

into a protein in the cytoplasm of the cell; the protein then enters the nucleus and suppresses its own 

transcription27. Eventually, the protein will be degraded, triggering a new start of the cycle (Fig. 1). In 

mammals, the key genes involved in these loops are clock and bmal1 whose proteins form a 

heterodimer and initiate transcription of period (per1, 2, 3) and chryptochrome (cry1, 2). Once per and 

cry are translated into proteins, they also from a heterodimer and are transported to the cell’s nucleus 
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via phosphorylation processes (casein kinases 1 δ/&) where they inhibit bmal1 and clock and 

consequently their own transcription (Fig. 1).  

 

Fig. 1 | The transcriptional-translation feedback loop in mammals. The SCN in the hypothalamus produces 

rhythmic expression of CLOCK and BMAL1 genes. CLOCK and BMAL1 proteins then form a heterodimic 

transcriptional activator (forward loop, green arrows) in the nucleus producing rhythmic gene expression of per, 

cry, and REV-erbα. After transcription in the cell, CRY and PER proteins are translated in the cytoplasm and also 

form a heterodimer. Post-translational modifications are made by CK1 that phosphorylates the PER-CRY (marked 

by the P), degrades it and also localizes it back to the nucleus where CRY-PER eventually stops its own transcription 

(red arrows). A secondary loop is REV-erbα, which is also rhythmically expressed and transcribed in the nucleus, 

then translated in the cytoplasm and eventually inhibits transcription of BMAL1. The RNA string indicates 

translation in the cytoplasm. Abbreviations: SCN, suprachiasmatic nucleus; per, period; cry, cryptochrome; CK1, 

casein kinase 1. Figure created in the Mind the Graph platform (www.mindthegraph.com). 

 

 

 We know today that probably every cell in our body contains the molecular make up for such 

a negative feedback loop, meaning that each cell contains an oscillator28. However, these peripheral 

clocks need input from the SCN to prevent dampening over time, thus they are not self-sustained29, 

(although this has also been questioned28). For this reason, the SCN has been traditionally viewed as 

the master clock, a sort of conductor, who orchestrates the downstream clocks to keep the entire body 

playing in harmony (Fig. 2).  

 But how does the SCN actually manage to align with the outside world? It has been shown that 

the SCN receives light input from the retina of the eyes directly through the retino-hypothalamic tract30, 

which entrains the self-sustained rhythm of the SCN to the outside world31. So far, no other non-ocular 

photoreceptors have consistently been found32,33. However, an unknown type of retinal cells was 

identified when mice were observed to still entrain to light stimuli even though they lacked rods and 

cones (the traditional photoreceptors;34,35). Amazingly, 1% of retinal ganglion cells were shown to 

contain a photopigment called melanopsin and are therefore also able to sense light (i.e. they are 
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photosensitive36,37. These cells were eventually termed intrinsically photosensitive retinal ganglion cells 

(ipRGCs)35,38,39 and are sufficient to entrain an animal through light40. It has subsequently been found 

that rods and cones, however, are also important in photic entrainment but are not strictly necessary38. 

 

Fig. 2| Schematic of the relationship between the eye, SCN and downstream rhythms. Source: Kreitzman & Foster5 
(reproduced with permission). 
 
 
 

1.1.3. (Phase of) entrainment 

A clock is only really useful if it accurately tells the time. A good clock says it is 12:00h when it is actually 

12:00h (according to the sun). Let us imagine your watch tells you it is 11:00h even though it is 15:00h. 

If your watch has the same period (tau=24h) and is temperature compensated (see chapter 1.1.2) you 

could still tell the time if you managed to figure out the phase-angle difference of 4h between the two, 

since your watch and the sun time show a stable phase relationship. In this case, the two are locked, or 

in other words: your watch is synchronised to the sun but shows a phase angle difference of 4h (the 

phase of entrainment). But if you do not have a high-quality Swiss model or the batteries need 

recharging, your watch might slow down, hence it extends its period and the stable relationship is lost. 

In this case, the two have different periods and are out of phase.  

 It is useful to keep this picture in mind to understand how our endogenous clock keeps ticking 

in synchrony with the world around us. Biological clocks need environmental signals, Zeitgebers, to 

keep them entrained. Entrainment is an active synchronisation process, in which the circadian clock of 

an organism assumes a phase relationship with an external rhythm41. For most organisms, the main 

zeitgeber is the natural light-dark (LD) cycle of the sun that provides appropriate i) long light durations, 

ii) strong light intensity differences between day (photoperiod) and night (scotoperiod), and iii) has a 

period of 24h42. Under these conditions, an organism can entrain to the sun. Such an internal time 

keeping mechanism is very useful for any organism, since it allows for anticipation and thus prediction 

of cyclic events beyond mere reaction to a stimulus such as the light. The notion of entrainment is so 

critical that it constitutes the third characteristic of an endogenous clock, besides self-sustainability and 

temperature compensation18,43,44. Historically, there have been several ideas on how to conceptualise 

entrainment of organisms, ranging from non-parametric to parametric and integrated approaches of 
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entrainment. They all assume that entrainment is the result of a matching internal period (τ) with the 

external (light-dark) period of 24h (T), i.e, entrainment is reached when τ = T. In analogy, entrainment 

happens when your watch is in accordance with sun time. These concepts, however, slightly differ and 

are briefly reviewed in the next section. 

Non-parametric and parametric entrainment 

One could test the responsiveness of such a system to light by exposing an animal to transient light 

pulses across the 24h-day when it otherwise lives in constant darkness (DD). Colin Pittendrigh did 

exactly this and plotted the magnitude of the phase shift of an animal (Δφ) against external time (T) 

which results in a phase response curve (PRC)45. Such PRCs usually show a phase advancing and phase 

delaying portion (on the y-axis), separated by a dead zone in which exposure to a brief light stimulus 

has no phase-shifting effect – the animal keeps its old phase. The term non-parametric refers to the 

underlying idea that a light pulse has the power to instantaneously make the old phase “jump” to a new 

phase but keeping the oscillator’s velocity stable. Jürgen Aschoff understood light as a continuous 

stimulus and assumed that the endogenous oscillator itself alters its velocity to adjust to perturbating 

light signals and thus ensures entrainment (τ = T)46. He constructed velocity response curves (VRC) that 

are derived from PRCs and display how the system speeds up or slows down in response to light at a 

given time point (phase).   

 

Integrated approach to entrainment - CIRCs 

These concepts use transient or continuous light as the main zeitgeber (also termed photic-

entrainment) but light itself is a complicated signal. It has various characteristics, such as intensity,  

duration, or wavelength, and one can experience light at different times of day and be exposed to 

different light histories. Given this complexity in real life, an integrated approach to entrainment, the 

circadian response characteristics (CIRC) has been suggested by Roenneberg and colleagues47. The 

shape and asymmetry of the CIRC predicts the effect of light on the intrinsic period of an organism (Fig. 

3A) and is dimensionless. In this view, the internal cycle is either compressed or expanded as depicted 

by the curve asymmetry, while the dead zones are described by the shape of the curve. In contrast to 

PRCs or VRCs, the CIRC is assessed from an entrained organism and does not make any a priori 

assumptions with regards to how internal and external periods are synchronised47. 

 

Non-photic entrainment 

Human rhythms can be studied on the biological, psychological and sociological level since “time cuts 

across all three domains”.5 Even though light remains the strongest zeitgeber for our clock, other 

signals, such as food intake48, physical activity49, sleep-wake cycles or social cues can potentially also 

entrain an organism (reviewed in 50,51). If these signals are out-of-phase with the light-dark cycle, the 

information can be misleading: which clocks should the organism follow? Historically, without 

electricity and artificial lighting, the Social clock was synchronised both with the Sun clock and with our 

Biological clock. Life in a 24/7 society (e.g. shift-work) and constant but relatively dim illuminations at 

the wrong time has challenged this synchrony. Countries that chose an unfortunate time zone (e.g. 

Spain) or the implementation of day light saving time (DST) in the summer months adds to the 

desynchronization of the social clock with the sun clock. This results in biological clock shifts which can 
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have severe health consequences, especially when experienced long-term (see also chapter 1.3.3. 

where this will be followed up).  

Fig. 3 | The circadian response characteristics. Panel A shows the compression and expansion characteristics of 
light depending on the internal time. Panel B depicts light pulses given at various points which results in different 
PRCs in Panel C and D.  Source: Roenneberg et al., 2010 (reproduced with permission)47. 
 

 

1.1.4. Measuring phase of entrainment in humans 

Within a certain range of entrainment individuals can entrain differently to their environment, which 

explains individual variations in physiological or behavioural peaks and troughs. These timing 

differences are called chronotypes (the famous larks and owls) and inconsistencies between the clocks 

can affect chronotypes differentially. Since there are many peripheral clocks in the body with no single 

phase of entrainment, estimating the phase of the complete organism remains difficult.42 Thus, some 

proxies of chronotype have proven to be more easily accessible, reliable and thus useful for studying 

human entrainment than others. Biological phase markers are traditionally core body temperature52, 

clock gene expression or hormonal secretion (e.g. cortisol or melatonin levels)53,54. Especially dim-light 

melatonin onset is considered a stable and direct phase marker of the  SCN and is widely used55,56. One 

limitation all of the physiological phase markers share is their impractical and costly use in very large- 

scale studies. In these cases, questionnaires can be used to estimate chronotype from subjectively 

reported sleep timings. Numerous such questionnaires exist, e.g. the Composite Scale of Morningness 

(CSM)57 or the Morningness-Eveningness Questionnaire (MEQ)58, with the latter being widely used in 

the field. These two questionnaires however do not assess sleep separately on school/work days and 

Roenneberg et al. / ENTRAINMENT CONCEPTS REVISITED  333  

midday (ExT12) because the integrals under C and  
E cancel each other. InT12 would slightly lead ExT12, 
hiding more of its compression region in the dark  
less of the morning light (and thereby resulting in an 
earlier chronotype) when the system’s CIRC is 
exposed to the light profile shown in Figure 2F due to 
more light being present in the morning than in the 
evening.

Phase of Entrainment

The CIRC concept provides a sim-
ple, intuitive way to predict the phase 
of entrainment (e.g., chronotype in 
different individuals and for different 
light environments). The entraining 
process must mold the internal cycle 
into the external cycle, so that tLD = T. 
If the internal and the external cycle 
already are equal in length (Fig. 3A), 
the integral under the CIRC must add 
up to zero (compression or expansion 
must cancel each other out). The 
CIRC predicts that if 1) t = T and if 2) 
the CIRC’s compression and expan-
sion regions are symmetrical, then a) 
internal midday (triangle) and exter-
nal noon (vertical line) coincide (as in 
Fig. 3A and 3D) and b) the phase of 
entrainment will be independent of 
zeitgeber strength and photoperiod 
(because these changes affect both 
portions equally, always balancing 
compression with expansion; com-
pare Fig. 3A and 3D).

If the dead zone of the example 
given here (i.e., t = T and a symmetri-
cal CIRC) is zero, 2 alternative solu-
tions fulfill the criterion of producing 
no net compression or expansion (see 
top panel in Suppl. Fig. S2): 1) when 
the light is centered around internal 
midday (InT12), and 2) when it is 
centered around internal midnight 
(InT0). However, the latter example 
does not lead to stable entrainment 
because the responses will drive the 
internal phase away from the light 
pulse if t is not exactly equal to T. If 
light hits the internal phase too early 
(i.e., exposing more of the expansion 
portion), the next light signal will hit 
an even earlier phase, and so on. If 

light hits the clock slightly too late, it will do so even 
later in the next cycle. Not so if the light signal settles 
around InT12. If light hits too early, it will fall on a 
later internal phase the next cycle, and if it hits too 
late, it will come at an earlier internal phase the next 
cycle. Since most circadian systems are made up of 
populations of oscillators, this principle will lead to a 
broadening of the phase distribution when light falls 

Figure 1. (A) A circadian integrated response characteristic (CIRC) predicts how a 
clock integrates the light signal and by how much light exposure will compress or 
expand the internal cycle length at different internal times. (B, D) How a single CIRC 
can be translated into many different PRCs. The light pulses shown in (B) represent 
examples in the context of single-pulse experiments (1: a 2-h light pulse starting at InT 
1; 2: a 4-h light pulse starting at InT 4; 3 a 2-h light pulse starting at InT 19). The result-
ing changes in internal cycle length are calculated by integrating the area under the 
curve and are represented as phase shifts in (C) and (D), aligned to pulse onset and to 
midpulse, respectively (2 h: small dot; 4 h: large dot). The CIRC is dimensionless since 
it represents the system’s capacity to compress or expand the internal cycle length 
(unit: time) integrated over the time of light exposure (for details, see text).
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free days even though there is considerable variance between these two (see also Fig. 7b and 7c). The 

Munich ChronoType Questionnaire (MCTQ) overcomes this problem since it asks about sleep onset, 

offset and duration separately for these days59. MSFsc, the midsleep on free days (corrected for 

potential oversleep), which can be computed from these variablesd is used as a proxy for phase of 

entrainment of the sleep-wake cycle and was shown to better predict DLMO compared to onset or 

offset60. 

 

Fig. 4 | Double plot of a participant’s sleep-wake rhythm. The graph shows local time on the x-axis, plotted twice 
in one row (i.e. day 1: 0-24h followed by day 2: 0-24h). The next row repeats the previous day and adds the next 
day afterwards. In this way, sleep episodes are not separated across midnight, instead a more cyclic picture of 
sleep-wake activity emerges. Blue shows estimated sleep periods, purple indicates day sleep (naps), red curves 
visualise activity patterns and bright red columns are missing data (device was not worn). The yellow background 
signals the photoperiod. The activity scale is unitless and simply indicates more or less activity. Note that day and 
night activity are scaled differently. The algorithm to estimate sleep from activity used here is our in-house Munich 
Actimetry Sleep Detection Algorithm (MASDA)61,65. Clearly visible are delayed sleep episodes from Saturday to 
Sunday - a typical weekend lie-in pattern. Source: own data, unpublished. 

  

Another powerful tool to assess sleep-wake timings and thus chronotype is locomotor activity 

detected via actimetry. A recording device is worn on the wrist or leg over several days up to several 

months, and measures changes in acceleration and orientation, which is then converted to a unitless 

                                                        
d MSFsc = sleep onsetfree days + ½ sleep durationwork days 
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outcome of activity61. Several algorithms exist that estimate sleep timing from inactivity, i.e. relative 

rest periods (e.g.62–64). The in-house algorithm we use is called MASDA (Munich Actimetry Sleep 

Detection Algorithm) and shows good validity in estimating sleep-wake in field studies61,65. When a 

cosine curve is fitted to the raw activity data (least square approach), numerous variables can be 

computed such as amplitude, range of oscillation, period, or frequency of phase. Adding a one-

harmonic fit to the raw data gives rise to the so-called centre of gravity, the acrophase61 or peak of the 

activity rhythm, which can be used as a phase marker for rest-activity cycles of any animal, not just 

humans. Fig. 4 visualises a participant’s sleep-wake cycle over one month. It clearly shows inactive 

periods, i.e. the estimated sleep periods (blue) in a regular fashion. Strictly speaking, this method only 

allows for a binary distinction between active and rest periods but does not directly estimate true sleep 

episodes. But how can we even distinguish these states - rest and activity - from one another? Or put 

differently, what constitutes sleep? 

 

 

1.2. The mysterious world of sleep 

1.2.1. What is sleep? 

“If sleep does not serve an absolute vital function,  
then it is the biggest mistake the evolutionary process ever made.”  

(Allen Rechtschaffen)66 

 

We all do it. And we even spend approximately one-third of our life in a mostly unconscious state that 

we call sleep. You might have pondered about how to optimise this extensive period of presumably 

wasted time. Imagine how much more one could do if we only napped occasionally on the go - just like 

the swift that sleeps unihemispherically for a short period of time on the wing67. But is it actually wasted 

time? Surprisingly, many fundamental questions about sleep are yet to be conclusively answered. Sleep 

is a very costly behaviour for many animals because predators have a simple job when you cannot 

watch out for them. It seems likely that evolution would thus have dropped such a dangerous behaviour 

as soon as possible. Still, sleep is highly conserved across animal evolution68 even though Allison and 

Cichetti demonstrated that the amount and depth of sleep and its temporal distribution indeed largely 

depends on ecological niches: larger, carnivorous animals that live on the surface (e.g. lions, tigers) tend 

to sleep longer and deeper when not searching for food or mates, while herbivorous species (e.g. 

rabbits), which mostly live in nests, sleep less69. In general, sleep architecture in mammals depends on 

age, body size, diet, where the animal lives and on the safety of its sleeping place.70 Given that humans 

still sleep, there is potentially some biological sense to it – or actually, we can afford the luxury of 

(relatively long periods of) sleep. What is sleep then, how does it work, and why do we need it? 

It is relatively easy for us to identify somebody who is falling asleep by observation: breathing rates 

slow down, muscle tone and activity decreases, eyes are usually closed and often the person exhibits a 

sleep-specific posture. It becomes increasingly difficult to wake the person because their sensory 

threshold starts to increase71. However, by only watching a sleeping person, we do not observe their 

brain’s activity. Nathaniel Kleitman and Eugene Aserinsky 72 revolutionised the study of sleep in the 
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1950s and 60s when they first discovered distinct and rhythmic alterations of rapid-eye movement 

(REM) and non-REM (NREM) sleep in humans’ brain activity throughout the night measured with 

electroencephalogram recordings (EEG)e. Previously, it was widely believed that sleep was a rest period 

characterised by absent or greatly reduced brain activity.69 Cerebral blood flowf studies, however, soon 

showed only a 20% decrease during sleep69,73 and a similar share of increasing and decreasing firing 

neurons at sleep onset69,74. In the following years, it became clear that sleep is a highly active period 

during which the brain exerts several cyclic “programs”. In fact, the amplitude of brain metabolism and 

neuronal activity changes during sleep are mostly higher than during wake70,75–77. The fact that the body 

tries to catch up with (especially NREM) sleep after sleep deprivation or exposure to stressor (sleep 

rebound) also shows that sleep is not just reduced activity or alertness regulated by circadian or 

ultradian rhythms70 but that a homeostatic process also plays a role.  

 

 

1.2.2. A phenomenological model of sleep-wake: the “Two Process Model” 

The interplay between this homeostatic component and the circadian rhythm was first characterised 

by Alexander Borbély78 and later refined by Borbély, Serge Daan, and Dormien Beersma79,80. It is a 

phenomenological model without considering the underlying physiology in its original presenting (Fig. 

5). Despite - or maybe even because of - its simplicity, the Two Process Model is still one of the most 

influential models about the timing of sleep, and allowed many predictions and hypothesis testing80. In 

this model, Process “S”, the homeostatic sleep dept, increases during wake thereby increasing the 

pressure to fall asleep the longer the wake period, and dissipates again with ongoing sleep duration 

(Fig. 5). Process “C” is the circadian force that promotes sleep and wakefulness in a sinusoidal manner. 

It counteracts sleep pressure propensity when the sleep window has not opened yet (a few hours 

before habitual bedtime) and ensures longer sleep duration towards the end of the subjective night 

when sleep pressure is almost completely vanished. In an entrained person, the circadian rhythm also 

enables the timely release of melatonin from the pineal a few hours before habitual sleep onset which 

promotes sleepiness.81 Overall, the timing of sleep is thus gated by the circadian pacemaker. It has 

recently been suggested, though, that the Two Process Model should be updated to include a social 

component since our modern 24/7 world influences sleep-wake behaviour to a large extent (see also 

chapter 1.1.3).42 

                                                        
e EEG activity patterns emerge from the summed postsynaptic action potentials of pyramidal neurons.231  
f Cerebral blood flow is a biological marker for neuronal activity. Measured as blood-oxygen-level-dependent 
(BOLD) signal, it shows local changes in blood flow and oxygenation levels, which are altered by neuronal activity 
via coupling of neurons with the vasculature of the brain.96,232 
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Fig. 5 | The Two Process Model. Schematic of the interplay of process S (the homeostatic component; blue) and 
process C (the circadian component; yellow) that describes the sleep-wake regulation in humans. The circadian 
component shows a sinusoidal wave, promotes wake during the subjective day and sleep during the subjective 
night, and is relatively unaffected by prior sleep-wake history. Sleep need increases with prolonged wakefulness, 
reaches its peak just before bedtime and dissipates with sleep duration. Source: Reichert et al., 2016 (reproduced 
with permission)82. 

 

1.2.3. Physiological models of sleep 

While the Two Process Model served as a very useful concept of wake-sleep regulation, only recently 

its physiological underpinnings have started to unravel82. So, what happens during sleep on a 

physiological level and how do we fall asleep? To maintain wakefulness and cortical activation, several 

subcortical structures and neurochemicals are necessary. The Ascending arousal system includes 

excitatory noradrenaline secreted from the locus ceruleus, serotonin from the raphe nuclei, dopamine 

from the ventral periacqueductal grey matter, acetylcholine from the pedunculopontine tegmentum 

and the tegmentum of the pons, and lastly orexin that comes from the perifornical area83. Since this 

sounds rather technical, Fig. 6 gives a visual overview of this system and also depicts the sleep-

promoting areas that suppress the ascending arousal system mainly by constant inhibition from 

neurons of the ventrolateral preoptic area (VLPO) via GABA (gamma-aminobutyric acid)83. Making the 

rapid switch from wake to sleep by mutual inhibition is also referred to as the flip flop switch hypothesis. 

It remains subject to further study which molecules and mechanisms initiate the switch in the first 

place. While accumulating adenosine in the extracellular space of the forebrain during wakefulness 

seems one important factor (i.e. the homeostatic process “S”), other signals must also be involved83. 

The circadian clock (process “C”), which “opens the gate” for sleep, acts directly on the sleep-promoting 

area since the VLPO also receives input from the SCN, the master clock. 
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Fig. 6 | Sleep and wake promoting pathways in the human brain. a, key regions and neurochemicals involved in 
the ascending arousal system. b, pathways from neurons in the anterior hypothalamus, the VLPO, inhibit the 
ascending arousal system via GABA thus enabling sleep. Abbreviations: ACh, acetylcholine; DA, dopamine; GABA, 
gamma amino-butyric acid; Gal, galanin; HA, histamine; LDT, laterodorsal tegmentum; NE, norepinephrine 
(noradrenaline); ORX, orexin; PeF, perifornical region; PPT, pedunculopontine tegmentum; TMN, 
tuberomammillary nucleus; vPAG, ventral periaqueductal gray matter; 5-HT, 5-hydroxytryptamine.  Source: Carley 
& Farabi, 2016 (reproduced with permission)83. 
 

When sleep is initiated, REM and NREM sleep take turns in a regular pattern of about 90-min cycles 

occurring around 4-6 times per night72. NREM sleep is further divided into N1, N2, and N3, with the 

latter also referred to as delta sleep, slow-wave sleep (SWS) or more broadly deep sleep84. The cycle 

runs typically, but not exclusively, in a sequence of N1➝ N2 ➝ N3 ➝ N2 ➝ REM, with greater amounts 

of N3 sleep earlier at night and more REM sleep towards the end of the sleep episodee.g. 85,86. N1 sleep 

is a transitional state characterised by low-amplitude but high-frequency theta activity (4-7 Hz), as seen 

in EEG recordings, and behaviourally also identifiable through slow rolling eye movements and 

decreased muscle tone (e.g. the typical head dropping when you watch somebody falling asleep). In 

N2, arousal levels decrease, the sensory threshold thus increases and sleep spindles are observed in 

the EEG in the 11-16 Hz range. N3 is the deepest sleep stage since the arousal threshold is maximally 

increased and, in contrast to N1, low-frequency but high-amplitude waves (slow waves) of 0.5-4 Hz 

dominate the EEG pattern reflecting highly synchronised neuronal activity over widespread cortical 

areas85,86.  

The switch between NREM and REM sleep is thought to be initiated by reciprocal inhibition of 

monoaminergic neurons (“REM-off” neurons) and specific cholinergic neurons (“REM-on” neurons) in 

the brainstem83,87. According to the reciprocal interaction hypothesis REM-on neurons become highly 

active when REM sleep starts, thereby inhibiting noradrenergic locus ceruleus neurons and 

serotonergic raphe neurons83,88. REM sleep characteristics differ widely from NREM sleep and seems 

paradoxical: twitches in the extremities are observed, breathing and heart rates are very variably and 

the metabolism and neuronal activity are increased compared to NREM - the EEG patterns almost 
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switch.” Caffeine and theophylline are 
potent adenosine receptor antagonists, 
which may form the basis for their 
well-known alerting effects. Despite 
this evidence, it is almost certain that 
other molecules also play important 
signaling roles controlling the ini-
tiation and maintenance of sleep. 
The monoaminergic arousal centers 
project to the VLPO and may serve 
to inhibit its activity (6). This creates 
the concept of “flip-flop” control of 
behavioral state, in which, at any 
given time, activity of either arousal- 
producing or sleep-producing neurons 
dominates and suppresses the other 
(3). In addition, the VLPO receives 
important circadian modulation from 
the suprachiasmatic nucleus—the 
central circadian clock (3).

Sleep itself is not a homogenous 
process. There exist two fundamen-
tally distinct types of sleep: rapid eye 
movement (REM) sleep, which is 
associated with active dreaming, and 
non–rapid eye movement (NREM) 
sleep. Switches between NREM and 
REM sleep appear to be controlled by 
reciprocal inhibition between mono-
aminergic neurons and a specific 
subset of cholinergic neurons within 

the brainstem (7). These “REM-on” 
cholinergic neurons exhibit reciprocal 
inhibitory connections to noradren-
ergic (LC) and serotonergic (raphe) 
neurons (8). When REM sleep is trig-
gered, REM-on cholinergic neurons 
become maximally active, while nor-
adrenergic and serotonergic neurons 
become virtually silent. The switch-
ing between activity and inhibition 
of these neurons results in a charac-
teristic cycling between NREM and 
REM during the sleep period.
Measurement and 
Quantification of Sleep and 
Wake States
Assessment of sleep/wake states can 
be made by behavioral observation, 
physiological monitoring, or a com-
bination of the two. Behaviorally, 
sleep in adults is characterized by loss 
of consciousness and by relative im-
mobility in a recumbent posture with 
the eyes closed. During NREM sleep, 
there is reduced tonus of large skel-
etal muscles that progresses to com-
plete or near-complete atonia with a 
transition to REM sleep. Throughout 
sleep, there is a relative sparing of 
activity among respiratory pump 
muscles. Visual, olfactory, auditory, 

somatosensory, and even nociceptive 
sensory responses all are diminished 
but not eliminated during sleep (9). 
Furthermore, many sensory responses 
exhibit differing characteristics during 
NREM versus REM sleep.

Physiologically, the gold standard 
for assessment of sleep and wake states 
is the laboratory polysomnogram 
(PSG). To conduct a PSG, numerous 
noninvasive sensors are attached to a 
subject. These sensors include mul-
tiple skin electrodes, which record 
brain activity (electroencephalogram 
[EEG]), eye movements, submental 
muscle tone, leg movements, and 
electrocardiogram (ECG). Thoracic 
and abdominal strain gauges, oral 
and nasal airflow sensors, and a fin-
ger probe to measure arterial oxygen 
saturation are also attached to the 
subject to help monitor respiration 
during sleep.

In addition to wakefulness and 
REM sleep, current clinical guide-
lines for scoring PSGs identify 
three stages of progressively deep-
ening NREM sleep: stages N1–N3 
(10). These stages are recognized 
and scored based on characteristic 
rhythms and events observed in the 
PSG waveforms, but a detailed pre-
sentation of the scoring process is 
beyond the scope of this article (11). 
Briefly, alert wakefulness is associated 
with a low-amplitude mixed fre-
quency EEG pattern. As illustrated 
in Figure 2, drowsy wakefulness is 
associated with alpha waves seen as a 
rhythm with peaks in the 8- to 13-Hz 
range. Drowsiness also is associated 
with slow rolling eye movements 
that may persist into light sleep. The 
lightest stage of NREM sleep (N1) 
is characterized by a loss of alpha 
rhythm and presence of theta waves 
with a characteristic frequency of 
4–7 Hz. Stage N2 sleep is marked by 
the expression of spindles (burst-like 
trains of waves in the 11- to 16-Hz 
range with a total duration ≥0.5 sec-
onds) and K-complexes (well-defined 
biphasic waves lasting ≥0.5 seconds 
and usually maximal over the fron-
tal cortex). Deep NREM sleep (stage 

■ FIGURE 1. Brain networks regulating sleep and wakefulness. Panel A depicts 
key elements of the ascending arousal systems, with diffuse excitatory projections 
to the cortex. Panel B shows pathways arising from the hypothalamus that inacti-
vate the ascending arousal system during sleep. ACh, acetylcholine; DA, dopamine; 
GABA, gamma amino-butyric acid; Gal, galanin; HA, histamine; LDT, laterodor-
sal tegmentum; NE, norepinephrine; ORX, orexin; PeF, perifornical region; PPT, 
pedunculopontine tegmentum; TMN, tuberomammillary nucleus; vPAG, ventral 
periaqueductal gray matter; 5-HT, 5-hydroxytryptamine.
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resemble a wake state70. Quite intriguingly, REM sleep is accompanied by rapid eye movement (in 

phasic REM; in tonic REM sleep no rapid eye movements are observed) but a paralysis of the remaining 

body muscles. Dreams are mostly reported when awaked from this stage and one hypothesis suggests 

that the paralysis serves as a security mechanism to prevent acting out dreams89, although it remains 

questionable why all muscles experience atonia and not just the extremities. Future research also needs 

to shed light on the ultradian structure of sleep, since its biological and clinical relevance are not clear.83 

Fig. 6 | Typical EEG characteristics of sleep and wake stages in a healthy human adult. a, EEG activity patterns 
during wake and during different NREM an REM stages. b, A sleep stage graph depicting the temporal organisation 
of sleep stages across one night. Abbreviations: NREM, non rapid-eye movement sleep; REM, rapid-eye 
movement sleep. Source: Carley & Farabi, 2016 (reproduced with permission)83. 
 

1.2.4. Do waste your time sleeping: functions of sleep 

“It is inevitable that every creature which wakes must also be capable of sleeping, 
since it is impossible that it should continue actualizing its powers perpetually. 

So, also, it is impossible for any animals to continue always sleeping.” 
(Aristotle, 350 BCE)90 

The function of sleep are still not entirely clear and one can choose from a plethora of theories about 

it, all of which have minor or major drawbacks (as reviewed in 89,91). While some researchers assume 

that sleep serves the same function in all animalse.g. 89, this has been widely based on observations from 

a limited amount of species (mostly terrestrial mammals) and remain to be conclusively shown70. 

Impressively modern, for Aristotle the function of sleep was perfectly obvious: we, and in fact any 

creature, sleep to save energy. This is indeed one of the most obvious and oldest ideas but has been 

questioned considerably since the net energy saved seems too marginal to be “sleep’s primary 

function”89,92–94. Schmidt has recently tried to unify several theories in the Energy Allocation Model of 
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N3) is associated with large (≥75 µV) 
slow (0.5–3 Hz) waves known as 
delta waves. Typically, skeletal muscle 
activity exhibits progressively decreas-
ing amplitude with transitions from 
wakefulness to N1, N2, and N3 sleep. 
REM sleep is associated with the 
lowest skeletal muscle tone and with 
either sharp theta waves (sawtooth 
waves) or wake-like EEG patterns 
(Figure 2). 

For scoring purposes, an over-
night PSG recording is divided into 
30-second epochs, and a stage score 
is assigned to each epoch. Visualizing 
this sequence of stage scores graph-
ically as a “hypnogram” highlights 
the temporal structure of the sleep 
process (Figure 2). During a normal 
night, the sleep process is cyclical, 
with sleep onset being followed by a 
rapid descent to deep stage N3 sleep 
within the first hour. This is followed 
by cyclical alternations between 
NREM and REM sleep occurring 
every 60–90 minutes throughout 
the rest of the night. Typically, most 
N3 sleep occurs during the first half-
night, whereas most REM sleep 
occurs during the second half-night 
(Figure 2). The full biological and 
clinical relevance of this “ultradian” 
cycling of sleep depth remains to 
be determined. PSG data also are 
amenable to quantitative and con-
tinuous analysis using various signal 
processing techniques. Because the 
EEG rhythms associated with differ-
ing “levels” of alertness and NREM 
sleep can be differentiated according 
to characteristic frequencies, EEG 
power spectrum analysis has become 
a very popular sleep research tool (12). 

Sleep and sleep quality also can 
be assessed subjectively, by self- 
report of the individual patient or 
research subject. Various mobile 
phone application–based, Web-based, 
or paper sleep and activity logs have 
been developed and can be useful 
adjuncts to laboratory or home test-
ing for both clinical and research 
purposes. Although numerous stan-
dardized survey instruments have 
been developed to assess sleep quality, 

two have been very widely used: the 
Pittsburgh Sleep Quality Index (13) 
and the Functional Outcomes of 
Sleep Questionnaire (14).

In-home PSG testing has been 
performed without monitoring (15), 
with remote monitoring (16), and 
with in-home monitoring by a trained 
technician (17). The frequency of 
technically unacceptable recordings 
using these approaches ranges from 
about 10% to about 30%, and it is 
unclear whether any consistent cost 
savings accrue. Numerous other 
methods for home sleep testing have 
been developed that do not incorpo-
rate EEG monitoring. The simplest 
of these is actigraphy, in which the 
subject wears a device—typically the 
size and shape of a wristwatch—on 
the nondominant wrist. The device 
contains multiple accelerometers and 
can record movements continuously 
for periods of up to several weeks. 
These movement profile data are 
then used to discriminate sleeping 
and waking periods, and their overall 
agreement with PSG-based determi-
nations is good, although results of 
individual validation studies have 
varied (18). This approach has been 
popular in research studies, allowing 
collection of many days of sleep/wake 
patterns in a natural environment. 
Some actigraphic devices also contain 
light intensity meters and event- 

logging buttons, allowing subjects to 
note when they go to bed and when 
they arise. For clinical applications, 
“level-3” cardiorespiratory monitor-
ing devices based on a wide array of 
technologies increasingly are being 
employed, but a thorough review 
is beyond the scope of this article. 
Typically, these devices monitor heart 
rate and its variability, respiratory 
effort and airflow, and arterial oxygen 
saturation. These systems are com-
monly used to screen for clinically 
significant sleep apnea syndrome (19).
Endocrine Manifestations of 
Sleep and Wake States
Plasma levels of most hormones ex-
hibit significant 24-hour rhythms 
(20,21), pointing to the importance of 
both the circadian clock and sleep-spe-
cific influences on their release and/
or metabolism. Some hormones are 
little influenced by sleep versus wake-
fulness, including adrenocortotropic 
hormone, cortisol, and melatonin; 
some are strongly influenced by sleep, 
such as thyroid-stimulating hormone 
(TSH) and prolactin; and some are af-
fected by particular sleep stages, such 
as growth hormone (20). 

Under normal conditions, prolac-
tin levels are low during the daytime 
and high during sleep at night. 
Studies using daytime naps or sudden 
changes in sleep schedule have shown 
that sleep onset, regardless of time of 

■ FIGURE 2. EEG features of sleep/wake stages (left) and typical temporal organi-
zation of healthy nocturnal sleep in an adult (right).
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Sleep that states that sleep is based on “the need to optimally allocate limited energy resources to 

essential biological processes”89. In his view, sleep is used for growth, maintenance, repair, immune 

function and neural network reorganization and allocated to night time to distribute energy uptake 

across the 24h clock. He does not adequately explain, though, why simple motor quiescence does not 

do the trick, nor why REM sleep gets longer throughout the night, or changes with age91. 

According to another prominent sleep theory, the Synaptic Homeostasis Hypothesis95, the brain 

utilises homeostatic downscaling when, at least partly “disconnected”, from the environment during 

sleep to prune up to 20% unnecessary (weak) synaptic connections and strengthen necessary (stronger) 

connections96–101. Wake states, on the contrary, are used for establishing new synaptic connections (i.e 

learning on the synaptic level). But why does the brain need to shut-off to do these downscaling tasks? 

It is believed that during wake synaptic potentiation eventually saturates, it is more costly to maintain 

metabolism on a high level, and the brain becomes increasingly less capable of filtering out unnecessary 

information.96 

Furthermore, the evidence is strong that sleep improves working memory performance, and 

fosters learning, and consolidation of new information into long-term memories102–105. Specifically, 

sleep seems to support distinct stages of memory processing, such as encoding, consolidation, retrieval, 

reconsolidation and integration of information into existing networks105,106. Due to the wake-like nature 

of REM sleep, early research mainly focused on the function of this stage in memory processes (as 

reviewed in 107) leading to the dual process hypothesis, which essential states that SWS is important for 

declarative memory (explicit, consciously accessible knowledge) while REM benefits non-declarative 

memories, such as procedural (implicit learning of motor skills and habits) and emotional 

memories86,103,107–110. More recent evidence puts this simplification into question. While there seems 

to be sufficient evidence for a crucial role of SWS for declarative memory, procedural memory also 

depends on sleep spindles occurring during NREM. Emotional memory consolidation has also been 

demonstrated to not exclusively be linked to REM but also NREM stages, rendering the exact role of 

REM sleep increasingly mysterious.86,111  

Taken together, while current theories provide much evidence for specific associations of brain 

states and functional tasks, they do not, or hardly, provide causal evidence for specific functions of 

sleep to be absolutely necessary. Some have thus concluded that sleep might serve many functions 

which vary across animals and are even absent in others69. Even though we do not know the single, 

underlying function that makes sleep necessary (if there is one), it is clear from a wealth of studies that 

sleep is very import for healthy and optimal performance and psychological wellbeing.
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1.3. Changes during adolescence and the challenge of early school 

1.3.1. Biological or self-made owls? 

“Life is a nightmare that prevents one from sleeping.” 

(Oscar Wilde) 
 

Adolescence can be a challenging time – not only for the individual but also the people around them. 

Rebellious times lie ahead until teenagers finally find some sense of self and integrate into society by 

early adulthood. Puberty is initiated by changes in the brain by around age 10 in girls and 12 in boys112. 

This triggers a variety of astonishing transformations across the entire body, ranging from physical 

growth, changes in metabolism, physiology and sexual maturation112. Inversely, the release of 

hormones from gonads and adrenals also affects the brain’s neuronal structure and functioning, which 

is associated with cognitive, emotional and motivational changes and re-orientation112–115. Especially in 

early adolescence, functional connectivity between cortical regions strengthens and grey matter in 

higher-order brain regions experiences thinning and prunes synapses112,116–118. Frontal neocortical 

areas, on the other hand, continue to develop into early adulthood – relatively late considering that 

these regions are critical for cognition, self-regulation and social behaviours112. This late frontal cortical 

development is also associated with reduced slow-wave sleep (SWS) in these areas in children and 

adolescents compared to adults, while SWS in general consistently declines across adolescence106,119–

121. In short, biological and neuronal changes during adolescence provide the basis for a sensitive period 

of fast-paced learning, which involves self-exploration, discovering autonomy and responsibility, 

understanding social roles and norms, and increased motivation to gain social status112.  

 Teenagers also experience major changes in their sleep-wake timing that are partly, but not 

exclusively, driven by these underlying biological alterations. Due to progressively later melatonin 

onsets during puberty, teenagers delay their phase and eventually exhibit later sleep-wake rhythms – 

they tend to become night owls (Fig. 7a)122–124.  In addition to these chronotype changes, there is some 

evidence that sleep pressure accumulates more slowly during adolescence, making teenagers more 

alert towards the end of their subjective day and therefore less likely to get tired early in the 

evening123,125. Teenagers might also be less responsive to phase-advancing morning light but more 

sensitive to phase-delaying evening light, which would further exacerbate their late chronotype126. Still, 

more studies are needed to confirm the supposedly altered sleep pressure and light sensitivity in 

adolescence, whereas the evidence is more conclusive that teenagers really undergo a circadian phase-

delay and still have a longer sleep need than the average adult.  

 



 

  

 

24 

 
 
Fig. 7 | Sleep parameters in adolescents compared to adults in Germany. Self-reported sleep parameters from 
the Munich ChronoType Questionnaire (MCTQ) database from German adolescents aged 14-19 (n=8,388, blue) 
in comparison to a >3-fold larger German adult sample aged 35-50 (n=29,607, grey). a, Chronotype (midsleep 
time on school-free days corrected for oversleep, MSFsc), b, social jetlag, c, sleep duration on school/work days, 
and d, sleep duration on free days. Boxplots are Tukey-Boxplots. Sample was drawn in December 2020. Source: 
Roenneberg, private exchange; modified from Winnebeck et al., 2019127. 
 
 

This phase-shift, or chronotype delay, has been shown both cross-sectionally over many age 

groupse.g. 128–132 (Fig. 8) and intra-individually when children were followed over several years.133,134 It 

has even been suggested that the tipping point when phase advances again at around age 19 for girls 

and 21 for boys (Fig. 8) could be used as a biological marker for the end of adolescence128. Interestingly, 

this progressive delay is seen across cultures129,134,135 and even observed in other mammals at 

puberty136. Cross-cultural comparison, however, indicate that sleep timing is also influenced by social 

life. A review study by Gradisar and colleagues, for example, showed that Asian populations were 

especially prone to later bedtimes compared to European and North American study samples129, 

possibly due to different social schedules, such as late school times until 20:30h in China or high 

academic pressure in Korea and Japan, where students often take extra classes or private lessons.137 

Late meal times, which are typical in Uruguay or other cultural similar places like Buenos Aires or 

Madrid, and attending afternoon school shifts also contribute to late bedtimes and later chronotypes 

in these populations.138,139 However, the relative position within a time zone and the difference 

between the chosen clock time and actual sun time for a specific location also influence 

chronotype42,140–142, which might partially confound some of these findings. Indeed, Uruguay, Argentina 

and Spain adhere to time zones that vary considerable from their sun time.g Similarly, Iceland, where 

later bed and wake up times compared to mainland Europe were also reported134, adopts UCT (GMT) 

instead of its designated UCT-1 thus deviating from sun time by >1.5h. The situation is worst in China 

where all clocks follow Beijing Time that resides at the Eastern border, meaning that cities located at 

the Western border deviate from the sun clock by up to 5h. This could, at least partly, explain 

                                                        
g Spain follows the CET (UCT+1) even though adhering to UCT would align better with sun times by reducing the 
>1h difference between social and sun times. The same applies to Uruguay and Argentina, which adopted UCT-3 
instead of UCT-4. 
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stereotypical “lateness” in these countries, or between East and Western borders of the same country 

(as was for example shown in Germany143). Type of settlement (urban vs rural) and latitude also 

influence chronotype132,141 but all these factors do not explain why Uruguayan teenagers exhibit later 

chronotypes compared to their Argentinian or Spanish peers138 since this was comparable in the study 

by Estevan et al138. Estevan and colleague showed that school shifts in the afternoon also delayed 

chronotype by >2.5h compared to morning shift attending students, pointing towards a bi-directional 

relationship independent of the relative location within the time zone138. This further supports that 

other non-biological or location differences, such as social and cultural factors, also influence 

chronotype. 

 
 

Fig. 8 | Chronotype depends on age and gender. Depicted is the MSFsc distribution (midsleep on free days 
corrected for oversleep) across age taken from the MCTQ data base. Source: Roenneberg et al., 2004 (reproduced 
with permission).128 
 

 

 Indeed, hormonal and neuronal changes during adolescence help to make teenagers more 

sensitive for cultural and social learning. Teenagers need to take on new social roles and 

responsibilities. School demands, such as homework and pressure to succeed often increase, part-time 

jobs become popular, and competitive sports are used for socialising or gaining status112 – all these 

factors might extend to late evening hours thus delaying active periods. Very typically, teenagers re-

orientate their attention and motivation towards their peers and sexual and romantic interests112. This 

goes hand in hand with more screen time, often at night, which not only increases their exposure to 

alerting and phase-shifting blue-light at a particular sensitive time of day but might also directly impact 

on sleep throughout the night (more wake ups from calls, messages, or social media etc)144,145. Partying 

on the weekends or sometimes during the week further delays their circadian rhythms due to late light 

exposure and food intake, while caffeine intake during the day interferes with their sleepiness. Caffeine 

acts as an adenosine receptor antagonist that blocks the accumulation of adenosine over time which 
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would normally promote sleepiness.h Taken together, teenagers undergo a wealth of physiological and 

often hormonally but also socially-driven behavioural changes, all of which contribute to their very 

typical late phase and consequently late sleep timing. Recently, Roenneberg et al. thus argued that 

chronotype might be more state-like instead of a stable personality trait, which enables slight 

deviations from one’s most typical chronotype but not towards the other end of the spectrum (i.e. owls 

do not become larks).42 While teasing apart the exact biological or social influences on chronotype is 

relatively irrelevant for the individual – they need to manage and adapt somehow – it might help 

researchers to develop targeted interventions and guidelines to enable healthy sleep. 

 

 

1.3.2. The challenge of early school 

“There is no hope for a civilization which starts each day to the sound of an alarm clock.” 

(Anonymous) 
 

Due to these alteration during adolescence, one of society’s hardest burdens to face as a teenage owl 

are early school start times127,129. These are in direct conflict with teenagers’ late internal timei and still 

increased sleep need of at least 8-10 hours compared to adults146,147. Let us assume that the typical 

teenager falls asleep at 23:00h and gets up at 6:30h to reach school in time for 8:00h in Germany. This 

would result in a net sleep duration of 7.5 hours, which is not just below the recommended minimum 

of 8h but also relatively optimistic: many students probably fall asleep later and need to get up earlier, 

especially when buses leave early to reach school in time, which typically starts at around 8:00h or 

slightly earlier in Germany. Fig. 7b shows that German teenagers indeed only reach on average about 

7.5h of sleep on school days, while their sleep duration is markedly increased to around 9h on their 

free days. Similar numbers were also reported for example in Uruguay, where only 20% of surveyed 

students reported school day sleep durations >8h, with average sleep durations of 6.5h on school days 

but 8.2h on weekends.138 A worldwide comparison from 2011 also showed that in 53% of samples, total 

sleep time was insufficient on schooldays (i.e. <8h), while sleep on weekends was reported to be 

optimal (>9h) in 71% of samples and no study reported insufficient sleep.148 The situation in Korea is 

especially bad, where sleep duration was only 4.9-5.5h respectively in 11-12th graders.137 While there 

are variations between countries, this points towards an alarming and general shortening of sleep and 

schooldays across the globe, with typical longer catch up sleeps on the weekends. This shift in sleep 

timings between a more biological sleep on free days, and a more socially determined sleep on school 

or work days is called social jetlag (SJL), since it describes a jetlag caused by social schedules42,149. It is 

computed as the absolute difference between midsleep on free days (MSF) and the midsleep on 

work/school days (MSW) and measured in hours. If sleep times were kept constant, social jetlag would 

be equal to 0h. German teenagers, however, live on average with a social jetlag of about 2.5h (Fig. 7d) 

                                                        
h It should be noted, however, that caffeine sensitivity depends on the genetic makeup. Polymorphisms of the 
adenosine A2A receptor gene explain differential efficacy, i.e. individual sensitivity to caffeine233.  
i There are still chronobiological differences between individuals also during puberty. Not all teenagers become 
very late, some still exhibit early sleep-wake timings, i.e. they tend to stay larks. Still, the evidence shows that on 
average teenagers tend to delay more or less during puberty, exposing all individuals to sleep restrictions when 
school starts too early. 
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that is driven by their early rise times on school days – a typical shift that international comparisons 

between North and South America, Europe and Asia confirm134,138,148,150–152. Importantly, advancing 

sleep times on week days, as sometimes suggested by parents or educators, would actually aggravate 

social jetlag, and health problems associated with social jetlag will be described in the next chapter 

(1.3.3). To reduce social jetlag, some believe that shortening one’s sleep on the weekend is thus the 

answer: this is also not very sensible since it would drastically reduce sleep duration, depriving 

teenagers from healthy catch up sleep, which they only get on the weekends. Early bell times thus have 

a severe influence on students’ sleep, cutting it short below healthy and adequate amounts for this age 

group, thus contributing to social jetlag.  

 
 

1.3.3. Consequences of inadequate sleep and social jetlag 

As described in the previous chapter and in 1.1.3, social schedules, such as school times, severely 

influence sleep durations. But how harmful is it really to sleep short? Shouldn’t teenagers be prepared 

for the tough everyday life of adulthood when sleep-ins are frowned upon or simply impossible? Dahl 

points out, that adolescence is a decisive time enriched with life-changing opportunities that can be 

used to promote healthy and constructive (social) development and learning112. But adolescence also 

exposes teens to certain risks and increases their willingness to engage in risky behaviours, some of 

which involve sleep to a greater or lesser extent. Indeed, a large cohort study provided evidence that 

mortality rates increase if people with short sleep durations on work days do not catch up on sleep on 

the weekends, making sleep restriction a very costly behaviour in our society.153 Others have also 

pointed out that sleep loss is one of society’s most pressing problems154 and that “unnatural” sleep-

wake times could be one of the most prevalent high-risk behaviours in modern society.155 More specific 

negative consequences are listed below. 

 

Mental and physical health 

The relationship between mental health and sleep is complicated and certainly bi-directional156,157. 

Changes in sleep patterns predict depression in general (as reviewed in156), and sleep problems already 

experienced before the onset of puberty were shown to be predictive of anxiety and depression 

disorders during adolescent years158. Inadequate sleep also decreases the ability to regulate mood and 

increases thoughts of suicide159, while the other way around, reduced self-esteem during adolescence 

is also associated with sleep problems160. Indeed, sleep disturbances are now viewed as a core feature 

of depression, with insomnia and hypersomnia even serving as diagnostic criteria for depression157,161. 

Social jetlag has also been linked to depressive symptoms in a rural population in Brazil 162 and irregular 

sleep patterns were shown to be a risk factor for depression (as reviewed in 163).  

Furthermore, physical health is also compromised by acute and chronic sleep deprivation and social 

jetlag. Chronic sleep restriction increases the risk to develop several disorders, such as metabolic, 

cardiovascular, and inflammatory diseases164,165. Social jetlag has been linked to metabolic syndrome 

and obesity166 and is positively correlated with heart rate in shift workers167 that is predictive for 

cardiovascular diseases. 
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Risk-behaviours 

Teenagers in general start to exhibit high-risk behaviours, such as cigarette or marijuana smoking, 

(unprotected) sexual activity and alcohol consumption during adolescence168,169. Later chronotypes in 

this sub-population are particularly prone to these risk-behaviours:  they are more likely to use drugs, 

drink alcohol170 and smoke cigarettes149 compared to their earlier peers. Often, alcohol and drugs are 

used to self-medicate depressive symptoms and other psychological problems171, which might have 

arisen partly from inadequate sleep leading to a vicious cycle of negative reinforcement. By age 16-18, 

teenagers are also allowed to actively participate in road traffic, exposing them to motor vehicle 

accidents when attention is reduced and drowsiness increased172,173. Reaction times have been shown 

to improve with more sleep174,175 while short sleep severely hampers attention and performance, even 

though this is not necessarily perceived as drastically by the individuale.g. 176–178. This is particularly 

insidious because subjectively we might feel able to drive, but objectively we are certainly not. In fact, 

sleep deprivation affects the body in ways comparable with alcohol intoxication179. Teens, who already 

show an increased readiness to take risks, and who are more likely to be sleep deprived and suffer from 

social jetlag, are thus potentially even more prone to car accidents than adults.  

 

Cognition and academics 

These attention deficits are also problematic in the educational context. Teens with sleep reduction 

have more difficulty understanding taught material, especially in the early morning classes, regardless 

of how much time they spend studying180. Tardiness and absences181 are also more likely with increased 

sleep deprivation reducing students’ presence and participation182 in class and thus simply the exposure 

to taught material. Furthermore, many higher-order skills such as emotional intelligence, 

constructive183 and creative thinking skills92,184, cognitive ability185, and verbal fluency186,187 are reduced 

with short sleep185 – all of which contribute to a good social life, learning and academic performance. 

Alarmingly, the prefrontal cortex, which is associated with many of these executive and high-order 

functions, seems to be especially susceptible to sleep deprivation187–189.  

Fig. 9 summarises biological and behavioural changes during adolescence that contribute to acute and 

chronic sleep loss since they clash with early school starts thus leading to higher risks for a variety of 

different health conditions.  
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Fig. 9 | Changes during adolescence clash with social schedules and increase risks for health problems. There is 
profound evidence that shows a phase delay and a longer sleep need of 8-10 hours in adolescents compared to 
adults, while more studies are needed to confirm indicated altered light sensitivity and sleep pressure in 
teenagers. The altered biology and behaviour during adolescence clash with early school start times leading to 
acute and chronic sleep restriction in this population. Numerous health risks are associated with acute and chronic 
sleep loss. Figure created in the Mind the Graph platform (www.mindthegraph.com). 
 
 

 

1.3.4. Delaying school start times: a viable alternative? 

Albeit often unrecognised, sleep deprivation is now widely considered a public health concern190 and 

linked to the top 10 leading causes of death in the U.S.190,191 This has led the American Academy of 

Sleep Medicine to issue a statement urging for social changes to prioritise sleep to allow optimal 

functioning and secure health192. What could we do as a society to invest in the new generation, to 

value their altered sleep physiology? It stands to reason that school schedules could be delayed for 

teenage students to accommodate their delayed circadian rhythms (note that this does not apply to 

youngsters before puberty) since early bell times are one of the most drastic social alarm clocks 

teenagers experience. The movement to delay bell times has indeed particularly gained momentum in 

the U.S., where numerous high-schools have now delayed start times, as well as in South Korea, where 

a 9 o’clock policy was implemented in 2018 in several provinces. Since then, multiple studies have been 

conducted to understand whether delaying school start times can resolve the large sleep deprivation 

of students and maybe even influence other outcomes, such as increased wellbeing, reduced car 

accidents, and better cognitive and academic performance (tardiness, absences or grades/scores)(as 

reviewed in 193–195). While many studies indeed find positive results, several of these unfortunately 
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suffer from methodological drawbacks that limit further generalisability and interpretation (as 

reviewed in 195). Most studies that investigated sleep changes, for example, have been conducted cross-

sectionally comparing different cohorts of students against each other. This sort of study design does 

not allow for causal interpretation and is often prone to cohort biases unless covariates are carefully 

controlled for and participants are randomised, which was not the case in most of these studies. 

Furthermore, many researchers heavily rely on one-off questionnaires of sleep or other outcomes that 

are less-sensitive, show low resolutions and are subjective127. Especially for performance analyses such 

as grades or test scores, high-resolution, objective, and intra-individual longitudinal sampling are 

needed to investigate time trends. However, the evidence is particularly mixed with regards to study 

designs and results, precluding any clear recommendation for policy makers. Thus, the general 

evidence concerning school start times changes and associated or causal effects on various outcomes 

is still weak and warrants further scientific attention. 

 

1.4. Research aims 

For my doctoral work, I therefore investigated longitudinal effects of flexible school start times on 

several outcomes: teenage sleep, subjective psychological functioning and wellbeing, and academic 

grades. As described in the chapter before, insufficient and partly-mistimed sleep is linked with multiple 

short and long-term health consequences. Teenager during adolescence, in particular, undergo 

changes that clash with early school start times in many countries worldwide, exposing them to high 

levels of sleep reduction148. It is thus important to investigate how this health concern can be tackled. 

In February 2016, a German Gymnasium (the most academic of secondary schools in Germany) 

changed its school start times (SSTs) for senior students from a mainly 8:00h start to a flexible school 

start. Students could choose daily whether they would like to begin the first class as usual or delay it to 

start at 8:50h instead. This opened up a unique and interesting opportunity to study students’ sleep in 

real life in combination with flexi time – a rare opportunity for research since such a system has not 

been investigated so far. All other studies investigated fixed amount of changes or alternating school 

shifts.   

In Project 1, I explain how we followed senior students by means of actimetry and sleep diaries 

over several weeks in the old SST system during baseline conditions and after flexi time was introduced.  

We investigated if such a system would allow students to gain an extra hour of sleep, or whether they 

would simply shift their sleep window, precluding any meaningful sleep improvement and maybe even 

supporting a sleep worsening. After we observed increased sleep durations in our participants, but only 

on nights before a delayed school start day, we were curious to know how these sleep changes would 

manifest themselves after another year since the school maintained the flexible system. In Project 2, 

participants were followed up after exactly one year to again assess their sleep via sleep diaries and 

also to question them on subjective psychological benefits and wellbeing on early compared to later 

start days. Here, I also obtained 4 years of quarterly, objective grades of all our participants (provided 

by the school). This allowed me to tease apart complex interactions between general factors and sleep 

parameters on students’ grades, and to answer another important question: Does a flexible school start 

system allow students to get better grades? During analyses and writing of Project 2, it became clear 
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that our own and the current evidence concerning altered SSTs and academic performance (grades or 

test scores) is far from conclusive - a review was warranted. This culminated in Project 3, a systematic 

review of the evidence of altered SSTs on academic performance, including a careful bias assessment 

of the included research studies since a meta-analysis was not feasible given the heterogenous study 

designs and outcomes. The result of this review challenges the current opinion held by some 

researchers within the field that later SSTs definitely lead to improved grades and higher academic 

performance.  

Each manuscript stands for itself with its own Abstract, Introduction, Methods, Results, and References. 

Appendices that include additional analyses or display items are added at the end of each manuscript. 

A general discussion (chapter 5) concludes the thesis following the description of the three projects. 
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2  

Project 1 
 
“Later school start times in a flexible system improve teenage sleep” 

 
Winnebeck, E. C., Vuori-Brodowski, M. T., Biller, A. M., Molenda, C., Fischer, D., Zerbini, G., & 
Roenneberg, T. (2020). Later school start times in a flexible system improve teenage 
sleep. Sleep, 43(6), zsz307. 
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Abstract 

Sleep deprivation in teenage students is pervasive and a public-health concern, but evidence is 
accumulating that delaying school start times may be an effective countermeasure. Most studies so far 
assessed static changes in schools start time, using cross-sectional comparisons and one-off sleep 
measures. When a high school in Germany introduced flexible start times for their senior students – 
allowing them to choose daily between an 8AM or 9AM-start (≥08:50) – we monitored students’ sleep 
longitudinally using subjective and objective measures. Students (10-12th grade, 15-19y) were followed 
3 weeks prior and 6 weeks into the flexible system via daily sleep diaries (n=65) and a sub-cohort via 
continuous wrist-actimetry (n=37). Satisfaction and perceived cognitive outcomes were surveyed at 
study end. Comparisons between 8AM and ≥9AM-starts within the flexible system demonstrated that 
students slept 1.1h longer when starting school later – independent of gender, grade, chronotype and 
frequency of later starts; sleep offsets were delayed but, importantly, onsets remained unchanged. 
Sleep quality was increased and alarm-driven waking reduced. However, overall sleep duration in the 
flexible system was not extended compared to baseline – likely because students did not start later 
frequently enough. Nonetheless, students were highly satisfied with the flexible system and reported 
cognitive and sleep improvements. Therefore, flexible systems may present a viable alternative for 
implementing later school starts to improve teenage sleep - if students can be encouraged to use the 
late-option frequently enough. Flexibility may increase acceptance of school start changes and 
speculatively even prevent delays in sleep onsets through occasional early starts.  
 

Keywords: sleep, adolescence, school start time, secondary school 
 
 

Significance statement 
In many cultures, teenagers are chronically sleep deprived because their typically late sleep times conflict 
with the relatively early start times of theirs schools. This is a pressing problem since teenage sleep 
deprivation is linked with reduced performance and substantial long-term health risks. However, the 
potentially simplest public countermeasure of delaying school starts requires more longitudinal, high-quality 
evidence. Our study adds important data on later school starts in Europe, using robust longitudinal 
comparisons and sleep measures, assessing a unique system of flexible start times. Sleep improved 
substantially and universally on days students opted to start classes at ≥9AM rather than 8AM. Net gains in 
the flexible system, however, required frequent late starts. Long-term effects of this system are under 
investigation. 
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Introduction 

Adolescence is a decisive time in life, characterized by important developmental changes that shape 
individual future trajectories in health, education, social and economic success. A recent review by Dahl 
and colleagues emphasized the importance of studying these modifications in order to develop policies 
to support adolescents during such a critical life period[1]. 
 
One marked - though often neglected - change during adolescence concerns sleep. Linked with pubertal 
development, adolescents show a progressive delay in the timing of their sleep until their early 20s 
when sleep time starts to advance again[e.g. 2–5]. Several biological, environmental, and social reasons 
have been suggested for explaining the later sleep in adolescents. First of all, the two biological 
processes regulating sleep – circadian and homeostatic – appear to be altered during adolescence[6]. 
The circadian system, which promotes wakefulness during the day and sleep at night, shows a later 
synchronization with the external day compared to children and adults[3,7,8] and thus provides a later 
circadian sleep window. At the same time, the build-up of sleep pressure appears slower, making 
adolescents less tired in the evening hours, which further delays their sleep[e.g. 9,10]. This tendency for 
late sleep (not only on weekends but also throughout the school week) may be increased by external 
factors such as academic and peer pressure to stay up late studying or socializing online. Concomitantly, 
adolescents increase their exposure to evening light which results again in later sleep times[11,12] by 
acutely increasing alertness[13–15] and potently delaying circadian rhythms[13,16,17]. The interplay 
between all these factors may thus result in a ‘vicious cycle of lateness’ that exacerbates the natural 
(biological) tendency of sleeping late during adolescence. 
 
Sleeping late per se would not be a problem if school schedules were organized accordingly. However, 
most schools have early starting times that clash with adolescents’ late sleep times. As a result, students 
accumulate a substantial lack of sleep over the school week[e.g. 18–22]. The consequences for 
performance and health are evident both in the short and long term. Negative effects of short sleep 
have been reported, among others, for academic performance[23], absenteeism and tardiness[24], 
participation and learning in class[25], emotional intelligence and constructive thinking skills[26], and 
motor vehicle accidents[e.g. 27,28]. Even more worrying are the long-term health consequences of 
chronic sleep deprivation, such as increased risk for metabolic, cardiovascular and inflammatory 
diseases[29,30], depressed mood[31–33], and substance use[34,35]. Additionally, students suffer from 
social jetlag, the mismatch between their circadian clock and their societal schedule[36]. Social jetlag, 
which is in most instances inherently coupled with sleep deprivation, has been linked with long-term 
health problems such as obesity and metabolic disorders[37–39].  
 
An obvious solution to the problem of adolescent sleep deprivation is to delay school starting times. 
Over the last decades, there has been much scientific effort to evaluate the impact of later start times. 
Most of the studies have been conducted in the US, and they have shown positive outcomes in terms 
of sleep duration and quality, mood, daytime sleepiness, concentration and attention in class, 
absenteeism, tardiness, and motor vehicle accidents[40–44]. Still, more studies are required not only in 
other countries to generalize the results but also to further substantiate the scientific evidence[45]. 
Given the school setting and research question, study designs are inherently limited and can thus usually 
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not meet highest level evidence criteria such as randomization and double-blind placebo controls. 
However, so far, the majority of the designs has stopped short of what could be done by using cross-
sectional rather than longitudinal comparisons. In addition, outcome parameters (e.g. sleep, mood, 
academic performance) have often been assessed with just a single-time questionnaire whereas longer 
monitoring, especially via objective measures such as activity recordings, are rare[42,44,46–50]. 
 
We had the opportunity to study the effects of later school starting times when a high school in Germany 
decided to introduce flexible start times for their senior students. Instead of fixed starts at mostly 8AM, 
in this new flexible system, the senior students could decide whether to start at 8:00AM or at 8:50AM 
(referred to as ‘9AM’ herein for convenience) on a daily basis by attending or skipping the first period 
(a self-study period). We collected daily sleep data via diaries and, in >50% of participants, via objective, 
continuous activity measures over 9 weeks across systems and across early and late starts. This allowed 
us i) to compare sleep between alternating early and late school starts within the flexible system in the 
same individuals without seasonal confounders, and ii) to perform pre-post analyses in the same 
individuals to assess whether sleep changed from the rigid to the flexible system. This is one of the first 
studies assessing the effects of delayed school start times conducted in Europe and, to our knowledge, 
the first to assess the effects of flexible start times[51]. 
 

Methods and Materials 
 

Study site 

The study was performed at the Gymnasium Alsdorf, a high school in Alsdorf, Germany (50° 53’ N, 6° 
10’ E). Alsdorf is a town of just below 50,000 residents situated in a former coal region in the very West 
of Germany. A gymnasium is the most academic of several types of secondary schools in the German 
educational system allowing access to higher education after successful completion. The Gymnasium 
Alsdorf received the German School Award in 2013 for its innovative teaching[52]. The school operates 
with a special educational concept called “Dalton plan”, which includes daily self-study periods (“Dalton 
hours”) for all students[53,54]. During these self-study periods, students work through their personal 
5-week curriculum with a teacher and on a subject of their choice. Each week, students had to fulfill a 
quota of 10 self-study periods. 
 
School start times at baseline and in the flexible system 

In order to address the late sleep times of their adolescent students, the school changed from a 
conventional school start system with fixed early start times to a new system with flexible start times 
(flexible system) for their senior students (10th - 12th grade). In the conventional system, senior students 
started school at times pre-defined by their individual fortnightly schedules. This was usually at 8AM, a 
typical start time for German high schools, but included a later start on a median of 1 day a week 
(according to their schedules; cf. Fig. 1, Fig. 6A).  
With the introduction of the flexible system on February 1st, 2016, one of the two daily self-study periods 
was moved into the first period (08:00 - 08:45), and senior students could decide on a daily basis 
whether to attend this first period or skip it and start school at 08:50 instead (referred to as ‘9AM’ for 

convenience). Since some students’ timetables included days (median » 0.5 d/week) with a free period 
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during the second period, skipping the first period on those days meant a school start at 10:15. Hence, 
we refer to all later starts as ’≥9AM’ to include also these cases. 
Skipped self-study periods had to be fulfilled at another time during the week in one of the free periods 
in students’ schedules. Although students usually had several free periods per week, there were 
individual limitations on how often the first self-study period could be skipped without getting home 
later than individual timetables would otherwise require (see example timetable Table S1). Hardly any 
timetable allowed making up for 5 skipped self-study periods within its boundaries, however, no student 
would have had to stay later than the official 4.15 PM end to fulfill the weekly quota.  

Fig. 1 | Sleep throughout the study period illustrating study design and nature of flexible system. Depicted are 
sleep-diary-recorded sleep episodes (colored bars) of one participating student over the entire study period. Data 
are double-plotted. Data on nocturnal sleep episodes were collected over 9 weeks via an online sleep diary and 
simultaneously via actimeters in >50% of participants. During the first 3 weeks of recording (baseline), students 
started school at times pre-defined by their individual fortnightly schedules, which was usually at 8AM but 
included a later start at ≥9AM on around 1 day a week (median across full cohort; see red bars during baseline). 
Students were then followed 6 weeks into the new flexible system, where they could choose on a daily basis 
whether to attend the first period at 8AM or start school afterwards at 9AM (08:50) - or occasionally even later 
on days if and when they had free periods afterwards (see red bars during the flexible system). The holiday period 
over carnival (light grey bars) was excluded from the analysis. 
 
 

Study protocol 

The recording period lasted from January 8th until March 14th, 2016. We collected daily sleep diary data 
over 3 weeks before the transition to the flexible system and continued for another 6 weeks after the 
flexible system was introduced on February 1st, 2016. We also collected objective sleep data via wrist-
actimetry throughout the study period in a sub-cohort of students who also filled out daily sleep diaries. 
For a status quo assessment of sleep behavior at the beginning of the study, participants filled out the 
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Munich ChronoType Questionnaire (MCTQ)[55,56]; at the end of the study period, a purpose-designed 
survey about the flexible system was also filled out. The holiday period over carnival between February 
4th-9th, 2016, was excluded from the analysis. 
 
Participants 

We informed all senior students and their parents or guardians via a study leaflet and orally during an 
information evening. All participants and at least one parent or guardian (when participant was < 18y) 
had to provide written informed consent. The study was conducted in accordance with the Declaration 
of Helsinki and approved by the school board, the parent-teacher association and the student 
association of the school.  
We used opportunity sampling without specific exclusion criteria to maximize sample size. Of the 253 
students attending 10th- 12th grade (14-19 years) and thus transitioning into the flexible system, 113 
(45%) signed up to participate in the study, 93 (82%) students provided at least some data, of which 65 
(70%) passed our quantity and quality filter criteria for inclusion in the analysis. These criteria were: i) 
sleep information for ≥5 schooldays and ≥3 weekend days in each study phase (baseline and flexible 
system; 27 exclusions); ii) congruent, plausible data (1 exclusion for reported wake-up times that were 
repeatedly in conflict with reported school start times). The final study cohort of 65 participants was 
used for all system comparisons. For comparisons between days with an 8AM or ≥9AM start, we 
additionally required sleep data from at least two 8AM-days and at least two ≥9AM-days per individual 
to ensure reliable comparisons. After applying this additional filter, a total of 60 participants remained 
in this sub-cohort. For activity recordings, teachers selected 45 students from all consenting participants 
who then additionally wore actimeters throughout the study period. After filter application, the 
actimetry sub-cohort consisted of 34 students also part of the diary cohorts. Cohort characteristics and 
sample sizes per participant are listed in Table 1. 
Out of the 65 students from the full cohort, none reported use of any sleep medication, 3 students (5%) 
reported to be smokers, 12 (19%) reported weekly alcohol consumption of some sort, and 49 (75%) 
reported weekly caffeine consumption, with caffeinated drinks as the main caffeine source - not tea or 
coffee (median of 0.6 drinks/day).  
 

Munich Chronotype Questionnaire (MCTQ) 

At the beginning of the study all participants completed the Munich Chronotype Questionnaire (MCTQ) 
online[55–57]. We used a German version specifically designed for students where all questions 
pertaining to work were reworked to refer to school, and the formal German “you” (Sie) replaced with 
the informal “you” (Du)[57]. The MCTQ core module assesses sleep behavior on schooldays and school-
free days, and additional modules pose questions about demographics, school times, commute to 
school, time spent outdoors, and substance use. An estimate of circadian phase of entrainment 
(chronotype) and a measure of circadian misalignment (social jetlag) are the core variables among the 
many variables obtainable from the MCTQ (see Data Analysis for formulae). Demographic data were 
taken from the MCTQ. 
By definition, MCTQ-chronotype should only be interpreted if waking on free days is unrestricted, i.e. 
not alarm-driven; this was not the case for 8 participants in the full cohort and for 4 participants in the 
sub-cohort 8AM/9AM. To avoid creating additional cohorts, we included these individuals in the 
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analyses but established in sensitivity analyses without these individuals that results were essentially 
equivalent. For comparisons of sleep behavior between our study cohort and other German 
adolescents, we randomly drew a 10-fold larger, age- and gender-matched sample of German 
adolescents from our MCTQ database on August 20th, 2016. Because the study cohort contained 3 
additional individuals at that time (n=68 instead of 65; they were later eliminated during a last cleaning 
round) this database sample contains 680 individuals and not 650. 
 
 
Tab. 1 | Composition of study cohort and sub-cohorts 
 

  Cohorta 
Diary 

Subcohortb 
Diary 

8AM/≥9AM 

Subcohortc 
Diary & Actimetry 

8AM/≥9AM 
Participants 
Total n 65 60 34 

Females % (n) 62% (40) 63% (38) 65% (22) 
Grade (10th/11th/12th) % (n) per grade  40/35/25% 

(26/23/16) 
42/35/23% 
(25/21/14) 

32/38/29% 
(11/13/10) 

Age (years) mean 
(SD, range) 

16.5 
(1.2, 14-19) 

16.5 
(1.2, 14-19) 

16.7 
(1.2, 14-19) 

BMI  mean 
(SD, range) 

21.7 
(2.9, 16.9-28.9) 

21.6 
(2.9, 16.9-28.9) 

22.2 
(3.0, 17.4-28.9) 

Chronotyped (local time) 
 

mean 
(SD, range) 

5.0 
(1.0, 2.7-8.1) 

5.0 
(1.0, 2.7-8.1) 

4.9 
(0.88, 3.0-6.6) 

     
Number of sleep diary entries per participant 

Baseline 
Days total 
(max. 24) 

median 
(IQR, range) 

21 
(20-23, 10-24) 

21 
(20-23, 10-24) 

22 
(21-23, 15-24) 

Schooldays 
(max. 16) 

median 
(IQR, range) 

14 
(13-15, 6-16) 

14 
(13-15, 6-16) 

14 
(13-15, 8-16) 

Weekend days 
(max. 8 + absences) 

median 
(IQR, range) 

8 
(7-8, 3-8) 

8 
(7-8, 4-8) 

8 
(7-8, 5-8) 

Flexible system 
Days total 
(max. 37) 

median 
(IQR, range) 

30 
(26-33, 9-37) 

30 
(26-33, 14-37) 

32 
(27-34, 16-37) 

Schooldays 
(max. 27) 

median 
(IQR, range) 

20 
(16-22, 6-27) 

20 
(17-22, 9-27) 

21 
(19-23, 10-27) 

Weekend days 
(max. 10 + absences) 

median 
(IQR, range) 

10 
(8-11, 3-15) 

10 
(8-11, 4-15) 

10 
(9-11, 4-15) 

8AM-days median 
(IQR, range) 

11 
(8-16, 1-23) 

11 
(8-15, 2-21) 

11 
(8-15, 2-20) 

³9AM-days median 
(IQR, range) 

7 
(3-11, 0-19) 

7 
(4-11, 2-19) 

9 
(5-13, 2-19) 

 

aComplete cohort (³5 schooldays and ³3 weekend days both at baseline and in flexible system). 
bSubcohort for 8AM/≥9AM comparisons (additionally ³2 days per start time in flexible system). 
cSubcohort for diary/actimetry comparisons (above filters also applied to actimetry data). 
dMSFsc from MCTQ. 
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Sleep diary  

To obtain daily records of participants’ nocturnal sleep, we used a short online sleep diary based on the 
µMCTQ (a short version of the MCTQ[58] adapted for a German student population. Students were 
asked to fill it out each morning throughout the study reporting on their past night’s sleep. We sent 
reminder messages around twice a week. If students had missed to fill out the online diary for one or 
more instances, they were allowed to input their data at a later time point – in most of these instances, 
students reported to keep an offline log from which they then retrospectively populated the online 
diary. The sleep diary was provided via LimeSurvey.org. For further details on the diary itself and the 
data cleaning procedure, please refer to the extended methods in the SI. 
 

Locomotor activity recording (actimetry) 

Locomotor activity was recorded continuously over the entire study period in a sub-cohort of 45 
participating students via wrist-worn activity-monitoring devices (Daqtometer, version 1.4, Daqtix, 
Germany). The data analysis pipeline via our in-house analysis program ChronoSapiens[59] entailed 
averaging activity counts per 30 s into 10-minute-bins, excluding likely off-wrist periods (identified as 
stretches of 100 min of zero activity or as indicated in actimetry logs) and extracting estimated sleep 
bouts based on the identification of stretches of relative immobility as detailed in Roenneberg et al. 
2015.[59] To allow for sensible comparisons with diary recorded nocturnal sleep, daytime naps (any 
sleep occurring outside the daily 12-h-trough estimated via cosine fits[59]) were excluded, and bouts 
<180 min apart were combined into one longer bout. Please refer to the SI for more details. 
 
Final survey 

We developed a 12-item self-assessment questionnaire to obtain additional information about the 
individual use of and satisfaction with the flexible system and the perceived cognitive outcomes. This 
survey was completed by 56 of the full cohort of 65 students and anonymously by another 82 senior 
students in the flexible system to assess any selection bias. The participants received the paper-pencil 
survey in German on the last day of data collection and completed it immediately. 
The first 6 items examined the use of the flexible system. The students were asked to indicate i) whether 
they were satisfied with the new system (yes/no), ii) whether it was difficult for them to start school at 
8AM (never/mostly/always), iii) whether it was easier to start school at 9AM compared to 8AM 
(never/mostly/always), iv) how often (0 days/1-2 days/3-4 days/5 days) and v) on which days of the 
week they attended the first period at 8AM (Mo/Tu/We/Th/Fr), and vii) reasons for starting school at 
8AM. Here, they were given the possibility to state their own reasons or cross at least one of 8 
alternatives (easier to study/easier to get to school/additional study time/friends/specific self-study 
teacher/specific subject/fulfill self-study quota/other). 
The final 6 items assessed the behavior and feeling of the students during the baseline and during the 
flexible system. The first item asked about sleep duration in hours and the second about alarm-driven 
waking (0-5 days). The last 4 items assessed the quality of sleep, how tired the students felt, ability to 
concentrate in class, and ability to study at home after school. Each item was scored on a Five-point 
Likert scale (1 = “bad/poor” to 5 = “good”).  
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Data Analysis 

Analyses and visualization were performed in SPSS Statistics (IBM, version 24 and 25) and R[60] (versions 
3.5.1 “Feather Spray” and 3.5.3 “Great Truth”) using the R packages effsize,[61] ggplot2,[62] ggpubr,[63] 
Hmisc[64], lmer4[65], lmerTest[66], PMCMRplus[67], RColorBrewer[68], and reshape2[69]. 
 
Data aggregation 

For analyses, time course data were aggregated via mean (median for the ordinal variable sleep quality 
rating) to one data point per individual for the 6 conditions of interest. These conditions were i) baseline 
schooldays, ii) baseline weekends, iii) flexible system schooldays, iv) flexible system weekends, v) flexible 

system 8AM-days, and vi) flexible system ³9AM-days. Over the carnival holidays during the flexible 
system (Feb 5th-9th, 2016), students’ diary compliance was reduced. The remaining entries indicated 
more irregular sleep, delayed sleep timing and daytime sleep. To minimize any influence on results, we 
excluded the carnival period from the free-day-aggregates, which are based on fewer data points and 
can thus be more easily distorted by outliers (Table 1). However, we included the schoolday sleep 
following the holidays in the schoolday-aggregate measures (as examples of schoolday sleep after a 
party weekend), where potential outliers are balanced out by more data points (Table 1). 
 
Derived data 

From the aggregated measures, the following variables were calculated as per the equations below: 
average daily sleep duration across the week (SDweek); midsleep on schooldays (MSW); midsleep on 
school-free days (MSF); chronotype as MSF corrected for oversleep (MSFsc); social jetlag (SJL); difference 
and ratio between ≥9AM-days and 8AM-days for variables of interest (DELTA x; RATIO x, respectively); 
frequency of ≥9AM-starts (also referred to as 9AM-use) and of alarm-driven waking. 
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Statistical analysis 

Data analysis was in part hypothesis driven (comparisons between 8AM/≥9AM-days and between 
systems) and in part exploratory (analysis of benefit and 9AM-use) to identify important unpredicted 

patterns. All statistical tests were evaluated to a significance level of a<0.05 based on two-sided tests. 
We used parametric tests for all analyses unless data was below interval level or Shapiro-Wilk test 
indicated non-normal distribution of a variable in at least one group. 
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Unfortunately, we could not combine analyses of baseline/flexible system and 8AM/≥9AM-starts, since 
we lacked reliable information on exact school start times during baseline for each day and participant. 
We had not asked students about their daily school start time during the baseline period, and students 
did not follow their timetables exactly (due to teacher absences, exams, etc.; identified via clear 
mismatches between timetable information and reported wake-up times). Hence, we performed 
separate analyses as detailed below. 
For comparison of sleep parameters between 8AM and ≥9AM-days in the flexible system, we performed 
paired t-tests or Wilcoxon signed rank tests. Effect size was subsequently estimated using either Cohen’s 
d after paired t-tests via the R package effsize[61] or using the procedure described by Rosenthal[70] 
for Wilcoxon signed rank tests (r=Z/sqrt(Nobservations); Nobservation was 2*cohort size as data was paired). 
For comparison of sleep parameters between baseline and the flexible system, we used two 
approaches. For variables present for both schooldays and weekends, we performed 2-factorial 
repeated-measures ANOVAs with system (baseline/flexible system) and weekday (schoolday/weekend) 
as main effects. When interaction effects system*weekday were statistically significant, we performed 
post-hoc pairwise comparisons via t-tests testing for differences between baseline and flexible system. 
With two t-tests performed per variable, we corrected p-values via the Bonferroni method by 
multiplication by 2 to control the family-wise error rate. For variables incorporating information from 
both schooldays and weekends (social jetlag and daily mean sleep duration across week), we performed 
paired t-tests or Wilcoxon signed rank tests as described above. 
Frequency of alarm-driven waking was additionally analyzed via logistic regression because of the large 
ceiling effect in this variable (cf. Fig. 2H, 4D). To this end, frequency of alarm-driven waking was 
dichotomized into high and low frequency of alarm-driven waking based on a median split: at 100% 
alarm-driven waking for 8AM vs. ≥9AM-days; at 93% for baseline vs. flexible system. Results were 
equivalent in their direction and statistical significance when using two other splits: i) split at 1st quartile 
(85% alarm-driven waking) ii) discontinuous split below 1st quartile versus 100% (Table S2 and S3). 
Logistic regression was performed via mixed effects models using the R package lme4[65] to 
accommodate the repeated measures nature of the data by including ID as a random effect. In the 
models reported here, we also included gender as covariate, since there was an obvious trend that 
males were woken more often by an alarm than females in the flexible system. However, neither 
exclusion of the covariate gender nor inclusion of additional covariates such as age, chronotype (MCTQ-
MSFsc) or 9AM-use altered the effect of school start time or school system in a notable way. Also, gender 
never reached statistical significance at p<0.05 in any of the models. 
For the exploratory analysis of characteristics associated with a benefit (sleep extension) and 9AM-use, 
we analyzed data via Pearson or Spearman correlations for continuous variables as well as via unpaired 
t-tests, Wilcoxon rank sum tests, 1-way ANOVA or Kruskal-Wallis tests for group comparisons.  
The correspondence between diary-recorded and actimetry-determined sleep was assessed via Pearson 
correlations for average sleep onsets or sleep offsets per person and the 5 relevant, non-overlapping 
conditions (see data aggregation) leaving out the 6th condition “flexible-system schooldays”. Differences 
between the full study cohort (n=65) and the age- and gender-matched MCTQ-database sample were 
assessed via Wilcoxon rank sum tests. 
Results of statistical tests are reported in the main text in brackets, listing the specific test statistic, the 
p value and, if applicable, the effect size. Where results across similar variables with similar outcomes 
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are provided in the same bracket, we listed the ranges of the above values across variables. The tests 
statistics indicate the following tests: t, t-test; W, Wilcoxon rank sum test; Z, Wilcoxon signed rank test; 
r, Pearson correlation; rho, Spearman correlation; H, Kruskal-Wallis test. 
 
 

Results 
 
Study cohort 

The total study cohort, after exclusions based on minimum quantity and quality criteria for sleep diary 
entries, comprised 65 adolescent students aged 14-19 y covering all three school grades that 
transitioned to the flexible system (Table 1). The median record length per participant was 21 nocturnal 
sleep episodes in baseline and 30 episodes in the flexible system. Depending on the study question, we 
also used two sub-cohorts for analyses, both of which were very similar in their characteristics to the 
main cohort (Table 1). 
 
Sleep of study cohort is similar to that of other German adolescents 

To determine how representative the sleep of our participating students was of other German 
adolescents, we compared key sleep parameters of the study cohort, assessed via the MCTQ at the 
beginning of the study, to a ~10-fold larger, age- and gender-matched German sample (n=680) from 
our large MCTQ database. Study participants were indistinguishable from the larger database sample in 
any of the analyzed parameters. Namely, sleep duration on schooldays and school-free days, 
chronotype (midsleep on free days; MSFsc) and social jetlag appeared the same (range of W: 19052-
24558; range of p: 0.066-0.2592; Fig. S1). Furthermore, study participants also displayed the gender 
difference in MCTQ-derived chronotype common for this age group[2], with chronotype on average 1.1 
h later in male than female participants (t(48.0)=4.628; p<0.0001; d=1.202), altogether indicating that 
our sample shows sleep behavior typical for German adolescents – late sleep timing, short sleep on 
schooldays, long sleep on school-free days, and high social jetlag. 
 
Self-reported sleep times match objective sleep data  

Based on data from the sub-cohort of participants wearing actimeters and filling out sleep diaries 
simultaneously (n=34), we found that subjective, self-reported sleep times matched well with objective 
sleep times determined from the actimetry records. Average sleep onsets and offsets from both 
measures were highly correlated (r=0.91 and r=0.94, p<0.0001) and also essentially equivalent (Fig. S2), 
indicating that the cohort faithfully reported sleep times. Based on this validation, we opted for an 
analysis of the larger cohort with sleep diary data rather than focusing on the smaller actimetry sub-
cohort. 
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Fig. 2 | Comparison of sleep parameters between 8AM-days and ≥9AM-days in the flexible system. Sleep 
parameters are from sleep diaries of the sub-cohort for 8AM/9AM-comparison (n=60). A) Average sleep onset 
(dark grey) and offset (light grey) times on 8AM and ≥9AM-days. The average absolute difference in these 
measures for each individual is depicted in B) for sleep onset times (DELTA Onset) and in C) for sleep offset times 
(DELTA Offset). Numbers 1-4 identify the 4 over- and under-benefitting students. D) Average sleep duration on 
8AM and ≥9AM-days. Each individual’s average difference in sleep duration is depicted in E) in absolute terms 
(DELTA Duration) and in F) in relative terms (RATIO Duration). G) Average sleep quality rating. H) Distributions of 
individuals’ frequency of alarm-driven waking on schooldays. Statistical analysis was performed via paired t-tests 
or Wilcoxon signed rank tests with *, p<0.05; **, p<0.01; ***, p<0.001; Tukey boxplots. Numbers 1-4 identify the 
4 over- and under-benefitting students as per DELTA Duration in E. 
 

 

Sleep on 8AM versus ³9AM-days in the flexible system 

This section presents our analyses of students’ sleep within the flexible system. Here, we compared 
average sleep on nights before a normal 8AM school start (8AM-days) to that on nights when students 
took advantage of the new option to skip the first period and started school at 9AM - or occasionally 
even later if they had additional free period(s) in their individual timetables afterwards (≥9AM-days). 
For simplicity, we henceforth speak of “sleep on 8AM-days” or “on ≥9AM-days” and mean this to be the 
nocturnal sleep episodes preceding days with an 8AM or ≥9AM-school start. 
 
Frequency of ≥9AM-starts 

Students varied substantially in their use of the 9AM-option, which ranged from 0% to 90% of a 
student’s recorded schooldays (cf. Fig. 6). The median frequency of ≥9AM-starts was 39% (IQR: 20-60%), 
which amounts to 2 days out of a 5-day school week. For the following analyses, only students that used 
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both the 8AM-option and the 9AM-option at least twice were included (n=60, sub-cohort 8AM/9AM, 
Table 1). 
 
Sleep onset, offset and duration 

As expected, on ≥9AM-days, students woke later than on 8AM-days (t(59)=-13.017; p<0.0001; d=1.68; 
Fig. 2A). The mean difference in their sleep offset was 1.1 h (SD: 0.64h) - a larger difference than 
anticipated for a 50-minute delay in school start. There are two likely and additive reasons for this large 

effect : i) Almost every single student delayed his/her sleep offset time on ³9AM-days (DELTA Offset >0 
h, Fig. 2C). ii) Several students had an additional free period after the skipped first period on several of 

their ³9AM-days, allowing them to delay their wake-up times far beyond the expected 50-min 

difference (DELTA Offset >0.83 h, Fig. 2C). Both communication with the school and our retrospective 
checks of students’ timetables confirmed that this was the case.  
Importantly, despite their later sleep offset times, students did not systematically delay their sleep onset 

times on ³9AM-days (t(59)=0.0259; p=0.9794; d=0.003; Fig. 2A), illustrated by an even number of 

students falling asleep either slightly earlier and later on ≥9AM-days compared to 8AM-days (DELTA 
Onset, Fig. 2B).  

Given these stable sleep onsets and markedly delayed offsets, sleep duration was longer on ³9AM-days 
than on 8AM-days (Z=6.27, p<0.0001, r=0.57; Fig. 2D). Students extended their sleep by 1.1 h (median; 

IQR: 0.53-1.5 h) or 15% (median; IQR: 8-23%) from a median of 6.9 h to 8.0 h on ³9AM days (Fig. 2 
D,E,F). Again, the great magnitude of the effect likely results from the 9AM-option sometimes 

representing a ≥9AM-option as well as almost all students extending their sleep on ³9AM-days (Fig. 2 

E,F). 
 
Subjective sleep quality 

On ³9AM-days, students rated their sleep quality higher than on 8AM-days (Z=-4.435, p<0.0001, r=0.40; 
Fig. 2G). The median increase was 0.8 points (IQR: 0-1.6) on a 10-point rating scale. 
 
Alarm-driven waking 

The proportion of schooldays on which students indicated “woken by alarm clock” was substantial: all 
students were woken by their alarm more than once a week, and half of the students reported alarm-

driven waking on all of their schooldays on both 8AM and ³9AM-days (Fig. 2H; median in both conditions 
= 100% of schooldays). Because of this marked ceiling effect in alarm-driven waking, analyses may be 
less reliable, so we used not only a non-parametric test but also logistic regression to assess potential 

differences between 8AM and ³9AM-days. Both analyses indicated that, although the rate of alarm-

driven waking was still high on ³9AM-days, students were woken less often by their alarm than on 8AM-

days (Z=4.55, p<0.0001, r=0.42), and the odds for less alarm-driven waking (<100% of schooldays, i.e. 
alarm-free waking on several schooldays) were increased on ≥9AM-days (OR=3.3; 95% CI =1.28-8.48; 
Table S2).  
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Extension of sleep on ³9AM-days was independent of gender, grade, chronotype and frequency of 

≥9AM-starts 

To understand which type of student may particularly benefit from later starts, we searched for factors 
linked with sleep extension on ≥9AM-days, which we considered the core measurable benefit in our 
study. Sleep extension was quantified as each student’s difference in sleep duration between their 
≥9AM and 8AM-days, in either absolute terms (DELTA sleep duration 9AM-8AM; Fig. 2E) or relative 
terms (RATIO sleep duration 9AM/8AM; Fig. 2F). Below, only the result for absolute sleep extension are 
presented since results for relative sleep extension were essentially equivalent. 
 
The amount of sleep extension on ≥9AM-days showed no systematic relationships with any of the ‘key 
suspects’ that we assessed. There was no evidence that genders benefitted differently (t(57.3)=-0.2109; 
p=0.8337; d=-0.0711; Fig. 3A) or that students from a certain grade (implicitly incorporating the factor 
age) benefitted more or less (H(2)=2.6445; p-value = 0.2665, Fig. 3B). Notably, also chronotype (either 
MCTQ or sleep-diary-derived MSFsc at baseline or flexible system) was not associated with the amount 
of sleep extension  (range of r: -0.22 - -0.06; range of p: 0.0845-0.6234; Fig. 3C). 

 
Fig. 3 | Extension of sleep on ≥9AM-days in the flexible system appears independent of gender, grade, chronotype 
and frequency of ≥9AM-starts. Depicted are the absolute differences (DELTA values) in sleep parameters between 
≥9AM and 8AM-days in the flexible system and their relationship to other variables. Sleep parameters are from 
sleep diaries of the sub-cohort for 8AM/9AM-comparisons (n=60). A,B,C) show the difference in sleep duration 
between ≥9AM and 8AM-days (sleep extension) against A) gender, B) grade, C) chronotype (midsleep on school-
free days corrected for oversleep). D,E,F) show the relationship between frequency of ≥9AM-starts (percentage 
of schooldays that a student started school at ≥9AM) and the difference between ≥9AM and 8AM-days in D) sleep 
duration (DELTA Duration = sleep extension), E) in sleep onset (DELTA Onset) and F) in sleep offset (DELTA Offset). 
Data are color-coded as in Fig. 2 and numbers 1-4 identify the same 4 over- and under-benefitting students. Tukey 
outliers in the y-axis variable are marked by grey empty circles. Results of Pearson and Spearman correlations are 
given for data both including outliers (grey) and excluding outliers (black). Statistical analysis for A was via unpaired 
t-test and for B via Kruskal-Wallis test. 
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The apparent lack of influence of any of the above factors tallies with the fact that the benefit from 
≥9AM-starts was close to universal: virtually all participating students (97%, 58 out of 60) slept longer 

on ³9AM-days than on 8AM-days (Fig. 2E). There were only two students that did not benefit (DELTA 

sleep duration <0 h; outliers 1 and 2 in Fig. 2E), contrasting with two students who benefitted over-
proportionally (DELTA sleep duration >3 h; outliers 3 and 4 in Fig. 2E). 
 
What stood out for these negative and positive outliers in sleep extension (Fig. 2E) was that they were 
at opposite ends in their 9AM-use: the two over-benefiters rarely made use of the 9AM-option whereas 

the two non-benefiters started quite often at ³9AM (Fig. 3D). This could have indicated that going more 

often at ≥9AM reduces the benefit from late starts – a potentially central problem invalidating the 
flexible system. Indeed, at first sight, this was supported by a negative correlation between 9AM-use 
and DELTA sleep duration across all students (rho=-0.33, p= 0.0112; Fig. 3D). However, this association 
was only driven by exactly these 4 outliers. When excluding these from the analysis, the amount of 
benefit is not associated with the frequency of ≥9AM-starts anymore (rho=-0.22, p=0.1060; Fig. 3D). 
Furthermore, the most likely mechanism for a smaller sleep extension with greater 9AM-use would be 
a delay in sleep onsets on ≥9AM-days. However, there is no hint that students with greater 9AM-use 
had relatively delayed sleep onsets on ≥9AM-days since DELTA onset was not correlated with the 
frequency of ≥9AM-starts (rho=0.05, p=0.7078; Fig. 3E). However, DELTA offset shows such a 
correlation (rho=-0.30, p=0.0237; Fig. 3F): students with the least 9AM-use had the greatest delay in 
offsets. This cross-check shows clearly that a substantial proportion of students with low 9AM-use 
benefitted over-proportionally through delaying their offsets far beyond the 50-min-extension – likely 
by starting school much later than 9AM on the few days that they skipped the first period – in contrast 
to the high users who regularly went at truly 9AM. Hence, the data provide no indication that the 
frequency of later starts systematically affected the benefit. 
 
Sleep in the flexible system versus baseline with fixed start times 

 
Surprisingly, the switch to the flexible system did not markedly improve students’ sleep: Most sleep 
parameters in the flexible system were not or only minimally different from those reported during the 
baseline period with fixed school starting times (Fig. 4).  
 
Sleep onset, offset and duration 

At first glance, the results are perfectly in line with the positive expectations elicited by the above results 
comparing sleep on 8AM and ≥9AM-days in the flexible system. Average sleep onset times on 
schooldays were the same between baseline and flexible system (t(64) = -0.764; pbonf = 0.8956; post-
hoc test to 2-way ANOVA as reported in Fig. 4A), whereas sleep offset times on schooldays were delayed 
in the flexible system (t(64) = 2.496; pbonf = 0.0303; post-hoc test, Fig. 4A). However, this delay sports 
only a small statistical effect size (d=-0.205) and is small also in biological terms at only 6 min (SD: 24 
min). Accordingly, average sleep duration on schooldays was indistinguishable between both school 
start systems (t(64) = -1.100; pbonf = 0.551; post-hoc test), just like weekend sleep duration and the daily 

mean duration across the entire week (all pbonf ³ 0.3649; Fig. 4 B,C).  
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Fig. 4 | Comparison of sleep parameters between baseline and the flexible system. Sleep parameters are from 
sleep diaries of the full cohort (n=65). A) Average sleep onset (dark grey) and offset (light grey) times, and B) 
average sleep duration for both study phases on schooldays and weekends. Results of 2-way ANOVAs for the 
factors weekday (schoolday/weekend) and system (baseline/flexi system) are given above the respective graphs. 
*, p<0.05 indicates results of post-hoc tests before (grey) and after (black) Bonferroni correction. C) Average mean 
daily sleep duration across a week (weighted for 5 schooldays and 2 weekend days). D) Distributions of individuals’ 
frequency of alarm-driven waking on schooldays. E) Average social jetlag at baseline and in the flexible system. 
Statistical analysis was performed via paired t-tests or Wilcoxon signed rank tests with *, p<0.05; **, p<0.01; ***, 
p<0.001; Tukey boxplots. 
 
Alarm-driven waking 

The proportion of schooldays on which students were woken by their alarm was as high in the flexible 
system (median: 93%; IQR: 86-100%) as during baseline (median: 95%; IQR: 85-100%; Z=0.47, p=0.64, 
r=0.04). The odds ratio from logistic regression also did not indicate a change in odds for alarm-driven 
waking between school systems (OR=0.69; 95% CI=0.29-1.62; Table S3) (Fig. 4D).  
 
Social jetlag 

Overall, the typically large differences in sleep timing and duration between schooldays and weekends 
were found both during baseline and the flexible system (Fig. 4A,B). However, sleep timing on weekends 
became slightly earlier in the flexible system, with both onset and offset advanced by a mean of 12 min 
(SD: 54 min and 48 min) - a difference with small effect size and only statistically significant before 
correction for multiple testing (onset: t(64) = 2.092; pbonf = 0.0808; d= 0.200; offset: t(64) = 2.264; pbonf 
= 0.0539; d= 0.227; post-hoc tests). In combination with the later offset times on schooldays, however, 
this trend towards earlier sleep on the weekend resulted in a slight reduction in students’ social jetlag 
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by 18 min (SD: 42 min) in the flexible system (t(64)=3.309; p=0.0015; d=0.411) (Fig. 4E). Although this 
suggests a positive effect of the flexible system, we urge for a cautious interpretation, given the small 
effect sizes and the manifold unsystematic reasons why sleep timing might have become earlier on the 
weekend days monitored. Furthermore, a systematic advance of sleep timing in spring following the 
advance of dawn has been found in several studies[71,72] and could explain this effect.  
 
Subjective improvements in the flexible system 

Interestingly, although the daily sleep diary entries did not indicate a general improvement in sleep 
parameters between baseline and flexible system, students nonetheless felt that they were faring better 
overall in the new system (Fig. 5). In our survey at the end of the study, which was filled out by 56 of 
the 65 participants, students estimated their sleep times to be 0.5 h longer (median) in the flexible 
system than at baseline (Z=5.15, p<0.0001, r=0.49) and also rated their sleep quality higher (Z=4.83, 
p<0.0001, r=0.46) (Fig. 5 A,B). Merely their alarm need was not altered in their view (Z=1.36, p=0.17, 
r=0.13,; Fig. 5C). In terms of cognitive improvements, students felt that they were less tired (Z=4.67, 
p<0.0001, r=0.44) and could concentrate better during class (Z=5.07, p<0.0001, r=0.48) and that their 
ability to study at home after school was improved (Z=3.88, p=0.0001, r=0.37) (Fig. 5 D-F).  

 
Fig. 5 | Student-rated benefit from the flexible system. Depicted are the results of the final survey in which 
participants rated their subjective experience in the conventional and flexible system. Data are from 56 students 
of the main cohort of 65 (9 students did not return the final survey). A) Sleep duration on schooldays in hours. B) 
Sleep quality on schooldays. C) Frequency of alarm-driven waking per school week. Subjective score for D) 
tiredness during class, E) ability to concentrate during class, and F) ability to study at home after school. Data are 
displayed in bubble charts to represent the categorical nature of the data. The area of each circle indicates the 
number of data points represented. Lines show trajectories of each individual (within-subject trajectories); the 
darkness of each line illustrates the number of individual trajectories it represents. *, p<0.05; **, p<0.01; ***, 
p<0.001 for Wilcoxon signed rank tests. 
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In our survey at the end of the study, which was filled out 
by 56 of the 65 participants, students estimated their sleep 
times to be 0.5 h longer (median) in the flexible system than 
at baseline (Z = 5.15, p < 0.0001, r = 0.49) and also rated their 
sleep quality higher (Z = 4.83, p < 0.0001, r = 0.46) (Figure  5A 
and B). Merely their alarm need was not altered in their view 
(Z = 1.36, p = 0.17, r = 0.13; Figure 5C). In terms of cognitive im-
provements, students felt that they were less tired (Z = 4.67, 
p < 0.0001, r = 0.44) and could concentrate better during class 
(Z = 5.07, p < 0.0001, r = 0.48) and that their ability to study at 

home after school was improved (Z = 3.88, p = 0.0001, r = 0.37) 
(Figure 5D and F).

Frequent ≥9 am-starts in the flexible system are 
associated with longer sleep in the flexible system

The discrepancy of a universal sleep benefit from ≥9 am-starts 
but not obviously from the flexible system overall might result 
from students’ low use of the 9 am-option in the flexible system.

Frequency of ≥9 am-school starts in the flexible system versus 
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Frequent ≥9AM-starts in the flexible system are associated with longer sleep in the flexible system  

The discrepancy of a universal sleep benefit from ≥9AM-starts but not obviously from the flexible system 
overall might result from students’ low use of the 9AM-option in the flexible system. 
 
Frequency of ≥9AM-school starts in the flexible system versus the conventional system 

In the flexible system, students used the 9AM-option on average on only 2 days per week (median: 39%, 
IQR: 20-60% of schooldays, Fig. 6A). The frequency of 9AM-use was not stable across the 6-weeks 
monitored but tended towards highest values in week 3 and lowest in week 6 (see Fig. S3). In the 
conventional system at baseline, students had no scheduled first period on ~1 day per week (median: 
20%, IQR: 14-27% of schooldays, Fig. 6A), a median difference of only 0.75 days from the flexible system 
(IQR: 0.2-1.7 days; Z=5.35, p<0.0001, r=0.47). This small increase in the number of later starts in the 
flexible system might hence be the reason for the lack in measurable sleep benefit in our study.  

 
Fig. 6 | Extension of sleep in the flexible system across all schooldays in relation to the frequency of ≥9AM-starts. 
Sleep parameters are from sleep diaries of the full cohort (n=65). The frequency of ≥9AM-starts is the proportion 
of schooldays that a student reported to have skipped the first period of i.e. attended school at ≥9AM. A) 
Distributions of the frequency of ≥9AM-starts in the flexible system in comparison to that in the conventional 
system as retrospectively extracted from students’ timetables (not exactly as in baseline due to teacher absences 
and exams). Average B) sleep duration, C) sleep onset and D) sleep offset times across all schooldays in the flexible 
system against frequency of ≥9AM-starts. Data are color-coded as in Fig. 3. Tukey outliers in y-axis values are 
marked by empty grey circles. Results of Spearman correlations are given for both data including outliers (grey) 
and excluding outliers (black). *, p<0.05; **, p<0.01; ***, p<0.001 for Wilcoxon signed rank test. 
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Frequency of ³9AM-starts in the flexible system - associated with sleep duration but not sleep timing 

We therefore sought to determine whether greater use of the 9AM-option was linked with better sleep 
in the flexible system. Although we could not perform direct comparisons between the systems factoring 
in start times (due to lack of information about exact start times during each day in baseline, see 
methods), we were able to check for associations within the flexible system.  

Above, we demonstrated that the benefit of going to school at ³9AM (DELTA sleep duration) was not 

affected by how often students actually went at ³9AM – it was similarly high for all 9AM-use frequencies 
(Fig. 3D). Our broader analyses here - looking at sleep parameters across the flexible system instead of 
≥9AM to 8AM-day differences - show that making greater use of the 9AM-option is clearly associated 
with longer sleep in the flexible system. The more frequently students started school later, the longer 
was both their average schoolday sleep (rho=0.39; p=0.0012) as well as their average sleep duration 
across the week (rho=0.31; p=0.0119) (Fig. 6B).  
Importantly, this effect appears to be driven solely through later offset times, because 9AM-use was 
highly correlated with wake-up time (rho=0.63, p<0.0001) but not at all with sleep onset time (rho=-
0.06, p=0.6218, Fig. 6C,D). This suggests (although these are just associations) that going to school later 
more often does not delay overall sleep onsets and, hence, the benefit is maintained. This is further 
supported by our finding, that weekend sleep timing (onset, offset) and duration were also not 
associated with the frequency of ≥9AM-starts (weekend onset: rho=0.06, p=0.6584; weekend offset: 
rho=-0.03, p=0.7944; weekend duration: rho=0.06, p=0.6368). 
 
 

Discussion 
 
The debate about school start times is currently of very broad scientific and political interest given the 
widespread problem of teenage sleep deprivation. One of the first observations of a potential 
relationship between school start times and sleep was made in 1913 by Terman and Hocking[73]. They 
found that US students slept longer compared to German students; then schools started at 9AM in the 
US and at 8AM in Germany. This notwithstanding, school starts in the US have since become even earlier 
than those in Germany and those in Germany were maintained.  
Evidence that this trend goes into the wrong direction has been accumulating over the last decades. 
Numerous studies have documented teenage sleep deprivation[e.g. 19–22,74], linked it with short and 
long-term performance and health deficits[e.g. 23,40,75,76], and indicated that later school start times 
are likely an effective public countermeasure[e.g. 43,44,51,77,78]. However, most studies were 
performed on cross-sectional samples and are limited by nature in their design and thus evidence 
level[44,45,77] (with randomization and blinding virtually impossible). Hence more studies with 
different designs and, particularly, better sleep measures are urgently needed. 
 
We had the opportunity to monitor sleep intra-individually over many weeks in a group of German high-
school students, whose school system was changed from a rigid one with mainly 8AM-starts to a flexible 
one with both 8AM- and ≥9AM-starts. Our results are in line with the majority of the other studies on 
school start times, and support the need for a change in school schedules.  
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Sleep duration is longer on ≥9AM-days and the benefit is universal 

In our study, virtually all participating students (97%) benefitted from later start times, sleeping longer 
on schooldays with a ≥9AM-start – on average students gained 1 hour of sleep on those days. 
Importantly, not only was the overall benefit universal but also the magnitude of the benefit was similar 
across the important factors chronotype, gender, grade, and frequency of later starts. This may seem 
surprising at first but should actually be alarming: it exemplifies how severe and wide-spread teenage 
sleep deprivation may be, afflicting practically every single student leading to such ceiling effects. In our 
study sample, students rarely woke without their alarm clocks on schooldays, indicating that they rose 
before their sleep need was met and their internal day had started. Indeed, only 18% slept 8 hours or 
more on their schooldays, the lower bound of the recommended 8-10 hours for this population[79] - 
only 1 student slept on average over 9 hours (based on sleep diary entries during baseline). These 
numbers are in line not only with the age and gender-matched adolescents across Germany used in our 
study (Fig. S1), but also with other studies in Germany[80] and around the world[e.g. 19–22,74] - 
worrying statistics considering the acute and long-term health and performance detriments linked with 
teenage sleep deprivation[e.g. 23,40,75,76]. 
On days with a ≥9AM school start, these statistics looked much less bleak: 52% of students slept more 
than 8 hours and 13% even more than 9 hours, subjective sleep quality was improved and alarm-free 
waking was more likely (albeit still rare). However, the delay from an 8AM to a ≥9AM-school start was 
insufficient to separate the moderately sleep-deprived students from the heavily sleep-deprived 
students (and to bring out features linked with smaller or greater sleep gain). Similarly, the earlier 
chronotypes among the students were still quite late in their sleep timing compared to other age groups 
and thus benefitted as fully from the ~1-hour-delay as the later chronotypes. This suggests that the 
school start delay from 8AM to 9AM may be at the lower end of the required spectrum to counter 
teenage sleep deprivation. 
 
Sleep onset does not delay 

One of the greatest concerns regarding later school starts is that teenagers might be tempted to stay 
up even later in the evening either consciously or via delayed circadian rhythms from later exposure to 
advancing morning light. As a result, they would not gain more sleep but potentially further delay their 
circadian rhythms through prolonged exposure to evening light. Supporting this line of thought, a recent 
modelling paper indicated that a delay in wake-up alone may not effectively increase sleep duration or 
reduce social jetlag long-term (tested for 5 weeks in the model) unless controlling evening light 
exposure[81]. In our study, however, there was no evidence that sleep onset times differed between 

³9AM-days and 8AM-days. Even the students that went most often at ≥9AM did not show later sleep 
onsets than those that made less use of the 9AM-option. These findings tally generally with those from 
many other studies, which also did not observe systematic delays in adolescents’ sleep timing after a 
delay in school starts[51]. However, also the opposite has been reported[51] and direct comparisons 
are hampered by the fact that many studies were based on cross-sectional data[45] and/or did not 
distinguish between bedtime (time of going to bed) and sleep onset (time of falling asleep). Importantly, 
the extended sleep and the stable sleep onset we observed in our study are based on a period of 6 
weeks after the change into the new flexible system, suggesting that the sleep benefit might be 
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maintained in the long term. However, longitudinal studies with follow-up assessments are needed to 
confirm this. 
 

The flexible system: curse or cure? 

There are many possible reasons for the absence of a delay in sleep onset. One reason may be the fact 
that school start choices influenced the opportunity for natural morning light exposure at the 
geographical location and season (winter/spring) of the study. During the flexible system, most students 
woke before sunrise on their 8AM-days and after sunrise on most of their ≥9AM-days. This longer 
window for natural daylight exposure before school – natural light is a stronger signal for the circadian 
system than artificial light - might have countered any circadian delay resulting from later timing of 
artificial light exposure at home. Alternatively, if considering psychological factors leading to stable sleep 
onsets, students reported to feel more alert and less tired and to sleep better in the flexible system. It 
is therefore possible that they consciously took advantage of longer sleep opportunities because they 
felt the benefits of getting more sleep. 
However, also the flexibility of the system per se could be a reason for the stability in sleep onset. Even 
just knowing that one could wake up later if required might have improved students’ attitude and 
anxiety around sleep, facilitating an earlier sleep onset and more restful sleep. Furthermore, variable 
wake up times may positively affect exposure to morning light from artificial sources (independent of 
sunrise times). Permanent later start times generally purport a delay in circadian timing by delaying 
overall light exposure in the morning for all days of the school week. In contrast, the occasional early 
start in the flexible system may help to prevent such a delay through ensuring occasional earlier light 
exposure.  
Therefore, one could speculate that providing flexibility may be instrumental in maximizing sleep 
benefits from later school starts – as long as increased sleep variability on schooldays can be offset by 
less sleep variability between schooldays and non-schooldays.  
 
What argues against the positive impact of flexibility, however, is our finding that sleep duration was 
not significantly different between the conventional and the flexible system despite the clear sleep 
benefit when comparing ≥9AM-days to 8AM-days in the flexible system. The students in our cohort did 
not make great use of the 9AM-option but started school later on not even one full additional day per 
week, making it two days per week on average. With this low frequency of later starts, the net gain from 
the flexible system was negligible to non-detectable. This implies that students, given the choice, may 
not necessarily opt for what may be best for their sleep.  
 
Why did students not opt for more later starts?  

The low use of the 9AM-option greatly surprised us. It is not only at odds with the pervasive sleep 
deprivation in our sample but also with the results from our final survey where 64% indicated that an 
8AM-school start was tough for them (always or most of the time) and 86% that a 9AM-start was actually 
easier (always or most of the time). Was the low frequency of 9AM-starts incorrectly reported or does 
it originate from a selection bias? Both seem unlikely: The low diary-reported 9AM-use from our 
participants tallied with the retrospective survey-reported 9AM-use – not only from the participants but 
also with that from additional 82 anonymous students that transitioned into the flexible system but did 
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not take part in the study; students across the board did indeed not go later more often. Exploratory 
analyses did not reveal any stable predictors of 9AM-start frequency from baseline sleep, lifestyle or 
commuting factors (data not shown). However, given the many factors that can reasonably be assumed 
to influence the 9AM-use - of which many were not documented in our study (e.g. individual daily 
timetables, after-school appointments, carpooling, parents’ attitude towards later school starts, exams 
etc.) - our sample was likely insufficient for the complexity of the question. 
Asked about the reasons for starting school at 8AM instead of 9AM in our survey, the most frequent 
answer (75% of students) was “to fulfil the school’s quota of 10 self-study hours per week”. If not 
enough free periods existed in a student’s schedule, students had to stay longer in the afternoon. It is 
therefore likely that students opted for early mornings rather than late afternoons and thus made such 
little use of the 9AM-option. Time management training may help students to better organize their 
schedules in this regard, whereas the school may want to try to optimize their timetabling. Further 
frequent reasons for 8AM-starts were “easier logistics to get to school” (40%), an important factor in 
the implementation of changes in school start times, and “more time to learn (27%)”, indicating that 
students got extra teacher-supervised study time when going to school at 8AM. Follow-up studies will 
hopefully shed light on this intriguing low use of later start times to guide better implementations of 
such a flexible system – which was after all liked by 98% of participating students. 
 
Limitations 

While selection bias is unlikely to explain the surprisingly low uptake of the 9AM-option as discussed 
above, it might still have had a systematic effect on some of our other results: of 253 eligible students, 
only 26% made up the final study cohort. Since the sleep characteristics of the study cohort closely 
match those of other German adolescents from i) the MCTQ database sample and ii) other published 
data, the selection bias in this study is likely of a similar magnitude as in other studies. 
All sleep durations in our study are based solely on nocturnal sleep of students. Occasional or regular 
naps were thus not considered in any of the analyses, which may have led to underestimation of total 
daily sleep duration in some students.  
In addition, our assessment of alarm-driven waking might have underestimated the rate of non-natural 
waking since it did not cover students woken regularly by their parents or siblings. The detected 
decrease in alarm-driven waking on ≥9AM-days may thus not reflect only increased natural waking but 
also incorporate a switch from alarm-driven to parent-induced waking. 
Finally, seasonal changes in photoperiod and associated changes in sleep timing and duration may have 
systematically influenced our findings, potentially explaining part of the null-effect of the flexible system 
on sleep. With our study running from January to March at 50°N, our comparisons between baseline 
(Jan) and flexible system (Feb-Mar) were likely confounded by the gradual advance of dawn during 
spring linked with gradually earlier sleep offset times and shortening sleep durations[71,72]. Therefore, 
seasonal changes in sleep may have offset potential positive (albeit small) effects of the flexible system 
on sleep rendering them undetectable. Vice versa, the one positive effect detected in the flexible 
system, the small reduction in social jetlag resulting from earlier timing of weekend sleep, might well be 
a false positive finding caused by the seasonal trajectory towards earlier sleep. In contrast to these pre-
post comparisons, comparisons of 8AM and ≥9AM-school starts within the flexible system were most 
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likely independent of seasonal changes because 8AM and ≥9AM-days occurred interspersed and 
alternating throughout the flexible system within each individual.  
 
Concluding remarks 

Our study is one of the first evaluating the effects of later school start times on sleep and subjective 
performance parameters in Europe. A flexible system with both early and late start times could be a 
valid additional solution to the more common policy of delaying school start times outright – if students 
can be encouraged to use the late option frequently enough.  
On days with a later start, students have the opportunity to sleep longer. This should reduce the 
accumulation of sleep debt during the week. The occasional 8AM-starts could be strategic in avoiding a 
delay in sleep onset by ensuring that students are exposed to light in the early morning on a weekly 
basis. In addition, especially important for practical applications, students prefer the flexible system and 
their subjective parameters are improved. 
There are other examples of successful implementations of flexible school systems. In The Netherlands, 
there are schools where the main subjects are taught in the middle of the day (e.g. from 10AM till 2PM), 
while students can choose whether to learn minor, facultative subjects earlier in the morning or later in 
the afternoon. Such a system accommodates the wide distribution of chronotypes in the student 
population.  
 
In conclusion, our results are in line with the accumulating scientific evidence supporting later school 
start times as a countermeasure against teenage sleep deprivation. We therefore urge more schools to 
delay their start times and to collaborate with scientists to increase our knowledge about the (long-
term) effects of later starting times on sleep, subjective well-being, health and performance.   
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Methods 

 
Sleep diary details 

The online sleep diary was set up the following: After prompts for personal ID and date of the wake-up 
day, students were asked about their previous night’s sleep: 1. the time they fell asleep (sleep onset; 
with a specific note that this is the time when they fell asleep and not when they went to bed); 2. the 
time they woke up (sleep offset; with a specific note that this is the time when they woke up and not 
got up); 3. if they were woken by their alarm clock (yes/no); 4. if the wake-up day was a school day 
(yes/no); 5. in case question 4 was answered with “yes”, the students had to indicate if they participated 
in the first lesson at 8AM (yes/no; this question was only added to the questionnaire with the 
introduction of flexible system); 6. their subjective sleep quality on a 10-Point-Likert-Scale (1= “very 
bad”, 10=”very good”). They were asked to specify all times in hh:mm on a 24-hour scale. The 
questionnaire did not cover any naps during the day. To illustrate the difference between going to 
bed/waking up as well as falling asleep/getting up, the sleep diary was headed by an infographic. Sleep 
duration was subsequently calculated using sleep onset and sleep offset. 
 
Data cleaning 

To ensure reliable and congruent data, the following corrections and exclusions were carried out on the 
diary entries. We searched for obvious errors in ID (e.g. IDs outside the range assigned), wake-up date 
(e.g. incorrect year, month or confusion day/month) and sleep times due to AM/PM confusion (using 
negative or very short sleep duration as warning signs). Erroneous entries were manually corrected if 
the original meaning was clearly identifiable, otherwise they were discarded. Any daytime naps were 
eliminated as not asked for and thus not provided by all participants.  
Subsequently, the record of each individual participant was examined for duplicate entries. Multiple 
identical entries for the same night were reduced to a single entry. When multiple, non-identical diary 
entries for one night were identified, the following cleaning rules were applied: i) Non-overlapping 
entries were interpreted as reports of a nocturnal sleep episode with wake interruption(s). Hence, we 
fused these sleep bouts into one sleep episode with a single onset and offset and a combined sleep 
duration corrected for the wake interruption in between. ii) For overlapping entries, we based our 
cleaning on the timespan elapsed between these entries (calculated from the time stamp of the entries). 
If entries were made within seconds or minutes of each other, we treated them as correction of the 
former entry(s), and hence we kept the last entry and removed the former ones. If entries were made 
with large distance from each other, the first entry was kept and the later entry(s) was deleted assuming 
that it was an erroneous retrospective entry that the participant had made thinking they had not 
provided data for that night.  
 
Locomotor Activity Recording 

Locomotor activity was recorded over the entire study period in a sub-cohort of 45 participating 
students via wrist-worn activity-monitoring devices (actimeters). Students were free to choose on which 
wrist to wear the device but had to keep this constant over the recording period. If actimeters were not 
worn for more than 30 minutes, students had to indicate this in actimetry logs. We used Daqtometers 
(Version 1.4, Daqtix, Germany), which are dual-axis accelerometers that detect both static and dynamic 
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acceleration, i.e., motion and changes of position. Acceleration is converted to activity counts by 
summation of the linear differences of subsequent readings for each axis. Devices were set to sample 
acceleration every 1s and to store activity counts every 30s as the mean of all samples within the storage 
interval.  
 
Activity data processing 

We used our in-house analysis program ChronoSapiens for data analyses. All activity records were 
averaged into 10-min bins. We identified episodes when actimeters were not worn as episodes of at 
least 10 consecutive bins (100 min) of zero activity as well as from subjects’ self-reports (actimetry logs). 
These were excluded from the analysis. In several cases, the 100-min rule was not applied when the 
stretch of 100-min-zero-activity was detected in the middle of the night and was judged as extremely 
little movement during sleep.  
If actimetry records showed ≥1h of missing data between 9PM (10PM on weekends) and 9AM (10AM 
on weekends), any sleep bouts of that night were excluded. The same applied if >4h of missing data 
appeared between 9AM and 9PM the following day (i.e. over a period of 36 h). Missing data render the 
sleep detection method less reliable by altering the 24-h centered moving average and hence must be 
accounted for. We only included data that fulfilled our quantity and quality criteria (see Participants in 
main manuscript). After this quality check, 39 out of 45 original records were kept for further analyses. 
 
Identification of sleep bouts 

Identification of sleep bouts in the activity records relied on the identification of stretches of relative 
immobility as detailed in Roenneberg et al. 2015.1 In this approach, 10-min-bins with activity counts 
below 20% of the 24-hr centered moving average were classified as potential sleep and then 
consolidated into longer bouts via a correlation procedure. The resulting comprehensive list of sleep 
bouts was filtered according to the following criteria to allow for sensible comparison with diary-
reported data: i) Individual sleep bouts were fused into one longer bout if they were not separated by 
>180 min of wake (if the minimum length of the second bout was ≥30 min and the length of the 
combined bout was <900 min). Sleep duration of the combined bout was calculated as time between 
onset of the first bout and offset of the second bout minus time awake in between the two combined 
bouts. ii) Sleep bouts outside the range of 3-15 h in duration were excluded. iii) Any naps (sleep bouts 
occurring outside the daily 12 h of lowest activity1) were excluded since diary reports did not include 
information on naps.  
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Supplementary Figures 
 

 
Fig. S1 | Sleep parameters in study participants versus age- and gender-matched German sample.  
Self-reported sleep parameters from the Munich ChronoType Questionnaire (MCTQ) of the full study cohort 
(n=65, dark grey) in comparison to a >10-fold larger German sample from the MCTQ database matched in age and 
gender (n=680, light grey). A) Chronotype (midsleep time on school-free days corrected for oversleep, MSFsc), B) 
social jetlag, C) sleep duration on schooldays, D) sleep duration on school-free days. Samples were compared via 
Wilkoxon rank sum tests (all comparisons non-significant). 
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Figure S1 – Sleep parameters in study participants versus age- and gender-matched German sample.
Self-reported sleep parameters from the Munich ChronoType Questionnaire (MCTQ) of the full study
cohort (n=65, dark grey) in comparison to a >10-fold larger German sample from the MCTQ database
matched in age and gender (n=680, light grey). A) Midsleep time on school-free days, B) social jetlag, C)
sleep duration on schooldays, D) sleep duration on school-free days. Samples were compared via
Wilkoxon rank sum tests (all comparisons non-significant).
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Fig. S2 | Comparison between subjective and objective sleep measures.  
Comparison of average sleep onset and offset times per individual from sleep diary and actimetry. Data are from 
the sub-cohort assessed simultaneously with both techniques (n=34). A) Sleep onset times for all day types and B) 
split by study phase. C) Sleep offset times for all day types and D) split by study phase. Results of Pearson 
correlations are indicated in the figures. Dashed lines indicate 1:1 relationship. 
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Figure S1 – Comparison between subjective and objective sleep measures. Comparison of average sleep
onset and offset times per individual from sleep diary and actimetry. Data are from the sub-cohort assessed
simultaneously with both techniques (n=34). A) Sleep onset times for all day types and B) split by study phase.
C) Sleep offset times for all day types and D) split by study phase. Results of Pearson correlations are indicated
in the figures. Dashed lines indicate 1:1 relationship.
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Fig. S3 | Progression of the frequency of 9AM-use.  
Frequency of ≥9AM-starts from week 2 to week 6 of the flexible system A),B) for all participants (n=65), C) for all 
complete cases (n=56) used in the statistical analysis. Lines in B) represent individual trajectories color-coded 
according to individuals’ starting frequency; line intensity indicates the number of trajectories represented. Week 
1 was omitted because diaries did not include an 8AM/9AM differentiation for the first 2 days and the end of the 
week was marked by holidays. Results of Friedman rank sum test are provided for C; letters indicate results from 
posthoc pairwise comparisons using the Nemenyi-Wilcoxon-Wilcox all-pairs test with single-step p-value 
adjustment performed via the R-package PMCMRplus (version 1.4.1): weeks marked by different letters were 
statistically different.  
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Supplementary Tables 

 
Tab. S1 | Typical timetable during the flexible system. A fortnightly personal timetable of a student attending 11th 
grade at the Gymnasium Alsdorf after the flexible system was introduced. 

Period Time Week I Week II 
Mon Tue Wed Thu Fri Mon Tue Wed Thu Fri 

1 
0800 

- 
0845 

Self-study period (flexible) 

2 
0850 

- 
0950 

Class Class Class Class Class Class Class Class Class Free 

3 
1015 

- 
1115 

Free Class Class Class Class Free Class Class Class Class 

4 
1120 

- 
1205 

Self-study period (mandatory) 

5 
1210 

- 
1310 

Class Class Free Class Class Class Class Free Class Class 

6 
1315 

- 
1415 

Class Class Class Class  Class Class Class Class  

7 
1415 

- 
1515 

 Class     Class    

8 
1515 

- 
1615 
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Tab. S2 | Logistic regression analysis for frequency of alarm-driven waking on 8AM-days versus ≥9AM-days 
(pertaining to Figure 2H). Logistic mixed effects regression models were performed on the sub-cohort for 
8AM/9AM comparison (n=60 students) using 3 dichotomization strategies for low and high alarm-driven waking.  
 
Alarm-driven waking (1 = low, 0 = high) dichotomized at 100% of schooldays (median) 
Random effects   Variance SD  
Student (Intercept)  1.05 1.03  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 0.449 0.201 0.999 -1.96 0.050(*) 
School start time  
(1 = ≥9AM, 0 = 8AM) 

3.29 1.28 8.48 2.47 0.014* 

Gender 
(1 = male, 0 = female) 

0.344 0.111 1.06 -1.86 0.063 

      
Alarm-driven waking (1 = low, 0 = high) dichotomized at 85% of schooldays (1st quartile) 
Random effects   Variance SD  
Student (Intercept)  3.07 1.75  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 0.059 0.006 0.445 -2.75 0.006** 
School start time  
(1 = ≥9AM, 0 = 8AM) 

14.2 2.15 94.1 2.76 0.006** 

Gender 
(1 = male, 0 = female) 

0.236 0.038 1.48 -1.54 0.124 

      
Alarm-driven waking (1 = low, 0 = high) dichotomized at <85% and 100% of schooldays 
Random effects   Variance SD  
Student (Intercept)  2.81 1.68  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 0.094 0.016 0.563 -2.59 0.010** 
School start time  
(1 = ≥9AM, 0 = 8AM) 

13.3 2.03 87.2 2.70 0.007** 

Gender 
(1 = male, 0 = female) 

0.189 0.028 1.30 -1.69 0.090 

SD, standard deviation; CI, confidence interval; OR, odds ratio 
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Tab. S3 | Logistic regression analysis for frequency of alarm-driven waking at baseline versus in the flexible system 
(pertaining to Figure 4D). Logistic mixed effects regression models were performed on the full cohort (n=65 
students) using 3 dichotomization strategies for low and high alarm-driven waking.  
 
Alarm-driven waking (1 = low, 0 = high) dichotomized at 93% of schooldays (median) 
Random effects   Variance SD  
Student (Intercept)  2.09 1.46  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 1.50 0.652 3.46 0.954 0.340 
School start system 
(1 = flexible, 0 = baseline) 

0.689 0.292 1.62 -0.853 0.394 

Gender 
(1 = male, 0 = female) 

0.306 0.089 1.05 -1.88 0.060 

      
Alarm-driven waking (1 = low, 0 = high) dichotomized at 85% of schooldays (1st quartile) 
Random effects   Variance SD  
Student (Intercept)  2.22 1.49  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 0.254 0.089 0.725 -2.56 0.011* 
School start system 
(1 = flexible, 0 = baseline) 

1.12 0.442 2.83 0.236 0.813 

Gender 
(1 = male, 0 = female) 

0.501 0.136 1.85 -1.03 0.301 

      
Alarm-driven waking (1 = low, 0 = high) dichotomized at <85% and 100% of schooldays 
Random effects   Variance SD  
Student (Intercept)  8.59 2.93  
Fixed effects OR 95%CI lower 95%CI upper z-value p-value 
(Intercept) 0.583 0.101 3.35 -0.605 0.545 
School start system 
(1 = flexible, 0 = baseline) 

0.861 0.198 3.73 -0.201 0.841 

Gender 
(1 = male, 0 = female) 

0.149 0.005 4.42 -1.101 0.271 

SD, standard deviation; CI, confidence interval; OR, odds ratio 
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Abstract  

Early school times fundamentally clash with the late sleep of teenagers. This mismatch results in chronic 
sleep deprivation, which poses acute and long-term health risks and impairs students' learning and 
career prospects. Despite conclusive evidence that delaying school times has immediate benefits for 
sleep, the medium and long-term effects on sleep and academic achievement are unresolved due to a 
shortage of longitudinal data, short follow-up times and the many factors influencing sleep and 
academic grade trajectories. Here, we studied whether a flexible school start system, with the daily 
choice of an 8AM or 08:50AM-start, allowed high school students to improve their sleep, psychological 
functioning and academic grades in a longitudinal pre-post design over up to 1.5 years. Based on 2 
waves with ≥6 weeks of daily sleep diary, we found that students maintained their 1-hour-sleep gain 
on later schooldays longitudinally (n=28) and cross-sectionally (n=79). Notably, girls were particularly 
successful in keeping early sleep onsets despite later sleep offsets. Students also reported psychological 
benefits (n=93). However, our regression analyses of ≤16,724 official grades over 4 year (n=65-157) 
detected no meaningful grade improvements in the flexible system per se or with sleep improvements 
– academic quarter, discipline or grade level had a greater, more systematic effect. Our findings thus 
contradict high-held hopes of large grade improvements from later school starts – at least at the ‘dose’ 
received in our sample. Importantly, students may nonetheless enjoy cognitive improvements 
alongside their psychological and sleep gains that simply do not translate into detectable grade 
changes. 
 

Keywords:  sleep, adolescence, school start time, grades, academic performance 

 

 

Significance statement 

Teenage sleep becomes progressively later during adolescence but school starts do not accommodate 
this shifted sleep window. This mismatch results in chronic sleep deprivation in teenagers worldwide, 
which is a pervasive public health concern. Since sleep, well-being, and performance are tightly linked, 
there is the strong expectation that counteracting sleep deprivation with later school starts results in 
improved learning and thus better academic grades. Although our students slept persistently longer 
and felt better when school started later, our results do not support that improved sleep leads to 
detectable grade changes within 1.5 years. Importantly, this does not preclude that better sleep and 
well-being facilitate better learning but suggests that grades are suboptimal to measure later school 
start effects on performance. 
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Introduction 

Teenagers around the world are chronically sleep deprived because their late sleep timing often clashes 
with early school starts forcing them to get up long before their sleep has come to a natural end. Sleep 
is timed progressively later during adolescence because teenagers’ internal circadian phase 
(chronotype) markedly delays[1–3]. At the same time, sleep pressure (the homeostatic load) 
accumulates more slowly over the day compared to adults or younger children, making teenagers less 
tired in the evening[4,5]. These biological tendencies are exacerbated by non-biological factors, such 
as academic pressure or cultural influences to stay up late[6,7]. Evening activities then lead to longer 
exposure to artificial light at night which increases alertness[8–10] and further delays circadian rhythms 
resulting in later sleep timings. Consequently, many students do not get enough sleep during the school 
week and compensate their sleep loss by oversleeping on weekends. This is often accompanied by a 
delay of sleep timing on free days - a phenomenon called “social jetlag”[11]. Yet, even with these 
weekend lie-ins, most teenagers do not achieve weekly sleep durations of at least 8 hours each 
night[e.g., 12,13], the recommended minimum sleep amount at this age[14].  
The consequences of short sleep are numerous biological and psychological health compromises. In 
the long-term, chronic sleep deprivation has been linked to metabolic, cardiovascular, and 
inflammatory diseases[15,16], to depressed mood and worsened emotional regulation[17–19], as well 
as substance use[20,21]. Social jetlag, too, has been described to increase the risk for metabolic 
syndrome and obesity[22–24]. Prioritising other activities over sleep is short-sighted not only in terms 
of health, but especially academic performance: sleep deprivation has been related to absenteeism and 
tardiness[25], reduced participation and learning in class[26], worsened mood and emotional 
regulation[19], compromised emotional intelligence and constructive[27] and creative thinking 
skills[28,29], verbal fluency[30,31], and decreased academic performance[32].  
The obvious solution, to simply delay school start times, has gained much scientific and public attention 
over the past decades. Positive associations were found for sleep and sleep quality, daytime sleepiness, 
concentration and attention in class, absenteeism and tardiness, and even motor vehicle accidents[33–
37]. Nonetheless, policy-uptake is still rare, also invoking the low evidence level of the findings[38,39] 
as a reason. Indeed, the vast majority of studies used a cross-sectional design, which does not allow to 
track individual changes over time and is prone to cohort effects if not randomized or very carefully 
adjusted[35,40]. Double-blinding, the gold standard in terms of evidence level, is, of course, inherently 
unfeasible in this context and it seems almost impossible to convince schools to participate in 
randomization[41]. Although there are some real-life settings, such as in Uruguay or Argentina, where 
students are randomly assigned to morning, middle, and afternoon school shifts[42,43], this is not the 
case in most other countries around the world. The few longitudinal studies that exist often covered ≤6 
months in their follow ups[35] (but see [44–48]), and are thus prone to seasonal confounding. 
Furthermore, sleep, mood, and performance have often been assessed via one-off questionnaires, 
while continuous sleep recordings via daily sleep diaries and especially objective actimetry measures 
are scarce[35,37,46,49–52]. One notable exception is a recent study by Widome and colleagues who 
followed students over two years and found persisting extended sleep durations (measured with one 
week of actimetry) in students from schools who delayed bell times compared to students in schools 
which did not change[48]. The evidence concerning effects on grades has similar caveats: Although 
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much furor has been caused by studies suggesting grade improvements[51], most of these lacked basic 
statistical adjustments essential for the mainly cross-sectional data and/or used coarse or single grade 
measures. Robust, adjusted effects were only found based on very large samples with rather small 
effect sizes [43,53–56]. Nonetheless, due to the severity of the problem of teenage sleep deprivation 
and the many positive indications, clear recommendations that later school start times are beneficial 
for students’ performance have been formulated[57,58] but may run the danger of raising false hopes 
in parents and teachers about resulting grade improvements.  
 
To address the need for longitudinal studies and add high-quality data on academic performance, we 
investigated changes in sleep, psychological benefits, and official grades in a high school in Germany 
which permanently switched from a fixed start at 8AM to a flexible school start. Senior students could 
now choose daily whether to attend school at 8AM or skip the first class and start at 8:50AM. We used 
daily sleep diaries (and actimetry in the first year, see[59]) to monitor sleep in detail for several weeks 
during baseline, immediately after the change, and again after one year at the same photoperiod to 
circumvent the pitfalls of one-off questionnaires and optimally control for seasonal effects. Did students 
maintain their sleep extension of 1 hour on days with later starts[59] also after one year? Or did they 
adjust to the flexible system and delay their sleep times? At the end of the study period, we also 
retrospectively surveyed subjective wellbeing and psychological functioning on days with early versus 
later starts. To examine effects of the flexible system on academic grades in various disciplines, we 
additionally analysed official, quarterly grades across four years. With 2.5 years of data prior and 1.5 
years after the introduction of the flexible school start, we could control for important confounders and 
address trends and complex interactions which started long before the system was changed.  
 

 

Methods and Materials 

Study Site 

The study took part at the Gymnasium Alsdorf (50° 53’ N, 6° 10’ E), a high school in a town of ~45.000 
residents in the West of Germany. A gymnasium is the most academic of secondary schools in Germany 
and grants access to higher education after 8-9 years of study and successful completion of the final 
exam. The school received the German School Award in 2013 for its innovative teaching[60]. It follows 
an educational system called “Dalton plan” that incorporates daily self-study periods called “Dalton 
hours” during which students work through a personal 5-week curriculum with a teacher and on a 
subject of their own choice.  
 
Change in School Start Times 

The school changed permanently from a fixed start (“conventional system”) to a flexible start (“flexible 
system”) for senior students (grades 10th-12th) on February 1st, 2016. In the conventional system, the 
first period started at 8AM. On a median of 1 day/week, depending on students’ individual timetables, 
classes started with the second period at 9AM.  
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In the flexible system, one of the two daily self-study periods was advanced into the first period (lasting 
08:00-08:45AM) and made optional to attend for senior students (for an example timetable see[59]). 
Senior students could thus choose daily whether to start at 8AM with the first self-study period or skip 
it and start at 08:50AM instead (called “9AM”). On a median of 1 day/fortnight, students also had a 
scheduled free second period (08:50-09:50AM), i.e. the chance to turn the 08:50-start into an 10:15-
start when skipping the first period (“>9AM”).  In our analyses, we grouped these two later school starts 
into “≥9AM-days” and compared those with 8AM-days.  
Students had to make up for the skipped first periods throughout the week, using gap periods or adding 
study time after their last classes (up to the official school closing at 4:15 PM). To be able to start later 
on all 5 schooldays/week, most students had to make use of both options since their individual 
schedules did not provide 5 gap periods and 5 early class ends per week. 
 
Study Design 

Data were collected in two waves that were exactly one year apart (Fig. 1a). Baseline data collection 
(=t0) took place in winter 2016, covering 3 weeks in January (Jan 8th to 31st, 2016) in the conventional 
system with mainly 8AM-starts. This was followed by wave 1 data collection for 6 weeks (Feb 1st to Mar 
14th, 2016) in the flexible system right after its introduction on Feb 1st, 2016 (=t1). For the follow-up 
study (wave 2) we chose the matching photoperiod and time of t1, lasting from Feb 2nd to Mar 20th, 2017 
(= t2). As the school had remained in the flexible system ever since the introduction, no second baseline 
just before t2 was carried out. 
The holiday periods over carnival between February 4th-9th, 2016 and February, 23rd-28th 2017 were 
excluded from the analyses. 
 
Participants 

Written informed consent was obtained from all participants (or their parents/guardians if <18y). The 
study was conducted according to the Declaration of Helsinki and approved by the school board, the 
parent-teacher association, the school’s student association and the ethics committee of the Medical 
Faculty of the LMU Munich (#774-16). We used opportunity sampling without specific exclusion criteria. 
In the first year (t0+t1), 113 (45%) out of 253 possible senior students attending 10th-12th grade (14-19 
years) signed up, 83 (73%) students provided some data (response rate), of which 65 (70%) passed our 
minimal quantity and quality filter criteria (cohort 1). In the second year (t2), 162 (71%) out of 227 
possible students signed up, 137 (85%) provided data (response rate), of which 105 (77%) passed the 
minimal filter (cohort 2). Across both years, 33 students passed the minimal filter, hence forming the 
longitudinal cohort. To determine the longitudinal attrition rate, one needs to note that of the 65 
students in cohort 1, 16 students graduated after t1 and hence could not participate at t2 (scheduled 
attrition rate of 34%). Of the 49 students that could have partaken again in t2, 16 provided no or 
insufficient data at t2 (attrition rate of 33%). Differences in baseline characteristics between the 33 and 
16 students were tested and not significant (chronotype, social jetlag, gender, grade level; all p>0.05), 
except for age (t(47)=-2.933, p=0.005) with the missing students on average 0.8 years older.  
Minimal filter criteria were: i) sleep information for ≥5 schooldays and ≥3 weekend days at each time 
point and ii) congruent, plausible data (more detailed information in[59]). For 8AM or ≥9AM-start  
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Fig. 1 | Comparison of sleep parameters between 8AM-days and ≥9AM-days in the flexible system.  
a, Schematic of longitudinal study design including one baseline assessment and 2 waves in the flexible system. 
b, Schematic of study cohorts and sample sizes. c-h, Sleep parameters from the longitudinal cohort (n=28) 
comparing 8AM and ≥9AM-days as well as wave 1 (t1, light red) and wave 2 (t2, dark red) intra-individually. c, 
Average sleep onset, d, offset, e, duration, and f, quality on 8AM versus ≥9AM-days in the flexible system across 
waves. Results of two-way repeated measures ANOVA with the within-subject factors school start (8AM/≥9AM) 
and wave (wave 1/2) are reported above each graph. Brackets indicate statistically significant post-hoc 
comparisons. g-h, Sleep gain on ≥9AM-days as the average absolute difference in sleep duration between 8AM 
and ≥9AM-days. Positive values mean longer sleep on ≥9AM-days. g, Average sleep gain on ≥9AM-days during 
wave 2 for each participant. h, Average sleep gain on ≥9AM-days during both waves comparing female and male 
participants. Results of two-way mixed ANOVA with the between-subject factor gender (female/male) and the 
within-subject factor wave (wave 1/2). Given the significant interaction effect, main effects are not reported, 
instead subsequent post-hoc pairwise comparisons are indicated. All boxplots are Tukey boxplots.  
*p<0.05, **p<0.01, ***p<0.001.  
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comparisons, we additionally filtered for at least two 8AM-days and at least two ≥9AM-days per person. 
After this additional filter, a total of 60 participants remained in cohort 1, 79 in cohort 2, and 28 in the 
longitudinal cohort. All students from the longitudinal cohort were granted promotion to the next grade 
level from wave 1 to wave 2. 
 

Outcome measures 

Sleep Diary 

We used a daily sleep diary (provided online via LimeSurvey.org) based on the μMCTQ[61] (a short 
version of the Munich Chronotype Questionnaire) and adapted it to a German student population by 
changing the formal you (“Sie”) to the informal you (“Du”) and work days to schooldays. Students 
provided sleep onset (note: not bedtime) and offset (wake time) of their past night’s sleep, whether 
they were woken by their alarm clock (yes/no), the type of day they woke up (schoolday or free day), 
when they started school (8AM, 9AM or >9AM), and their subjective sleep quality (rated on a 10-point-
Likert scale from 1=“very bad” to 10=”very good”). The questionnaire did not cover any naps during the 
day. Although daily population of the online sleep diary was encouraged, students could fill in data in 
retrospect also if they had missed a day or more (they reported to have kept an offline log from which 
they copied their sleep timings). For more details see[59]. 
 
Survey 

We developed a 17-item paper-pencil survey about the flexible system, which was distributed at the 
end of wave 2 and filled out by ~90% of cohort 2. Because some students did not answer all questions 
on the survey, the sample size ranged from 91 to 93 depending on the item. The first 7 items of the 
survey asked whether i) students were satisfied with the flexible system (yes/no), ii) they would rather 
have the old system with fixed school starts back (yes/no), iii) it was difficult for them to go to school at 
8AM (never/most of the time/always), iv) it was easier to go to school at 9AM compared to 8AM 
(never/most of the time /always), v) how often (0 days/1-2 days/3-4 days/5 days) and vi) on which days 
of the week they attended the first period at 8AM (Mo/Tu/We/Th/Fr), and vii) reasons for starting 
school at 8AM. Answer options for vii) were to mark at least one of nine alternatives (easier to 
study/easier to get to school/additional study time/friends/specific teacher/specific subject/fulfill self-
study quota/parents/late school end) and/or to name other reasons.  
The last 10 items asked for ratings on 8AM versus ≥9AM-days. Questions were about i) sleep duration 
(h), ii) sleep quality (1=bad, 5=good), iii) number of schooldays with alarm-driven waking (0-5 days), iv) 
how tired the students felt (1=not at all, 5=very), v) ability to concentrate in class (1=bad, 5=good), vi) 
ability to study at home after school (1=bad, 5=good), vii) motivation to actively take part in class (1=not 
at all, 5=very), viii) how well they remembered new class content (1=not at all, 5=very), and ix) attitude 
towards school (1=negative, 5=positive). Items ii) and iv)-ix) were scored on a Five-point Likert scale.  
 
Academic Grades 

The school registry provided official quarterly grades obtained between summer 2013 and summer 
2017. Of the 170 students from cohort 1 and 2 qualifying for analysis, 13 students had grades missing, 
thus resulting in a maximum sample of 157 students for the grade analyses. For the majority of these 
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students (62%) grade data span 2.5 years in the conventional and 1.5 years in the flexible system; for 
those in grade level 10 at wave 2 (18%) it was 3 and 1 years, and for those at grade level 12 at wave 1 
(15%) it was 2.5 and 0.5 years. The grades were provided for all academic subjects taken by a student, 
but we only included subjects in our analyses that most students took and clustered them into three 
disciplines: Sciences (Biology, Chemistry, Maths, Physics, Natural Sciences), Social Sciences (Geography, 
History), and Languages (English, German, Spanish, French, Latin). Provided grades were averages per 
academic quarter per academic subject over a mixture of written and oral examinations, course work 
and participation in class. The school year lasted from the end of August to mid-July divided into the 
following quarters: quarter 1 until end of October, quarter 2 until third week of January, quarter 3 until 
third week of April and quarter 4 until first week of July. 
In grade levels 7-10, the grading scale ranged from 1 (best) to 6 (worst) with grades ≥4 considered 
passing grades. This scale was additionally broken down into plus (+) and minus (-) for all but grade 6. 
In grade levels 11 and 12, the scale ranged from 0 (worst) to 15 (best) with ≥4 considered passing. Both 
scales were combined by transforming the 1-6 scale to a 0-15 scale based on its finer plus/minus system 
and then transformed to a more universal 0%-100% scale.  
 
Data Analysis 

Analyses were performed in SPSS Statistics (IBM, versions 24 and 25), R (versions 3.6.1 and 3.6.3) and 
R studio (versions 1.1.463, 1.2.1335 and 1.2.5042). Graphs were produced using Graph Pad Prism 
(versions 6 and 7) and ggplot2[62] R. 
 
Sleep Data 

Daily sleep data from diaries were aggregated as mean per person for 10 conditions: at t0 (baseline 
conventional system) for schooldays and weekends; and at t1 and t2 (flexible system wave 1 and wave 
2) for schooldays, weekends, 8AM-days, and ≥9AM-days. From these aggregates, we derived the 
following variables as per equations below for t0-t2: average daily sleep duration during the week 
(SDweek), chronotype as midsleep on free days (MSF) corrected for oversleep (MSFsc), and social jetlag 
(SJL); for t1 and t2 only: absolute difference between ≥9AM-days and 8AM-days for variables of interest 
(DELTA x), frequency of alarm-driven waking, and frequency of ≥9AM-starts. For the linear mixed 
models 3a-d of the grade analyses, we additionally calculated the absolute differences between t0 and 
t1 (i.e., from baseline to the flexible system during wave 1) for variables of interest (X change).  
 

SD#$$% = (SD()*++,-./( ∗ 5 +	SD45$$ -./( ∗ 2) 7⁄  

MSW =	SleepOnset()*++,-./( +
C
DSD()*++,-./( 

MSF = 	 SleepOnset45$$ -./( +
C
DSD45$$	-./( 

MSFFG = 	SleepOnset45$$ -./( +
C
DSD#$$% 

SJL = MSF −MSW 

DELTA	x = xOPQ--./( − xRPQ--./(  

Frequency	of	alarm-driven	waking = 	 (n.,.5b--5cd$e	#.%cefghij n()*++,-./-$ek5c$(ghij) ∗ 100⁄  
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Frequency	of ≥9AM-starts = 	 (nOPQ-(k.5k(ghij n()*++,-./-$ek5c$(ghij) ∗ 100⁄  

X	change = xkC − xkq  

 

Statistical analyses 

Unless indicated otherwise, descriptive statistics are reported as mean ± standard deviation and test 
statistics are abbreviated as follows: t, t-test; Z, Wilcoxon signed-rank test; F, ANOVA; r, Pearson 
correlation; rho, Spearman rank correlation; b, unstandardized coefficient of linear regression or linear 
mixed models; bflex*change, unstandardized coefficient of the interaction of linear mixed models; p, 
significance level. Significant levels were set to p<0.05 for all statistical analyses. All data were tested 
on normality (histograms, QQ plots, Shapiro-Wilk’s test) and sphericity (Mauchley’s test; Greenhouse-
Geisser corrections if violated). If normality was violated, non-parametric tests were used (Spearman 
rank correlations and Wilcoxon signed rank test; no non-parametric test was used if normality was 
violated for ANOVA analysis since violations were marginal. Group difference for attrition groups were 
tested via independent t-test (chronotype, social jetlag, age) or Chi squared test (gender, class). 
For sleep variables in the longitudinal cohort, we performed 1-way repeated measures ANOVAs with 
the factor time point (t0/t1/t2), 2-way repeated measures ANOVAs with the factors wave (t1/t2) and 
school start (8AM/≥9AM-days), and with the factors time point (t0/t1/t2) and day (schooldays/weekend). 
For sleep variables in cohort 2, paired t-tests (two-sided) were run for school start (8AM/≥9AM-days) 
and days (schooldays/weekend), and Wilcoxon signed rank test for sleep quality and survey items. 
Gender differences in sleep variables were assessed via 2-way mixed ANOVA with gender (female/male) 
and wave (t1/t2), and via linear regression (including the covariates grade level, chronotype and 
frequency of ≥9AM-starts) for DELTA sleep duration/onset/offset using the nlme package in R[63]. 
ANOVA results are presented above each graph (main effects and interaction). If the main interaction 
was significant, we reported simple main effects in the main text or in Tab. S2. Post hoc tests were 
carried out using Bonferroni corrections if interactions were significant.  
Pearson and Spearman rank correlations were run for chronotype and frequency of ≥9AM-starts with 
DELTA sleep duration respectively. Three Tukey outliers were identified for frequency of ≥9AM-starts 
and DELTA sleep duration during wave 1 (rho=-5.45, p=0.003 before removal) and were subsequently 
removed (rho= -0.37, p=0.064 after removal). Frequency of alarm driven waking was analyzed using 
logistic regression (Fig. S1; lme4 package R[64]). Due to a large ceiling effect, we dichotomized this 
variable based on a median split at 100%-use (<100%: “less use”) and accommodated the repeated 
measures nature of the data by including ID as a random effect. Gender was included as covariate 
(males were woken more often by an alarm than females in the flexible system) but gender did not 
reach statistical significance.  
For simple grade analyses comparing aggregated grade point averages in the conventional vs the 
flexible system, a two-sided paired t-test was used. For more complex grade analyses, we calculated 
linear mixed-effects regression models (lme4 and lmer test package[64,65] in R). In total, 4 different 
models (plus submodels) were performed to answer different questions based on different fixed 
effects, interaction terms and subcohorts (see overview Tab. 2). Student ID was added as random effect 
to all models to incorporate unsystematic differences between individuals. In all models, the outcome 
(dependent variable) was quarterly grades per discipline per student; the fixed effects (independent 
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variables) were system (conventional/flexible), gender (female/male), grade level (7-12), academic 
quarter (1-4), and academic discipline (Sciences/Social Sciences/Languages), all entered as categorical 
variables. Model 1 additionally included interaction terms between discipline and gender to assess 
general grade influences, model 2 included interaction terms between school start system and gender, 
and system and discipline to assess system effects per discipline and gender. In models 3, we included 
one of the sleep-change variables (see above; mean-centred) as additional fixed effects, each in 
interaction with system (conventional/flexible): chronotype change (model 3a), sleep duration on 
schooldays change (model 3b), social jetlag change (model 3c) or frequency of ≥9AM-starts (model 3d). 
In model 4, we included instead the absolute value of chronotype, sleep duration on schooldays, social 
jetlag, and frequency of ≥9AM-starts for the flexible system only (from t2 if available, else from t1 to 
maximize the sample size) As chronotype, sleep duration on schooldays, social jetlag, and frequency of 
≥9AM-starts were prone to collinearity, we first assessed their correlations before adding them into the 
models (Fig. S4). Only chronotype and social jetlag were highly correlated (rho = 0.65, p<.001; Fig. S4), 
and results from all models including just one of these variables each (4a-d) were essentially similar to 
model 4e which includes all sleep variables together (Tab. S7). The variance inflation factor (car package 
in R[66]) also  indicated no problematic collinearity for model 4e. Marginal means of model estimates 
were calculated using emmeans in R[67] in models where interactions were significant. All linear mixed 
models were visualised in tables using the sjPlot and sjmisc packages [68,69] and in figures as marginal 
means via the ggeffects package83[70] in R. Simple contrast results from interactions in linear mixed 
models were averaged over the levels of system or gender (depending on the model), grade level, and 
quarter; degrees of freedom method used was Kenward-Rogers. 
 

 

Results  

The flexible system, established and retained at the school since 2016, provides flexibility on the school 
start time on a daily basis. This means that every single senior student decides each day if they attend 
the first period at 8AM or if they skip the first period and start at 08:50AM instead. In the rare case of 
a scheduled free second period, skipping the first period leads to a 10:15AM-start. Non-attended first 
periods have to be made up for within the same week during free periods or after classes.  
Students participating in our study kept daily sleep diaries for three weeks in the conventional system 
(t0; baseline), for six weeks after the introduction of the flexible system (t1; wave 1), and after exactly 
one year for another six weeks (t2; wave 2) in the same photoperiod as wave 1 (Fig. 1a). We allowed 
students to take part during all time points irrespective of their participation beforehand, so our study 
eventually consisted of three cohorts (Tab. 1 and Fig. 1b) : (i) cohort 1 provided sleep data at t0 and t1 
(n=60-65), (ii) cohort 2 provided sleep and survey data only at t2 (n=79-105), and (iii) the longitudinal 
cohort provided sleep data throughout from t0-t2 (n=28-33; Tab. 1 and Fig. 1b). The samples sizes within 
each cohort varied due to different filters employed for different analysis questions (see methods). 
Students of all cohorts (n=63-157) contributed their quarterly grades (≤16,724) through official school 
records. Please see Table 1 for detailed cohort characteristics. 
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Notably, our participants accumulated fewer late starts per week (“≥9AM-days”) than expected. We 
had observed this for cohort 1[59], but now saw this confirmed in cohort 2, where participants (n=105) 
chose to skip the first period only on a median of 24% of their schooldays (IQR: 10-47), which equates 
to 1.2 later starts per 5-day school week (Tab. 1). Similarly, the longitudinal cohort (n=33) had a median 
frequency of late starts (“≥9AM-use”) of 39% (20-51) and 22% (11-46) during wave 1 and 2, with no 
systematic difference between the waves (Z=-1.653, p=0.098). Importantly, ≥9AM-use varied drastically 
between individual participants from 0% to 100% of their schooldays, with 8:50AM-starts making up 
the majority of later starts per person and 10:15AM-starts only 25% (median, IQR: 6.3-60). 
 

Sleep on days with later school starts 
In the following, we present analyses within the flexible system comparing days with early school starts 
(“8AM-days”) to those with later starts (“≥9AM-days”).  
 

Student slept longer and better on days with later school starts – an improvement persisting over one 

year 

How was students’ sleep altered by later school start times in the flexible system over one year? We 
showed previously that right after the introduction of the flexible system students from cohort 1 slept 
about one hour longer on ≥9AM-days by maintaining their sleep onset but delaying their sleep 
offset[59]. After one year, we found the same for cohort 2 and, importantly, also in the longitudinal 
cohort across both waves.  
Repeated measures ANOVAs in the longitudinal cohort (n=28) showed that sleep onsets did not differ 
with start time or wave (Fig. 1c), whereas sleep offsets were 61 min (± 47) later on average, and 

students hence slept 62 min (± 47) longer on ³9AM-days compared to 8AM-days across both waves 
(Fig. 1d-e, full statistics in figures). Findings from cohort 2 (n=79) tally with this pattern: sleep onsets on 
8AM and ≥9AM-days were comparable (t[78]=-1.87, p=0.065), while wake up times were significantly 
later on ≥9AM-days (t[78]=-19.75, p<0.001), which resulted in 60 min longer sleep durations on those 
days (t[78]=-10.83, p<0.001). This large sleep gain likely reflects the combination of 08:50 and 10:15-
starts at around 4:1. 
Furthermore, subjective sleep quality was improved on ≥9AM-days by 1 point on a 10-point Likert scale 
for cohort 1[59] and cohort 2 (n=79, Z=-5.874, p<0.001), and also longitudinally across waves (n=28, 
Fig. 1f). In addition, the extensive use of alarm clocks remained slightly reduced on ≥9AM-days also one 
year into the system (Fig. S1). Just as in cohort 1[59], the odds for less alarm-driven waking were 
increased in cohort 2 (n=79, OR = 1.9, 95% CI = 1.3-4.1) and showed a similar qualitative pattern also in 
the longitudinal cohort (n=28; Fig. S1), demonstrating that a natural waking was more likely when 
school started later.  
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Tab. 1 | Composition of study cohorts. Displayed are cohort characteristics after standard filter criteria. An additional filter 
(see methods) was applied for comparisons between 8AM and ≥9AM-days which reduced cohort 1 to 60 students, the 
longitudinal to 28 students, and cohort 2 to 79 students. Abbreviations: n, number of individuals; SD, standard deviation; 
IQR, interquartile range; conv., conventional. 

 

  

  Cohort 1 Longitudinal cohort Cohort 2 

Waves  wave 1 wave 1 wave 2 wave 2 
Participants    
Total n 65 33 105 

Females n (%) 40 (62%) 20 (60%) 73 (70%) 

Grade level 
n (%) per level 
10th/11th/12th 

26/23/16 
(40/35/25%) 

20/13/0 
(60/40/0%) 

0/20/13 
(0/60/40%) 

29/38/38 
(28/36/36%) 

Age  
mean 

(SD, range) 
16.5 

(1.2, 14–19) 
15.8 

(0.9, 14-17) 
16.9 

(0.9, 15-18) 
16.7 

(1.1, 15-21) 
Chronotype  
(MSFsc; time in h)  

mean 
(SD, range) 

4.6 
(0.9, 2.1–7.0) 

4.3 
(0.7, 2.1-5.9) 

4.6 
(0.9, 0.8-6.2) 

4.7 
(1.0, 0.2-8.6) 

Social jetlag (h) 
mean 

(SD, range) 
1.8 

(0.7, 0.3-3.8) 
1.7 

(0.6, 0.3-3.1) 
1.9 

(0.6, 0.5-3.3) 
2.0 

(0.8, 0.2-6.0) 

Sleep duration (h) mean 
(SD, range) 

7.6 
(0.8, 5.2-8.9) 

7.7 
(0.8, 5.2-8.8) 

7.6 
(0.7, 6.1-9.0) 

7.7 
(0.7, 6.1-9.3) 

Proportion of schooldays with later starts  

 ≥9AM-use median 
(IQR) 

32% 
(19-55) 

39% 
 (20-51) 

22% 
(11-46) 

24% 
(10-47) 

Students reaching ≥8 hours of sleep in the flexible system 
8AM-days  % 15.4% 12.0% 3.0% 6.8 % 
³9AM-days  % 50.0% 59.4% 45.2% 47.3% 
Schooldays % 18.5% 18.2% 9.1% 13.3% 
Weekends % 73.8% 84.8% 69.7% 74.3% 
Academic grades per discipline on a scale from 0% (worst) – 100% (best) 

Languages median  
(IQR) 

53% 
(47-70) 

− −  53% 
(47-73) 

Sciences 
median  

(IQR) 
60% 

(47-73) 
− − 

67 % 
(53-73) 

Social Sciences 
median  

(IQR) 
60% 

(53-73) 
− − 

67% 
(53-73) 

Number of students per outcome 

Sleep 
8AM vs. ≥9AM-days n=60 n=28 n=79 

conv. vs. flexible system n=65 n=33 n=105 

Psychological 
benefits 

    n=91-93 

Academic grades  n=63-157 
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Students reported profound improvements in cognitive and psychological parameters on later school 

days 

To assess psychological benefits, we used survey data from the end of wave 2, which were provided by 
90% of cohort 2. Students’ subjective ratings of their sleep, cognition and well-being on 8AM-days 
compared to ≥9AM-days showed statistically significant improvement in all areas assessed (n=91-93; 
full statistics in Fig. 2). On days with later starts, students felt generally better, less tired during class,  
more motivated to actively take part in class, and were better able to concentrate. Students also 
reported a more positive attitude towards attending school and higher quality of self-study after school. 
Altogether this shows that students clearly preferred the late-start-option. 
 

Fig. 2 | Comparison of subjective psychological benefits between 8AM-days and ≥9AM-days in the flexible system.  
Results from the survey at end of wave 2 asking cohort 2 for the following ratings: a, ability to concentrate during 
class (Z= -6.419, n=93), b, quality of study at home after school (Z= -6.055, n=91), c, general wellbeing (Z=-6.559, 
n=93), d, motivation to attend school (Z= -5.927, n=92), e, attitude towards school (Z= -5.896, n=92), and f, 
tiredness during class (Z=-5.419, n=92). Wilcoxon signed rank test.  
*p<0.05, **p<0.01, ***p<0.001. 
 

 

Girls maintained their sleep benefit from later school starts more than boys after one year in the flexible 

system  

We wondered whether particular students benefitted more or less than others from later starts. 
Therefore, we assessed the relationship of chronotype, ≥9AM-use and gender with the core sleep 
benefit, the sleep gain on ≥9AM-days (the difference in sleep duration between ≥9AM- and 8AM-days).  
In the longitudinal cohort (n=28), 93% of students experienced a sleep gain on ≥9AM-days in both 
waves (Fig. 1g), so the sleep benefit was close to universal. Chronotype did not correlate with sleep 
gain (wave 1: r=-0.024, p=0.903; wave 2: r=-0.091, p=0.647), i.e. both early and late chronotypes appear 
to have benefitted equally from later starts (Fig. S2). We already observed this in cohort 1[59] and 
interpreted it as the consequence of the severe sleep deprivation in adolescent students afflicting even 
earlier chronotypes. Similarly, no matter how often the students attended school later, their sleep gain 
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on ≥9AM-days was not systematically affected. Although there was a slight trend towards smaller gains 
with more frequent ≥9AM-use in wave 1 (rho= -0.37, p=0.064; 3 outliers removed), it was driven – just 
like in cohort 1 - by a few over-benefitting individuals with low ≥9AM-use and it was absent during wave 
2 (rho=0.028, p=0.889; Fig. S2). In contrast, gender showed a clear effect on sleep gain after one year: 
both genders enjoyed similar sleep gains during wave 1, as also found in cohort 1[59], but boys clearly 
reduced their sleep gain during wave 2 from 1.3h (± 0.53) to 0.5h (± 0.53; detailed statistics in Fig. 1h). 
Follow-up analyses revealed that the reduced sleep gain in boys resulted from a delay in their sleep 
onsets on ≥9AM-days compared to 8AM-days, while their offset times were unaltered during wave 2 
(n=28; Fig. S3, statistics in figure). 
The bigger sample size of cohort 2 (n=79) allowed us to address the above relationships together in 
single regression models. Besides gender, chronotype and ≥9AM-use, we also included grade level 
(inherently incorporating age) as predictors modelling sleep gain, sleep onset delay and sleep offset 
delay (the differences in onset/offset between ≥9AM and 8AM-days; Tab. S1) to address again the 
reasons for the gender disparity. The regression results corroborated all observations from the 
longitudinal cohort showing that only gender had a significant influence on any of the outcomes, 
namely sleep gain and sleep onset delay (Tab. S1). Boys reduced their sleep gain on average by 0.52 h 
(b=-0.52, p=0.010), which was driven by a delay in their onset on ≥9AM-days by 0.53h (b=0.53, 
p<0.001), while their offset was unchanged (b=0.01, p=0.942). Sensitivity analyses indicated that this 
effect was not just driven by the longitudinal cohort comprising 35% of cohort 2. Taken together, while 
most inter-individual differences did not systematically influence sleep gains, boys showed a delay in 
sleep onset and thus displayed a smaller sleep gain on ≥9AM-days after one year in the flexible system.  
 
Sleep in the flexible system versus baseline 
Despite obvious improvements in sleep and subjective parameters on ≥9AM-days also after one year, 
it is essential to determine if these actually translated into better sleep in the flexible system overall. 
Based on our analyses of cohort 1[59], this was largely not the case during the first six weeks after the 
introduction of the flexible system. Most likely the limited ≥9AM-use in combination with occasional 
late starts during baseline reduced improvements by the flexible system compared to the conventional 
system. But did long-term effects emerge after one year? 
 
Students did not extend their sleep in the flexible system overall 

Analyses in the longitudinal cohort (n=33) revealed that students’ sleep was not improved compared 
to baseline even after 1 year in the flexible system. Despite small delays in sleep offset on schooldays 
(Fig. 3a, detailed statistics in Fig. 3 and Tab. S2), sleep duration on schooldays and across the week were 
not significantly increased at t1 or t2 compared to t0 (Fig. 3b). Students still only slept 7.6 h (± 0.65) on a 
daily average across the week (including weekend catch-up sleep) at t2, a sleep duration below the 
recommended 8-10 h for this age group[71]. Students’ chronotype remained expectedly late across all 
time points (Fig. 3c), and there was still a substantial difference between sleep timing on schooldays 
and weekends (Fig. 3a; Tab. S3 for similar results in cohort 2). Students’ social jetlag, which quantifies 
this typical shifting between the ‘schoolday-time zone’ and the ‘weekend-time zone’, although reduced 
at t1 by 30 min (± 0.62, p=0.002), was indistinguishable from baseline after one year (p=0.256; Fig. 3d). 
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So, the mild reduction in social jetlag experienced immediately after entering the system was lost later 
on, emphasizing that there was no widespread improvement in sleep under the low ≥9AM-use in the 
flexible system. 

 
Fig. 3 | Comparison of sleep parameters across school start systems.  
Sleep parameters from the longitudinal cohort (n=33) comparing the conventional start system at baseline (t0, 
grey) with the flexible system during wave 1 (t1, light red) and wave 2 (t2, dark red). a, Average sleep onset and 
offset on schooldays and weekends. Results of two-way repeated measures ANOVAs with the factors day 
(schooldays/weekends) and time point (t0/t1/t2) are provided. Given the significant interaction effect, main effects 
are not reported. Letters indicate results of post-hoc tests on simple contrasts, with data marked by different 
letters demonstrating significant differences. b, Average daily sleep duration across the week (weighted for 5 
schooldays and 2 weekend days), c, average chronotype, d, average social jetlag. Results of one-way repeated 
measures ANOVAs across time points are presented above each graph. Brackets indicate statistically significant 
post-hoc comparisons. All boxplots are Tukey boxplots. *p<0.05, **p<0.01, ***p<0.001.  
 

 

Do students receive better grades in the flexible system per se or with improved sleep? 

In the second part of our study, we analysed the longitudinal development of official grades in our 
sample (all cohorts). Specifically, we investigated i) whether the change in school start system, and ii) 
any resulting individual sleep benefits allowed students to improve their grades, and iii) whether 
students with disadvantaging sleep and circadian characteristics (shorter sleep duration, later 
chronotype, higher social jetlag) exhibited lower academic grades overall. In total, we analysed 16,724 
school-reported quarterly grades from 157 students (mean of 107 grades per student) that students 
received in 12 academic subjects over 2.5 years in the conventional system and 1.5 years in the flexible 
system (Tab. 2). Grades were provided by the school and subsequently transformed to a 0%-100% scale 
and grouped into three disciplines (Languages, Sciences, and Social Sciences).  
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Tab. 2 | Overview of linear mixed model analyses on official, quarterly grades.  
Four different models (and various submodels) were calculated, each with a different aim and including appropriate 
predictors (fixed effects) and interaction terms. All models included ID as a random intercept to incorporate random inter-
individual differences. Abbreviations: conv, conventional school start system; flex, flexible school start system. 

 

 

a Change refers to the absolute difference between the respective variable at t1 (flexible system wave 1) minus t0 (baseline). 
Positive values indicate higher numbers at t1.  

b Since the exact frequency of 9AM-starts during baseline (t0) is not known, 9AM-use was added as an absolute value rather 
than as the change from t0 to t1. Students attended school at ≥9AM at a median of 1 day per week in the conventional 
system.  

c From t2 if possible, else from t1. 
d Duration on schooldays.  

  Model 1 Model 2 Model 3a-d Model 4a-e 

Outcome 
Official grades  
(per quarter) 

Official grades  
(per quarter) 

Official grades  
(per quarter)  

Official grades  
(per quarter)  

Aim General effects  System effects  Effect of sleep changes 
Sleep effects in 
flexible system only 

Fixed  
effects 

System (conv/flex) 
Gender 
Grade level 
Academic quarter 
Academic discipline 

System (conv/flex) 
Gender 
Grade level 
Academic quarter 
Academic discipline 

System (conv/flex) 
Gender 
Grade level 
Academic quarter 
Academic discipline 
Changea in… 
a. … chronotype 
b. … sleep duration 
c. … social jetlag 
d. 9AM-useb 

- 
Gender 
Grade level 
Academic quarter 
Academic discipline 
- 
a. Chronotypec  
b. Sleep durationc,d 
c. Social jetlagc 
d. 9AM-use 
e. all of the above 
  

Interactions 
Gender * 
Academic discipline 

System *  
Academic discipline 
  
System * 
Gender 

System * 
 
Chronotype change / 
Sleep duration change / 
Social jetlag change / 
≥9AM-use 

 

- 

Random 
intercept 

ID ID ID ID 

Cohort Cohort 1 & 2 Cohort 1 & 2 Cohort 1 Cohort 1 & 2 

N 157 157 63  129 

Number of 
observations 16724 16724 6683  5111 

Data span 4 years:  
2.5 y conv & 1.5 y flex 

4 years:  
2.5 y conv & 1.5 y flex 

4 years:  
2.5 y conv & 1.5 y flex 

1.5 years: 
only flex 
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School start system showed no systematic effect on academic grades overall 

A simple comparison of overall grades yielded a small improvement in grade point average from 58.2% 
(± 2.1) in the conventional to 59.6% (±2.0) in the flexible system (Fig. 4a; t[154]=-2.15, p=0.033). 
However, attributing this improvement to the flexible system is likely unwarranted. From the 
educational literature it is known that grades are influenced by a multitude of factors, and comparisons 
that do not account for these can be misleading. We therefore applied linear mixed-effects regression 
models adjusting for potential confounders (Tab. 2). When incorporating gender, grade level 
(inherently including age), academic quarter, and discipline in addition to school start system in the 
analysis, the flexible system showed no systematic impact on students’ grades (Fig. 4b; b= -0.10, 
p=0.815, Model 1, Tab. S4), i.e. the flexible system was not associated with students receiving better or 

worse grades overall in our sample. 

 
Fig. 4 | Longitudinal analysis of official quarterly grades - effects of school start system and general predictors.  
Quarterly grades (0%-100%) were sampled from cohort 1 and 2 across 12 academic subjects of 3 disciplines for 4 
years i.e., for most students this was 2.5 years before and 1.5 years after the flexible school start was introduced 
(n=157 students; 16,724 grades; 107 grades per student on average). a, Simple, unadjusted comparison of 
average grades across all disciplines in the conventional and the flexible school start system via paired t-test 
(nID=157). Mean and 95% CI are indicated as well as the distribution of the underlying raw data (violin plots). The 
apparent increase in grades in the flexible system could not be confirmed in detailed analyses using linear mixed 
models. b-g, Visualization of mixed-model-determined influences on grades. Plots show marginal means from 
models 1 and 2 (Tab. S4), i.e. the estimated grade and 95% CI for the reference situation (female student, class 
level 10, quarter 1, languages, conventional system). Statistical significance is only indicated in the simple cases 
(b), results for more complex cases can be gleaned from the text and Tab. S4 and Tab. S5. b, Effect of school start 
system (model 1). c, Effect of grade level (model 1). d, Effect of academic quarter (model 1). e, Effect of academic 
discipline by gender (model 1). f, Effect of school start system by gender (model 2). g, Effect of school start system 
by academic discipline (model 2). 
 

Grades varied systematically with grade level, academic quarter, discipline and gender 

But what drives better grades in the unadjusted comparison if not the flexible system itself? The same 
factors that we adjusted for in the regressions also stood out as major predictors (Model 1, Tab. S4): 
Students in 12th grade (the last year in high school) did consistently better compared to their peers 
across all other grade levels (Fig. 4c) – a sort of “leavers effect” that has already been observed 
before[72]. Moreover, we found that students enjoyed a bump in grades in the last quarter of the 
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school year with an estimated improvement of 2.3 percentage points compared to the first quarter 
(Fig. 4d; b=2.34, p<0.001; Model 1, Tab. S4). The combination of these two effects might explain the 
positive finding of the unadjusted comparison: the flexible system replaced the conventional system 
mid-year between quarter 2 and 3, so quarter 4 and higher grade levels were overrepresented in the 
flexible system, which the t-test could not account for.   
The mixed models also revealed other strong systematic influences on grades in our sample. Firstly, we 
observed a clear difference between the disciplines: students performed generally best in Social 
Sciences, followed by Sciences and then Languages (Model 1, Tab. S4). Post-hoc tests (Fig. 4e) showed 
that these differences were highly significant for both genders (all p<0.001; post-hoc to Model 1, Tab. 
S5), except for girls’ grades in Sciences and Social Sciences, which were indistinguishable (b=-0.47, 
p=0.3895; post-hoc to Model 1, Tab. S5).  
Gender has been reported as another driving force for higher grades[73]. However, girls in our sample 
did not outperform boys overall (Model 2, Tab. S4 and Tab. S5). Girls were significantly better in 
Languages (Fig. 4e; b=4.72, p=0.0284; post-hoc to Model 1, Tab. S5), while boys surpassed them in the 
Social Sciences (b=-3.31, p=0.1269; post-hoc to Model 1, Tab. S5), and both genders did equally well in 
Sciences (b=-0.00, p=0.9915; post-hoc to Model 1, Tab. S5). 
 
The flexible system was linked with subtle improvements in Languages and subtle drops in Social 

Sciences grades 

Although we did not find evidence that the flexible system was linked with better grades overall (Model 
1, see above), the flexible system might be linked with grade improvements in certain disciplines and 
genders. To assess this, we looked at the interaction between i) school start system and discipline, as 
well as ii) school start system and gender in a second model (Model 2; Tab. S4). Neither females nor 
males significantly improved their overall grades from the conventional to the flexible system (Fig. 4f; 
post-hoc to Model 2, Tab. S5). In terms of discipline effects, we found that grades in Social Sciences 
slightly dropped (b=1.26, p=0.0384; post-hoc to Model 2, Tab. S5), Science grades remained unchanged 
(b=-0.07, p=0.8849; post-hoc to Model 2, Tab. S5), and Language grades slightly improved (b=-1.30, 
p=0.0168, post-hoc to Model 2, Tab. S5) in the flexible system. Notably, these changes were subtle but 
reduced the grade differences between the academic disciplines (Fig. 4g, Tab. S5). These small changes 
in opposite directions likely explain the absence of a net effect of the flexible system on overall grades. 
 
Improvements in chronotype, sleep duration, and social jetlag did not systematically improve grades 

What was the role of sleep parameters on grade developments? We speculated that students who 
showed greater improvements in the flexible system (i.e., advanced chronotype, lengthened sleep 
duration, and lowered social jetlag) also received better grades in the flexible system. Thus, we 
computed changes in sleep from t0 to t1 based on the subpopulation of students with sleep parameters 
during these time points (n=63, ~cohort 1). Adding these parameters separately into a third model 
(Models 3a-c, Tab. S6, Fig. 5a), we found that neither changes in chronotype (flex*chronotype change: 
b=0.10, p=0.845) nor sleep duration (flex*sleep duration change: b= -0.77, p=0.352) were 
systematically associated with changes in grades. Surprisingly, however, students who increased their 
social jetlag in the flexible system obtained slightly better grades (flex*social jetlag change: b=1.28, 
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p=0.027), which was contrary to our hypothesis. Therefore, our analyses in this subsample suggest that 
sleep improvements experienced immediately after transitioning to the flexible system did not result 
in detectable higher academic achievement.  

 
If not linked to sleep improvements, were grades nonetheless linked with the choice of more later 
school starts? The results of Model 3d suggests that higher 9AM-use was associated with worse grades 
in the conventional system (b=-3.04, p=0.015), a link reversed partly – albeit not significantly – in the 
flexible system (flex*9AM-use: b=0.59, p=0.101; Fig. 5a and Tab. S6). Hence, students who made high 
use of the late-option in the flexible system were predominantly the lower-achievers, but they tended 
to profit at least slightly from more later starts.  
Absolute effects of sleep characteristics (not their changes) on grades within the flexible system (Model 
4, n=129 students) also showed no systematic influence on grades, independent of whether they were 
added separately into the model (4e) or together (4a-d; Fig. 5f, Tab. S7). However, higher 9AM-use was 
associated with lower grades (Model 4d: b=-2.12, p=0.022; combined Model 4e: b=-1.32, p=0.272) 
which tallies with results from Model 3d: it seemed that mainly lower-achieving students liked to use 
the 9AM-option.
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Fig. 5 | Longitudinal analysis of official quarterly grades - effects of sleep and 9AM-use.  
Results from linear mixed model analyses of quarterly grades (0-100%) considering sleep variables as well as the 
frequency of ≥9AM-starts in suitable subcohorts (cohort 1 in model 3 and cohort 1 and 2 in model 4). a,f, 
Schematic of the structure and results from models 3 and 4 (Tab. S6 and Tab. S7)  showing the outcome, official 
quarterly grades (center), all predictors (black-framed boxes), the statistical significance of their effect (arrows; 
black: p<0.05, grey: p≥0.05), the unstandardized regression coefficients (b-values) and ID as random intercept 
(dashed box). General predictors (white) are categorical variables, so the levels with the highest impact are shown 
compared to their reference (female, grade level 10, quarter 1, languages). b-values are approximate in a, 
indicated by ≈, as representing results from models 3a-d.  
a, Effect of changes in sleep and of 9AM-use on grade improvements from the conventional to the flexible system. 
Summarized results from models 3a-d (nID=63; Tab. S6) where each submodel included a different yellow 
predictor in interaction with school start system (conventional/flexible; bflex*change) to model effects of sleep 
changes on grade changes.  b-e, Visualization of the yellow interaction effects from (a) via marginal means, i.e.  
grade estimates and 95% CI for the reference situation (female student, class level 10, quarter 1, languages) and 
categorical splits in the continuous sleep change variables to facilitate display. The effect of school start system 
on grades by b, chronotype change (advance/delay), c, sleep duration change (sleep loss/sleep gain), d, social 
jetlag change (reduction/increase) from the conventional to the flexible system, and by e, the frequency of 9AM-
use (<2days/≥2 days) in the flexible system.  
f, Effect of absolute sleep characteristics on grades in the flexible system. Summarized results from model 4e 
(nID=129; Tab. S7) predicting grades only for the flexible system, i.e., 1.5 years post-change, including the red sleep 
predictors in one common model after running separate models (4a-d) to check for collinearity.  g-j, Visualization 
of the red effects from (f) via marginal means, i.e. grade estimates and 95% CI for the reference situation (female 
student, class level 10, quarter 1, languages).   *, p<0.05; **, p<0.01; ***, p<0.001.  
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Discussion 

Teenagers show restricted sleep on school days and oversleep on weekends. Early school starts are a 
major determinant of this pattern, thereby impacting on students’ daily lives and their future 
trajectories. Most studies that looked at delayed school starts and sleep improvements were cross-
sectional and thus could not track individual differences over time. We investigated whether a flexible 
school start system allows teenagers to reduce their sleep deprivation long-term, and whether changes 
in sleep translated to higher academic achievement in such a system.  
The few studies that recorded sleep changes longitudinally after a delay in school start times reported 
mixed results. Bowers and Moyer (2016) determined in a meta-analysis[35] that all five longitudinal 
studies examined showed sleep extensions after a school start delay, and this benefit persisted until 
the follow-up period at 0.25 to 6 months after the delay[36,49,52,74,75]. Lo et al. (2018) also tracked 
sleep after a 45-min delay and found a delay in bedtime of 23 min which was sustained after 9 
months[46]. In contrast, Thacher and Onyper (2016) showed a 20-min sleep extension after 45-min 
delay disappeared after 1 year because students delayed their sleep times[45]. Das-Friebel et al. (2020) 
also provided evidence that students merely shifted their sleep timing to later and thus did not benefit 
from their 20-min school delay after 1 year[47].  
Here, in the flexible start system compared to the conventional start system, we found no shift in sleep 
timing but also no net sleep gains, which is probably connected to the low uptake of later starts of only 
1-2 days per week on average and occasional later starts already during the conventional system. We 
identified three main reasons for this low uptake via survey answers during wave 1: students could not 
fulfil their quota of 10 self-study periods per week without otherwise getting home later in the 
afternoon (75%), it was easier to get to school for the 8AM-start (40%), and students wanted to have 
more time to study (27%)[59]. During wave 2, these reasons remained the most common ones (54%, 
37%, 50% respectively), although yet another year later the uptake apparently rose to a median of 79% 
(IQR=70-86), i.e. 4 days per week, according to the school. It is therefore likely that the temperate use 
of the flexible starts during our recording period underlies the persistent absence of sleep benefits in 
the flexible system in our sample. Thus, many more late starts are probably required to translate into 
net sleep benefits in a flexible system. Alternatively – or in addition – the flexible system might have 
compensated a potential deterioration in sleep with increasing age or adolescence[76,77] and the 
absence of a net change in sleep between all time points is actually a success as it prevented a 
worsening. Longitudinal observational data, however, are unfortunately not suited to answer this 
question. 
Within the flexible system, our results demonstrate that sleep length on ≥9AM-days in the flexible 
system remained increased on average by 1 hour even after one year, and that ≥9AM-starts were 
subjectively helpful for students across many psychological domains. The sleep and psychological 
effects might be either downstream of each other (e.g. longer and better sleep improving well-being 
and concentration or vice versa) or parallel improvements (e.g. more self-determination in the flexible 
system improving both sleep and psychological aspects in day-time functioning). The finding that almost 
every single student profited from a later start highlights the pervasiveness and severity of sleep 
deprivation in this age group. 
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Importantly, however, while girls’ sleep benefit on ≥9AM-days was completely sustained over the 
follow-up period, boys’ sleep gain was reduced after 1 year since they fell asleep later on ≥9AM days 
than on 8AM-days at t2. This could have been a cohort effect but the larger cohort 2, which had a similar 
gender ratio, showed the same pattern. The delay in sleep onsets for boys but not for girls is a central 
finding, since avoiding delays in sleep onsets is key to long-term success of later school start times, both 
flexible and fixed. Our analyses revealed no effects of chronotype or frequency of later starts on this 
delay. We can thus only speculate about the possible biological, psychological and behavioral reasons 
explaining the observed gender difference, ranging from different circadian light sensitivities to 
(un)consciously differing sleep hygiene or pre-bed activities. For example, girls may have remained 
careful with their sleep hygiene since they continuously appreciated the extra sleep, while boys may 
have started to exploit their “longer” evenings for activities increasingly important to them. Boys could 
have also engaged in more screen-activities such as video games on school nights[78] before later 
school starts and thus received a stronger blue-light stimulus delaying sleep onsets on those nights. 
Alternatively, over time, boys may have developed a different strategy than girls about why and when 
they chose later starts. They may have chosen later starts predominantly on mornings after late nights 
because they fell asleep late. From our speculation it is clear that this gender difference after 1 year 
raises many central questions and might underlie the contradictory findings from the few previous 
longitudinal studies (with e.g. all-girls samples[46] or few gender analyses), highlighting the urgent need 
for long-term follow-ups of sleep timing adjustments.  
The benefits of later school starts are also reflected by the fact that 45% to 59% of students across all 
cohorts enjoyed at least 8 hours of sleep on ≥9AM-days (Tab. 1), while numbers looked worrying on 
8AM-days, when only 3% to 15% of students reached the minimal amount of 8h required for healthy 
sleep in teenagers[71]. Although students still did not get the recommended 8-10h on school days 
overall, this demonstrated that later starts are beneficial for teenage sleep and constitute a move in 
the right direction. Sleep lengths on ≥9AM-days got closer to more optimal levels which were otherwise 
only observed on weekends when 70-85% of students reached at least 8h of sleep.  
Another bonus is that students themselves liked the new system. They were more motivated to go to 
school, they rated their concentration and motivation higher during class, and generally felt better on 
≥9AM-days. These are all prerequisites for good academic achievement. However, we report here that 
these sleep and psychological benefits were only associated with higher grades at first sight. When not 
adjusting for confounding factors, we observed a small improvement of grades in the flexible system, 
which would be in line with some previous studies[e.g., 34,51]. We argue, however, that such simple 
pre-post analysis of aggregated grades is not suited to answer this complex question – although this 
has been frequently done despite the use of cross-sectional data. Few other studies on grades 
performed proficient analyses, such as mixed regression models[45], quantile regression models[53] or 
difference-in-difference approaches[54,55,79] accounting for available confounders. Often, self-
reported grades, grades from a single academic subject[51] or coarse categories such as “mostly 
As/mostly Bs” were used as outcomes precluding sensitive or detailed analyses[34]. Results from these 
investigations included many null-findings[34] and the positive effects were rather small with changes 
ranging mainly from 1-4 percentage points on a 0%-100% scale. Nonetheless, positive effects of delayed 
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school start times on academic performance have been widely proclaimed, bound to raise falsely high 
expectations in parents and teachers. 
When we considered grade level, discipline and quarter in our mixed model analyses of our rich 
longitudinal dataset, we find that the flexible system is clearly not associated with overall grade 
improvements except for subtle increases in Languages and subtle decreases in Social Sciences. In fact, 
the “confounders” weighed much stronger in our sample than any system effects on individual 
disciplines: graduating students did constantly better, highest grades were given in the final quarter of 
the year, and students were most successful in Social Sciences. Furthermore, the interplay between 
gender, discipline and school start system on grades is complex. 
Importantly, we also did not find any expected relationships between chronotype, social jetlag, or sleep 
duration with grades in our sample. Neither changes in these sleep parameters from the conventional 
to the flexible system nor their absolute values in the flexible system showed any link with grades - 
except for changes in social jetlag. Surprisingly, an increase, not a decrease, in social jetlag in the flexible 
system was predictive of higher grades in the flexible system. We have not been able to identify obvious 
explanations for this finding in exploratory analyses, except for the fact that weekend sleep was much 
more variant and backed by fewer data points than schoolday sleep, pointing towards a potential 
chance finding. A likely explanation for our null-finding for the other sleep parameters is a possible lack 
of power in our sample of 157 students (even though we have >16,000 longitudinal grades) given the 
small effect sizes previously identified. Thus, we cannot preclude a subtle effect in our sample but any 
such effect is likely extremely small and thus rather meaningless for real-life.  
There is a substantial body of evidence supporting that both acute and chronic sleep loss compromises 
alertness, cognitive performance and memory, and reduces engagement to perform well (performance 
effort)[27,80,81]. Thus, improving sleep in sleep-deprived teenagers is very likely to improve their 
learning[82–84]. The question is whether better learning mediated by improved sleep actually 
translates into better grades. Students’ grades are known to be strongly affected by many factors 
beyond those captured in our study or others’ investigations on this topic. Models of teaching and 
learning include factors of individual students, such as motivation and prior knowledge; factors of the 
learning environment, such as learning atmosphere or class mates; and factors of instruction, such as 
teachers and instructional quality[85,86]. Additionally, research has shown that especially factors of 
instruction greatly influence students’ learning[87,88]. Furthermore, grades are not always valid 
measures of students’ academic performance, as teacher include other factors such as compliance, 
effort, attitude, or behavior in their assessment[89]. Therefore, it may be a big ask and possibly naive 
to expect grades to improve noticeably and within a few months after delays in school start times have 
been affected. Rather, we should acknowledge maintained achievements (under potentially less effort) 
besides the gift of more sleep and better well-being.  
Our study has several limitations that have not yet been mentioned. Sleep analyses were solely based 
on subjective diaries entries. However, importantly, diary data corresponded very well to objective 
activity data in cohort 1 [59], and other studies report similar correlations[90,91], so we assume faithful 
reporting from our sample. Furthermore, our sleep calculations did not consider potential naps and 
hence might underestimate the total sleep duration in some students. We could not obtain information 
about teaching quality and classroom atmosphere but accounted for gender, quarter, grade level, and 
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discipline - factors that are often overlooked in the field. Finally, we also did not have data on the 
socioeconomic background of our participants but students attending high school (the most academic 
type of school in Germany) tend to be from families with higher socio-economic status and often at 
least one parent has a similar educational level (65.9% of parents have A-levels, and 22.2% a General 
Certificate of Secondary Education equivalent[92]).  
In conclusion, one should bear in mind that what matters most is the mental and physical health of our 
students. Even the most motivated students cannot learn when they are busy trying to keep their eyes 
open. Most importantly, teaching students to take responsibility, which incorporates to decide for 
themselves when to learn and to some extent when to start school, increases their motivation, 
investment, and wellbeing, and can thus have potential indirect effects on their sleep quality. These 
factors together form a profound basis for good academic achievement – a development that might 
take much longer than the time frames generally investigated, and might not necessarily translate into 
meaningful grade improvements. Nonetheless, maintained grades in addition to better sleep and well-
being is already a central achievement.  
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Supplementary Figures  
 

Fig. S1 | Alarm-driven waking on 8AM-days and ≥9AM-days in the flexible system. Histograms displaying the 
distribution of alarm-driven waking on schooldays (% of recorded schooldays) for 8AM-days (left panels) and 
≥9AM-days (right panels) a, Longitudinal cohort (n=28) during wave 1, b, during wave 2, and c, cohort 2 (n=79). 
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Fig. S2 | Inter-individual differences in sleep gain on ≥9AM-days. Shown are relationships between chronotype 
(MSFsc; local time) or frequency of ≥9AM-starts (% of schooldays with later starts) with sleep gain on ≥9AM-days. 
Sleep gain was quantified as the absolute difference in sleep duration between ≥9AM and 8AM-days, with positive 
numbers indicating longer sleep duration on ≥9AM-days. Data are from the longitudinal cohort (n=28) during a, 
wave 1 (light red) and b, wave 2 (red). Results of Pearson correlations are indicated in figures; grey circles indicate 
Tukey outliers that were removed for statistical analysis.  
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Fig. S3 | Gender differences in sleep onset and offset on ≥9AM-days versus 8AM-days in the flexible system. 
Depicted is the average absolute difference in a, sleep onset (sleep onset delay) and b, sleep offset (sleep offset 
delay) between 8AM and ≥9AM-days for the longitudinal cohort (n=28), with higher numbers indicating later 
times on ≥9AM-days. Results of two-way mixed ANOVAs with the between-subjects factor gender (female/male) 
and the within-subjects factor wave (light red=wave 1/red= wave 2) are reported above each graph. Given the 
significant interaction effect on sleep onset delay, main effects are not reported, instead statistically significant 
post-hoc comparisons are indicated. All boxplots are Tukey boxplots. *, p<0.05; **, p<0.01; ***, p<0.00
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Fig. S4 | Correlations between sleep variables. Spearman rank correlations between the sleep variables social 
jetlag, chronotype (MSFsc), and sleep duration on schooldays, as well as frequency of ≥9AM-starts (n=129). *, 
p<0.05; **, p<0.01; ***, p<0.001 
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Supplementary Tables 
 
 
Tab. S1 | Individual differences in sleep gain on ≥9AM-days. Linear regression analyses on sleep gain, sleep onset delay and 
sleep offset delay on ≥9AM-days compared to 8AM-days in cohort 2 (N=79).  Abbreviations: b, unstandardized coefficient; 
std. error, standard error; t, t-statistic; p, p-value. R2 describes the explanatory power of the model (how much variance is 
explained). R2 adjusted is the explanatory power accounted for the number of predictors in the model. 

 
  Sleep onset delay Sleep offset delay Sleep gain 

Predictors b 
std.  
error 

 t p b 
std.  
error 

 t p b 
std.  
error 

 t p 

(Intercept) 0.25 0.34  0.72 0.471 1.27 0.31  4.10 <0.001 1.03 0.49  2.09 0.040 

Gender: Malea 0.53 0.14  3.90 <0.001 0.01 0.12  0.07 0.942 -0.52 0.20  -2.64 0.010 

Grade level: 11b -0.03 0.17  -0.16 0.872 -0.21 0.16  -1.33 0.186 -0.19 0.25  -0.73 0.468 

Grade level: 12b 0.01 0.18  0.08 0.933 -0.10 0.16  -0.62 0.538 -0.11 0.26  -0.45 0.655 

Chronotype 
(MSFsc; time in h) -0.08 0.07  -1.06 0.295 0.03 0.07  0.51 0.611 0.11 0.11  1.05 0.298 

9AM-use 
(schooldays/ 
week) 

0.04 0.06  0.55 0.583 -0.11 0.06  -1.77 0.081 0.14 0.09  -1.50 0.139 

Observations 79 79 79 

R2 / R2 adjusted 0.175 / 0.119 0.072 / 0.008 0.113 / 0.052 

 
aReference is female. 
bReference is grade level 10. 
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Tab. S2 | Sleep differences between school start systems and type of day in the longitudinal cohort (post-hoc comparisons relating 
to Fig. 3a). Two-way repeated measures ANOVAs were run for sleep onset, sleep offset, and sleep duration with the within-factors 
day (schooldays/weekends) and time point (t1/t2/t3) (see Fig. 3a). Because of significant interaction of both factors, simple main 
effects were carried out as post-hoc tests for time point comparisons and paired t-tests for day comparisons. Data presented are 
mean ± standard deviation from the longitudinal cohort (n=33) for these factors and the post-hoc results. 

 Sleep onset   

School System t0 t1 t2 Simple main effect 
Post hoc  

paired t-tests 

Schooldays -0.54h ± 0.79 -0.43h ± 0.75 -0.39h ± 0.73 F(2,31)= 1.61  
p=0.217 

- 

Weekends 0.74h ± 0.94 0.46h ± 0.91 0.81h ± 1.00 F(2,31)= 2.681  
p=0.084 

- 

Simple main 
effect 

F(1,32)=153.70 
p<0.001 

F(1,32)=62.57 
p<0.001 

F(1,32)=72.88 
p<0.001 

Main interaction 
Day*System: 

F(2,64)= 0.4.17 
p<0.020 

 

 Sleep offset   

School System t0 t1 t2 Simple main effect 
Post hoc  

paired t-tests 

Schooldays 6.62h ± 0.45 6.80h ± 0.47 6.76h ± 0.44 
F(2,31)= 9.029  

p=0.001 
t0-t1: p<0.001 

t0-t2: p=0.025 

Weekends 9.69h ± 0.97 9.31h ± 0.87 9.42h ± 0.93 
F(2,31)= 4.882  

p=0.014 t0-t1: p=0.004 

Simple main 
effect 

F(1,32)=294.21 
p<0.001 

F(1,32)=240.44  
p<0.001 

F(1,32)=322.85 
p<0.001 

Main interaction 
Day*System: 

F(2,64)= 10.418 
p< 0.001 

 

Sleep duration 

School System t0 t1 t2 Simple main effect 
Post hoc  

paired t-tests 

Schooldays 7.10h ± 1.00 7.14h ± 0.56 7.16h ± 0.47 F(2,31)=0.539 
p=0.588 

- 

Weekends 8.57h ± 0.42 8.50h ± 0.43 8.36h ± 0.55 
F(2,31)=2.700 

p=0.083 
- 

Simple main 
effect 

F(1,32)=120.238 
p<0.001 

F(1,32)=96.519 
p<0.001 

F(1,32)=59.066 
p<0.001 

Main Interaction 
Day*System: 

F(2,64)= 3.880 
p=0.026 
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Tab. S3 | Sleep differences between school start systems and type of days in cohort 2. Sleep data from cohort 2 
(n=105) are presented as mean ± standard deviation, and were analysed via paired t-test. 
 

 
 
 
 

 Sleep onset Sleep offset Sleep duration 

Schooldays -0.38h ± 0.81 6.83h ± 0.55 7.21 ± 0.76 

Weekends 0.85h ± 1.11 9.57 ± 1.13 8.72h ± 0.95 

Paired t-test 
t(104)=-14.757, 

p<0.001 
t(104)=-26.471, 

p<0.001 
t(104)=-14.230, 

p<0.001 
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Tab. S4 | Linear mixed regression models 1 and 2: General and system effects on grades. Predicted outcomes are 
quarterly grades (0%-100%) in 12 academic subjects from students of cohort 1 and 2 (n=157). Abbreviations: b, 
unstandardized coefficient; se, standard error; t, t-statistic; p, p-value; σ2, variance of residuals of random effects; 
τ00, variance of ID intercepts of random effects; ICC, intra-class correlation coefficient (describes how much 
variance is explained by the random effects); N, number of participants; Marginal R2 describes the amount of 
variance explained by the fixed effects (predictors); Conditional R2 describes the amount of variance explained by 
the full model. 

 

 
 a

Reference is conventional system. 
b
Reference is female. 

c
Reference is grade level 10. 

d
Reference is quarter 1. 

e
Reference is Languages.

  Model 1 Model 2 

Predictors b std.  
error 

 t p b std.  
error 

 t p 

(Intercept) 54.11 1.21  44.74 <0.001 52.79 1.21  43.56 <0.001 
System: Flexible systema -0.10 0.42  -0.23 0.815 0.64 0.55  1.16 0.244 
Gender: Maleb -4.72 2.13  -2.21 0.028 -1.43 2.12  -0.67 0.501 
Grade level: 7c 1.17 0.74  1.60 0.111 1.23 0.74  1.66 0.097 
Grade level: 8c 3.11 0.49  6.39 <0.001 3.15 0.49  6.44 <0.001 
Grade level: 9c 2.59 0.34  7.53 <0.001 2.62 0.35  7.58 <0.001 
Grade level: 11c 0.50 0.35  1.42 0.155 0.48 0.36  1.34 0.180 
Grade level: 12c 3.44 0.55  6.21 <0.001 3.37 0.56  6.05 <0.001 
Quarter: 2d 0.82 0.32  2.59 0.010 0.82 0.32  2.58 0.010 
Quarter: 3d 0.30 0.34  0.88 0.378 0.25 0.34  0.75 0.451 
Quarter: 4d 2.34 0.33  7.15 <0.001 2.30 0.33  7.00 <0.001 
Discipline: Sciencese 3.40 0.30  11.36 <0.001 5.22 0.30  17.30 <0.001 
Discipline: Social Sciencese 3.87 0.36  10.69 <0.001 7.25 0.37  19.33 <0.001 

Male*Sciences 4.74 0.54  8.83 <0.001      

Male*Social Sciences 8.03 0.65  12.44 <0.001      

Flexible system*Sciences      -1.23 0.54  -2.29 0.022 
Flexible system*Social Sciences      -2.56 0.63  -4.05 <0.001 
Flexible system*Male      1.32 0.52  2.53 0.011 

Random Effects 

σ2 200.29 202.07 
τ00 146.38 ID 146.37 ID 
ICC 0.42 0.42 
N 157 ID 157 ID 

Observations 16724 16724 
Marginal R2 / Conditional R2 0.033 / 0.441 0.028 / 0.436 



 

 113 

 Tab. S5 | Post hoc results of mixed models 1 and 2. Results are presented as marginal estimated means of 
quarterly grades scaled 0-100% (standard error), degrees of freedom. Simple contrast results are presented as 
estimated difference of academic grades (standard error), p-value. Degrees of freedom method: Kenward-Rogers. 
Results are averaged over the levels of system or gender, grade level, and quarter. Tukey method for comparison 
of 3 estimates. 

Model 1 

Gender Languages Sciences Social Sciences Simple contrasts 

female 
56.7 (1.19) 

166  
60.1 (1.19) 

166  
60.6 (1.21) 

176 

Languages-Sciences: 
-3.41 (0.30), p<.0001 
Languages-Social Sciences: 
-3.87 (0.36), p<.0001 
Sciences-Social Sciences: 
-0.47 (0.36), p=0.3895 

male 
52.0 (1.79) 

164 
60.2 (1.78) 

163 
63.9 (1.80) 

172 

Languages-Sciences: 
-8.15 (0.45), p<.0001 
Languages-Social Sciences: 
-11.90 (0.54), p<.0001 
Sciences-Social Sciences: 
-3.76 (0.52), p<.0001 

Simple 
contrasts 

4.72 (2.13) 
p=0.0284 

-0.00 (2.13) 
p=0.9915 

-3.31 (2.16) 
p=0.1269 

 

Model 2 

System Languages Sciences Social Sciences Simple contrasts 

conventional 
54.7 (1.08) 

168 
59.9 (1.08) 

167 
62.0 (1.10) 

182 

Languages-Sciences: 
-5.22 (0.30), p<0.0001 

Languages-Social Sciences: 
-7.25 (0.38), p<0.0001 

Sciences-Social Sciences: 
-2.03 (0.37), p<0.0001 

flexible 56.0 (1.14) 
212 

60.0 (1.13) 
206 

60.7 (1.16) 
227 

Languages-Sciences: 
-3.99 (0.45), p<.0001 

Languages-Social Sciences: 
-4.69 (0.51), p<.0001 

Sciences-Social Sciences: 
-0.69 (0.49), p=0.3355 

Simple 
contrasts 

-1.30 (0.54) 
p=0.0168 

-0.07 (0.61) 
p=0.8849 

1.26 (0.61) 
p=0.0384 

 

System Female Male  Simple contrasts 

conventional 
59.6 (1.18) 

160 
58.2 (1.77) 

158 
 

female-male: 
1.43 (2.12), p=0.5010 

flexible 59.0 (1.22) 
186 

58.9 (1.81) 
173 

 female-male: 
0.11 (2.14), p=0.9580 

Simple 
contrasts 

0.62 (0.45) 
p=0.1726 

0.7 (0.56) 
p=0.2106 
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Tab. S6 | Linear mixed regression models 3a-d: Effect of changes in sleep and ≥9AM-use on grade improvements from the 
conventional to the flexible system. Predicted outcomes are quarterly grades (0%-100%) in 12 academic subjects from students of 
cohort 1 (n=63) over 4 years. “Change” refers to the absolute difference of the respective sleep variable between the conventional 
and the flexible system (t1-t0). Positive numbers mean later chronotype, longer sleep and more social jetlag in the flexible system (t1). 
9AM-use is the frequency of ≥9AM-starts at t1 (no baseline data for calculation of change available). Abbreviations: Flex, Flexible 
system; b, unstandardized coefficient; se, standard error; p, p value; σ2, variance of residuals of random effects; τ00, variance of ID 
intercepts of random effects; ICC, intra-class correlation coefficient (describes how much variance is explained by the random effects); 
N, number of participants; Marginal R2 describes the amount of variance explained by the fixed effects (predictors); Conditional R2 
describes the amount of variance explained by the full model. 

 

aReference is female.  
bReference is grade level 10.  
cReference is quarter 1.  
dReference is Languages. 

 

  
Model3a:  
Chronotype change 

Model3b: 
Sleep duration change 

Model3c: 
Social jetlag change 

Model3d: 
9AM-use  

Predictors b se p b se p b se p b se p 

(Intercept) 53.26 1.97 <0.001 53.30 1.94 <0.001 53.29 1.95 <0.001 53.35 1.86 <0.001 
System: Flexible system -0.01 0.68 0.983 0.00 0.68 0.998 0.04 0.68 0.953 0.02 0.68 0.977 

Gender: Malea -2.56 3.24 0.432 -2.64 3.11 0.399 -2.64 3.15 0.405 -2.80 2.98 0.352 
Grade level: 7b 5.96 3.33 0.074 6.31 3.35 0.060 6.46 3.34 0.053 5.89 3.33 0.077 
Grade level: 8b 2.52 0.77 0.001 2.49 0.77 0.001 2.49 0.77 0.001 2.50 0.76 0.001 
Grade level: 9b 2.14 0.57 <0.001 2.13 0.57 <0.001 2.11 0.57 <0.001 2.08 0.57 <0.001 
Grade level: 11b 1.07 0.53 0.045 1.08 0.53 0.042 1.11 0.53 0.039 1.11 0.53 0.038 
Grade level: 12b 3.42 0.82 <0.001 3.38 0.82 <0.001 3.37 0.82 <0.001 3.46 0.82 <0.001 
Quarter: 2c 0.71 0.50 0.157 0.70 0.50 0.160 0.71 0.50 0.155 0.71 0.50 0.154 
Quarter: 3c 0.47 0.54 0.386 0.46 0.54 0.392 0.47 0.54 0.380 0.48 0.54 0.367 
Quarter: 4c 2.31 0.52 <0.001 2.30 0.52 <0.001 2.30 0.52 <0.001 2.31 0.52 <0.001 
Discipline: Sciencesd 6.22 0.40 <0.001 6.22 0.40 <0.001 6.22 0.40 <0.001 6.22 0.40 <0.001 
Discipline: Social Sciencesd 7.63 0.48 <0.001 7.63 0.48 <0.001 7.64 0.48 <0.001 7.64 0.48 <0.001 

Chronotype change (MSFsc; h) 0.40 2.18 0.855          

Flex* Chronotype change 0.10 0.53 0.845          

Sleep duration change (h)    2.32 2.94 0.434       
Flex* Sleep duration change    -0.77 0.83 0.352       

Social jetlag change (h)       0.11 2.11 0.958    

Flex* Social jetlag change       1.28 0.58 0.027    

9AM-use (schooldays/week)          -3.04 1.21 0.015 
Flex*9AM-use          0.59 0.36 0.101 

Random effects  
σ2 205.07 205.05 204.92 204.99 
τ00 140.27 ID 139.10 ID 140.24 ID 128.08 ID 
ICC 0.41 0.40 0.41 0.28 
N 63 ID 63 ID 63 ID 63ID 

Observations 6683 6683 6683 6683 
Marginal R2 / Conditional R2 0.040 / 0.430 0.043 / 0.430 0.041 / 0.430 0.071 / 0.428 
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Abstract 

Adolescents are chronically sleep deprived since their tendency to sleep late clashes with early 
school starting times. One obvious countermeasure is to delay school starts, and there is ample 
evidence that such a policy is followed by improvements in sleep and health. However, whether 
these improvements translate into better academic performance - given the central role of 
sleep in memory consolidation, learning and motivation - is difficult to ascertain given the mixed 
literature on this topic.  

Here, we thus present a systematic review on school starting times and academic performance 
in middle and high-school students, considering grades and standardised test scores as 
performance measures. Our detailed analysis of the quality of the evidence, including risk of 
bias assessment, revealed that the current evidence is insufficient to support that delaying 
school times improves academic performance. We highlight critical methodological aspects 
and how to increase the quality of evidence in future studies. 

Keywords: school starting times, adolescence, academic performance, grades, scores, sleep 
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Introduction  

In many countries around the world, schools start early – often to reduce transportation costs and to 
adapt to organisational factors, such as after school activities. What early SSTs, however, do not 
accommodate is teenage sleep. Teenagers should optimally sleep on average 8 to 10 hours per night as 
recommended by the American Academy of Sleep Medicine[1]. Furthermore, driven my biological and 
behavioural changes, teenagers progressively delay their sleep window during puberty[2–7]. Early 
school starting times (SSTs) clash with the longer and later sleep needs of teenagers, leading to wide-
spread, chronic sleep restriction in the student population[8–14]. School start changes have been at the 
centre of many scientific and political debates during the past decades following accumulating evidence 
that sleep restriction is detrimental for psychological and physical health[e.g. 15–18] and learning[e.g. 
19–21], both in the short and long run. Consequently, the first schools, mainly in the USA, decided to 
delay their SSTs.  

During the past ten years, other outcomes with regards to school start times have been investigated, 
such as cognitive and academic performance. This also culminated in recent scientific and media 
attention. In many education systems, course grades or standardised scores remain in fact one of the 
most important aspects of students’ future, often determining pathways and possibilities for admission 
to higher education, jobs, and careers[22–24]. Since short sleep has been linked to detrimental effects 
on learning, memory, and cognitive performance[25–28], it is fair to hypothesize that delaying SSTs 
could result in better academic performance mediated by longer sleep duration or improved sleep 
quality.  

However, findings from the literature on this topic are very heterogenous, likely due to methodological 
differences in outcome variables and study designs[e.g. 29,30]. For instance, academic performance has 
been operationalised in different ways (e.g. self-reported grades, single final grades, grade point 
averages, standardized test scores) and with different scales, making comparisons across studies, 
schools, or countries very difficult. In addition, study designs vary considerably across studies and 
performance is influenced by many student-and school-level factors[e.g. 31–35]. Therefore, study 
designs need to account for these confounding factors, requiring highly advanced statistical analyses.  

Previous reviews have summarized the effects of delaying SSTs on various variables (e.g., sleep, 
tardiness, absences, motor vehicle accidents and health), of which some also considered some aspects 
of academic performance[e.g. 29,30,36]. We identified 11 peer-reviewed reviews that discussed SSTs 
in relation to academic performance in relation to SSTs but no unifying conclusion can be drawn from 
them[29,36–45] (only 3 out of the 11 existing reviews were systematic reviews[36,45,46]). Despite this, 
articles accessible to the general public often claim that later SSTs improve school performance (a 
Google search of “school starting times” and “grades” in December 2020 gives the following first 3 hits: 
“Later school start times linked to better teen grades”[47], “Teens get more sleep, show improved grades 
and attendance with later school start times, researchers find”[48], “More Evidence Finds That Delaying 
School Start Times Improves Students’ Performance, Attendance, and Sleep”[49], while some public 
outreach programs, such as infographics, also convey this message[50]). 

Since performance shapes future career trajectories, answering the question whether delaying SSTs 
improves academic performance therefore goes beyond simple and genuine scientific curiosity - a 
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rigorous analysis of the current evidence is warranted. In our review, we therefore followed the PRISMA 
guidelines for systematic reviews to ascertain a high-quality reviewing process. We identified 
methodological concerns of previous reviews, such as missing discussion of the quality of evidence, 
missing detailed description of the type of outcome variable and statistical analysis, and inclusion of 
both high-school and college students, who differ in terms of their sleep characteristics and class 
schedules. The aim of this review was therefore to systematically search and review both peer and non- 
peer reviewed articles (to reduce publication bias) on SSTs and course grades or test scores in middle 
and high-school students, providing an overview of the results and an overall description of the quality 
of the evidence, according to the PRISMA guidelines.  

 

Methods and Materials 

Literature search 

Our focused question was whether changes in school start times in middle or high-schools (or 
international equivalents) have any effect on academic performance as measured in (standardised) test 
scores or course grades (both subjectively and objectively reported). To this end, we conducted a 
systematic electronic literature search in Web of Science and PubMed via Endnote (version 9.3.1), and 
an online search on SCOPUS in August 2020. All languages, article types or year of publications were 
allowed. The following search terms were used (in title, abstract or the keywords):  

school start times OR school start time OR school starting times OR school start delay OR start late OR 
start early 

AND 

grades OR school performance OR academic performance OR test scores OR standardized scores OR 
achievement 

Additionally, reference lists of previous reviews and articles were scanned to ensure complete retrieval. 
We included two unpublished articles that are currently under review in a peer-reviewed 
journal[51,52].The PRISMA flowchart (Fig. 1) was followed to adhere to preferred reporting guidelines 
for systematic reviews[53].  
 
Study selection criteria 

All duplicates were removed via the Endnote duplicate function or manually in case the software failed 
to pick it up. All titles and abstracts were subsequently screened on relevance with regards to the focus 
question. Full articles were only searched if the following study selection criteria were fulfilled: grade or 
score analyses were explained; participants were middle-school or high-school students; articles 
included both a change/variation in SSTs and a measure of academic performance (course grades or 
scores). 
 
Data abstraction and analysis 

The recommended PRISMA guidelines for data synthesis and systematic reviews were followed[53]. 
AMB and GZ independently and systematically extracted pre-defined study characteristics (Tab. 1).  
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Fig. 1 | PRISMA flowchart. The PRISMA flow diagram for our systematic review process detailing the 
database searches, the number of identified records, titles and abstracts screened, the final studies 
included in qualitative synthesis and reasons for exclusion of studies. 

 
Studies were grouped by study design, i.e. longitudinal design with a control group, without a control 
group, and cross-sectional design. Note that a longitudinal design incorporates that individual students 
are followed over several time points (cohort study); a cross-sectional study compares different students 
at one time point, or over several time points. It was noticed that several cross-sectional studies 
described their design as longitudinal because they followed the same schools or districts over several 
time points (which might or might not include similar students). Authors were contacted if information 
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Fig. 1 | PRISMA flowchart. The PRISMA flow diagram for systematic reviews detailing the database searches, 
the number of identified records, titles and abstracts screened, the full texts retrieved,studies included in 
qualitative synthesis and reasons for exclusion of studies.
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was missing, not clearly defined or further analyses were available upon request. If authors responded, 
information was updated accordingly. If authors did not answer or failed to provide necessary 
information in the original article, this was marked as “NA” in Tab. 1 and flagged orange or red in the 
reporting bias category in Tab. 2. 
 
 

Risk of bias assessment 

AMB and GZ systematically conducted a pre-defined risk of bias assessment. There were no randomised 
controlled trials (RCT) in the final sample. Due to large methodological differences between studies bias 
assessment guidelines for RTC had to be adapted (given that there are no standard guidelines for non-
RTCs). To this end, items from the GRADE scheme[54] and ROBINS-I tool[55], which are used for non-
RTCs, were included and modified. Each study was evaluated on the following bias categories and 
flagged green (=low risk), orange (=intermediate risk) or red (=high risk): 

Selection bias (randomization): participants were randomly assigned to the control group or the 
treatment group. Non-RTC are high risk by definition. 

Allocation concealment: researchers did not know the sequence or method of randomisation and hence 
could not predict the next allocation. Non-RTC are high risk by definition. 

Reporting bias on author level: authors did not or only partially reported all outcome variables, sources 
of outcomes, statistical analyses or general information necessary to judge the study. When information 
was available upon request the authors were contacted. 

Responder bias on student level: students could be biased when self-reporting, which is not the case 
for objectively reported grades or scores provided by official sources (e.g. the registry or state level 
administrations).  

Performance bias (blinding of participants/personnel): participants who knew that they took part in a 
study are prone to behavioural changes (Hawthorne effect). If informed consent was given, students 
were considered unblinded, else they were blinded. This also covers a potential self-selection bias 
towards taking part in a study.  

(Dis)similarity of baseline characteristics: characteristics between cross-sectional groups or between 
control and treatment groups were checked.  

Appropriate statistical models: statistics were appropriate for the given study design and accounted for 
confounders.  

Cohort bias (control group present): longitudinal changes might be due to cohort characteristics and 
not due to an intervention when no control group was present. Only applies to longitudinal studies.  

Tab. S1 contains the decision criteria for the risk of bias assessment. Mutual agreement was sought after 
discussion of critical points between scorers AMB and GZ. In case no agreement was possible, a third, 
independent scorer (KM) made the final decision. A total score was calculated as follows: green 
contribute 1 point, orange 0.5 points and red 0 points towards the overall score. The maximal possible 
score was 8 for the longitudinal studies with a control group, 6 for the longitudinal studies without a 
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control group, and 7 points for cross-sectional studies. A good evidence score was then calculated as 
the percentage of the maximum score (e.g. 6 out of max 8 points = 75%). The different bias categories 
were not weighted. 
 
 

Results 

Literature search 

When applying the search terms to title, abstract and keywords, a total of 3,428 articles were identified 
of which 3,090 remained after duplicate removal (Fig. 1). Due to this large number, studies were further 
screened only based on their title which resulted in 570 articles. One coder (AMB) then excluded 480 
manually due to irrelevant titles. The abstracts of the remaining 85 studies were screened by both 
coders (AMB and GZ), who agreed on 47 studies (80% inter-rater agreement) and additionally identified 
16 studies through reference lists of included studies. Two additional studies which are currently under 
review were also included[51,52]. Hence, 64 full-text articles were screened of which 21 were included 
in the qualitative synthesis. Forty-one studies were excluded based on the pre-defined exclusion criteria 
(Fig. 1).  
 
Study characteristics and quality 

In the following, summary information concerning all included studies are reported (see also Tab. 1).  
 
School type and cohort characteristics 

The majority of studies collected data in high-schools (>900 schools), of which 2 were also boarding-
schools[56,57], 2 grammar schools and 2 vocational schools[58]. Other school types were 119 middle 
schools and 85 elementary schools (the latter were not considered here). In two studies school type 
was not specified[59,60]. Quite strikingly, the sample sizes varied drastically between 157 to >770,000 
individual students and up to >1 Mio number of observations. However, some authors did not 
distinguish between number of individuals, number of schools and number of observations. In 13 
studies, age of participants was reported and ranged from approximately from 11-19. Most studies were 
conducted in the US (13)[56–69], followed by South Korea (4)[52,70–72], Germany[51], Croatia[58], 
England[73], and one unknown location[74] (Fig. 2a and Tab. 1). Gender ratios, ethnicity/race and a 
proxy for socioeconomic status (SES; free or reduced lunch eligibility) were not consistently reported.  
 
Study designs 

We mainly identified longitudinal and cross-sectional studies. The 11 longitudinal studies always 
included a change in SSTs and hence had an intervention group[51,55,56,59,63–65,69–72]. However, 
only 6 studies had an additional control group with no change[52,65,70–72] or advance of SSTs[60] (Fig. 
2b). Several studies with a change in SST did not follow individual students but conducted longitudinal 
comparisons of schools or districts over one[69] or several years[59,68], or at one time point after the 
change[62]. Four studies compared several schools in various districts without an intervention but based 
on their different school start times[58,61,67,74].  One study also had an A-B-A design, in which the 
school start delay during phase B was abolished to return to baseline start time (A)[73]. This was 
presumably a cross-sectional design comparing the school with a national average over several years 
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(with 2 years of overlapping students) but no clear judgment was possible, thus the study was classified 
as “unclear”. Similarly, one other study[63] very likely cross-sectionally compared grades in schools; 
again the study was classified as “unclear”. Authors of both studies were contacted to clarify but could 
not be reached. 

 

Fig. 2 | Characteristics of included studies. a-d, Pie charts depicting key characteristics of the 21 studies included 
in the final review. Since several studies used multiple types of analysis or assessed multiple outcomes, the total 
number in c,d is >21.  e, Histogram displaying the magnitude of the school start changes reported in the 21 studies. 
When a study reported ranges, the maximum of the range was taken. Please note that these numbers therefore 
just provide a rough overview and are far from precise. Abbreviations: NA, not available; w, with; w/o, without; 
CG, control group; GPAs, grade point average; ACT, American College Test; GCSE, General Certificate of Secondary 
Education; PLAN, preliminary ACT. 

 

Statistical analyses   

A vast range of different statistical analyses was reported (Tab. 1 and Fig. 2c). Notably, especially 
regressions were dominantly used, ranging from general OLS regressions[59,60,67,68,70], quantile 
regression[60], difference-in-difference methods[52,65,70,72], binomial regression[69,71], linear 
mixed models[51,66] to path analysis with probit regression[74]. One study reported Oster models with 
bounded effects and instrumental estimates[67]. Another[61] study used MANOVA, while more simpler 
analysis which did not control for covariates were also used. These were t-tests[63,66,73], X2-tests[57], 
Mann-Whitney Test[58] and correlations[63]. Kelley et al. used t-tests and made value-added 
predictions about the school performance compared to the national average[73]. Several authors did 
not report statistical analysis[56,62,64].  
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Study outcome measures 

Authors did not always provide complete explanations as to whether tests scores were standardised 
making clear distinction between course grades and scores a challenge. Clearly defined scores were ACT 
scores (American College Test)[59,65,68], national achievement scores or PLAN scores[63], 
standardised test scores from Regents Exams[66], standardised end-of-course exams[68], annual 
national assessment of achievement in South Korea[72], GCSE in the UK (General Certificate of 
Secondary Education)[73], and Woodcock-Johnson Revised Test of Basic Achievement scores[67], all of 
which were objectively reported (except for Groen et al. which was unclear[67]) (Fig. 2d). The remaining 
studies presumably analysed unstandardised scores or objective grades[51,52,60,61,64,68,70] (Milic et 
al. was unclear[58]) and subject grades[56,57,62,63,69,71,74]. Sampling resolution was mostly once per 
year, the highest reported resolution was once per academic quarter[51]. 

 

Fig. 3 | Overall study results and effects sizes. a, Standardised beta coefficients ordered by magnitude and study 
author from a subset of studies that reported standardised coefficients and statistically significant effects (n=8 of 
21). Only these statistically significant effects are depicted, non-significant ones were left out. Standardised 
coefficients are in units of standard deviation of the outcome variable. Quarter refers to the academic quarter of 
a school year in Germany. Low socioeconomic status was measured as free lunch status. For exact study references 
see Tab. 1. b, Summary of simplified findings from all included studies (N=21). The total is >21 since several studies 
reported multiple outcomes. Abbreviations: SST, school start time; SES, socio-economic status. 
 

 

Amount of school start time change 

The maximal delays that studies reported was on average 63.6 min (median=60, SD=26.4) with a range 
of 25 to 135 min (Fig. 2e). This is an approximation of the maximal possible delays reported in the studies 
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and not the exact amount that each school per study changed. Since some studies only provided SST 
ranges or a minimal start delay, no precise numbers can be given here. In 2 studies, SSTs were actually 
advanced by 40 min and 25-45 min respectively[60,65]. One study changed to a flexible SSTs in which 
students could choose daily whether to attend school at 8:00h or 8:50h[51]. 
 
Magnitude of effects 

In order to compare the magnitude of (statistically significant) positive results, standardised beta 
coefficients were compared across studies and with other covariates where these were reported (Fig. 
3a). Non-white students and students with a lower SES showed performance disadvantages, while 
gender differences varied in both directions. One study demonstrated the harmful effects of advancing 
start times on ACT scores by at least 30 min[74]. Overall, Fig. 3a shows that the magnitude of the 
influence of school start times is smaller than students’ SES or their ethnical/racial background. In line 
with this, studies from Edwards[60] and Bastian and Fuller[68] demonstrated that disadvantaged and 
minority students particularly benefitted from later starts. Note that only statistically significant and 
standardised coefficients are displayed in Fig. 3, which gives a biased picture towards positive results of 
school start times on performance (see also Fig. 3b which puts findings from 3a into the overall 
perspective of all included studies). 
 

Summary of individual study results 

In the following, we shortly report findings of all included studies grouped by their study design. 
Altogether, 5 studies found clear positive effects of delayed school start changes on academic 
performance[52,60,62,73,74], 5 studies reported 8 mixed effects[61,63,67,68,72], 9 studies did not 
detect significant effects (12 individual outcome reports)[51,56,57,59,64–66,70,71], one study reported 
negative effects[58], and one study’s finding was unclear[69] (Fig. 3b). One study reported that an 
advance of at least 30 min was associated with decreased self-reported grades[74], while Lenard et al. 
did not find that an advance hampered ACT scores[65]. Four studies investigated the same 9 o’clock 
policy in South Korea[52,70–72]. Although they considered partly different outcomes and schools 
(middle vs high-schools) they likely analysed data from overlapping students, hence this cannot be 
entirely regarded as independent evidence. The same applies to Wahlstrom et al. who conducted 
several studies in the same district: the earliest report from 1997[62] might have been followed up 
longitudinally in 2004[75] but due to missing descriptions this is not entirely clear to the reader. 

 

Longitudinal studies with control group 

Edwards (2012)[60] followed several middle schools in Wake County, North Carolina (USA) over 8 years 
(up to Nobservations>102,000) of which 9 schools delayed, 4 advanced and 11 did not change their SSTs. 
The authors analysed objective standardised end-of-year test scores in reading and math via regression 
models with pooled OLS models and accounted for various covariates both on the student and school 
level. They found that a 1h later school start corresponded to a 1.8-2.9 percentile increase in math (0.06-
0.07 SD) and 1.0-3.6 increase in reading (0.04-0.05 SD) when adjusted for covariates, and that the effect 
was stronger for lower achieving students.  
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Jung (2018)[70] followed 85 elementary and 63 middle schools (Nstudents>4,000) in South Korea 3 years 
prior to and 2 years after a delay from 8:00h-8:20h to 9:00h. Participants were recruited as part of the 
Gyeonggi Education Panel Study and their objective Korean, English and math course grades were 
reported. The author found no effect for the longitudinal comparison with the control group (difference-
in-difference estimation/OLS estimation). Similar to Kim [72] and Biller et al.[51], the author also found 
that when not controlling for covariates, test scores increased, while the effect became non-significant 
(statistically and biologically) when covariates were added.  

Kim (2018)[72] also compared high-schools from two districts in South Korea (Nstudents>2,000), of which 
Gyeonggi adopted a 9 o’clock start time policy. Pre-change SSTs in this district ranged from 7:40-9:00h 
and were delayed to 9:00h post-change, while Seoul did not change (control group). The author used 
the difference-in-difference method and mixed within-between regression models to estimate the 
influence of the 9 o’clock policy on the objective Annual National Assessment of Educational 
Achievement for 9th and 11th graders, and the College Scholastic Ability Test (CSAT) for 12th graders (data 
cover 5 years pre and 2 years after the change). Only male 11th graders showed an increase of 0.06-0.08 
SD for math, even after adjusting for confounders. CSAT scores did not increase significantly with the 9 
o’clock policy.   

Similarly, Rhie and Chae (2018)[71] studied South Korean districts of which Gyeonggi delayed SSTs 
(baseline from a range of 7:30h-8:10h) to 9:00h and Daegu, Gyeongbuk and Ulsan did not (SSTs range 
from 7:30h to 8:00h; control group). In their very large sample (Nstudents>42,000) from middle and high 
schools they found that self-reported GPAs increased year by year in both the intervention and the 
control group (data cover 2 years pre and after the change). Their logistic regression thus did not detect 
any significant benefit of delaying SSTs.  

Shin (2018)[52] is the fourth study which investigated the South Korean 9 o’clock policy effects in 
Gyeonggi (change in SST from around 8:20 to 9:00 AM), compared to Seoul (control group), but the 
author used objective semester grades as outcome and focused on middle schools (Nobservations>33,000). 
The data span 2 years and was analysed using the difference-in-differenced method which accounted 
for various individual and school-levels variables. Shin reported an 0.03 SD increase in math and 0.02 SD 
increase in reading grades when adjusted for time trending.  

Lenard et al. (2020)[65] found no significant change in objective standardised American College Test 
(ACT) scores, neither in their longitudinal nor their cross-sectional comparison of about Nstudents~10,000 
students in 8 cohorts in Wake Country, North Carolina, USA. The authors looked at 19 high schools of 
which 5 had advanced their SSTs from 8:05h to 7:25h, while the control group (14 high schools) kept 
their start at 7:25h. Their data spanned 4 years prior and 7 years after the change. They had also 
controlled for various individual and school-level variables. 

 

Longitudinal studies without control group 

Quite uniquely, Biller et al. (2020)[51] investigated the effects of flexible SSTs on sleep and objective, 
quarterly grades of senior students of a German high school for up to 2.5 prior and 1.5 years after the 
change. Students chose daily whether to attend school at 8:00h or 8:50h. Longitudinal linear mixed 
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model analyses of ~17,000 grades of 12 academic subjects pooled into 3 disciplines (Nstudents=157) 
indicated that the flexible system did not have a positive effect on grades when accounted for several 
student and school-level factors.  

Boergers et al. (2014)[56] studied an independent U.S. high school (boarding school) in Rhode Island 
that delayed its start time from 8:00h to 8:25 (Nstudents=197). The percentage of students who reported 
to obtain “mostly Bs or better” changed from 93% to 91% after 2 months, however statistics were not 
reported.  

Owens et al. (2010)[57] used the same outcome variable as Boergers et al.[56] in their study of 
Nstudents=201 from an independent US high-school (boarding and day school) in Rhode Island (USA) over 
6 months (3 time points of assessment). They found that a school start delay from 8:00h to 8:30h was 
associated with a non-significant increase of students reporting to mostly obtain Bs or better (82% pre 
vs 87.1% post, using a χ2 test). 

Thacher & Onyper (2016)[66] studied Nstudents~800 across 4 years from one public high school in Glen 
Falls, NY (USA) which delayed their SSTs from 7:45h to 8:30h. They used mixed effect analyses to analyse 
longitudinal effects (2 years before and after the change), adjusting for multiple covariates and including 
moderator effects. This analysis indicated no systematic positive effect on subjectively reported GPAs 
(0-100%) nor subject-specific GPAs or standardised test scores (Regents exam). They did find positive 
effects for 11th overall GPAs, however, only when they ran cross-sectional comparison (increase from 
78.79% to 81.34%). In contrast, no systematic effects on individual academic subjects were found in this 
cross-sectional analysis. In fact, 2 out of 20 subjects were significantly worse after the change and also 
Regents exam scores decreased significantly. 

Wahlstrom (2002)[64] investigated the effect of later SSTs in 7 US high schools in Minneapolis, 
Minnesota (USA) for 3 years before and after the change from a 7:15h to an 8:40h start. The author 
analysed objective letters grades and found small improvements that were not statistically significant. 
However, no actual numbers (or the letter grade scale), nor any statistical test were reported. 

 

Cross-sectional studies  

Groen and Pabilonia (2019)[67] studied Nstudents=1200 from a sample of 790 U.S. high schools, and 
reported that a 1h-delay in high school start times was associated with increased reading scores (but 
not math scores) by 0.16 SD for females (p≤ 0.1), while no significant effect was found for males. The 
authors used OLS models, including many covariates (individual, family, high school, and community 
characteristics) that were added sequentially to the models. Data came from 2 years, sampled once per 
year. 

Hinrichs (2011)[59] found no association between SSTs and ACT scores (Nstudents> 196,000) after a delay 
of 85 minutes from 7:15 to 8:40 AM in 73 schools in Minneapolis when accounting for various student-
level and district level covariates and the length of the school day using OLS regression models (9 years 
of data). In a similar analysis, the author also found no effect on Kansas assessment scores in reading, 
maths, science, and social disciplines including all public high-schools in Kansas (1,666 schools; up to 5 
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years of data). In another sample of 75 schools in 19 districts in Virginia, again no association was found 
between delayed SST and test scores in standardized end-of-course exams (8 years of data).   

Bastian and Fuller (2018)[68] sampled data in 410 high schools in North Carolina for 4 years of which 23 
changed their start times (9 schools by ≥30 min). The authors tested both the influence of a linear SST 
delay per 1h and a categorised school start depending on actual start time in Nstudents>770,000 on overall 
and 1st period course grades, standardised end-of-course exams, and ACT scores. Linear regression 
models showed that only a start at 8:30h or later was associated with 0.05 SD improvements in 1st period 
course grades. Importantly, this was one of the only studies that particularly focused on specific 
subgroups of students: especially low-performers, students with a minority background and with low 
SES benefitted per 1h later starts (0.05-0.07 SD in course grades and up to 0.28 SD in ACT composite 
scores).  

Dunster et al. (2018)[69] reported results from a cross-sectional comparison of one semester biology 
lab course grade from 2 high schools in Seattle which delayed their starts from 7:50h to 8:45h (median 
grade was 77.5% in year 1 and 82% in year 2; N=178). Using generalised linear models (binomial), they 
assessed whether years differed based on the predictor grade (as described in the methods and the 
analysis script). Better grades were predictive of year but this was after adjusting for sleep offset, 
chronotype and sleepiness. With year as the dependent variable and controlling for differences 
between the years, this analysis was not suited to answer whether later school starts are associated 
with better grades. 

Milić et al. (2014)[58] analysed the final semester grades of 4 Croatian schools (grammar and vocational 
schools) with alternating morning and afternoon schedules at one time point; 2 schools followed early 
schedules (7:00 and 13:00), while 2 schools had later schedules (8:00 and 14:00). Based on their sample 
of Nstudents=821 they concluded that students attending the early schedules got better grades (p<0.001; 
72.0% vs 65.6% in the later scheduled schools). A Mann-Whitney Test was used which did not consider 
any covariates. Additionally, their samples consisted of three times more boys in the early scheduled 
schools which might interfere with their results, given that gender very likely influences grades.  

Wolfson et al. (2007)[61] compared the average fall quarter grade (0-100%) of a total of Nstudents=205 
attending either an early middle school (starting at 7:15h) or later middle school (starting at 8:37 AM) 
in New England (USA). MANOVA results with school, grade and gender as predictors indicated that 8th 
graders in the later school obtained better objectively reported grades than their early school peers 
(p<0.01, 83.79% vs 76.85%) while no difference was found for 7th graders after half a year.  

Lewin et al. (2017)[74] compared 26 middle schools clustered into 3 groups depending on their SSTs 
(earliest, early, late). The authors obtained self-reported grades (“mainly As”, “mainly Bs”, “mainly Cs”, 
“mainly Ds/Fs”) and sleep duration from Nstudents>32,000 students in 3 years (unknown location). Path-
analyses with probit regression with grades as outcome, sleep duration as mediator and inclusion of 
several covariates showed better grade estimates in the latest SST group compared to the earliest 
schools) but not to the early schools. This was in a similar magnitude range as gender (females better 
than males) and ethnicity (non-whites worse than whites). Free lunch status as a proxy for SES clearly 
had the biggest impact on grades, while the influence of sleep duration as a mediator was smaller but 
still significant.  
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Wahlstrom et al. (1997)[62] compared high schools in three districts in Minnesota (USA) of which district 
A delayed its start time for high-schools to 8:30 and district B and C stayed with their earlier starts of 
7:25h and 7:15h respectively. The author found that mean self-reported grades in district A were highest 
compared to the other 2 districts, however statistical analyses and the use of covariates were missing. 
Results for middle schools (7-8th graders) were comparable but again no statistics were given and 
differences were marginal. 

 

Unclear study design 

Kelley et al. (2017)[73] followed English high school students (N>2,000) for 1 year with a school start at 
8:50h, for 2 years with a delayed start at 10:00h, and for another year in which the school changed back 
to the original start time (A-B-A design). As the only study in our selection, the authors measured the 
percentage of students making good academic progress (i.e., achieving 5 or more GCSE grades of C or 
better in English, math and at least 3 other subjects) compared to the national average. Using t-tests 
they found that the delayed SST was associated with an 12% increase in the value-added number of 
students making good academic progress in GCSE exams taken at age 16. The value-added number 
describes the percentage of good academic progress above the predicted outcome from the year 
before. This study was classified as “unclear study design” since we were unable to judge the design 
with certainty given the longitudinal and cross-sectional parts with probably partly overlapping students 
across years. 

The same applies to Wahlstrom et al. (2014)[63] who analysed self-reported grades, objectively 
reported GPAs, and standardised test scores (state-wide achievement tests or PLAN) from 9-12th graders 
over several years (but presumably not the same students) after a school start delay from 7:35-7:50h 
to 8:00-8:55h in Minnesota, Colorado, and Wyoming (USA), and found mixed and mostly not-significant 
effects. The author used t-test and correlations and did not consider covariates. 
 

Risk of bias assessment 

A systematic risk of bias assessment was performed to judge the evidence quality of included studies 
(Tab. 2). Conducting a meta-analysis was not sensible given the large differences between studies in 
terms of outcomes, study design, interventions, and the type of analyses. Since none of the studies were 
RCTs, selection bias (no randomisation or allocation concealment) was high by definition for all studies. 
Most longitudinal studies with a control group performed best, with 2 out of 6 studies achieving a good 
evidence score of at least 75%[65,70] and 3 more studies achieving a 60% score[52,60,72]. In fact, 2 
studies could have improved their score to >75% simply by ensuring sufficient reporting of outcomes 
and statistical analyses[52,72]. Five studies followed the same students longitudinally, however did not 
provide any control group which unfortunately decreased their evidence quality[51,56,57,64,66]. 
Furthermore, these studies mostly suffered from blinding issues (all 5), inappropriate use of statistical 
models (3 of 5)[56,57,64], and reporting bias[56,64] (2 of 5). Within the cross-sectional studies, 3 of 8 
stood out with having a good evidence score of at least 75%[59,67,68]. The remaining 5 studies lacked 
blinding[58,61,62,69,74], 5 reported but did not control for dissimilarities of baseline 
characteristics[58,61,62,69,74] and in 3 studies appropriate statistical tests were not fulfilled[58,62,69]. 
Two studies could not be classified; thus no overall score was given[63,73]. 
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Taken together, in many studies basic reporting standards were only partially met, blinding was a high 
concern in over half of the studies (performance bias was high), and appropriate statistical models which 
control for confounders were not used in 8 of 21 studies (with 3 intermediate risk classifications). With 
over half of the studies not reaching at least 60% of our good evidence score, the quality of the evidence 
is only moderate. On the positive side, especially the longitudinal studies with a control group showed 
a high evidence quality. Furthermore, all included studies had appropriate large sample sizes (and/or 
high resolution) and were therefore very likely suited to detect a true effect (i.e., power was presumably 
sufficient). 
 
 

Discussion  

Chronic sleep restriction in teenagers has become a serious health concern worldwide[e.g. 11,76]. The 
widespread sleep restriction is largely a result of the conflict between the biologically late sleep times 
typical of adolescence and the early SSTs imposed by society[e.g. 77–79]. Delaying bell times has the 
great potential of improving cognitive functioning, physical health and well-being of students by 
improving sleep (as reviewed elsewhere[30,38,42]) with possibly relatively little costs[80,81]. But does 
a delay in SSTs also translate into improved academic performance in middle and high school students? 
We conducted a systematic literature search and identified 21 studies that investigated whether SSTs 
have any systematic effect on course grades or test scores.  The results showed that the current 
evidence is not sufficient to answer this question with any certainty, which is partially due to 
methodological shortcomings in the presented studies. 
 
Methodological considerations 

Our systematic risk of bias assessment showed that the evidence was mostly moderate (only 8 out of 
21 studies achieved a good evidence score of at least 60%). Specifically, we did not identify any 
randomised controlled trial (as already lamented by a Cochrane review[36]), which is not surprising 
considering the given circumstances and hesitation of many schools to participate in complex and time-
consuming study designs[82]. We identified longitudinal studies with a pre-post design that followed a 
specific cohort of students over time i) including a control group that did not change start times, and ii) 
without a control group. A second common design were cross-sectional studies that compared 
different, independent groups of students (either at one specific time point or over several years) with 
varying start times. Studies that performed best in the risk of bias assessment were mostly longitudinal 
studies with a control group, a large sample size and with appropriate and advanced statistical analyses 
that controlled for possible confounders. 
 
Conclusions from good evidence studies 

What do studies with low risk (i.e., a >75% good evidence score) conclude about the influence of SSTs 
on academic performance? Lenard et al. (2020)[65] found that advancing SSTs by 40 minutes did not 
affect ACT scores, while Jung (2018)[70] showed that delaying start times by 40-60 min only improved 
grades when personal covariates were not controlled for. If studies with a good evidence score of 60% 
are also considered, the picture is more complex: two studies report small gains in math and 
reading[52,60], and one reported small effects on math but not on Korean nor English[72]. Three cross-
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sectional studies also achieved a good evidence score of over 75%[59,67,68]. The associations found 
between SSTs and academic performance again did not point in one direction: Groen and Pabilonia 
(2019) considered a range of different start times and reported small increases on the Woodcock-Test 
but only for females and reading[67], while Hinrichs did not find any positive association of a delay of 
85 min on either ACT scores, Kansas assessment scores, or end of course exams[59]. Bastian and Fuller 
(2018) reported that only a 8:30h or later start was necessary for positive associations with 1st period 
grades[68]. Furthermore, the authors showed that especially lower achievers, minority students and 
students with a low SES benefit from later starts. In summary, good evidence studies report either no, 
relatively small, or not generalisable effects of changing SSTs – a more nuance effect is thus very likely.  
 
Do result for course grades and scores differ? 

Maybe results become more consistent when we distinguish between effects on test scores and grades? 
Since course grades and standardised scores possibly measure different underlying skills and 
knowledge, they might also differ in their sensitivity to SST changes. For instance, standardised test 
scores seem to be sensitive enough to reflect effects of other school policies, e.g. reducing classroom 
size[83] or racial segregation[84]. However, general test scores usually measure the accumulated 
knowledge over several schooling years making them possibly less sensitive to acute changes in 
SSTs[65]. They are also often scheduled at the beginning of the school day[59] and therefore 
confounded by time-of-day effects on attention and fluid intelligence (e.g. logic, reasoning, problem 
solving)[14,65,85,86]. Moreover, in the case of ACT or PLAN scores, tests are usually only taken by high-
achieving students applying for admission to college – a specific student population which is prone to 
ceiling effects, making these students less likely to benefit from later SSTs compared to lower-achieving 
students as 2 other studies also confirmed[60,68].  
Course grades, on the contrary, derive from exams taken by all students. If collected with high temporal 
resolution (i.e. more than once per year), they are also potentially more sensitive to acute SSTs changes 
and less influenced by time-of-day effects if distributed evenly across the day. On the down side, grades 
might be more influenced by certain student characteristics, such as conscientiousness or 
perseverance[87], and more subjective since they are given by teachers. Such a “teacher bias” could 
particularly influence the results of interventional studies if not controlled for. Altogether, both 
standardised test scores and course grades have their pros and cons, which might be the reason why 
no clear answer emerges even when results are grouped by outcomes: there was no tendency or 
differential effect on either objective test scores: 1 positive[73], 5 null findings[59,65,66], and 5 mixed 
results[63,67,68,72]; objective grades: 2 positive[52,60], 4 null findings[51,64,66,70] and 2 mixed 
results[61,68]); or self-reported grades: 2 positive[62,74], 3 null findings[56,57,71], and 1 mixed[63], 
negative[58] and unclear result respectively[69]).  
 
Considerations of power and dose 

An alternative explanation could be that studies were not large and sensitive enough to systematically 
detect any effect, i.e. that their power was not sufficient. Even though most authors did not report 
power specifically, this is also very unlikely: almost all studies had very large sample sizes (up to > 1 Mio) 
and were able to detect other influences such as gender differences, performance gaps between whites 
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and non-whites and poorer performance in students with lower SES backgrounds. The effect sizes of 
these factors tended to be of larger magnitude than effect sizes for changes in school starts (Fig. 3a).  
Another interesting consideration is that effects of SSTs on performance might not be linear. When 
exactly should schools start? How much should schools delay their bells? These are important practical 
questions that are, however, difficult to answer. Intuitively, one would expect that small delays are not 
enough to produce robust effects. However, it is not clear whether further delays would be beneficial 
or even harmful. Hinrichs[59] tried to model this hypothesis using spline regressions but found no clear 
results. Furthermore, the latest start time in the studies reviewed here was 10:00h and the largest delay 
was 135 min. Despite a great variation in delays and SSTs, we were not able to detect any clear dose 
response curve, i.e. positive effects only appearing with the largest delay. Nevertheless, the American 
Association of Pediatrics recommends to start schools not earlier than 8:30h[88] which is supported by 
Bastian and Fuller[68] who found that only when school started at 8:30h or later, significant positive 
effects were detected on 1st period grades, although overall grades were unaffected. A second 
consideration about dose is how long the school has already operated in a delayed system – the longer 
the delay has been in place, the longer students were exposed. Several studies considered time trends 
for several years before and after a change (when the delay was kept) but again, no unifying evidence 
was reported from these studies. 
 
Factors influencing academic performance 

A very likely reason for inconclusive results is the many different variables affecting course grades and 
test scores which add a layer of complexity to an apparently simple question. Whether these variables 
are assessed, considered, and controlled for can drastically change the conclusions of a study. These 
influences range from student-level factors (e.g. chronotype[89], ethnic or racial background[68], 
conscientiousness[87] or prior knowledge[90]) to family-level factors (e.g. parental involvement[91], 
parental education[70], or SES[92]), and to classroom- and school-level factors (e.g. classroom size[83] 
and atmosphere[90], teacher quality[93]). Indeed, we also observed here that SES and race/ethnicity 
influence performance (Fig. 3a). Moreover, there are sleep variables, such as chronotype, sleep duration 
and daytime sleepiness that play an important role for health, cognition and learning and are often 
connected to demographic variables, such that students with difficult social backgrounds are also prone 
to reduced and poorer sleep than their more advantaged peers[94,95]. It is therefore likely that only a 
subset of students really benefit from later SSTs. Stratified analyses could answer this question, but have 
rarely been done (for notable exceptions see[60,68] which confirm such tendencies). In general, 
reflecting on confounders, their influence on academic performance and on how they might also be 
affected by changes in SSTs is important for designing future studies.  
 

Suggestions for future studies 

In addition to these considerations, several general methodological aspects have been identified that 
could be improved in future studies: 

• Provide graphs that depict study designs to facilitate understanding   
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• Sufficient description of basic demographics of the studied population (including Nstudents and 

Nobservations, grading scales, descriptions of the outcome and a brief overview of the educational 
system) should be ensured 

• Be aware that cross-sectional comparisons do not allow for causal interpretation 

• Collecting objective grades (from a range of different academic subjects and across the year) 
or standardised test scores is recommended; self-reported composite grades or scores with 
low resolution should be avoided 

• Randomisation could be achieved at the class or school level  

• Control groups are feasible and important  

• To control for placebo effects, it is possible to e.g. assess the expectations of students, teachers 
and parents 

• For the highest evidence quality, longitudinal intra-individual assessments with a pre-post 

assessment and a comparison group are needed  

• It is essential to use appropriate statistics for the given study design which considers the 

influence of covariates. The lack of covariates and accounting for trending can result in 
misleading conclusions even when good study designs were implemented 

• Is the effect size meaningful for the individual student? Put findings into perspective 
 
 

Limitations of the review 

In this systematic review, the PRISMA guidelines were followed to perform a systematic research and 
assessment of the literature on SSTs and academic performance. Although an extensive search across 
different databases was carried out independently between AMB and GZ, an incomplete retrieval of all 
published articles on the topic cannot be excluded. A total of 21 studies were included, which is far more 
than the number of studies on the same topic reported in previous reviews (2-12 studies). We also chose 
to report not peer-reviewed articles to reduce a possible publication bias in favour of positive results. 
Other previous reviews[e.g. 46] decided otherwise to ensure a good quality of the findings reported. 
However, the included risk of bias assessment allowed for critical reporting of both peer and not peer-
reviewed articles. Finally, both AMB and GZ independently and extensively retrieved pre-defined 
information from all included primary studies. Where information was not available, authors were 
contacted to ensure correct reporting. Since the studied population was restricted to middle and high-
school students, several studies which used randomisation at the class-level had to be excluded (for a 
review see[29]). High-school life and type of students widely differ compared to college, and adolescents 
are more prone to sleep restriction due to their altered physiology, thus we focused on this specific 
group. We nevertheless included middle schools, since sleep changes tend to start with the onset of 
puberty [2,96]. 
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Conclusions 

Our systematic research and analysis of the literature shows that there is no clear evidence that delaying 
SSTs improves or is associated with academic performance. Here we identified some methodological 
aspects and give suggestions that could improve the quality of future studies. We suggested to conduct 
more stratified analyses to identify specific groups of students (e.g. late chronotypes, disadvantaged 
students) who might benefit the most from delaying SSTs and to conduct mediation analyses or dose-
response analyses. We still do not know by how much schools should delay or at what hour it would be 
ideal to start school for all chronotypes or other subgroups.  Importantly, as much as course grades and 
test scores do not systematically or greatly improve - at least given the current evidence - they very 
likely also do not become worse with later school starts. This means that SSTs could be delayed, while 
academic performance is maintained at the same level or possibly achieved with less cognitive effort or 
time spent on studying and homework (students are likely better rested and therefore better cognitively 
capable and more efficient). In addition, students could benefit from other reported positive outcomes 
such as longer sleep, less daytime sleepiness, improved mood and motivation, decreased computer 
gaming, higher attendance rates and fewer tardies and suspensions[e.g. 29,36,38,45,97]. In particular, 
the possibility to reduce the widespread chronic teenage sleep restriction, and all the related acute and 
chronic health problems[15–18], is a valid and sufficient argument in favour of delaying SSTs.  
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Tab. S1 | Protocol detailing reasons for risk of bias assessment decisions of Tab. 2. 

LONGITUDINAL STUDIES WITH CONTROL GROUP 
Study Bias Decision Reasons 
Edwards 
2012[60] 

Reporting bias on author level Green Sample characteristics are well described; actual sample size is 
unclear (the number of observations are always reported in the 
tables). Statistical analyses and models are well described; the model 
equations, p-values and beta coefficients are reported 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

 Control group present Orange State-wide data are used to construct percentile scores for each 
student within their grade and current year; no direct comparison 
with the national average 

    
Jung 
2018[70] 

Reporting bias on author level Green Sample characteristics are well described. Statistical analyses and 
models are well described; the model equations, p-values and beta 
coefficients are reported 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

 Control group present Green Yes 
    
Kim 
2018[72] 

Reporting bias on author level Orange Sample characteristics are not well described. Statistical analyses and 
models are well described; the model equations, p-values and beta 
coefficients are reported. 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs. The 

EDSS provided a 70% randomly extracted sample from the 
population (includes 3 exam scores, gender and school ID) 

 Appropriate statistical models 
which control for confounders 

Green Yes 

 Control group present Green Yes 
    
Rhie 
2018[71] 

Reporting bias on author level Orange Sample characteristics are well described but some information is 
contradictory (cfr Table 1 and Table S1 grade 7th to 11th or 12th). 
Statistical analyses are not fully reported. P values are reported but 
statistical tests are not reported. Overall there is no effect of the 
9AM policy, but the third sentence of the discussion says: “Self-
reported school performance 
of the intervention group was more improved than the control”. This 
analysis is not reported and it is contradictory with the rest of the 
results 

 Responder bias on student level Red Grades are self-reported 
 Blinding Red Data retrieved from surveys 
 (Dis)similarity of baseline 

characteristics 
Green Considered (in terms of sleep onset, sleep offset and sleep duration; 

not for gender)  
 Appropriate statistical models 

which control for confounders 
Orange No. The authors used a logistic regression with complex samples 

comparing each year to a baseline year, and for intervention and 
control group but no covariates were included 

 Control group present Green Yes  
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Lenard 
2020[65] 

Reporting bias on author level Green Sample characteristics are well described. Statistical analyses and 
models are well described; the model equations, p-values and beta 
coefficients are reported 

 Responder bias on student level Green Data objectively reported (ACT scores) 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

 Control group present Green Yes 
    
Shin 
2018[52] 

Reporting bias on author level Orange Sample characteristics are not well described. Statistical analyses and 
models are well described; the model equations, p-values and beta 
coefficients are reported. 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

 Control group present Green Yes 
LONGITUDINAL STUDIES WITHOUT CONTROL GROUP 
Study Bias Decision Reasons 
Biller 
2020[51] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses) 

 Responder bias on student level Green Data objectively reported 
 Blinding Red Even though grades were obtained objectively from the school 

registry, students were aware they were participating in the 
experiment (they had to fill in questionnaires) 

 Appropriate statistical models 
which control for confounders 

Green Yes 

    
Boergers 
2014[56] 

Reporting bias on author level Red Statistical analyses regarding grades are not reported 

 Responder bias on student level Red Grades are self-reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 Appropriate statistical models 

which control for confounders 
Red Unable to judge due to missing information 

    
Owens 
2010[57] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses). Ethnicity 
is missing 

 Responder bias on student level Red Grades are self-reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 Appropriate statistical models 

which control for confounders 
Red Simple Chi-Square Test not controlling for confounders 

    
Thacher 
2016[66] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses) 

 Responder bias on student level Green Data objectively reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 Appropriate statistical models 

which control for confounders 
Orange The longitudinal analysis is appropriate (mixed linear model with 

some moderators/covariates); cross-sectional analyses are only 
simple t-tests; it is not clear why the authors do not run a mixed 
within-between model and combine longitudinal and cross-sectional 
analyses. Nevertheless, several analyses are reported which supports 
the notion that the data were extensively explored to reach the 
conclusions of the paper 
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Wahl-
strom 
2002[64] 

Reporting bias on author level Red Sample size (n students) for the grade analyses not reported, 
statistical analyses not reported, demographic characteristics of the 
sample not fully reported; author(s) were contacted but did not 
respond 

 Responder bias on student level Green Data objectively reported 
 Blinding Orange Students were aware they were participating in the experiment (they 

had to fill in questionnaires) but grades were collected also in 
students who did not fill in questionnaires 

 Appropriate statistical models 
which control for confounders 

Red Incomplete information to judge 

CROSS-SECTIONAL STUDIES 
Study Bias Decision Reasons 
Groen 
2019[67] 

Reporting bias on author level Green  Statistical analyses regarding results in Table 1 are not reported; not 
always specified that the statistically significant results were at the 
0.1 level 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

    
Hinrichs 
2011[59] 

Reporting bias on author level Green  Originally orange but author provided all details after contacting  

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

    
Bastian 
2018[68] 
 

Reporting bias on author level Green Statistical analyses and models are well described; the model 
equations, p-values and beta coefficients are reported. 

 Responder bias on student level Green Data objectively reported 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Green Many variables considered and analysed in association with SSTs 

 Appropriate statistical models 
which control for confounders 

Green Yes 

    
Dunster 
2018[69] 

Reporting bias on author level Red Statistical analyses are contradictory reported in the methods and in 
the results. Only p-values are reported and not the statistical tests 
performed. The conclusions about academic performance are not 
supported by the statistical analyses performed 

 Responder bias on student level Green Data objectively reported 
 Blinding Red Students were aware they were participating in the experiment, and 

teachers who provided the grades as well (the authors also recognize 
a potential teacher-level bias) 

 (Dis)similarity of baseline 
characteristics 

Orange Variables such as ethnicity and other possible confounders were 
assessed but not considered in the analyses; higher percentage of 
whites were found in 2017 sample 

 Appropriate statistical models 
which control for confounders 

Red Better grades were predictive of school year but this was after 
accounting for other predictive variables. Authors thus tested year as 
dependent variable;  the conclusions are wrong based on the test 

    
Milic 
2014[58] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses) 
 

 Responder bias on student level Orange Grades are possibly subjectively reported from questionnaires but 
this is unclear; author(s) were contacted but did not respond 

 Blinding Red Students were aware they were participating in the experiment (they 
had to fill in questionnaires) 
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 (Dis)similarity of baseline 
characteristics 

Orange The different gender composition of the early schedule and late 
schedule samples is reported and discussed but not controlled for in 
the analyses 

 Appropriate statistical models 
which control for confounders 

Red Simple Mann-Whitney Test without controlling for confounders 

    
Wolfson 
2007[61] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses) 
 

 Responder bias on student level Green Data objectively reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 (Dis)similarity of baseline 

characteristics 
Orange Schools are very similar, except for a higher percentage of white 

students in the school with later SSTs  
 Appropriate statistical models 

which control for confounders 
Orange MANOVA with Bonferroni correction for multiple comparisons. One 

problem is that ethnicity was not controlled for although there were 
more white students in the school with later SSTs. 

    
Wahl-
strom 
1997[62] 

Reporting bias on author level Red All information necessary to critically read the results are missing 
(sample information, statistical analyses etc.) 
 

 Responder bias on student level Red Grades are self-reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 (Dis)similarity of baseline 

characteristics 
Orange The author reports that the schools are similar but data are not 

reported. One caveat is that students from district B and C also spent 
more time on homework.  

 Appropriate statistical models 
which control for confounders 

Red Insufficient information to be judged 

    
Lewin 
2017[74] 

Reporting bias on author level Green All information necessary to critically read the results are reported 
(sample information, school schedule, statistical analyses) 

 Responder bias on student level Red Grades are self-reported 
 Blinding Red Students were aware they were participating in the experiment (they 

had to fill in questionnaires) 
 (Dis)similarity of baseline 

characteristics 
Green Reported and controlled for 

 Appropriate statistical models 
which control for confounders 

Green Yes 

STUDY DESIGN NOT CLEAR 
Wahl-
strom 
2014[63] 

Reporting bias on author level Red Sample size (n students) for the grade analyses are not reported; 
statistical analyses are not reported (t-test, p-values); the average 
GPAs before and after the change are only reported in the appendix 
but without specifying the SD and range and therefore it is difficult to 
judge the effect size 

 Responder bias on student level Green Grades are probably objectively reported (GPAs and test scores); 
author(s) were contacted but did not respond 

 Blinding Red Students were aware they were participating in the experiment (they 
had to fill in questionnaires). The authors do not report whether 
grades were collected also in other students that did not fill in 
questionnaires. 

 Appropriate statistical models 
which control for confounders 

Red One can only infer that independent t-tests were used as the authors 
do not clearly report it. T-tests without controlling for co-variates 
would be problematic 

    
Kelley 
2017[73] 

Reporting bias on author level Orange Sample characteristics are not well described. Statistical analyses and 
models are described, p-values are reported but t-tests and also 
Cohens-coefficients are not always reported 

 Responder bias on student level Green Grades are objective 
 Blinding Green Data retrieved from archive 
 (Dis)similarity of baseline 

characteristics 
Red Not reported 
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 Appropriate statistical models 
which control for confounders 

Red No. Simple t-tests without covariates 

 Control group present Orange Comparison with a national sample which is probably not a (gender) 
matched control group 
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5  
General discussion 
 
5.1. Research summary 

Teenager worldwide suffer from inadequate sleep, partly because their biological does not tick in 

synchrony with the social clock around them. Physiology and social influence drastically change during 

puberty and this also affects students’ chronobiology and sleep. Mostly cross-sectional studiese.g. 128–130 

but also longitudinal studies which tracked individuals over several years133,134 have provided evidence 

that teenagers phase delay across adolescents (see also Fig. 8). The consequence: late sleep that is 

drastically cut short by early school starts (SSTs). Germany is no exception to this common problem. In 

most schools in this country, students have to be ready at 8:00h sharp or earlier. But the reality is that 

students accumulate substantial amounts of sleep loss across the week, which they try to reduce by 

oversleeping on the weekends. Fig. 7 displays the amount of sleep German teenagers get across the 

school week - clearly less than the recommended, healthy amounts of 8-10 hours, which would be 

crucial for optimal development and functioning192,196,197. So how could we address this public health 

concern? We can only marginally influence our biology but we change social schedules. The aim of this 

thesis was to shed light on longitudinal effects of flexible school start times on teenagers’ sleep, their 

subjective psychological functioning and wellbeing, and their academic grades. In cooperation with a 

high-school in Alsdorf, Germany, we investigated how these factors are influenced when students could 

choose daily whether to start their school day at 8:00h or 8:50h. This school had won the German 

School Award in 2013 due to its innovative teaching concept before it introduced this new start time 

scheduling in 2016. The Alsdorf Gymnasium is part of the Dalton School Network that encourage self-

study and self-responsibility among their senior students to prepare them for their adult life and 

university-type studying. This school thus serves as a special role model, not only for other Dalton 

schools around the world but also for schools within Germany. Educational reforms in Germany have 

got a bad reputation for being particularly slow198 and it seems that changing school start times is no 

exception199. With Germany losing ground in international comparison, such as in PISA (Programme for 

International Student Assessment200) major educational changes have repeatedly been requested for 

the upcoming years and decades201. 

My scientific contributions to this possible change are the results from two research studies 

and one systematic review that are presented in this thesis. In our first study, we showed that students 

at the Gymnasium Alsdorf slept longer during nights before school days with later starts (Manuscript 1) 

and that this still holds true after 1 year in such a flexible system (Manuscript 2). Our main outcome 

measure was sleep duration, which we hypothesised to increase in the new system to counteract the 

acute and chronic sleep restrictions observed in teenagers worldwide129 . The sleep gain (difference in 

sleep duration during nights before an 8:00h school start vs an 8:50h start) of about 60 minutes straight 

after the introduction of the flexi system in 2016 was maintained after one year. Interestingly, girls 
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were slightly more successful in keeping this gain while boys slightly delayed their sleep onset in 2017 

(for more details see Discussion of Manuscript 2). Still, in our studies all students - independent of 

chronotype, age or gender - significantly (biologically and statistically) benefitted from this new start 

system both in the short and in the long-term, hinting towards the severe sleep restriction all students 

accumulate over the course of an average school week. Indeed, as reported in Manuscript 2, only 3%-

15% of students reached at least 8 hours of sleep on conventional school start days, while 70%-85% 

manage to achieve this on weekends. On the positive side, when school started later, 45%-59% of 

students achieved the recommended sleep minimum. These findings are in line with several other 

longitudinal studies, which also showed maintained sleep gains at several follow-up times (0.25 months 

to 2 years)193,202,203 after a delay in SSTs, even though others reported that students merely shifted and 

the gain was consequently lost204,205. Importantly though, as also stated in the Discussions of 

Manuscript 1 and 2, the evidence is relatively mixed and the majority of studies were conducted cross-

sectionally thus often preventing any causal interpretation (see also chapter 5.4). 

Importantly, the objective success with regards to increased sleep duration in our studies also 

resonated in subjective ratings of psychological functioning and wellbeing. Compared to the old system, 

students rated their sleep quality and duration, quality of study at home, and concentration higher, 

while their alarm driven waking and their tiredness significantly reduced in the flexible system 

(Manuscript 1). In Manuscript 2 we compared ratings for early (8:00h) vs later school starts (≥8:50h) 

and again found that students liked and benefited from the late starts: ratings were higher for 

concentration and wellbeing, and students also believed that their quality of studying at home 

increased. Importantly, students were also more motivated to go to school and their general attitude 

towards school was better. Other studies have also found that students reported decreased depression 

symptoms, while truancy rates reduced and attendance rates and alertness levels increased (as 

reviewed in 193–195,206.  

Finally, we also investigated academic performance in our students. Since grades open doors for 

higher education in Germany and are thus a determinant for future success (in contrast to the USj), we 

decided to investigate if the flexible system had any positive effect on students’ grades even though 

we were aware of all the possible confounding variables that influence them. With over 16,000 

observations our data were numerous enough to apply linear mixed model analyses to test the 

influence of several other factors on grades, such as chronotype, sleep duration, social jetlag or how 

often the students chose to start later (“9AM-use”) while simultaneously allowing for inter-individual 

differences. We did not find any systematic evidence in any of our models that the flexible system 

allowed students to perform better academically, although we observed that a simple t-test (which only 

tests for differences of aggregated grades before and after the change and does not control for 

covariates) would have suggested so (see Manuscript 2). This is a major concern that we further 

discussed in the systematic review (Manuscript 3) and warrants attention as interpretation of study 

results is heavily influenced by the study design and the type of statistical analyses one carries out (see 

also chapter 5.4). Indeed, as we also found in the systematic review, the literature is full of very mixed 

                                                        
j In the U.S., students’ performance in the ACT (American College Test) rather than GPA determines access to 
higher education. 
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findings as to whether delayed start times really improve grades or test scores (Manuscript 3) and we 

were unable to find any tendency in relation to study design and outcome, sample size, or dose (i.e. 

amount of delay or duration of exposure). However, as Jung systematically demonstrated, adding 

different families of covariates (on the student or school-level) greatly decreases the size of a positive 

effect, eventually resulting in a relatively small, although still statistically significant, influence207. While 

some authors acknowledge that such a small effect might not really be biologically meaningful for the 

individual student, others failed to take this into consideration.   

It might be helpful to compare effects sizes of positive reports of later starts with those of 

covariates or other predictors to put them into perspective (see also Manuscript 3). Edwards and 

colleagues for example reported up to 0.07 SD increases in maths and 0.05 SD reading respectively, 

which is only roughly 14% of the black-white performance gap, 85% of the gain of one additional year 

of parental education, but 40% of the gap between students with low or high socio-economic status in 

their study208. Lewin et al. also calculated the indirect effect of sleep duration on grades and found that 

1h more sleep improved grades by 0.12 SD, while we did not observe such an effect in our study 

(Manuscript 2). We found instead that subject type had the highest impact on grades (0.17 SD), which 

was also supported by Goldin et al. (2020)209. It should thus be considered that influences of start times, 

even if significant, are often smaller compared to other effects.  

In summary, the presented findings from my three manuscripts contribute to the current 

knowledge in several ways. Firstly, longitudinal assessments of sleep changes after a delay or change 

of SSTs were long warranted. Even though investigations into this topic already started in the late 

1990s122  and several other “middle-term” studies had investigated this before (as reviewed in 193), only 

3 tracked students for at least one year 202,210,211. Long-term studies are important in this context as 

teenagers still undergo major physical and cognitive changes during adolescencee.g. 112 and studies 

investigating the effects of altered SSTs on sleep need to take this into account: even if a delay in SSTs 

is helpful in the short-term, administrative effort to change bell times is considerable so it needs to pay 

off long-term for students, parents and staff. Secondly, to the best of my knowledge, this is the first 

study to investigate flexible school start times worldwide and the first to look for effects of changed 

SSTs in Germany. A flexible system offers several advantages and possible disadvantages for students, 

which will be further discussed in chapter 5.2. Additionally, most of the evidence concerning this policy 

change comes from the U.S. or South Korea, however the educational systems in these countries are 

highly different compared to Germany. While biological changes might be relatively universal across 

ethnic or racial background, socio-cultural differences (which includes the social clock) could prevent 

findings to universally hold true, thus a German perspective is important to inform policy making. 

Thirdly, we conducted a systematic review including a rigorous risk of bias assessment and showed that 

there is no clear evidence that supports that delayed SSTs lead to better academic performance even 

though the scientific community somewhat established such a consensus (Manuscript 3). While others 

reviewed the evidence on altered SSTs and sleep and/or performance in general193–195,206,212–217, only 2 

of these were systematic reviews195,206, and no review existed that specifically looked at academic 

performance in detail. We concluded that there seems to be no harmful effect on academic 

performance when schools start later – but very likely it also does not bump performance substantially, 

at least at the dose that students received in the presented studies. Importantly, sleep is often 
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improved when school delays, which is accompanied by increased well-being, better psychology 

functioning and a preference of students to start later – all prerequisites for healthy learning. 

 
5.2. The flexible system: innovation or the devil in disguise? 

One of the most interesting questions to discuss further is the flexible system itself. Usually, schools 

either advance or delay their start times by a fixed amount of time, mostly 30 minutes to 1 hour (see 

Manuscript 3), which also permanently delays or advances the entire school schedule. This was 

different in the present high school as the flexibility was provided on a daily basis and neatly nested 

into the students’ schedules. In this way the last scheduled class still finished at 16:15h latest, just as in 

the conventional system before the change (see Manuscript 1 and 2 for the exact scheduling). 

One big caveat in the flexible system was that students did not choose to attend school at 8:50h 

as often as we had expected (see also Manuscript 1 and 2). This was mostly due to timetable and 

transportation conflicts but students also indicated that they used the first hours for studying. This low 

uptake of later starts on about 22-39% of their school days very likely explains why we did not obverse 

an overall increase in sleep duration across the school week in the flexible system. Thus, the chronic 

sleep loss students suffered from in the old system was not ameliorated with the flexible starts, only 

acutely when they opted for a later start the next day. Given the choice, students thus might not 

necessarily take the option which would be good for their biology and health, they also consider social 

obligations and other reasons – an argument which would point towards a permanent delay in SSTs.  

On the other hand, depending on the exact scheduling, location and time of year, students might 

actually phase-delay in a permanently delayed system. Morning light advances the circadian phase, 

while evening light (especially blue-light) delays it (see also Fig. 3 and chapter 1.1.3). Thus, permanently 

delaying the school starts day could exaggerate this shifting: missing important phase-advancing 

morning light negatively adds to the low-intensity, artificial light levels throughout the day (an 

inappropriate zeitgeber for the circadian clock42, see also chapter 1.1.3) and the extensive use of blue-

light emitting devices (e.g from phones, tablets, computers) at night before bedtime. The difficulty lies 

in the specific location within the given time zone. In our case, students woke up before sunrise in 

February when classes started at 8:00h but could potentially wake after sunrise for classes at 08:50h 

exposing them to more light in the morning when they woke up later and thus potentially preventing a 

delay (Fig. 10a). This is somewhat in line with a mathematical modelling paper, which predicted that 

delays in social schedules only prevent phase-shifts if the social day had previously started before 

sunrise218. Therefore, a flexible system would allow students to decide when to start school in 

accordance with the photoperiod and its changes throughout the year while simultaneously not getting 

home later. This is also psychologically relevant, as a simple option to choosek provides students with 

a sense of control and self-efficacy112, thus potentially easing ruminations about sleep, which in turn 

might improve sleep latency and quality. The flexible system is an innovative and promising alternative 

to a permanent delay in SSTs but given its novelty, more studies are warranted to follow up our 

hypothesised advantages and problems.  

                                                        
k Note that too many options on the other hand might be counterproductive (as reviewed in234). 
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5.3. Owl-friendly school systems: some suggestions 

Several other or additional possibilities to match students’ internal time more closely with the external 

(sun) time also exist or are conceivable. For example, start times could be (permanently or flexibly) 

delayed only during the winter months to align seasonal changes in photoperiod and consequently 

sleep with school times. If we consider sunrise times in Alsdorf (West Germany, study location of 

Manuscripts 1+2), we see that the sun does not rise before 8:00h between mid-November and mid-

February (standard time; Fig. 10a). In these months, allowing flexible starting hours or a fixed start at 

09:00h would give students the chance to receive an additional 30-60 min of light prior to their first 

class. Implementing constant daylight-saving time (DST) as discussed in the EU, on the other hand, 

would expand the “dark period” before 8:00h to last 2 months longer, ranging an entire half year from 

mid-October to mid-March (Fig. 10b). This is quite alarming: even though implementing DST 

throughout the year is a current public debate following an EU survey, from a chronobiological 

viewpoint it is clearly disadvantageous since it further aggravates circadian misalignment, which can 

lead to mental and physical health problems (see chapter 1.3.3). 

Instead, another healthy possibility is morning exercise, which has been shown to advance 

circadian rhythms, independent of the phase-advancing and acute alerting effects of morning light219. 

Physical education could thus be moved forward to the first morning class in schools. This could be 

complemented by blocking or reducing blue-light exposure in the evening or at night, for example by 

means of blue light filters, which many electronical devices now feature, by smart home lighting, which 

gradually filters out blue light over the course of the evening, or by wearing blue-light blocking 

glasses220. While the latter has been shown to successfully phase advance students, it is questionable 

how teenagers during puberty would like to adhere to such drastic measures. This holds also true for 

short term sleep restrictions on the weekend: Misiunaite and colleagues investigated whether cutting 

students’ sleep short on a Saturday morning by several hours would advance students dim light 

melatonin onset and thus facilitate earlier bedtimes in the subsequent nights221. While this strategy 

phase-advanced DLMO the consecutive day and thus might be sensible once in a while to give the 

system a sort of phase advancing “kick-start”, it is likely that such effects do not hold long-term (the 

study has not followed this up more than one day yet).  

In contrast, one relatively simple change would involve teaching main subjects (e.g. maths, natural 

sciences and languages) during core hours when both early and late chronotypes are cognitively awake, 

for example between 9:30h and 12:30h, or in the afternoon (see also 209) as it is already implemented 

in some schools in the Netherlands151. Lastly, time- and subject-specific examination could also equalize 

performance differences between chronotypes as shown in several previous studies151,209,222. An 

optimal solution to cater for circadian changes during adolescence and inter-individual chronotype 

differences would probably contain adjusting several screws - all of which involve time scheduling 

amendments on the school side and some behavioural changes on the student side. 
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Fig. 10 | Sunrise times in our study location in Germany. Depicted are sunrise times across the year according to 
a, standard clock time with daylight saving time between end of March and end of October (DST, yellow), constant 
standard time (black) and b, constant DST throughout the year. Red-striped areas under the curve describe the 
dark period prior to sunrise at 8:00h; blue-striped areas describe the additional dark period when sunrise is later 
than 8:00h. Sunrise times taken from www.timeanddate.de. 
 

5.4. Limitations of the current evidence 

Specific limitations of the presented studies are detailed in the respective sections of each manuscript. 

Here, I want to review the general or overarching obstacles encountered with field studies. While the 

ecological validity is greatly increased in field- compared to lab-based studies, there are numerous 

factors that researchers cannot control and are sometimes not even aware of. Careful study designs 

and appropriate statistics are thus needed to draw sound conclusions. In general, double-blind 

randomised controlled trials (RCTs) are the gold standard for establishing causal effects but RCTs are 

inherently unfeasible to determine the effects of altered school start times on sleep, wellbeing and 

performance, even though a research group at Oxford made a bold attempt with regards to 

randomisation223 (see also Discussion of Manuscript 3). Interestingly, there are several existing settings 

that lend themselves beautifully to the study of these effects as students are randomly allocated to 

schools (South Korea207,224,225), or to either alternating (Croatia226), or fixed school shifts taking place in 

the morning, afternoon or evening (e.g. in Uruguay138). Thus, time-of-day effects of examination, 

chronotype differences, and effects of school timing on sleep can be studied.  

Especially for effects on academic performance, it is crucial that confounding variables are 

taken care of or accounted for (see Manuscript 3).  Kim, Jung, and Shin provide some good 

examples207,224,225 in this regard: in a series of papers the authors independently examined a sudden 

introduction of a 9:00h start (“9 o’clock policy”) in the Gyeonggi province in South Korea. Students 

there have similar racial backgrounds, are allocated randomly to schools within a district, and 

curriculums and exams are standardised and accessible through a national archive. Thus, many 
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variables were already controlled for in these studies and data from many students was accessible. The 

authors were also able to use data from provinces in which the schools did not change to a later start 

times, thus they made use of a natural comparison group.  

Despite all this, these studies also showed small, mixed and null-effects on grades and scores. 

It should thus be considered that a change in SSTs does not necessarily have a direct effect on academic 

performance, but rather an indirect effect mediated by other variables such as sleep (duration or 

daytime sleepiness) as shown in previous path-analyses227. While the evidence is strong that more sleep 

leads to better cognitive performance and psychological functioning, and that sleep restriction severely 

hampers both92,183,184,187,228, the sleep improvements following a short-term or small delay in SSTs might 

not be influential enough to translate into better performance. Additionally, there might be a good time 

for learning and a good time for testing, both of which are currently not sufficiently considered in school 

schedules and research studies. 

 

5.5. Future research avenues 

Based on the limitations of the presented studies and the ones identified in Manuscript 3 and chapter 

5.3, future longitudinal (cohort/panel) studies which include comparisons groups are still warranted. 

Most importantly, appropriate and advanced statistics are needed to investigate the influences of 

changes in SSTs on academic performance to avoid false effects. Studies that do not consider covariates 

(at least partially) are very likely to report inappropriate results. We still need to answer many basic 

questions, e.g. should school start flexibly or with a fixed delay? When should school start exactly and 

how long is a good school day? When is the ideal time for learning and when for testing - for all students, 

not just early chronotypes or high-achievers?  

Furthermore, it would be fantastic to test some of the ideas presented in chapter 5.3 in field studies. 

While some of these measures to counteract sleep deprivation in students are already in place in some 

schools (e.g. core learning hours), not much research has been conducted to verify if these are indeed 

helpful for students. As Dahl points out, “the importance of student-driven learning (autonomy), 

collaborative learning (social engagement in learning) and school and classroom climates that honour 

adolescent sensitivities to status, respect and purpose, are likely to have powerful positive effects on 

learning”112. A flexible start system that is coupled to a student-driven learning (as in our studied school, 

the “Dalton concept”) might thus be a positive way forward in education. 
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5.6. Conclusion 

Since the first studies on teenage sleep and delaying SSTs in the 1990s have been conducted mainly by 

Mary Carskadon and colleaguese.g. 122,229  we have come a long way, at least in theory. Fig. 11 summarises 

the current evidence in an infographic showing that the biological and social challenges that teenagers 

face during adolescence can lead to acute and chronic sleep restriction. There are possibly several ways 

in how we could tackle this problem, one of which is to (permanently or flexibly) delay school start 

times. Even though the jury is still out with regards to better grades or scores, this has the great 

potential of improving sleep and wellbeing and possibly to decrease accidents, tardiness, and absences 

at potentially relatively low costs230. However, schools need to take up suggestions from science to 

address the severe sleep restriction of their students. The current Covid-19 pandemic has forced 

schools all over the world to implement home schooling and distant learning at a fast pace which might 

have lowered the objections of many policy makers and school administrations to try out new 

scheduling and teaching formats. This situation might thus offer a unique possibility to implement 

innovations and educational changes much faster than anybody would have imagined a year ago.  

 

 

Fig. 11 | Infographic describing positive effects of later school start times. Figure created in the Mind the Graph 

platform (www.mindthegraph.com). 
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