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Abstract v

Abstract

Human history is pervaded with financial crises. Lately, the global financial crisis of 2008
highlighted the role of uncontrolled creation of money through lending as a relevant source
of financial instability. Motivated by an analogy to particle physics, time-homogeneity is
imposed on monetary systems to approach and even possibly solve the associated problems.
This implies a full reserve banking with a two-currency system which discriminates with an
exchange rate between non-bank assets (money) and bank assets (antimoney). Payments
can be made by passing on money in exchange for a good or receiving antimoney along with
the good at respective price levels. Liquidity can be provided by the simultaneous transfer
of money and antimoney at a negotiated exchange rate between money and antimoney, also
termed the liquidity price. In this system, interest rates and credit creation are replaced
by a varying price for liquidity. Here, the economic stability of such a system with an
agent-based random economy model is studied, in which households and firms are urged
by random boundary conditions to apply stochastic exchanges of goods via a limit order
book mechanism, implementing the trading scheme of stock markets. The comparison
of the market simulations for equilibrium and external shock scenarios of the prevailing
monetary system with the money–antimoney system highlights two core aspects: First,
the need of debt-limiting boundary conditions in order to equilibrate markets and second
the similarity of the price dynamics of the studied systems as an indicator of fundamental
functionality of the money–antimoney system.

The formation, stability and dissociation of biological ligand-binder systems play a
fundamental role in nearly all aspects of living matter. Whereas the binding affinity is
well described for many molecular ligand-binder interactions, their kinetic association and
dissociation rates are far less well studied, due to lack of comprehensive experimental tech-
niques. Here, Kinetic Microscale Thermophoresis KMST is established, which allows for a
purely optical, immobilization-free and quantitative analysis of kinetic rates of biological
ligand-binder processes. In a KMST measurement, the kinetic fingerprint is extracted
from the fluorescence change back to equilibrium within a formerly IR laser-heated spot.
Kinetic relaxation time constants between 0.01–0.5 s−1 can be measured, allowing for the
determination of on-rates 104–106 s−1 M−1 and off-rates 10−4–10−1 s−1 in principle. For
Cy5-labeled DNA strands, the expected exponential dependence of the off-rates on salt
concentration, strand length and inverse temperature, respectively, was confirmed and
measurements in crowded solutions were performed. The measured on-rates show linear
dependence on salt concentration but weak dependence on strand length and inverse tem-
perature. For biological reaction processes with sufficient enthalpic component, KMST
offers a suitable immobilization-free determination of kinetic rates.
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Zusammenfassung

Finanzkrisen treten in der Geschichte der Menschheit frequent auf. Die globale Finanzkrise
machte 2008 im Besonderen die Rolle unkontrollierter Kreditschöpfung als relevante Quelle
finanzieller Instabilität deutlich. Motiviert durch eine Analogie zur Teilchenphysik wird
Zeithomogenität auf ein Geldsystem angewandt, um die mit Kreditschöpfung verbun-
denen Probleme zu mindern und möglicherweise auch zu lösen. Das führt zu einem
Vollgeldsystem mit zwei distinkten Währungen: Nichtbankaktiva (Geld) und Bankaktiva
(Antigeld). In diesem Geld–Antigeldsystem können Zahlungen durch Entgegennahme von
Geld gegen eine Ware oder durch den Transfer von Antigeld zusammen mit der Ware
zum jeweiligen Preis abgewickelt werden. Liquidität kann durch den gleichzeitigen Trans-
fer von Geld und Antigeld zu einem ausgehandelten Liquiditätspreis zwischen Geld und
Antigeld bereitgestellt werden. Der variierende Liquiditätspreis ersetzt Zinssätze und
Kreditschöpfung. Die wirtschaftliche Stabilität eines solchen Systems wurde mithilfe eines
agentenbasierten Zufallsökonomiemodells untersucht. In diesem handeln Haushalte und
Unternehmen stochastisch Güter auf einer zentralen Limit-Orderbuch Börse äquivalent zu
Handelsschemata an Aktienmärkten. Der Vergleich der Marktsimulationen für Gleichge-
wichts- und externe Schockszenarien des vorherrschenden Geldsystems mit dem Geld-
Antigeld-System verdeutlicht zwei Kernergebnisse: Erstens, die Notwendigkeit individu-
eller schuldenbegrenzender Randbedingungen, um effiziente Gleichgewichte in den Märkten
zu erzielen und zweitens eine ähnliche Preisdynamik zum vorherrschenden Geldsystem, die
auf eine grundlegende Funktionalität des Geld–Antigeldsystems hinweist.

Die Bildung, Stabilität und Dissoziation biologischer Liganden-Binder-Systeme spielen
eine fundamentale Rolle in fast allen Aspekten belebter Materie. Während die Bindungs-
affinitäten für viele molekulare Liganden-Binder-Systeme gut beschrieben sind, sind die
kinetischen Assoziations- und Dissoziationsraten weniger gut erforscht. Mit der weit ver-
breiteten Microscale Thermophoresis Technik MST, werden mittels mikroskaliger Tem-
peraturgradienten die Affinitäten von Ligand-Bindersystemen bestimmt. Durch eine im
Vergleich zur MST Technik um eine Größenordnung verbesserte thermische Anbdingung
des Samples können mit der neuartigen kinetische mikroskalige Thermophorese Tech-
nik KMST zusätzlich quantitativ die kinetischen Raten auf rein optischer und immo-
bilisationsfreier Basis bestimmt werden. Bei einer KMST-Messung wird der kinetische
Fingerabdruck aus der Fluoreszenzänderung zurück zum Gleichgewicht innerhalb eines
zuvor IR-laserbeheizten Spots extrahiert. Gemessene kinetische Relaxationszeitkonstan-
ten zwischen 0.01–0.5 s−1 lassen die Bestimmung von Assoziationsraten 104–106 s−1 M−1

und Dissoziationsraten 10−4–10−1 s−1 prinzipiell zu. Für Cy5-markierte komplementäre
DNA-Stränge wurde die erwartete exponentielle Abhängigkeit der Dissozitationsraten
und Dissoziationskonstanten von Salzkonzentration, Stranglänge und inverser Temperatur
bestätigt und Raten in makromolekular gedrängten Lösungen gemessen. Die gemessenen
Assoziationsraten weisen eine lineare Abhängigkeit von der Salzkonzentration auf, eine
schwache Abhängigkeit von der Stranglänge und der inversen Temperatur. Für biolo-
gische Reaktionsprozesse mit ausreichender enthalpischer Komponente bietet KMST eine
immobilisationsfreie Bestimmung der kinetischen Raten.
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Stability of a Time-homogeneous
System of Money and Antimoney





Chapter 1

Introduction

In this part of the thesis, the stability of a time-homogeneous system of money and anti-
money is studied. The time-homogeneous system of money and antimoney is an alternative
approach to the current monetary system, targeting the problems associated with credit
creation. Simulation results of an agent-based random economy allow stability analy-
sis and comparison of the money–antimoney system with the prevailing monetary system.
The findings of necessary debt limitations as a stability boundary condition are discussed1.

1.1 Debt relationships in human history2

As long as humans have lived in communities outgrowing natural living environment such
as the family or tribe, debt-relation systems have played a crucial role in societies. In
Mesopotamia, since 3500 BC the first organized cultures have been reported to track
debt-relationships as obligations for future payments onto clay tablets. These clay tablets
are not only one of the first evidences of human writing sources but also the first reported
currency, in which payments could be made. The tablets could be sealed and circulated
amongst citizens, serving as a promissory note. They were favoured over cattle, cowry
shells, salt, or even slaves because they were durable and portable. The invention of metal
money furthermore made payments easily divisible, which enabled the administration
of the temples and settlements to introduce an accounting measure which served as a
commodity to pay taxes.3

In Ancient Greek, Alexander the Great borrowed money from creditors with which he
paid and provisioned his troops. Melting down gold and silver plundered after victorious
battles, he minted his own coins and paid his creditors back. The conquered peoples were
forced to slavery and partly worked in mines to guarantee future liquidity support for
the victorious power.4 In Ancient Rome, conquered populations were forced to adopt the
Roman currency (coins) to facilitate the collection of taxes. To fight crises having risen

1Parts, Tables and Figures of this (1), the methods (2), results (3) and discussion (4) section contain
works of me that were previously published in1 and are reproduced with permission by ©Elsevier

2This section (1.1) follows my master’s thesis section ’Debt Relationships in Human History’2
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from excessive indebtedness or liquidity shortages, military expansion was an accepted
mean to fight them. But once, new money supplies dried up and the foreign imports
excessed exports, money (coins and metals) left the Roman Empire and as a consequence
armies to defend the borders could not be afforded. This among other reasons led to the
Fall of the Roman Empire.5

In the Late Antiquity, numerous invasions by various tribes destabilised many Middle
European regions and trade decreased dramatically. Trading opportunities were limited by
a lack of secure trade routes. In many regions available goods and services were limited up
to the ones which were providable by the inhabitants. Due to the lack of acceptance (there
were hardly any services, which could be bought by money), coinage disappeared in some
regions and was replaced by old commodities, such as tallies, tokens or local coinages.3,5

In the Middle Age, religious institutions influenced the relation of debt and money
to societies. European Christian societies returned to hierarchical structures of power:
Priests, Warriors and Farmers. In contrast to splendidly equipped churches and magnifi-
cent cathedrals – actual gold and silver was increasingly laid in sacred places –, ordinary
people living under the protection of Catholic Church were taught a modest live. In-
evitably, arguments about wealth and markets became arguments about debt and morals.
Debts between the stands were considered threatening because they implied the potential
of equality. Everything that could lead to excess (vast concentrations of capital, com-
merce or usury) and could throw the entire social order out of its balances, was therefore
condemned.3 With Marco Polo introducing paper notes from his travels to China, the
first banknotes-precursors were used as promissory notes, enabling the transport of large
amounts of money over long distances.6

In Medieval Italy, a banking system developed in which gold ingots or coins could
be deposited and stored at a bank. Keeping track over all transactions, bookkeeping
mechanisms were invented and whenever demanded, the bank had to pay off the creditor.
Thus a new form of money was invented: book money. Families like the Medici and later
Fugger dynasties set up large banking-systems developing social and political influences –
e.g. by financing wars – all over Europe. These banks also were lending institutions for
wealthy citizens. Despite usury was prohibited by the Catholic Church – openly charged
interest rates were forbidden – interest charges were hidden in bills of exchange as a
workaround.

The first central banks were established in the 17th century, e.g. the Early Bank of
Amsterdam. It was governed by the state and fulfilled three functions that are routinely
carried out by central banks today: operating a large-value payment system, creating a
form of money not directly redeemable for coin and managing the value through open
market operation.7 In 1844, the Bank-Charter Act established that the notes issued by
the Bank of England were fully backed by gold reserves.8 This monetary system is called
gold standard. With the Age of Revolutions – the Industrial, the American and French
Revolutions – almost all elements of financial apparatus that are associated with capital-
ism – central banks, bond markets, short-selling, brokerage houses, speculative bubbles,
securization, annuities – came into being not only before the science of economics but also
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before the rise of factories and wage labour itself.3 Financial institutions prepared the way
for industrialization and from the mid 1800s the ordinary man could now acquire credit
and it became possible to access financial markets. Though, millions of laborers starved in
proletarian living conditions, being forced to sell their work for a living, not elementarily
differing from ancient slavery.

With the United States prospering in the beginning of 20th century, the first world-
wide financial crisis arose. The crisis had been preceded by a credit bubble, in which
not only banks, share holders but also ordinary people lost huge amounts of their savings
due to rampant speculation.9 As seen by the majority of economists, the crash on the
stock markets in October 1929 led to the Great Depression, lasting until the mid 1930s.
The prices fell and holding money seemed profitable. As a result the overall demand
decreased and the unemployment rate rose. Importantly, the monetary supply contracted
by 35%. Economists have proposed various attempts of explanations, defending contrary
positions. The policy of the Federal Reserve Bank (FED) is a major controversial issue.
Keynesians10 and Monetarists11 proposed the central bank should have poured liquidity
into the banking system to accelerate spending in order to keep the nominal money stock
and total nominal demand from collapsing.12

One reason for the FED to not increase liquidity in the early 1930s was the gold stan-
dard which limited the amount of credit the FED could issue. Required by the Federal
Reserve Act, FED had to back up 40% of the FED notes issued. After the Great De-
pression, more and more countries left the gold standard and recovered from the crisis.
They imposed the so called gold exchange standard, which fixed their exchange rate rela-
tive to the U.S. Dollar, which was still remaining on the gold standard until 1971. Then,
Richard Nixon ended the international convertibility of the U.S. Dollar to gold, making
the international monetary system a pure fiat money system, again as a mean to finance
the Vietnam War.3

Since the Great Depression, one of the worst financial crisis was the financial crisis of
2008, the Great Recession.13 It started as the subprime crisis in the U.S. housing market,
in which banks granted loans to individuals who could not pay the credits back. In fear
of losing money, banks aggregated credit contracts and sold those bonds to other banks,
in the hope they would have sold all faulty credits before the bubble burst. The strategy
did not succeed and the crisis spread to a global financial crisis, damaging trust in the
whole financial sector. Banks did not lend money to each other and the collapse of large
financial institutions had to be prevented the bailout of banks by national governments.
The causes for the crisis are manifold and a deregulated financial sector in combination
with uncontrolled creation of credit seemed to have played a crucial role.14–16 The huge
amounts of billions of Euro and U.S. Dollars needed to back up collapsing banks are just
one example of the inconceivable free game of the market. The global network of money
has gone beyond comprehension of many, if not all humans,17, far away from its initial
purpose to track economic transactions and debt-relationships.3

Recent technological advances not only gave rise to payment methods such as electronic
cash but also to parallel non-state crypto currencies, like Bitcoin.18 These currencies are
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used as a medium of exchange, using digital cryptography to secure transactions and
control the creation of new units. A major difference is the decentralized control of the
currency, e.g. the bitcoin’s block chain transaction database.19 However, the not yet
resolved sources of large fluctuations against the dollar and the crash of many digital
currencies in December 2017 highlighted that these alternative forms of monetary systems
do not provide stable currencies.20

Taken together, monetary systems in human history have not sustained for long periods
and often revealed their weaknesses when greed came into play. Money and debt are closely
related to almost the entire newer history of mankind. In contrast to previous crises,
mankind now faces the fundamental question whether the current monetary system can
stop the exploitation of the planet and provide a basis for sustainable economic action. It
remains unclear if the multiple deficiencies of the prevailing monetary system are targeted
sufficiently by the authorities. This gives rise to the question, if alternative monetary
systems could counter the outlined deficiencies and how the alternative monetary systems
could be designed.

1.2 Relevance of stability of monetary systems

The scientific discipline of physics studies and successfully characterizes the stability con-
ditions of numerous systems from subatomic to cosmological scale. The understanding of
the underlying principles allows to predict these systems’ evolutions. The field of econo-
physics tries to bridge the gap between physics and economics by applying methodologies,
concepts and principles of the physical science in the economic framework. It targets a
deeper understanding of economic problems from a complementary point of view.

This work aims for a deeper understanding to which extent the application of physical
conservation laws and mechanisms could increase the stability of monetary systems. In
the so-called money–antimoney system, conservation laws and the particle–antiparticle
analogy are applied on the relation of money and debt. To test if such an alternative mon-
etary system could provide an increased stability in comparison to the prevailing monetary
system, simulations of each system within an agent-based market economy are conducted.
Although direct application of the found stability conditions may be impractical (there
is no antimoney currency in the economic system), the study of the stability-imposing
boundary conditions provides insights into price formation and market efficiency that can
be related to the prevailing monetary system to improve its stability.

1.3 The modern monetary system

1.3.1 Functions of money

A general definition of money is difficult, since money performs a wide range of functions
and there are many different monetary systems. In order to understand the concept of
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money, its functions and the different types of money that exist and circulate in the modern
economy are introduced. The functions of money can generally be defined threefold:21

First, money serves as a store of value. As seen throughout history, money – in its various
forms like gold or silver – was used to store economic value over a long time. On the
one hand it needed to be non-perishable so that no value could be lost due to processes
of expiry. On the other hand, to keep its value it must be hard to make and should not
be easily copyable. Second, money is the unit of account in which prices are expressed,
that is today usually a currency. Third, money is used as a medium of exchange. Money
enables two parties to trade without the double coincidence of barter. The role of money
as a medium of exchange was seen as the predominant role by many economists.22

These functions of money are linked closely to each other. For example, it is efficient
for the unit of account to be also the medium of exchange:23 the prices for services and
goods within a country would ideally be expressed in the currency of the country so that
a purchase can take place without a calculation of exchange rates. Not all assets would
serve as good money-substitutes, i.e. although houses or real estate might be a good store
of value, they are not easily transferable between agents.

The function-oriented definition does not comprise the inherent meaning for humans.
From history, it is known that a major task of money was to serve as a memory of (past)
economic transactions.24,25 Whoever did something in the past and was given money for
her or his service, money could be seen as the means to memorize economic action of
the past. Someone who created a lot of economic value in the past could track this value
creation by the accumulation of money for offering the services (or selling the goods). This
view is opposed by other economists, who argue that anonymity enables agents to ’always
start anew with a fresh identity’26 and thus keeping debt track of individuals would not
be beneficial.

1.3.2 Different types of money

Over centuries, humans used a large variety of non-financial assets (e.g. cowry shells,
copper, gold) which served as a means to fulfill the above-defined functions of money.
Non-financial assets are things that can produce goods an services for their owner, e.g.
land, houses, machinery, etc. However, not all non-financial assets the people used served
as good moneys. Cowry shells for example only could be used as a store of value in regions
distant to the sea, where the shells could not easily be collected (at the sea) but had to
be traded in for goods. When non-financial assets or goods would be valuable for other
purposes than money, they are known as commodity money.23

In contrast, financial assets are claims on someone else in the economy, e.g. an IOU
(I owe you) to a person, a company, a bank or a government. Because financial assets
are claims on someone else in the economy, there is a corresponding financial liability.
When two parties agree on the issuance of an IOU, they create a financial asset and an
equal financial liability on the same service or good. In fact one could also imagine a
financial world without money and only IOU from everybody to anybody, so that money
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would cancel out.27 In the following, the term asset generally refers to both financial and
non-financial assets.

Because the assets and liabilities of an institution vary over time, it is desired to keep
track of them. Therefore, assets and liabilities can be written in balance sheets. Typically,
assets are written in a column (left) next to the liabilities (right) and their changes are
noted along the vertical axis downwards. In order to show the current balance sheets of
an institution, the different types of assets and liabilities are usually written below each
other in the respective column.

Money is a special financial asset, because money provides a solution to the lack of
trust. In this sense money is a social institution.28,29 It is an IOU which is accepted by
every participant in an economic system as a means of payment and thus serves as a
medium of exchange, stores economic value and is the unit of account. Money in the
modern economy is fiat money, lat. fiat : ’let it be done’. Fiat money is declared by a
government to be legal tender .30. It has no intrinsic value (fiduciary money) and its
value is not related to any physical quantity31 and by law can not be converted into any
other thing. Fiat money can be held by three groups: central banks, commercial banks
and consumers (consumers in this context are individuals and firms), which all trust in
the system. In a fiat money system, three different types of money can be distinguished:
Currency, bank deposits and central bank reserves. The balance sheets, which keep track
of the assets and liabilities, for the money-holding groups are shown in Fig.1.1.

Currency (blue) is made up of bank notes and coins and it is issued by the central
bank to the commercial banks. Commercial banks can buy bank notes and coins from the
central bank and give them to the consumers. Currency is a liability of the central bank
and an asset for commercial banks and consumers. When a commercial bank buys bank
notes from the central bank, it usually pays with central bank reserves. It is fundamental
that consumers trust in the purchasing power of the currency so that the value of the
currency is stable over time.

Deposits (light green) are money from consumers that are stored electronically in
bank accounts of commercial banks. If a consumer makes a deposit of currency with
a commercial bank, the consumer swaps its claims against the central bank for claims
against the commercial bank. The commercial bank’s currency holdings are increased and
at the same time it credits the household’s deposits. In this way, deposits are a liability
of the commercial banks and an asset of consumers and express how much the bank owes
to its consumers.

In order to meet the frequent deposit inflows and outflows, (only) commercial banks
are allowed to hold digital central bank reserves (dark green) to carry out the large volume
transactions between the commercial banks.23 Thus, reserves are assets of the commercial
banks and liabilities of the central bank.

The assets of the central bank are its loans given to commercial banks, securities of
the central bank (e.g. bonds) and foreign assets (e.g. foreign exchange reserves). The
central bank’s liabilities are the reserves, the currency and the central bank’s capital.
Further commercial bank’s assets are loans lent out to the households and other assets
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Figure 1.1: Balance sheets of the three money-holding gropus in the modern monetary system.
The assets of the central bank are the loans to banks, securities and bonds and the holdings
of foreign currency reserves. The central bank’s liabilities are the reserves of the commercial
banks, its capital and the bank notes which are hold by the commercial banks and households
as their assets. The commercial banks assets are their reserves at the central bank, the loans
hold by the households and other assets, e.g. bonds. The liabilities of the commercial banks are
the deposits of the households, the loans from the central bank, other liabilities and the bank’s
capital. Figure reproduced from1.

(e.g. bonds, immovable property). Other commercial banks’ liabilities are loans from
the central bank, their capital and other bank liabilities (e.g. loans from other banks).
Consumers posses other assets (e.g bonds) along with their deposits and currency held.
Lastly, the liability of the households are their loans from commercial banks and other
liabilities.

The identification of the different types of money can also be viewed from a hierarchical
perspective:32,33 what is seen as money at one level of the hierarchy can be seen as credit
from the institution above: The central banks are at the top level, holding gold and
securities as their assets which are not a liability to anybody else in the system. The
currency issued by the central banks are the central banks’ liabilities and at the same time
the assets of the institutions below the central banks, namely the commercial banks. The
deposits, that are liabilities of commercial banks, are the assets of the consumers. In this
sense, deposits of the consumers extend the commercial banks’ credits and are promises
to pay currency on demand. At the bottom of the hierarchy, the consumers can hold
liabilities, for example ’securities [that] are promise to pay currency (or deposits) over
some time horizon in the future, so they are even more attenuated promises to pay’.32

1.3.3 Measurement of the quantity of money

How much money is there in the economy? This question naturally arises, after the dif-
ferent types of money are introduced. Unfortunately, this question can not be answered
boldly. The complex structure of modern monetary systems demands for a careful ap-
proach. When money is quantitatively assessed, difficulties arise which different types of
money should be counted as money.

It is the responsibility of the central banks to oversee their respective monetary systems.
Therefore, the central banks define various measures to quantify the total amount of money
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Figure 1.2: Monetary aggregates of Euro and Dollar currencies M1 and M2 from34,35

within their monetary systems. The definitions of measures for the quantity of money vary
according to the information the central banks want to obtain. Narrower aggregates focus
more on the liquid assets, which can easily be transferred within the economy. Broader
aggregates include less liquid assets and highlight the function of money as a medium of
exchange. To set monetary policies (e.g. to increase or decrease the quantity of money in
circulation or setting the interest rate), central banks use the measures of money to gather
information about the growth of the economy and the risk of inflation.

The definitions of the central banks, e.g. the Federal Reserve (central bank of the
Unites States of America), the European Central Bank (ECB) or the Swiss National Bank
differ slightly. According to the ECB, the money quantities can be defined as follows:36

M0 is the sum of currency (notes and coins) in circulation held by non-banks and the
central bank.

M1 is the sum of currency in circulation and consumer sight deposits. These are deposits
which can be withdrawn from banks in a very short period, e.g. checking accounts
of individuals or business accounts. M1 is a narrow monetary aggregate and can
provide information about spending in the economy, as the money covered by M1 is
largely used for processing payments for goods and services in the economy.

M2 is the sum of M1 plus deposits with an agreed maturity of up to two years and de-
posits redeemable at notice of up to three months. This broader monetary aggregate
can serve as an incremental indicator for future spending in the economy.

M3 is the sum of M2, plus repurchase agreements (a so called repo is the sale of securities,
that is usually government debt, tied to an agreement to buy the securities back
later), money market fund shares (money market funds are institutions that invest
in short term debt instruments such as commercial paper and government bonds
close to expiry, e.g. short term gilts and treasury bills37) and debt securities with a
maturity of up to two years.
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Central banks regularly publish data on the monetary measures. Fig.1.2 shows the his-
toric development of M1 and M2 for the Euro and the Dollar.34,35 The monetary aggregates
increase exponentially over time. Not only the physical currency M1 increases, but also
the bank deposits M2 and consequently, the bank credits increase. To justify the increase
of monetary aggregates, the equivalence of value of economic goods and services and the
money supply is made.38 In this view, clearly, technological advances increased the value
of all goods and services over time and consequently, the monetary base was increased,
see39 for discussion. The increase of the quantity of money is significantly driven by the
process of credit and deposit creation by commercial banks.40

1.3.4 Credit creation in the modern monetary system and its
limitations

In the modern monetary system, credit can in principle be created by central banks (quan-
titative easing 27) and commercial banks. Commercial banks create credit by expanding
their balance sheets by creating loans and deposits. To later understand the role of credit
creation, the exact process on the bookkeeping level is described in detail as follows,
adapted from.27

Assume two consumers (agents), a buyer who wants to buy an asset of the seller. Each
agent has an account at a commercial bank. First, the buyer’s bank creates a loan and
respective deposit and credits the buyer’s account the deposit and loan. The buyer pays
the seller by exchanging the deposit with the house. The buyer is left with the house as
an asset and the newly created loan as a liability. In the seller’s assets, the house has
exchanged with deposits. The balance sheets of the buyer and seller consumer are shown
in Fig.1.3a. The balance sheets of the involved banks are shown in Fig.1.3b: After the
buyer’s bank simultaneously creates the loan-deposit pair, it needs to transfer the newly
created deposit (which is a liability of the buyer’s bank) to the seller’s bank. Because
deposits are liabilities of the banks, the seller’s bank will not accept the deposit without
receiving a balancing asset. The typical asset type banks accept as payment for loans on
a large scale are the reserves. It would be unsustainable, if the buyer’s bank settled all
transactions by transferring reserves along with deposits to other banks, because it would
run short on reserves. Thus, the buyer’s bank would seek to attract new deposits along
with reserves to not run short on reserves, see Fig.1.3c. This implies four limitations on
the bank’s lending quantity:

First, the competition in the credit market limits the credit creation of banks. The
buyer’s bank can choose to transfer central bank reserves (which are banks’ assets) along
with the deposit to the seller’s bank. If there are many consumers asking for a credit,
the buyer’s bank would run short on reserves when creating many new loans. This is not
favorable for a bank as a shortage in reserves limits its liquidity and could lead to an
insolvency. In order to attract new reserves, the bank can try to attract new deposits.
Then the bank of a consumer who owns deposits with the other bank would transfer the
deposits along with reserves to the reserve-seeking bank. However, consumers probably
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Figure 1.3: Money creation in the modern monetary system a) The balance sheets for a
household (house buyer) which takes a credit at his bank (buyer’s bank) to pay the house seller.
When the buyer is granted the new deposit the buyer’s bank also adds the loan to the buyer’s
liabilities. The buyer then uses the newly created deposit to pay for the house. b) The balance
sheets for the buyer’s bank and the seller’s bank. The buyer’s bank simultaneously creates the
loan-deposit pair. It then needs to transfer the newly created deposit (which is a liability of the
buyer’s bank) to the seller’s bank. The seller’s bank will only accept the newly created deposit
if the seller’s bank also transfers reserves along with the deposit. It would be unsustainable,
if the buyer’s bank settles all transactions by transferring reserves along with deposits to other
banks, because it would run short on reserves. c) Thus, the buyer’s bank would seek to attract
new deposits, e.g. from individuals withdrawing their deposits from the seller’s bank, because
then the seller’s bank has to transfer its deposits along with reserves to the buyer’s bank. Figure
adapted and granted permission from27.

only transferred the deposits, if the deposit-seeking bank would offer a higher interest rate
to the deposit than the other bank. In order to compete with the other banks in the
credit market, the bank has to operate in a profitable corridor between the interest rate
it charges on granted loans and the interest it pays on deposits.41 Thus, money creation
is limited by the competition for loans and deposits with the other banks.
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Second, the risk management of the bank limits the credit creation. The bank faces the
risk of liquidity shortage, if large amounts of deposits are withdrawn at once. This stems
from the associated reduction of reserves when a deposit is withdrawn by a consumer.
Therefore, the bank has to ensure to possess enough reserves at each time point. To
counter this risk, banks usually try to lend for longer periods, which fixes the amount of
deposits for a negotiated period of time and facilitates the liquidity calculations of the
banks. Banks also need to incorporate losses of defaulting loans, which they implement
with higher interest rates they charge on loans if the expectation that the borrower could
not repay the loan, e.g. when the ratio of loan to value (of a mortgage) is high. Then
the bank would suffer more if the creditee defaults. In order to control the credit default
associated risk, banks are encouraged to limit credit creation.

Third, the consumer’s behavior in response of the granted credit influences the limi-
tation of credit creation, e.g. if the house seller uses the received deposits to terminate
a previously taken credit. Then the deposits of the house buyer are annihilated together
with her or his loans. The buyer’s bank removes the loans and deposits from its account.
According to the reflux theory, the system returns to the state like it had before the cre-
ation of the credit.42 But if the house seller chooses to spend the money elsewhere in
the economy, the limitation on credit creation is less pronounced. If the money is passed
through economy, e.g. through increased spending by the house seller, the inflationary
pressure could possibly increase.43 This means that prices may increase due to the in-
creased demand for goods and services by households and firms. In this case, the creation
of credit is not in general limited.

Fourth, the monetary policy set by the central bank can limit credit creation. The
aim of the central bank is to provide price stability and set the inflation target. Therefore
it sets the key interest rate for reserves. As the central bank is the monopole provider
of central bank money, the interest rate on central bank reserves has a strong impact
on many money markets: the interbank lending rate, that is the rate with which banks
lend money to each other and finally the interest rate with which commercial banks grant
loans to consumers. However, the central bank focuses on the stabilization of prices by
primarily setting the interest rate for reserves and subordinately the choice of the quantity
of reserves.

1.3.5 The role of banks in credit creation

The role of banks in credit creation in the modern economic system has been controver-
sially debated for over a century:40 Three main views on credit creation by commercial
banks can be distinguished in economic literature. First, financial intermediation theory
of banking views banks as intermediaries which lend out the deposits, they receive from
households. According to this theory, banks do not create additional money and do only
play a minor role in the economy by allocating liquidity needs and supplies. The theory
became dominant under the influence of John Maynard Keynes, who played an important
role for current macroeconomic research, and is taught in higher education textbooks.44
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Second, according to the fractional reserve theory, individual banks can not create
money on their own but the banking system on the systemic level can. The legal re-
quirement to keep a fraction of the bank customer’s deposit permits a bank to lend out
unlimited loans. But by dispersion of deposits of one bank to an other bank, that is when
one bank lends its excess reserves to an other bank, the increased reserves of the other
bank allow it to lend out further loans. Accordingly, the total money supply depends on
the reserve requirement or reserve ratio.

Third, credit creation theory of banking views banks as creators of money and liability
pairs as ’fairy dust’ out of ’thin air’. In contrast to the previous two theories, the credit
creation theory of banking was the only one empirically proven up to now by Werner:40

“When a real world bank grants a credit, it does not take the money away
from internal or external accounts but ’invented’ the funds by crediting the
borrower’s account with a deposit, although no such deposit had taken place...
Thus it can now be said with confidence for the first time possibly in the 5000
years’ history of banking - that it has been empirically demonstrated that each
individual bank creates credit and money out of nothing, when it extends what
is called a ’bank loan’. The bank does not loan any existing money, but instead
creates new money. The money supply is created as ’fairy dust’ produced by
the banks out of thin air. The implications are far-reaching.”

A discussion of the implications that arise from the credit creation theory of banking can
only be sketched. The subject of the field is far reaching and the controversy strong, e.g.
that this mechanism grants commercial banks profits in the order of billions each year.45

The view of the Bank of England also supports the credit creation view by clarifying and
supporting the role of credit creation as introduced above.23 Recent admittance of central
banks, that the role of banks in the money creation process was underestimated, fuels hope
of clearance of the controversy. Importantly, credit creation, with the created money (and
credit) not being a scarce good but being created by keystrokes, poses social questions:
how can the role of banks be justified as producers of money, whereas large parts of society
are permitted to create money?46

1.3.6 Challenges of credit creation

The Cantillon Effect

Credit creation leads to non-local shifts of monetary wealth.39 This effect has been first
described by Richard Cantillon in the 18th century.47 The so called Cantillon Effect de-
scribes the loss of monetary wealth for agents that are not involved in a credit creation
process but suffer from the associated increase of the quantity of money. The effect can
be formally described by following the balance sheets of agents before and after credit is
created3.

3The description given in this section closely follows39



1.3 The modern monetary system 15

The assets and liabilities that agent k holds at time tn are denoted a
(n)
k and l

(n)
k . The

money supply at time tn is

M (n) =
N∑
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(n)
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l
(n)
k (1.1)

Electronic bookkeeping prevents monetary units from being lost or destroyed. If agent i
buys some good from agent j, and they agreed on a price ∆, agent i has several payment
methods, see Fig.1.4a. Given that the trade happened between t1 and t2 and no other
transactions occurred in that time period and the agents have chosen payment via direct
asset transfer, the asset holdings after the trade will be
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Clearly, the monetary wealth of agent k is not affected by the payment. This is not the
case if i chooses to pay by credit creation. In that case, the relevant changes of the agents’
accounts are
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But now, the total money supply that can be used in trades has increased: M (2) =
M (1) + ∆. Then agent k suffers from a non-local shift of monetary wealth due to the
increased money supply:
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The shift in relative monetary wealth then reads

∆ωk = ω
(2)
k − ω

(1)
k = −

(
a

(1)
k − l

(1)
k

) ∆

M (1) · (M (1) + ∆)
. (1.6)

Thus, credit creation is potentially beneficial for debtors and adversely affects creditors.
Only in the case of ak = lk, non-involved agents are unaffected by credit creation. Indeed,
as
∑

∆ω = 0, there is an indirect transfer of monetary wealth from creditors to debtors.
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Increase of financial instability

History has shown that the increase of credit to consumers, in particular rapid credit exten-
sion, can lead to economic crises48 and is a major predictor for economic crises.15 Increased
credit sentiment can drive business cycles and have an impact on the real economy,49–51

with high costs for the economy associated with boom-bust credit cycles.14 Boom-bust
credit cycles are economic time cycles in which the quantity of money increases ’booms’
and decreases ’busts’. One example of a credit boom was the time between 2002 and 2007
in the US housing market,52 where banks expanded credits for individuals although they
could not repay their loans. This led to the subprime crisis, being one of the causes for
the Global Financial Crisis of 2008.53 Credit expansion is strongly associated with risks
for the banking sector. Systemic risks rise, when all banks simultaneously try to increase
granting loans. They would do so when they overestimate the economic perspective and
underestimate the risks of consumers to default.54,55 Notably, the expanded lending may
stem from the misaligned incentives for executive employees,56 also appreciated by the
shareholders.57

Destruction of economic information

Viewing money from an information storage viewpoint, it can be argued that money serves
as a special type of memory to track past economic transactions.25 When money, in this
view memory, can be created without a service done or good created in the past, the
memory of the already existing gets flawed. In other terms: economic information is
destroyed by credit creation, limiting the capability of money to serve as an (imperfect)
memory of past economic transactions.24

Inflation

Credit creation leads to increasing price levels, also termed inflation.15,58 Other sources of
inflation are technological advances, the increase of real demand and production capacities.
Whether the plethora of effects, that inflation has on society, are beneficial or harmful has
been an ongoing debate for decades38,59 and exceeds the scope of this thesis. At the bottom
of the monetary policy debate the question is: do the positive effects of inflation, which
are conjectured to be price stability60 and fueling growth61 up to a certain inflation rate,
outperform the negative consequences, like the risks of high62 and hyperinflations63 for
growth? The impact of inflation on unemployment rates is inconclusive.64 However, for
small inflation rates < 2%, the range of positive effects seems weighing about the negative
ones, still depending on region and time.65,66
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1.4 The time-homogeneous money–antimoney system

1.4.1 From classical bookkeeping to antimoney

A natural starting point for the search of an alternative monetary system is to look at
elementary bank bookkeeping, which is the mandatory measurement of money.67 With
reinterpreting money from the viewpoint of theoretical mechanics, bank bookkeeping pro-
cesses translate to elementary particle physics interactions and give rise to a new field of
studies, bookkeeping mechanics.68

Bookkeeping is an adding and subtracting scheme of assets and its negative counterpart
liabilities. In particle physics, particles carry and exchange momentum with other parti-
cles. An analogy assigns assets to moving particles with positive momentum and liabilities
to moving anti-particles (=antimoney) with negative momentum.68,69 Each agent’s mon-
etary assets and liabilities are accounted for by a distinct money and antimoney account,
respectively. Payments can either be made by passing money or by accepting antimoney
along with the received good or service. Hence, two different price levels establish, one for
each method of payment. Accounts may not be transferred between agents, only asset and
liability units may change their owner. This corresponds to an exchange of momentum
between particles in the particle frame.

Looking at the elementary process of money creation reveals that money and liabilities
are always simultaneously created or annihilated as a money-liability pair. Analogously, a
particle-antiparticle can only be created or annihilated in particle-physics. Consequently,
the distinction of the money currency and the liability currency similar to particles and
antiparticles resembles a generalization of bookkeeping. Assets and debts do not neces-
sarily have to be accounted for in the same currency. In contrast, traditional bookkeeping
neglects this relation and connects both sides with no other reason than tradition.

The visualization of T-account bookkeeping translates to Feynman graphs of interact-
ing particles. Bookkeeping has four elementary transactions: transfer of assets, transfer
of liabilities, creation of credit and termination of credit. All transactions follow the prin-
ciples of a balanced state ‘For every asset there must be a corresponding liability’.70 This
principle corresponds to the physical law of momentum conservation – in a closed sys-
tem, the sum of particle momentum at any time must be zero. All transactions can be
interpreted as an interaction of two particles, see Fig.1.4 (1) – (4). A transfer of assets (1)
or liabilities (2) is mapped to the translation of momentum of a moving (anti)particle to
another particle or antiparticle, respectively. Assets and liabilities are never added or sub-
tracted directly but only symmetrically created or terminated. Therefore the creation (3)
and termination (4) of credit is implemented by a particle-antiparticle pair creation and
annihilation, respectively. No other interaction between a particle and antiparticle is al-
lowed.

To calculate profit in bookkeeping, changes of assets and liabilities are recorded over
a fixed time interval. Profit increases, if assets increase or liabilities decrease. Likewise
profit decreases, if assets decrease or liabilities increase. In the mechanical picture, the
same results are obtained by calculating the momentum change over time for the asset
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Figure 1.4: Bookkeeping mechanics and corresponding agents A,B and C T-accounts of assets
and liabilities. The colors correspond to assets (orange) and liabilities (violet). In the T-accounts,
time axis goes vertically from top to bottom. (1) – (4) elementary bookkeeping processes for
payments. Assume C has done something for A and A directly wants to compensate monetarily.
(1) A directly gives assets to C, (2) C gives liabilities to A along with the good or service it has
done for A, (3) A and C agree on a payment by credit creation. C gets the created asset and
A is left with the liability part of the creation. (4) Credit termination, A gives away the asset
and C terminates a liability. I – IV Payment methods for agents A and C via a bank B. When
C has done something for A and A wants to pay C. The method of payment depends on the
accounts of A and C, if they are depositors or creditors at the bank. (I) Deposit transfer between
two depositors, (II) credit transfer between two creditors, (III) deposit transfer from depositor
to creditor and (IV) credit transfer from creditor to depositor. Resting particles are not shown.

particle and liability particle of an agent. Since momentum change over time is the physical
definition of a force, the profit of an income statement is derived from the forces, which
accelerate and decelerate the agent’s asset and liability particle.69 Connecting to statistical
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physics, forces that drive particles in physical systems can be implemented in economic
systems as changes of an agent’s asset and liability holdings.

1.4.2 Bank bookkeeping with money and antimoney

Payments between two parties are usually performed via commercial banks. The money-
antimoney system is compatible with the traditional bank bookkeeping framework. The
interaction of depositors, creditors and banks can be described by the combination of
the transaction, creation and termination processes. The fundamental statement that a
depositor’s assets are a bank’s liabilities and a creditor’s liabilities are a bank’s assets
is well-reflected by the strict distinction between the asset and liability currencies. The
four fundamental bookkeeping transactions of depositors, creditors and banks are shown
in bookkeeping accounts and particle graphs, see Fig. 1.4 (I–IV). Assume agent C has
done something for A and A pays C for the service by transferring monetary value to C.
The agents A and C can chose between the four different methods of payment and four
price levels would establish, respectively. The payment methods are a deposit transfer (I)
from A to C, a credit transfer (II) from C to A or a credit creation (III) or termination
(IV). From the graph it gets clear, that an asset of the bank is a liability of an agent and
vice versa. As later energy conservation will be imposed on the system, only a transfer of
either assets or liabilities will be allowed. Two price levels establish: one for payment with
assets (I) and one for payment with liabilities (II). Note, the direction of liability units at
a payment: When C pays A by a transfer in liabilities, C gives the service along with an
amount of liabilities to A.

1.4.3 Principles of the time-homogeneous money–antimoney sys-
tem

Inspired by the Noether theorem,71 conservation laws are imposed on the money–anti-
money system. The Noether theorem connects symmetries of actions of physical laws with
the conservation of physical quantities. The symmetry of passing on and receiving money
and antimoney units takes the physical law of momentum conservation into account.68

The conservation of momentum is equivalent to the invariance of the laws of physics
under a spatial transformation. That means that in a closed system, the transfer of
momentum is independent of the particles, the direction of the transfer and the point of
space. In traditional bookkeeping, momentum conservation is known as the principle, that
the total sum of money must equal the sum of all liabilities at each time point: ’For every
asset, there must be a corresponding liability.’ 70 Similarly, to conserve momentum in the
money-antimoney system, the sum of money must equal the sum of antimoney at each
time point. This means that the passing of money is independent of the involved agents
and the direction of the transfer. However, the total sum of money and antimoney may
change by the simultaneous creation of a money-antimoney pair, which does not violate
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momentum conservation, as the sum of money equals the sum of antimoney at each time
point.

The Noether theorem connects time-homogeneity with the conserved quantity of energy
in the physical context. When a system obeys time-homogeneity, an interaction is indepen-
dent of the time point of the interaction. In the context of the money–antimoney system,
the quantity of energy corresponds to the total quantity of money and antimoney.72 When
time-homogeneity is applied on the money-antimoney system, the arbitrary creation and
annihilation of money and antimoney is prohibited and thus the total quantity of money
is conserved. An important consequence is that the time point of a transaction then is not
dependent on the time point of the transaction. Based on the conservation of the quantity
of money and antimoney, three major differences to the prevailing monetary system (in
which money may be created) arise.39,68,69,72,73

First, the conservation of the quantity of money and antimoney forbids any kind of
money (credit) creation. This fixes the money and antimoney supply throughout time and
credit granting is decoupled from an increase of the quantity of money. This corresponds to
a full-reserve banking system (also narrow or 100% banking system), which was proposed
by Irving Fisher.74 Fisher claimed four major advantages, which were recently supported
by an analytic and simulation study.75 These are (1) a reduced amplitude of business cycle
fluctuations, (2) the elimination of bank runs, (3) highly reduced public and (4) private
debt levels. Extended research has to explore the coherence of the money-antimoney
system with Fishers claims. The the simulation results below, see Fig.3.6, will show that
the response to production and credit shocks is similar to a single currency system, which
may indicate support for Fisher’s first claim.

Second, the conservation of money and antimoney mitigates non-local shifts of mone-
tary wealth (Cantillon Effect):39 In the prevailing monetary system, credit creation leads
to non-local shifts of monetary wealth for agents which are not involved in the creation
process, see Sec.1.3.6. But the fixed money supply of the time-homogeneous system of
money and antimoney prevents such non-local shifts of monetary wealth. In the time-
homogeneous systems of money and antimoney, ∆ = 0 and the non-involved agent’s
money and antimoney holdings Mi and Ai are not affected by a liquidity trade between
two other agents. This means that the date of a trade does not have an influence on
the system, contrary to the prevailing monetary system. Single currency systems with
constant money supply have been reported to be unstable because liquidity shortages can
arise easily.76 Simply introducing an arbitrary second currency does not solve the problem,
as the increase of one of the money supplies leads to a change of the exchange rate and
subsequently triggers inflation.

Third, the liquidity shortages accompanied with a fixed money supply33,77 are tar-
geted by the introduction of a liquidity providing mechanism. Liquidity provision in the
contemporary monetary system is ensured by the creation of book money by commercial
banks. Usually, long-term credit contracts are made between a commercial bank and a
creditor. The price of liquidity is determined by the payment of interest, which is often
fixed for a long time span. In the money–antimoney system, liquidity can be obtained at
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a liquidity market by a simultaneous transfer of money and antimoney at a free floating
exchange rate from seller to buyer. If agent A seeks for liquidity and agent C provides
it, agent C will simultaneously transfer an amount of money ∆M and antimoney ∆A at
a negotiated liquidity price φ = ∆A

∆M
to agent A. Thus, liquidity provision turns into an

ordinary purchase and the liquidity mechanism is decoupled from money creation. No
long-term credit contracts, that charge interest rates, have to be signed and interest rates
are turned into varying prices for liquidity.39

The prevailing monetary system couples growth to the creation of credit (and money),
but voracious creation of money can harm the economy.15 Thus, it is highly questionable,
if the catalysis of growth should be induced solely by money creation. Further, it is
not clear, if the current money creation mechanism is the proper fundamental mean to
target growth questions. Although mainstream economic literature widely holds the view
that full reserve banking could not account for growth,78, growth can be accounted for
in the time-homogeneous system of money and antimoney as follows: to enable growth,
the money–antimoney system couples money and antimoney to the number of individuals
who act within the economic system. Growth is still possible, first through an increase
in the population: every agent who enters the system is initially endowed with the same
amount of money and antimoney. Conceptually this would increase the total amount of
money and antimoney and thus break time-homogeneity. The justification of this break in
time-homogeneity is the entrance of a new economic subject, a new acting person which
increases the potential (and thus energy) of the system . A debate if this view is more
desirable than the coupling of the amount of money to the amount of goods needs to be
carried out in the future. Second, growth can be achieved through the active use of the
liquidity mechanism, which is not yet included in the simulations. For example, an agent
who wants to invest would ask for liquidity, then use the received money to make the
investment and later has to sell the newly created capacities in antimoney (which he/she
got along with the money in the liquidity trade). A future question is, how exactly the
money–antimoney system behaves under economic growth and which impact the liquidity
mechanism has.

1.4.4 Balance sheets of the money–antimoney system

Having introduced the basic principles of the money–antimoney system and its differences
to the prevailing monetary system, the balance sheets of the money–antimoney system
are introduced. This is one possible way to embed the money-antimoney system in the
existing economic framework of central banks, commercial banks and households. Fig.1.5
shows the balance sheets with the major items of the central bank, commercial banks
and households for a) the current monetary system, adapted from literature,67,79 b) the
money-antimoney system and c) the later introduced model economy. For simplification,
only non-government related items are listed.

The current monetary system’s balance sheet is shown in Fig. 1.5 a), as introduced
above. In the money–antimoney system, see Fig. 1.5 b), the central bank holds securities
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Figure 1.5: Balance sheets for the current and the money–antimoney system. (a) Shows the
above introduced balance sheets of the current monetary system. (b) In the money–antimoney
system, no banknotes exist, as money and antimoney are directly issued digitally to the house-
holds by the commercial banks. The central banks tasks would not differ largely from the current
tasks. However, the commercial banks issue the money and antimoney to the households and
are not allowed to create money. This assigns the commercial banks a pure intermediary role.
(c) Shows the simplified model economy’s balance sheets for the central bank and households,
there are no commercial banks involved. Figure reproduced from1.

and foreign assets, maintains reserve accounts for commercial banks and could possibly
lend loans to the commercial banks. There is no issuance of bank notes through the central
bank, as money and antimoney are digital currencies. However, the money–antimoney
system focuses more on the directly issued deposits (digital money) and loans (digital
antimoney) from the commercial banks to the households, e.g. every time a new human is
born she/he is endowed the same amount of money and antimoney. The role of commercial
banks in the monetary system is different from their role in the current monetary system.
Because the money–antimoney system is a full reserve banking system, commercial banks
are not allowed to create a money–antimoney pair and lend the money to households.
Thus, the role of commercial banks shifts from financial actors which in the past triggered
a multitude of economic crises,14–16,40,50 but was assigned only a minor or none role of
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allocating credit supply and demand40,80 – to pure intermediaries who do not pose a
systemic threat to economic stability. They can only allocate the deposits and loans
from their customers but not expand the money and debt in circulation. The assets and
liabilities of the households are money and antimoney, respectively. Fig. 1.5 c) shows
the balance sheets for the agent-based model economic system, which includes one bank
and the households. The bank initially issues equal pairs of money and antimoney to the
agents (households & firms), but does not further interact in the simulations with the
agents.

The risk monitoring is not carried out by the central bank by applying policy rules or
setting interest rates but by all market participants simultaneously. The decentralized risk
monitoring of the commercial banks in the current monetary system multiply was shown
to fail.15 Also the centralized risk monitoring and managing of the central banks, especially
after 2008, did not sustainably stabilize the monetary system.81 This particularly shows
that neither banks nor central banks have thoroughly succeeded in ensuring stability and
decreasing risks for society. Instead, in the money–antimoney system the monitoring,
sharing and managing of risk is carried out by all agents simultaneously by negotiating
the liquidity price. Every agent has access to the central liquidity market and thus can
evaluate the values of the past (debt = antimoney) with the values of the future (savings
= money) in real time. This does not exclude commercial banks a priori, which could
establish themselves as an intermediate matching aggregate supply and demand for credit.

1.4.5 Transfer potentials shape wealth

In order to make predictions about economic quantities within a money-antimoney frame-
work, the statistical properties were studied under random money transfers. Statistical
physics of random money transfers have gathered an increased attention since the com-
putational power for simulations has increased.82,83 The underlying assumption that ran-
dom boundary conditions of an economy force agents to act in a random way can be
well-implemented by using the strong methods of statistical physics modeling boundary
conditions. Economic quantities such as an agent’s asset and liability holdings can be
translated to fundamental statistical variables. For example, an agent’s asset holdings a
and liability holdings l, can be assigned to the microeconomic quantity of wealth ω = a−l.
The macroeconomic quantity of money M = 〈M〉 =

∫∞
−∞ n |ω| dω, with n(ω, t) the density

of monetary wealth, can be derived from the microeconomic variable ω.

Initial studies focused on the monetary part of a most simple model economy and
confirmed various wealth distributions depending on the exact boundary conditions:72 In
the studies, agents are initially endowed with an equal amount of money and liabilities
and a central bank holds the complementary liability and money pairs. Agents randomly
exchange money and liabilities via one of the four introduced methods of transfer. Inter-
estingly, random economies reach economic equilibria, if boundary conditions limit central
quantities, e.g. the quantity of money or an agent’s maximum liability holdings. Boundary
conditions can be imposed locally by transfer potentials U(ω) that act on an agent’s wealth
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by the force F (ω) = −∇U(ω) via additional transfers of monetary units. Another im-
plementation covers global boundary conditions, that forbid certain transfers (e.g. credit
creation that would increase the quantity of money above a limit). One important finding
is that local wealth transfers and global boundary condition can yield for the same wealth
distribution.

1.4.6 Money- and debt-side quantity theory

Quantity theory connects the total money supply with the gross domestic product (GDP).
GDP measures the value of all (monetary) transactions carried out within a defined period.
The natural question arises, if quantity theory holds in the agent-based random economy.
Quantity theory states that

M · VM = GDPM =
∑
i

pM,i · qM,i (1.7)

for the total money supply M , the money circulation velocity VM , the monetary GDPM ,
all good types i, all money prices pM,i and respective money-good quantities qM,i. For
the money–antimoney system, quantity theory is expanded by formulating a money and
antimoney-side quantity theory.

M · VM = GDPM =
∑
i

pM,i · qM,i A · VA = GDPA =
∑
i

pA,i · qA,i (1.8)

with total antimoney units A, the antimoney circulation velocity VA, the antimoneyGDPA,
all good types i, all antimoney prices pA,i and respective antimoney-good quantities qA,i and
money-side quantity theory as stated above. In this way, the monetary GDPM accounts
for all transactions carried out by payment of money and the antimoney GDPA accounts
for all transactions carried out by payment in antimoney.

The distinction of a money-related GDPM and debt-related GDPA might contribute to
a better understanding of money and debt flows in economic systems. Measuring distinct
money and debt sides of the GDP could serve as an indicator of overheated economies and
economic crises. Supposed that many agents need to carry out payments in antimoney,
due to little money holdings and indebtedness (high antimoney holdings) an increase of
transactions in antimoney then leads to an increase in the GDPA with probably increasing
antimoney good-prices pA,i and antimoney good quantities qA,i. An increase of the GDPA

could then indicate an upcoming crisis.
The expansion of quantity theory for a money side and debt side for systems of distinct

money and debt flows was proposed in earlier works:84 In a system of random money /
debt transfer and money-debt creation process, the equiblibria conditions were achieved
for limited money supply by required reserve regulations. Equilibria were characterized
by money circulation and debt circulation. Money circulation in these systems depended
on earning and spending of traders, whereas debt circulation was formed by loan granting
and repayment. In contrast, the results of random money transfers in systems that allow
unrestricted creation of money and liability pairs show that quantity theory did not hold.69
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1.4.7 Statistical mechanics in a random economy

By applying time-homogeneity on a money-antimoney system, the quantity of money and
antimoney and thus energy is conserved. Credit creation and termination are prohibited
thoroughly. Recent studies with a time-homogeneous system of money and antimoney
in a random economy yielded promising results to target sources of instability:39 In the
economy, agents initially are endowed with equal money and liability holdings, a central
bank owns the counterparts, respectively. Because the total quantity of money is con-
served, payments are restricted to either passing money or receiving antimoney. Thus two
price levels establish pa for a payment in assets and pl for a payment in liabilities. The
agents randomly exchange amounts xj, j ∈ {m, l} of money m or liabilities l, respectively,

according to an exponential distribution p(xj) = 1
pj
· exp

(
−xj

pj

)
with the respective price

level pj. The particular choice is motivated by observations, that in real economies low
prices are encountered much more often than high prices.

Dragulescu and Yakovenko have shown that the equilibrium monetary distribution in
a closed single currency system is given by a Boltzmann-Gibbs distribution for a wide
range of random transfer schemes, namely those that have time-reversal symmetry.85 As
the money and antimoney holdings are independent of each other – not yet a liquidity
mechanism is introduced – the expected Boltzmann-Gibbs distribution can be found. The

probability Pj of finding an agent with monetary units x reads Pj(x) = 1
Tj
· e−

x
Tj with the

parameter Tj =
Mj

N
being equivalent to a temperature in statistical physics. Mj is the total

amount of money or liability units and N the total number of market participants. An
agent’s relative monetary wealth is defined by ω = m−l

M
its asset m and liability holdings l

and M the money supply. The monetary wealth distribution separates from the monetary
asset and liability distributions and turns out to be a Laplacian. A fundamental question
is, if agents could hoard large amounts of antimoney. To partially address the issue,
a liability limit ω̂ on individual debt can be imposed. The underlying asset distribution
remains unchanged, but the liability distribution changes its temperature due to the cutoff.

There have been few attempts to study the role of credit extension in random economies.
Chen et al86 adopted the money–antimoney framework and allowed for money and credit
creation as a means of payment. They find that the monetary aggregate increases up to an
upper externally-set limit due to local credit creation of the agents. If an agent possesses
enough money it will simply transfer it to the other agent. But if an agent, who hast not
enough money – needs to pay another agent, and as long as credit creation is allowed,
the random choice of payment due to micro circumstances will (at least stochastically)
lead to an increase of the money supply. These findings stress the importance of credit
restriction, as the system only reaches equilibrium when an upper monetary aggregate
limit is imposed.
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1.5 Choice of a suitable economic modeling approach

The preceding studies on the money–antimoney system mainly focused on analytical ap-
proaches investigating statistical physics properties of the system.39,68,69,72,73 Because mon-
etary systems have a fundamental influence on real economies, it is desired to test the sta-
bility of the money–antimoney system in a real world implementation. Ideally, a federal
bank would issue a persistent digital money and antimoney currency, which could be used
for the payment of real goods and services within a country. In this way real economic
data could be obtained and analyzed. Unfortunately, this implementation lies over the
scope of non-institutional research and thus exceeds the available capacities. The next
best option is a game-theory experimental laboratory, in which humans interact with each
other in the framework of a model economy. To obtain preliminary insights into such a
modeling approach, a simulation setup is designed in order to define the boundary settings
of the economic framework.

There are several requirements for the economic framework. First, the model has to
reflect a real but simplified economy with a clear structure of input and output variables
and quantities, independent of side-effects due to the structure. Second, the measurement
and comparison of monetary stability of single currency and bi-currency systems has to be
possible. Third, the model has to be easily adaptable: On the one hand it should be easily
integrable to other economic models. On the other hand, game theoretical experiments
with real people shall be conductible. To decide which model should be used, a standard
economic theory model and the alternative agent-based model are shortly discussed. First,
a standard economic theory approach is sketched and its drawbacks are highlighted. Sec-
ond, a complementary econophysically-inspired agent-based model approach is introduced
and compared to the economic standard approach.

1.5.1 Addressed issues of standard economic DSGE models

Standard New Neoclassical Synthesis predominantly describes economic systems with Dy-
namic Stochastic General Equilibrium (DSGE) models.80,87–90 Firms rent capital and labor
to produce goods and sell them in perfectly clearing markets to infinitely-lived households.
The households maximize a utility consumption function under an intertemporal budget
constraint, including consumption, cash holdings and work labor. A fiscal authority sets a
monetary policy by levying taxes and a global interest rate is set by a central bank. Com-
mercial banks, if any, are implemented as financial intermediates, allocating asset and
credit resources. Households and firms are aggregated, resulting in a single representa-
tive household and firm agent. All agents form their expectation rationally.91 Optimality
conditions are imposed and interactions between the actors are modeled as sets of tran-
sition equations covering stochastic processes. Parameters used to model the equations
are estimated and the system is calibrated. The system’s response to exogenous tech-
nological, financial and price shocks can be studied, to infer monetary and fiscal policy
recommendations. However, DSGE models suffer from some serious weaknesses, regarding
the realism of their assumptions. The Great Recession served as a natural experiment for
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economic analysis and showed the inadequacy of standard theory’s predominant frame-
works. Some critics of mainstream economic theory view the economic crisis of 2008 as
crisis for economic theory.13,92–95 Six major pitfalls of economic mainstream DSGE models
are discussed, based on.96–98

First, Rational expectations, introduced by91, states that agents know about the ’true
model’ of the economy and optimize their utility with all available information to forecast
the future free of systemic biases; also all agents know that every other agent acts and re-
acts in every possible situation.98 These assumptions do not take into account that human
behavior and action in an economic framework is not solely an optimization problem. In-
dividual decisions may be better described by taking reciprocity, fairness, identity, money
illusion, loss aversion, herding, and procrastination into account.99 Recent studies try to
incorporate bounded rationality; agents do not perfectly calculate their expectations, but
use rules of thumb,100 apply ’trial and error’ learning101 or start to include heterogeneous
expectations.102

Second, the concept of the representative agent has been critically questioned for
decades.13,95,96,103–105 Macroeconomic foundations face difficulties justifying the assump-
tion of the aggregate representative agent fourfold: First, the justification for the as-
sumption that the aggregate of individual (maximizing) decisions can be governed by a
representative agent is not thoroughly plausible, if not absent.103 The behavior of ratio-
nal individual interacting units does not imply a rational aggregate acting agent and vice
versa. Second, the reaction (due to a shock, e.g. a change in policy) of a representative
agent may not be the same as the aggregate reaction of the individuals it represents.103

The fact that economic shocks do not affect all agents at once but diffuse through the var-
ious parts of economic systems with different speeds, affecting various agents at varying
times in a different manner. Also cascades of e.g. bankruptcies in a credit network are not
reflected.96 Third, even if the first two doubts were dispelled – that is when the representa-
tive individual is a utility maximizer and its choices coincide with the individuals’ choices
– there may well be the case that in two situations of which the representative prefers the
first to the second, every individual prefers the second to the first.103 The preferences of
the representative individual cannot legitimately be used to decide whether one economic
situation is better than another. Fourth, the interaction of heterogeneous individuals with
each other is completely ruled out by the representative agent, neglecting all distributional
issues which were one of the major cause of the Great Recession.95 Increasing indebtedness
of a large part of a population paved the way to the subprime mortgage crisis.96,106 It is
hard to believe that an economy could be properly described by a representative agent
while not incorporating distribution issues.

Third, DSGE model assume and require economic systems to be in equilibrium.80,87–90

Due to an inability to cope with non-linearities in the model equations, the simplifica-
tion of log-linearization107 is applied, which imposes the system to be in an equilibrium
state.13,108 To justify this simplification, it is pointed that an economy, that is kicked
out of equilibrium, quickly returns to equilibrium due to some adjustment processes.109

In stark contrast, it has been shown that such adjustment processes do not exist under
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general conditions and the equilibria are neither unique105,110 nor stable.13,111–113 Also the
dynamics governing the adjustment of prices (due to a shock) lack intrinsic logic.97,112,114

After a shock kicks a system out of equilibrium, the system needs time to recover towards
equilibrium. The Walrasian auctioneer calculates prices and sets equilibrium before trades
take place. Real economies work the other way round. Agents meet at markets discovering
(equilibrium) prices as a result of trading. Price formation therefore has to be the result
of trading and not its precondition.112–114

Fourth, identification,115,116 estimation115 and empirical validation117 of DSGE mod-
els’ parameters face various difficulties. DSGE models capability to reproduce empirical
stylized facts such as fat tails or rare economic shocks is doubtable, since the models
on the one side make too simplifying estimations117 and pay too much attention to the
identification of the structural model without testing the potential misspecifications of the
underlying statistical model.118 Thus it is questionable, if DSGE results can be used to
address policy and economic questions.115

Fifth, the concept of perfect markets, as assumed in standard DSGE models, states
that demand equals supply and the markets clear efficiently. To address this critique,
recent models have incorporated frictions in markets.119 Yet, they do not account for an
actual interaction of agents within a market and miss to include asymmetrical information
distribution, strategic interaction, expectation formation on the basis of limited informa-
tion, mutual learning, social norms, externalities, market power, predation, collusion and
the possibility of coordination failure.105

Sixth, the role of the banking sector is underestimated or even not included in many
DSGE models.40,120 Banks are assigned only an intermediate role, reallocating resources
by collecting deposits and lending credits. Although recent DSGE models incorporate
financial markets,119 the effects of the creation of money (similar to fairy dust out of
thin air 40) are not sufficiently included. Basic DSGE models80 assume a non-monetary,
non-banking system, in which the representative agent is perfectly creditworthy and never
default. DSGE models did not have the capacity to incorporate shifts of risk premia and
credit constraints, hoping that authorities could quickly restore normal conditions to make
the standard model usable again.121

1.5.2 Econophysic framework of an agent-based random econ-
omy

Econophysics can be viewed as a complementary approach to standard textbook eco-
nomics. Its name results from ’economics’ and ’physics’.122 Econophysics views eco-
nomic systems as complex evolving systems, populated with heterogeneous agents, whose
far-from equilibrium interactions continuously change the structure of the system.123,124

Econophysics has developed for the last 30 years in the fields of complex systems,125

financial markets,123,126 wealth and income distributions.83 Also a sister-field of socio-
physics127 has been established. Many fundamental assumptions made by econophysic
approaches differ from the above mentioned assumptions of DSGE models and lead to al-



1.5 Choice of a suitable economic modeling approach 29

ternative methodologies. The motivation to apply econophysics-motivated methodologies
is to counter the above discussed deficits of the standard economic approaches.

First, monetary systems are seen as complex economic systems. When complex eco-
nomics are studied, agent-based models (ABM)13,128,129 provide an appropriate method to
describe economic systems from a bottom-up perspective:98 Aggregate properties emerge
out of repeated – inherently non-linear – interactions among heterogeneous entities (agents)
differing in behavior, strategies, actions, wealth, types, time scales and others. Agents live
in complex systems that evolve through time far from rationality and equilibrium. To re-
flect real-world complexity and the inability of agents to act hyper-rationally, agent-based
models allow agents to behave as boundedly rational entities with adaptive expectations.
Typically, agents are assigned a type, like household, firm, bank, etc with a defined set
of actions, e.g. placing orders within a market and consuming/producing goods, and an
(adaptive) strategy, defining the concrete actions. The characteristics of an agent critically
depend on the economic framework, in which it ’lives’.

However, agent-based models are still in their infancy and some issues remain open.
The number of parameters to describe an ABM is prone to become large, reducing the
explanatory power of the model. Typically the specifications of agents’ behavioral rules
are injected by many parameters, to meet as much as possible what is observed in re-
ality.98 Especially, when an ABM reproduces stylized facts, how can one be sure that it
represents the minimal mechanism capable of the system? Thus ABM modelers try to
keep the number of parameters within their model as small as possible and use reasonable
simplifications, in order to avoid relics of over-parametrization.

Second, the interaction of the agents is set to take place at markets. The importance
of the understanding of markets was highlighted by the crashes of the Great Recession,
when the loss of trust in the global financial system led to worldwide price corrections at
stock exchanges. Of course, research on markets is not a specific econophysic approach
but has been carried out by standard economic theory for a very long time. According
to an economic definition of markets,130 ’a market opposes buyers and sellers, and the
prices which resolve this conflict are the input but also in a sense the outcome of the
agents’ economic calculations’.131 But the econophysic approach to characterize markets
with a mechanistic order processing logic departs from standard economic approaches. In
contrast to DSGE models, where market maker algorithms match supply and demand side,
the econophysic approaches to model markets focus on order books. In order books, the
atomistic placement and cancellation of supply and demand orders drives the prices. From
an econophysic viewpoint, these order book processes show similarities with reaction–
diffusion processes132 and have been studied in depth.133,134 They serve as a simple tool
to determine prices and are applicable for good–money trading and for good–antimoney
trading.

Third, the actions of the agents are defined. The agents are equipped with behavioral
rules, which define their actions, e.g. set an order price and amount. Economic the-
ory focuses on the optimization of individual utility functions when defining the actions
of agents. From an econophysic perspective, not the optimization of potential outcome
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but the randomness of natural processes plays a dominant role for setting the agents’
actions. In so called ’random economies’,39,73 the agents are assigned only little intel-
ligence. This reflects a non-strategic trading behavior, like the agents’ behavior in the
random economies, in which they are forced by their environment to act in a random way.
A connected field of study are markets with zero intelligence traders.135 These types of
traders do not base their decisions on any observation but randomly act without memory
of past actions. Zero Intelligence traders were studied in the works of Cliff et al.136–138

Interestingly, Zero intelligence Plus traders which are equipped with a memory and are
able to sense their environment and adapt to it, outperform human traders in market
experiments.139

1.5.3 Choice of an econophysic modeling approach

The description of economic systems from the economic perspective and the econophysic
perspective deviate in many respects. To find a suitable framework for a test simulation
environment for the money–antimoney system both approaches are compared. The choice
of the econophysic approach is justified by the following points: The econophysic approach
provides reasonable methodology, reductionism, notion of uncertainty within the models
and the consideration of extreme events.140

Most economic models are based on an a priori methodology that invents economic
reality. Economics do not aim for describing the real world but develop abstract models
and characterizing their parameters. This interpretation is highly questioned by econo-
physics, which aims for describing economic reality with models that are based on empir-
ical data.98,117 Economic theory is not an empiric discipline and has not seen itself as a
such.141,142 Because monetary systems have a real impact on societies and general theoretic
findings have already been drawn – indicating an overall stability of the money-antimoney
system39 – an econophysic approach is chosen. Within the econophysic framework of an
agent-based model the money-antimoney system can be simulated and in principle be
compared to human experimental data.

Economics apply atomistic reductionism, i.e. use of the representative agent imply-
ing that the macro level equals the micro level and neglecting the dynamics of inter-
acting agents in markets. The use of the representative agent in economics could not
account for the recent economic crisis. By contrast, econophysics focus on the interac-
tion of heterogeneous populations of agents,105 known as interactive reductionism. The
macroeconomic output emerges endogenously from the microeconomic interaction.95 An
agent-based model serves well as a framework to study the response of markets within a
money-antimoney system due to shocks. Taking a close look at the interaction of agents
suffering from a shock can give insight in the stability conditions for markets.

In economic models the notion of uncertainty is a priori reduced to risk within a
Gaussian world of statistical models, independent of reality. Uncertainty then is usu-
ally measured with the probabilistic approach of the standard deviation. In contrast,
econophysics try to provide a collection of operational instruments to study uncertainty of
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economic systems. Thus econophysics becomes to a more uncertainty-oriented discipline
than economics.124,143 The actions of individuals in real world are often governed by their
uncertain environment. The introduction of traders that act randomly meets these needs.

In economics, extreme events like the latest financial crisis, are not considered but
stable equilibria are ensured by the architecture of the models.140 In contrast, econophysics
is founded on the universality of statistics and takes extreme events – with a significant
probability – into account. Since the crisis, especially monetary systems have undergone
extreme events. To study the stability of the money–antimoney system, it is therefore
reasonable to use a framework that takes the occurrence of extreme events into account.
The framework of a random economy agent-based model allows for simulation of such
extreme events.

Recently, rational expectations are questioned within economics.102,144 In contrast to
economics, econophysics studies models that assume that agents do not to form rational
expectations145 and thus act randomly – forced by their chaotic environment.146 The aim
of a real world implementation of a money-antimoney system motivates to apply random
behavior in simulations, as agents randomly exchange money, see above. Then, the random
simulations can be compared to empirical data and even more interestingly, the influence
of human behavior on the stability of monetary systems can be evaluated. The choice of
a random economy is also motivated by the finding that details of money exchange do not
appear to be essential.85 The irrational decisions of the agents are a maximal probe for
the stability of the money-antimoney system.1

It is also highly questionable if the economy is in the state of an equilibrium, as argued
above. Therefore the agent-based approach does not impose equilibrium as such but has
a highly increased flexibility and equilibrium is only one possible outcome.98

1.6 Outlook: Multi-flavor money-antimoney system

Going one step further, the concept of the money–antimoney system can serve as a starting
point to explore novel monetary systems. The concept of the money-antimoney system
can be expanded to multiple private currencies, in which each individual issues its own
unique money and antimoney currency and in which corresponding liabilities are stored
at a central bank. The fundamental idea behind multi-flavor money-antimoney systems is
the following: On the micro level, money is discrete; there is a smallest amount of money
which can be exchanged. On the macro level, that is in an agent’s wallet, the discrete
states overlay and form an ensemble of money. The wallet of an agent can store all flavors
of moneys and antimoneys, respectively and the monetary wealth of an agent would be
the sum of all moneys minus all antimoneys of the agent’s wallet. This can be compared
to the superposition of light of various frequencies to obtain ’white’ light on the aggregate
level. In the beginning, all N agents start with the same amount of all flavors of money
and antimoney units. Now there are not only 2 markets for each type of good, but 2×N
markets per good. The agents can make payments in the flavor they desire.
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The system has three major advantages over the prevailing monetary system: first,
it is time-homogeneous and thus the negative consequences associated with the creation
of money are mitigated. Second, debt defaults can be tracked back to its origin, after
a highly indebted agent exits the system. This means that a creditor is liable for its
granted credits. When an agent defaults, it exits the system together with its unique
money/antimoney units. Third, the liquidation algorithm for the exiting agent is a simple
retraction of all of its (indexed) flavored money and antimoney units from all other agents’
accounts and mitigates problems of complicated reversal transactions when an agent exits
a single money-antimoney system. Adding new agents to the system is easy: when a new
agent enters the system, all agents simply add the initial amount of money and antimoney
of the new unique flavor to their wallet.

However, it could be argued that a system of multi-flavor money and antimoney would
not be considered as a monetary system. To fulfill the requirements of a monetary system,
first the agents would need to like to accept each unique flavor of money and antimoney
to reflect the storage of value. Second, the money and antimoney units need to be the
measure of account, which is obviously fulfilled as prices can be expressed in each flavour.
Third, the multi flavor moneys and antimoneys need to be medium of exchange, which
would be possible as a digital currency. Clearly, the first requirement is the most difficult
to prove and would need empirical studies to show the applicability.

Having introduced the time-homogeneous system of money and antimoney and argued
why the stability of such a system should be studied with an agent-based, random economy,
the next chapter introduces the used simulation techniques.



Chapter 2

Methods

2.1 Economic model system

2.1.1 Setup of agent-based model economy

In the round-based agent-based model, a central bank initially created the money–anti-
money pairs and N agents acted as firms and households. The central bank did not
interact otherwise, see Fig.1.5c) for the balance sheets of the bank and the agents. The
endowments for each agent were initially 10 money and 10 antimoney units. The corre-
sponding bank liability and bank money parts were held by the central bank. The state
of an agent was determined by its money and antimoney holdings, its good stocks, its
utility and a set of harvestable (producible) goods. The economy did not exhibit growth
but stayed in a stationary state with constant harvest. Testing the stationary stability
was crucial for potential dynamic state equilibrium research, because if no equilibria were
found in the stationary state, presumably no equilibria could be found in a growing econ-
omy. Extending the equilibrium from the stationary state to a sufficiently slowly-growing
economy, stationary boundary conditions would apply and thus stability could be inferred.

The flowchart of the round-based economy is shown in Fig.2.1. At the beginning of
each round, each firm harvested goods at zero costs and then tried to trade them at central
good exchanges. After trading, the households consumed the purchased goods, increasing
their utility. Firms harvested h out of G different types of consumption goods at zero
cost. All simulations were conducted for an economy with h = 2 and G = 4, resulting
in
(
G
h

)
=
(

4
2

)
= 6 different sub populations. Each of those harvested a different set of

goods. The agents harvested the fixed amount of 0.5 goods per good type per round.
For each good type N/2 agents produced the good and the complementary N/2 agents
could consume the type. Agents could store infinitely many goods without storage costs.
Importantly, each single agent represented both a household and a firm at once. When
it could produce a good, it supplied it at the money or antimoney-good market (firm).
When, it could not produce the good type (this means in the complementary markets),
it demanded for it in the respective markets (household). A firm could not consume self-
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harvested goods, which forced all agents to trade on the markets in order to increase their
utility. The utility accumulated over the rounds and increased by the consumption of
goods with ∆U = 1 − exp(−1

c
Σixi) with xi the consumed goods per good type i and a

curvature factor which was set c = 7.

The aim of the studies were the comparison of the prevailing monetary system with the
money–antimoney system. Therefore simulations of a single money, a two money system
and the money–antimoney system were conducted. Simulations of a single money system
provided a reference to compare the results for the other systems. The results of the single
money system served as a baseline to validate the results of the chosen parameters. The
comparison of results of a two-money system with the money–antimoney system provided
answers to the question to what extend the money–antimoney system differs from a two-
money system.

2.1.2 Limit order book characteristics

The goods were traded sequentially at stock exchange markets with a memory-less con-
ventional limit order book mechanism (LOB), also used by Schewe et al.147 to model
crop market price developments. Models of agent-based order books were used to study
various systems and provide a widely-used tool in the world’s economic markets by a
suitable bottom-up approach.148 Individual actions have an influence on the markets, no
market maker is needed and the prices evolve endogenously through the interaction of the
agents.148 To simplify the simulations, the LOB did not have a memory. In this way, the
study focused on the price and volume movements without exhibiting artifacts as bid–ask
spreads and other typical continuous order-book mechanisms.

The agents tried to place a new limit order bid every round. The order was defined by
the amount, the price per unit and the good type-dependent demand or supply type. The
markets were traded in sequential good-type order and for each good, first the money-good
then the antimoney-good market were processed. For demand bids, households submit a
maximum price per unit they were willing to pay and for supply bids, firms submitted the
minimum price per unit for which they were willing to sell. For demand bids, the amount
of goods d and for supply bids, the amount of goods s were submitted. When a submitted
bid exceeded an agent’s money budget, the bid did not enter the order book. The prices
were rounded to the price grid with smallest tick 1× 10−5. The order book collected all
valid bids and determined the aggregate demand and aggregate supply per price. The
aggregate demand (supply) curve is determined by summing over all amounts of bids that
accept higher (lower) prices. The trading price Ptr was set to be the price that maximized
the minimum of the demand and supply curve. The corresponding trading volume is
Vtr. In good-money markets, this price was equal to the intersection of the supply and
demand curve, because the demand curve was monotonously decreasing and the supply
curve monotonously increased.
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Figure 2.1: Flowchart of the random economy setup. The agents and the economy are initial-
ized. In the turn-based economy, the agents produce (harvest) goods, trade them at respective
markets and consume the purchased goods. Figure reproduced from1.



36 2. Methods

2.1.3 Limit order book – antimoney supplies

Conversely to the money-good order book, in which the demand is limited by the agents’
budgets, the order book for good–antimoney markets exhibits a supply-bid limitation. In
contrast to the money market, where a supplier could easily accept a higher price, a seller
in the antimoney market faced problems with arbitrary high prices: it could not give
away more antimoney units (together with the goods) than it currently possessed. An
antimoney-supply order at price Psub and amount s, that exceeded the agent’s antimoney
holdings A, that means Psub · s > A, did not enter the order book. The mechanism of the
aggregate supply function also had to take into account that for higher prices, an agent
may not have possessed enough antimoney holdings to sell at arbitrarily higher prices
P ∗ > Psub. In the following P ∗ refers to prices higher than the price of a submitted bid of
an agent.

A simple algorithm called (resizing order book) was applied to calculate the supply
curve. The order book mechanism checked for all submitted prices P ∗ > Psub, if the
agent’s antimoney holdings A were large enough to satisfy s · P ∗ < A. If the relation was
true, the supply order entered the supply curve. That means that the bid’s amount was
added to the total bids for the price P ∗. If the agent did not have enough antimoney,
that is when s · P ∗ > A, the agent’s supplied amount s was resized to s∗ = A

P ∗ < s.
This changed the shape of the supply curve and the supply curve lost its monotonously
increasing character, in general. The trading price was still determined to be the price that
maximized the minimum of the demand and supply curve. But in fact, both curves do
not necessarily intersect at all. If there were more than one price maximizing the trading
volume, the trading price was randomly chosen from these prices.

Minimal example The following minimal example illustrates the non–monotonicity of
the supply curve and sketches the implementation of a strict order book, which would only
accept supply orders of agents which have enough antimoney at respective prices to sell
their goods. However, the strict order book was not implemented in the model. Consider
agents A− E with goods gi and antimoney holdings Ai according to table 2.1, willing to
place a supply-order with supply amount si and price pi in the good–antimoney market:

Agent Antimoney Ai Good amount to
be supplied si

Price pi

A 5 2 2.5
B 6 2 3
C 12 3 4
D 5 1 5
E 24 4 6

Table 2.1: Agents’ A−E antimoney holdings and intended supply bids with supply amount si
and pi.
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The supply side of the order book was filled, starting at small prices. Agent A’s order
was placed first, see Tab.2.2. The supply side of the order book consists of a price column
(Price pi), the total supplies at the given price (Total supplies), the amount of supplies
at the respective price (Amount supplies) and the respective agent of the order (Agent
orders).

Agent orders Amount supplies Total Supplies Price pi
A 2 2 2.5

Table 2.2: Order book: Agent A’s bid is placed on the supply side

Strict antimoney order book

Now B’s order at price pB = 3 had to be placed. Then the problem arose, how agent A’s
supply order should be treated. On the one hand A was willing to accept a price higher
than pA = 2.5. On the other hand A had not enough antimoney to pass its 2 goods at
prices P ∗ > 2.5, because AA = 5 < P ∗ · sA = 3 · 2 = 6. A ’strict’ the order book (which is
not implemented) would add A’s order to the order book and the total supplies for higher
prices, only if AA > sA · P ∗. In this case, the full order book would look like Tab. 2.3. A

Agent orders Amount supplies si Total supplies Price pi
A 2 2 2.5
B 2 2 3
C 3 3 4
D 1 1 5
E 4 4 6

Table 2.3: In a strict implementation of the good–antimoney order book, orders of agents who
did not have enough antimoney Ai (see Tab.2.1) to pass along with the submitted goods si for
each price P ∗ > Psub, were ignored, leading to a non-monotonic supply function in the order
book

main weakness of this implementation was that it is very strict in the way accepting orders
only if an agent’s full order could be processed. As the placement of an order depended
on the antimoney holdings of the supplier, the supply function (total supplies) was in
general not monotonically increasing. Also it was not taken into account that A and B
were willing to sell goods at high prices, although they would accept them. Considering
these arguments, the strict order book was not applied in the simulations.

Resizing supply bid antimoney order book

The chosen implementation to process supply orders for the good–antimoney order book
was a resizing of the supplied amounts si for P ∗ > Psub so that every order of every agent
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entered the book with si = Ai/P
∗. After C’s order had entered the book, it had the form of

Tab.2.4. The order book mechanism had to check for all submitted prices, if the supplying

Agent orders Amount supplies si Total supplies,
with resized
individual s?

supplies

Price pi

A 5 2 2.5
A, B 2 5

3
+ 2 =3.66̄ 3

A - C 3 5
4

+ 6
4

+ 3 =5.75 4

Table 2.4: Resizing Order Book: The total amounts were resized for increasing prices for
agents A - C and the supply function gets smoothed.

agents possessed enough antimoney to supply together with the supplied amount of goods.
This kind of order book differed from the strict order book in a number of respects. A’s
and B’s orders were taken into account at higher prices than their budgets of antimoney
would have allowed by reducing the amount of supplied goods. The respective supplied
amounts were sA = AA/P

∗ > and sB = AB/P
∗ >. In this way A and B could have sold a

fraction of their goods at higher prices, making a supply order more independent from the
antimoney holdings of a supplier. To complete the entry of the supply orders, the orders
of agents D and E entered the book, see Tab. 2.5. Notably, also a high price entered by
a demander led to a resized order book for suppliers, who did not have enough antimoney
to pass along with the amount at the higher price.

Agent orders Amount supplies Total supplies, with
resized indiv. s? suppl.

Price pi

A 2 2.00 2.5
A, B 2 3.66̄ 3
A - C 3 5.75 4
A - D 1 5

5
+ 6

5
+ 12

5
+ 1 =5.60 5

A - E 4 5
6

+ 6
6

+ 12
6

+ 5
6

+ 4 =8.66̄ 6

Table 2.5: Complete resizing order book with multiple local maxima of trading volumes at
prices p = 4 and p = 6. Note that the supply function (’Total supplies’) was not monotonically
increasing for increasing prices!

The resizing order book had two decisive advantages: First, the resizing smoothed the
supply function. In the strict order book, large jumps of the supply curve between the
prices could occur, as agents who could not supply at higher prices were not considered
for higher prices and their (large) supply orders dropped out immediately if the agent
did not possess enough antimoney units to submit at (slightly) higher prices. Second,
in the resizing order book every bid of every supplying agent was taken into account
to calculate the supply curve. This increases the toal amount of supply bids and thus
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maximizes the trading volume to increase the market’s efficiency. The bids of supplying
agents accepted all prices higher than the submitted price. In the strict implementation,
only prices psub < P ∗ < Ai/ssub were accepted, limiting the prices to a possibly narrow
interval.

A qualitative illustration of order book supply curves is shown in Fig.2.2. It shows
the shape of the supply curves in the resizing good–antimoney order book. Fig. 2.2a)
shows a typical conventional order book of a good-money market. The supply curve
increased monotonically and the trading price was the price of the intersection of demand
and supply curve. For the resizing good–antimoney order book, the supply curve did not
necessarily increase monotonically but exhibited single maxima, see Fig.2.2b, or multiple
local maxima, see Fig.2.2c). The determination of the trading price and trade volume
was carried out according to Section 2.1.2. For every price, the maximal trade volume
(which was the minimum of the demand curve and supply curve at the respective price)
was calculated. Fig.2.2 also shows the maximal trade volumes for each case. The global
maximum of the maximal trade volumes per price was then set as the trade volume and
the respective price is the trading price at which all orders clear.

Figure 2.2: a) shows a conventional order book with no resizing for good-money markets.
The demand curve monotonically decreased and the supply curve monotonically increased. The
trading price and trade volume were determined by the intersection of the supply curve and the
demand curve. b) shows a resizing order book for a good-antimoney market for the case that the
supply function has one local maximum. c) shows a supply curve with multiple maxima, where
price of the global maximum of the supply curve was not identical with the trading price. The
inset figures show the maximal trade volume per price. The global maximum of each inset curve
was then determined by the trading price that maximized the trade volume. The determined
trading prices is not necessarily the price of the intersection of the demand and supply curve.

Opposed to the supply side, there were no effects as described above on the demand
side of antimoney-involved markets. If a higher price enters than an agent’s limit price, the
order with a lower price was not taken into account when the total amount was calculated.
Orders with lower prices than an agent’s submitted price were also not critical, as accepting
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Figure 2.3: a) Conventional order book clearing mechanism: All supply oders with a smaller
price than the trading price (green area) and all demand orders with a higher price than the
trading price (red area) are cleared successfully. In the reversed order book (not implemented),
all demand orders with a smaller price (red area) and all supply orders with a higher price (green
area) than the trading price are cleared up to the total trade volume.

less antimoney than the submitted limit price had no consequences for the agent or the
order submission.

2.1.4 Limit order book – order clearing

After the trading price had been determined, the orders were cleared. In the clearing
process, the successful demand and supply bids were determined and executed. Starting
point for the clearing was the trading price Ptr, the total trading volume Vtr and the
submitted orders. Two different clearing mechanisms were tested: A conventional clearing
mechanism and a reversed clearing mechanism. The clearing mechanisms differed in the
way, which of the submitted orders were successfully executed.

For the conventional order clearing mechanism, all demand orders which would have
accepted a higher price than Ptr were executed. The orders with the highest price was
executed first. For the supply orders, orders which would have accepted a lower price than
the trading price Ptr were executed. Fig.2.3 a) illustrates the conventional order book
clearing.

The reversed order book clearing mechanism was motivated by the instability of un-
constrained antimoney markets. In these markets trading froze due to high prices and
small trade volumes. Also, there were few agents who possessed hundred-fold the initial
antimoney holdings, see Fig.3.1. An approach to solve the problem of freezing good–
antimoney marktes was to reduce the amount of antimoney which is passed to agents
whose demand orders were successfully executed. In contrast to the conventional order
book, in which the demand orders with high limit prices were more likely to be success-
ful, the reversed clearing mechanism took the demand orders with the smallest demand
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prices into account first. The supply orders with the highest supply prices were executed
first. The trading price was determined similarly to the conventional order book, but the
trading volume was determined as follows: The actual trade volume Vtr was the difference
of the trade volume at the trading price V (Ptr) and minp(Vd,max, Vs,max), the minimum of
the maximum trade volume of the demand and the maximum of the supply curve. Index
p of the minimum denoted the price dependence of the minimum trade volume. Fig. 2.3
b) illustrates the case, where the supply curve had the smaller maximum trade volume
Vtr = Vs,max − V (Ptr).

After the successful orders had been determined, the orders were executed. In the
money market, an agent who had submitted a successful demand order receives goods
in the demanded amount of d and therefore payed d · Ptr money units. An agent who
had submitted a successful supply order received s∗ · Ptr money and its good stock of
the specific type was reduced by s. In the antimoney market, a successful demand agent
received d goods along with d · Ptr antimoney units. A supplying agent’s good stock was
reduced by the resized amount of goods s∗ (for the respective price Ptr and its antimoney
units are reduced by s∗ · Ptr.

The inverse order book did not show significant deviations from the results with the
conventional clearing mechanism (results not shown). The conventional order book clear-
ing mechanism was used in the further studies because it rewards the agents who were
willing to sell (buy) at the lowest (highest) price and led to higher Vtr in the studied cases.

2.1.5 Agent antimoney holdings limitation

The equilibration of monetary systems critically depends on their boundary conditions
on individual monetary holdings.1,72,73,85,149,150 The effects of global monetary constraints
on monetary stability and distributions were studied for various model systems72,73,85 and
with respect to a required reserve ratio.149 The application of these boundary conditions
reflected real circumstances of credit granting. In real world credit granting, the creditor
(typically commercial banks) has to evaluate the ability of the debtor to repay the debt
before the debtor exits the system.

Two types of antimoney limits were implemented. First, for a global antimoney limit
Â, agents who submitted a demand order in an antimoney-good market, which successful
execution would have exceeded the agent’s antimoney holdings above the global limit, the
order did not enter the order book. Second, an individual life-time dependent antimoney
limit, imposed a local constraint. All agents were assigned an equal lifetime τ and a
maximum antimoney limit Â. The current (local) antimoney limit of an agent calculated
as follows:

A(t) =
A0 − Â

τ
· t+ Â (2.1)

The antimoney limit A(t) decreased linearly over time t from the maximum limit A(t =
0) = Â to the initial endowments A(t = τ) = A0.

This reflected the fact that real world agents have different ages at which they are
differently credit-worthy: the agents started with a uniformly distributed t ∈ (0, τ). When
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an agent reached its lifetime, it died and was immediately replaced by a child agent, which
inherits the mother agent’s money and antimoney units, its good stock and its utility and
starts with t = 0.

2.2 Agent strategies

The main idea behind the strategy setting of the agents was that it would not cause
artifacts in the monetary systems stability analysis. To keep the amount of parameters as
small as possible, agents only submitted the market bid and set their consumption. The
strategy of an agent within one round was thoroughly defined by the bid price, the bid
amount, the type of bid (demand or supply) and the amount of consumed goods. The
application of random strategies was incorporated by random probability distributions,
from which the agents draw the respective quantities. The strategy was defined as follows:
Firms tried to sell all of their goods per good-type, in order to not hoard them in their
storages. The households demanded for a uniformly-distributed amount between zero and
dmax. The choice of prices p solely depended on the price of the last round and was drawn
with probability P from

P (p) = exp
(
ln a+N

(
0, b2

))
. (2.2)

N is the normal distribution with mean zero and standard deviation b = 0.3 and a is the
price of the last round. The prices of the first round were set to 1 for all good types. Agents
did not have a preference for either market and chose the good-money or good-antimoney
market with 50% probability. At the end of each round, all households consumed all
bought goods.

This made the strategy especially well-suited for shock scenarios and specifically a hard
measure for shocks, as the price dynamics were strongly reflecting the evolution and were
not trying to reach (an artificial) equilibrium. During equilibrium, the strategy relies on
the equilibrium fluctuating price. This implies the rejection of the idea of intrinsic value.
This is in contrast to earlier order book studies which applied different agent types and
set the demand and supply prices according to a private information reservation value.151

This would imply that every agent ’knew’ the intrinsic value of a good and could assign
a price equal to the intrinsic value plus a price premium. The intrinsic value of the
goods is set to zero and assignment of intrinsic value to the goods is rejected for two
reasons: First, the harvesting agents would have to pay the intrinsic value to a central
harvest providing agent which does not exist. Nature, from which the goods are extracted,
does not have a bank account to which payments could have been made. It could be
argued that extraction of goods from nature would be free, but this causes and maintains
inequality states.152 In addition,to stay in the intrinsic value framework, utility would
need to be mapped to the amount of consumed goods, which seems difficult if one thinks
about measuring happiness/fullness quantitatively. Second, when agent strategies get the
parameter of intrinsic value, an optimization would be desired. This would introduce
additional parameters to the ABM and make the simulations vulnerable to design-related
footprints,153 which are sought to be avoided.



2.3 Production and credit boom & shock scenarios 43

2.3 Production and credit boom & shock scenarios

To study the impact of structural changes of the model economy and analyze economic
stability, economic standard theory models structural shocks (and booms) which hit equi-
librated economic systems.90To compare the stability of the money–antimoney system
with a single money and a two-money system, distractions from equilibria by production
shocks, production boom and credit shock scenarios were conducted. In each simulation,
the monetary systems were equilibrated and then at a defined round, the system expe-
rienced the respective shock. The response of the the prices, the trade volumes and the
money distributions were recorded.

For all three monetary systems, the scenarios were conducted similarly: Production
shock and boom scenarios were conducted with 90 initial rounds of market equilibration
under normal conditions. Then, for 3 rounds, the external shock/boom hit the economy
and the harvest was boosted by 50% (boom) or reduced by 50%. After the shock/boom
the harvest was set to its level before the shock/boom.

The time (measured in rounds) it took to recover from the production shock was an
indicator for the monetary systems’ recovery capabilities. It was defined by the time
constant C2 of the fitted exponential price recovery p(t) = C0 +C1 exp(t/C2) between the
shock and round r. Round r is the round, at which the price had reached its pre-shock
value again. Round r was defined by the round in which the gradient g = (p ∗ f)′ falls
below the threshold 0.02. The function f is a rectangle of length 5 and height 1 which is
convoluted (∗) with the price p.

For the credit shocks, the systems were similarly equilibrated as for the good shocks.
For the single money and the two-money system, the credit shock was simulated by a single
increase of every agent’s money holdings (only M2 holdings in the two-money system) by
the initial amount of money in the first round of the shock. In the last round of the
shock, all agents’ money holdings were halved. The credit shock in the money–antimoney
system was simulated by a temporary increase of the agents’ antimoney holdings by the
initial amount of antimoney holdings. Simultaneously, the maximum antimoney limit of
the agents was doubled. In the last round of the shock, all agents’ antimoney holdings
were halved. In all credit shocks, the amount of money (single), M1, M2, money and
antimoney before and after the shocks was equal.

2.4 Simulation parameters

The simulations were conducted with N = 9000 agents, to obtain a large enough sample.
Each agent was initially endowed with M0 = 10 money units and A0 = 10 antimoney
units and zero goods. All simulation parameters are shown in Tab. 2.6. The quantitative
comparison of the monetary systems (single money, M1-M2 and money-antimoney) was
established by simulating each scenario in each monetary system. In the two money
system, two money currencies (M1 & M2) were issued and the agents applied the same
strategy as in the money–antimoney simulations.
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Chapter 3

Results

The results are organized as follows: First it is shown that symmetric trading strategies
led to asymmetric money and antimoney price levels. Second, antimoney limits, that
set an upper bound on the agents’ antimoney holdings were introduced to equilibrate
the antimoney market. Simulations showed that quantity theory is fulfilled. Third, the
systems’ responses to deflections from equilibrium by supply and credit shocks hitting
an equilibrated system indicated their fundamental functionality. Lastly, simulations of
a multi-flavor money and antimoney system for excess demand and supply scenarios are
shown.

3.1 Stability of money and antimoney markets

3.1.1 Diverging money and antimoney markets for symmetric
strategy

For excess supply simulations dmax = 0.5, the money and antimoney markets quickly
reached a symmetric equilibrium in which prices decreased to about the smallest price
tick 10−5, see Fig. 3.1a) and the mean trading volumes were about equal for money and
antimoney markets, see Fig. 3.1c). The markets equilibrated and the agents’ money and
antimoney holdings changed little, due to money and antimoney prices near zero.

For excess demand dmax = 2.5, the money prices and trading volumes reached an
equilibrium level, see orange lines Fig. 3.1b,d). In contrast, the antimoney market showed
a non-linear transition into an extremely inefficient non-equilibrium state, see purple line
Fig. 3.1b,d): near to zero trades are made on the antimoney market, as the prices exploded
three orders of magnitude. Instead, the trade shifted from the antimoney market towards
the money market, where it flourished at high volumes and low prices. A detailed look into
the money and antimoney order books explained the divergence of the markets, see Fig.
3.2a). Following the price explosion for money and antimoney prices, see Fig. 3.2b,c),
respectively, the order book’s supply (green) and demand (red) curves for one good of
selected trading rounds showed distinctly different behavior. First the antimoney market
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Figure 3.1: Prices, trading volumes, money and antimoney distribution for excess supply
dmax = 0.5 and excess demand dmax = 2.5. (a) For excess supply, the prices dropped to about
the smallest tick 10−5 and (c) a symmetric constant trading volume for money and antimoney
was reached. (b, d) For excess demand, the money prices quickly equilibrated at a constant
trading volume. Astonishingly, the antimoney prices exploded while the trading volume dropped
to near zero. (e) Shows the money and antimoney distributions for all agents in the last round
(60) on a semi-log scale for excess demand. While the money was narrowly distributed, anti-
money was distributed much broader, with a large peak at zero antimoney holdings. The money
and antimoney distributions for excess supply are not shown, as the system reached an unreal-
istic state in which goods were traded with devalued money and antimoney currencies. Figure
reproduced from1.
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Figure 3.2: Price equilibrium for money order book and price explosion in antimoney order
books. The order book demand (red) and supply (green) curves for an excess demand scenario
are diffent for the money and antimoney markets in selected rounds. (a) The mean prices over
time for the money and antimoney markets. (b) The demand and supply curve in the money
market equilibrated at a price of about 1. (c) The uninhibited demand curve in the antimoney
market drove the prices to levels which were three orders of magnitude higher than in the money
market. The supply curve declined and was not monotonically increasing for higher prices, as
only very few agents possessed enough antimoney to sell them along with their goods. Note that
the trading price in round 20 and 55 was determined by the maximum of the supply curve, even
if demand and supply curve did not intersect, see Section 2.1.3. Figure reproduced from1.
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prices explode and subsequently, the trade swaps over to the money market with high
trading volumes and small price. Notably, the money market is in equilibrium after the
trade has shifted.

First, the antimoney prices increased quickly within 10 rounds more than three orders
of magnitude due to the uninhibited demand curve in the order books, see Fig.3.2c).
The shape of the demand curve was scale-invariant for low and high price levels. This
stems from the fact that the strategy of the agents does not adapt and that there was
no budget constraint. Demanders could accept unlimited antimoney units and ask for
goods at arbitrary high prices. With increasing prices, the fraction of suppliers and the
supply curve declined, because only few agents possessed enough antimoney units to pass
along with the goods. The supply curve is not necessarily monotonously increasing, see
Section2.1.3. The resulting highly inefficient state was equivalent to a frozen antimoney
market in which too high prices permit the agents to find back to an efficient market. The
price fluctuations at high levels were a mere relict from very few agents which could trade
by chance.

Second, the shift of the trading volume from the antimoney market to the money
market was an artifact of the trading strategy. As all agents always tried to sell all of their
goods, an agent which could not sell its goods in the antimoney market, would by chance
later choose to sell in the money market. The supply curve in the money market increased,
see Fig. 3.2b), and the money prices decreased, resulting in an increased trading in the
money market. The empirical probability density of the agents’ money and antimoney
holdings for excess demand at the end of the simulation (at 60 trading rounds) differed
from each other, see Fig.3.1e). While monetary units were distributed narrowly between
zero and ∼ 6 ·M0, the antimoney holdings exhibited a peak at zero (if an agent succeeded
to sell in antimoney, it got rid of all its antimoney) and a much broader tail (when an agent
succeeded in buying in the antimoney market at high prices, it obtained many antimoney
units), with agents hoarding more than hundredfold A0.

The implicit budget constraint in the money market by the declining demand curve for
increasing prices had no equivalent constraint in the antimoney market. This finding was
in agreement with previous research, stating that the lack of boundary conditions did not
necessarily yield for equilibrated monetary systems.69,72,149,150 In conclusion, the absence of
a budget constraint in the antimoney market resulted in non-efficient and non-equilibrated
good-antimoney markets.

3.1.2 Symmetric equilibration of antimoney and money markets

In order to equilibrate the antimoney market, three solutions could be considered. First,
the strategy of the agents could be changed to aim for equilibrium markets. However,
this study focused on monetary stability and did not look for stabilizing agent strategies
and therefore was not taken into account. Second, systemic constraints like global or local
antimoney limits can be imposed, influencing the demand curve. Third, implicit trans-
fer mechanisms could lead to a limitation of antimoney hoarding which may equilibrate
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Figure 3.3: Symmetric equilibration of money and antimoney markets by imposed global (◦)
and local antimoney limits (lifetime 4τ = 50,5τ = 200) for excess demand dmax = 1.5. (a) For
high antimoney limits – larger than about three times the initial money endowments A0 = 10
– the mean money prices (orange) dropped near to the smallest tick and the antimoney prices
(violet) rose to three orders of magnitude above money prices. For decreasing antimoney limits
the antimoney market became functional: the money prices increased and the antimoney prices
decreased. For an agent life-time dependent antimoney Â ≈ 2.8 · A0 the prices and trading
volumes became symmetric. (b) For high antimoney limits, the mean trading volumes shifted
towards the money market while the antimoney market froze. For decreasing antimoney limits
the money trading volumes decreased and the antimoney trading volumes increased. (c) For
decreasing antimoney limits, the good stocks decreased, indicating an increase of the market
efficiency. Overall, an agent lifetime-dependent antimoney limit (4,5) had a stronger effect
than a global antimoney (◦) limit, reducing (increasing) the antimoney (money) prices and
increasing (decreasing) the antimoney (money) trading volume. The results were similar for
different agent lifetimes τ = 50 (4) and τ = 200 (5). For antimoney limits > 40 an equilibrium
was not yet reached – money prices had not yet dropped to 10−5 and antimoney trading volumes
had not yet dropped to about zero. Figure reproduced from1.
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the antimoney market. Transfer mechanisms in the framework of the money-antimoney
system were already previously studied and could be mapped to the constraint of mone-
tary quantities.72,73 In the following, a global and local antimoney limit were applied to
equilibrate the markets with respect to prices and trading volumes.

The application of a global and local antimoney limit equilibrated the antimoney mar-
kets for slight excess demand dmax = 1.5, see Fig.3.3. The agents’ life-time dependent
antimoney limit had a larger impact on the reduction of antimoney prices than a global
antimoney limit, see Fig.3.3a). Still, for high antimoney limits, the market fell in the
previously analyzed non-equilibrated state with exploding antimoney prices and trading
volumes approaching zero. As the trading then shifted almost completely to the money
market, the money market showed an excess supply and the money prices dropped near to
the smallest tick, see orange lines in Fig.3.3a) for high antimoney limits. The smaller the
antimoney limits got, the more the mean antimoney prices decreased, Fig.3.3a), the trad-
ing volumes increased, Fig.3.3b) and the good stocks per agent decreased, see Fig.3.3c).
The system resulted in a functional, stable and equilibrated state, indicating efficient
money and antimoney markets.

The money and antimoney market prices and volumes could be symmetrically equili-
brated for an antimoney limit of Â ≈ 2.8 ·A0. For smaller antimoney limits, the antimoney
price was higher than the money price, at the same trading volume. The results suggest
that the antimoney market reached an equilibrium by the setting of a natural antimoney
limit and the antimoney limit controlled the antimoney market’s functionality. Different
agent lifetimes did not have a relevant impact. The symmetric equilibrium was the starting
point for the following analysis.

3.1.3 Quantity theory in equilibrated markets

To study the application of quantity theory in the money–antimoney system with simula-
tions, the price dependence on the initial amount of money (and antimoney) was analyzed
under the above introduced antimoney-limited equilibrium condition. Comparison of the
prevailing monetary system with the money–antimoney system was achieved by simula-
tions of a single money system MS, a two money currency system M1-M2 (e.g. euro and
dollar) and a money–antimoney system MM,A.

The results of the two money system were used as a reference for the money–antimoney
system. The results for the monetary systems showed that quantity theory applied for
the two cases of constant qconst and proportional q ∝ M . Fig.3.4a,b) show that the mean
price and mean trading volume depended on the initial money endowments per agent. To
compare the results, the single money market’s volume was normalized by dividing by two,
as the agents in the other systems chose at which market to trade with 50% probability.
The money velocity VM and antimoney velocity VA was constant for all simulations, as the
frequency of trades per round and the average trade volume was equal for all simulations.
For constant trading volume qconst the prices of all systems were proportional to the initial
endowments M0. When trading volume was proportional to the money supply qprop ∝M ,
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Figure 3.4: The money–antimoney system satisfies quantity theory similar to prevailing mon-
etary systems. (a) Shows the mean price and (b) the trading volume dependence on the ini-
tial money supply. For constant trading volume Q= the mean prices rose linearly with an
increased money supply for the single money, the two money and the money–antimoney sys-
tem under the above introduced antimoney boundary conditions. For a proportional trading
volume Q↑ the prices stayed at a constant level. The velocity of money circulation V was
constant, resulting from a constant trading frequency of the agents and thus quantity theory
M · VM = GDPM =

∑
i pM,i · qM,i held for all monetary systems, especially indicating the

functionality of a money–antimoney system. Figure reproduced from1.

the prices stayed at their initial level – while the antimoney limit the agents, the harvest,
the good supply in the markets and dmax, were set proportional to the money supply M0.
These findings suggest that quantity theory, as stated in Eqn.1.8 holds in equilibrated
money and antimoney markets, respectively.

The similar outcome of the different monetary systems indicated the respective appli-
cation of quantity theory. The application of quantity theory may serve as an indicator for
a principal functionality of the time-homogeneous money–antimoney system, as macroeco-
nomic variables behave similarly to those known in literature. However, the rather simple
approach could also be seen as an calibration of the supply and demand to reasonable
prices that scale with the holding limitations.

3.1.4 Production shocks and booms

To compare the systems’ response and recovery capability from external production booms
and shocks, scenarios were conducted for a single money, a two money and a money–
antimoney system. During production shocks, see Sec.2.3, the trading volume immediately
decreased – as programmed– see Fig.3.5b), and the prices rose, see Fig.3.5a). When the
harvest returned to its initial value after three rounds, the prices and trading volumes
quickly returned to their pre-shock levels. During booms, the increased harvest led to an
increased supply and the trading volume rose, and the prices dropped. When the boom
ended, the prices and trading volumes quickly returned to their pre-shock levels.
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Figure 3.5: Production shocks and booms affect the money–antimoney system similar to the
prevailing monetary system. The boom and shock scenarios were simulated for the single money,
the two money and the money–antimoney system. After the systems were equilibrated for 90
rounds they experienced a shock (solid lines) or boom (dashed lines) for three rounds (gray area)
during which the harvest increased (boom) or decreased (shock) by 50% and then returned to
its initial level. Due to the shock, the supply curve declined within the order book (not shown)
and (a) the prices increased along with (b) a decrease of the trading volumes. After the shock,
the prices dropped and the trading volumes increased, both reaching their pre-shock level. The
antimoney price within the money–antimoney system needed slightly more time to equilibrate.
(b) In a boom the trading volume increased due to the increased supply curve in the order book
(not shown) and (a) the prices dropped. The prices and trading volumes had a smaller amplitude
due to the boom than to the shock. The mean decay times for the prices are shown for (c) shocks
and (d) booms. For increasing demands, the decay times decreased and converged, indicating
that the money–antimoney systems dynamic response to external shocks (booms) is similar to
the prevailing monetary system. Figure reproduced from1.
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The prices and trading volumes for a single money, two money and money–antimoney
system responded similar for both, economic shock and boom scenarios. The relative
deviation from the mean price and trading volume was more pronounced for a shock than
for a boom. This may result from the excess demand, possibly being more sensitive to a
supply shock, which exacerbates the gap between supply and demand more than a supply
boom relaxes the situation. The present study was focused on the comparison of the
systems and less on a boom-shock asymmetry, which was not further investigated.

To compare the systems’ resilience, it was desirable to quantify the recovery time
constants of all monetary systems for the simulated booms and shocks. The recovery
time was an indicator how fast and if at all the systems returned to equilibrium after
the shock/boom. For the shock scenario, the money time constants were similar, see
Fig.3.5c,d): The antimoney markets needed slightly more time to recover and for large
excess demand, all systems similarly responded to a shock or boom. This finding indicates
the fundamental similarity of the money–antimoney system and the prevailing monetary
system, as both systems showed a similar dynamic price and trade volume response on
exogenous production shocks.

3.1.5 Credit shocks

Moving now to the systems’ responses to credit shocks, a tight good market was used for
all three systems by setting an excessive demand dmax = 4 which reflects a tense market
situation. Studying credit shocks in tense market situations is beneficial in comparison
to loose markets, as the markets are pushed stronger out of their equilibrium state. The
expected response signal of the market prices and trade volumes is assumed to be stronger
pronounced. Fig.3.6 shows a) the price deviation from the mean price, b) the utility gain
deviation from its mean value and c) the trading volume deviation from the mean trade
volume for the single money (yellow), the two-money (red) and the money–antimoney
system (violet).

During the credit shock, the amplitude of the antimoney price deviation from equi-
librium was larger than the amplitude of the single money and the two-money prices,
see Fig.3.6a). For the two-money system, only the price in the increased currency M2

increased, while the other M1 money currency’s price M1 stayed almost constant. The
utility gain deviation during the shock was smaller in the two-money market than in the
single money system, see Fig.3.6b). The money–antimoney system digested the shock
better than the single money system, as the utility gain dip during the bubble crash was
not as large as in the single money system.

The aggregate trading volumes (solid lines) peaked in the immediate round after the
shock for the markets of the currencies, see Fig.3.6c). This was caused by the increased
liquidity, as agents had more money to spend and agents could hoard more antimoney
units, as also the antimoney limit was increased. The trade volume relaxed between
round two and five after the shock started. Because price and trade volumes decreased in
this phase this could be interpreted as the burst of a financial bubble, which corrects the
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Figure 3.6: Credit shocks affect the moneyantimoney system similar to a two money system.
Credit shock scenarios were simulated for a single money system (yellow), a two money system
(red) and a money–antimoney system (violet). After the system was equilibrated for 90 rounds,
the credit shock temporarily affects the systems for three rounds (gray area). During the shock,
all agents additionally received the initial money, initial M2 and initial antimoney endowments
for the single money, two-money and money–antimoney system, respectively. For the money–
antimoney system, the agents’ antimoney-limits were increased by the factor two during the
shock. After the shock, each agents’ holdings – which were increased before – were halved. (a)
During the shocks, all prices increased and then returned to the pre-shock equilibrium. (b) The
utility gain temporarily increased and then undershot before it returned to the equilibrium level.
(c) The aggregated trade volumes (solid lines) increased for all markets. Interestingly, for the
two-money and the money–antimoney system, the markets which currency experienced the shock
(M2 and A) had a temporarily increasing and then sharply decreasing trade volume, while the
opposite markets had the contrary development. When the credit bubbles burst, that is when
prices and trade volumes crashed, the money–antimoney and two-money systems’ responses were
more robust in the sense that the deviations from the mean trade volume and utility gain were
not as large as in the single money system. These results may suggest an increased capability of
the moneyantimoney system to digest credit shocks. Figure reproduced from1.
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overvalued prices by falling prices and trade volumes.154 The aggregate trading volumes
sharply dropped below their equilibrium value, slowly reached their pre-shock value from
below again. Interestingly, the trading volumes in the money-good market of the money–
antimoney system and the M1 market in the two-money system changed oppositely to the
antimoney and M2 market during the shock, respectively. In round five after the shock,
the trade volume in the non-shocked markets surmounted the trade volume of the shocked
markets. During the burst of the bubble, the trade volumes in the non-shocked markets
declined, but their amplitudes of the deviations from the mean were much smaller than
for the shocked markets. This may be an indicator for an increased absorbing ability of
the money–antimoney system for credit shocks. The swapping of the trading volume to
the shocked markets and at the same time a relatively constant non-affected market could
serve as a mechanism to buffer debt-sided shocks.

Studying the monetary distributions for selected time points, before, during and after
the shock for the respective systems, yields for deeper insight into the shock mechanism and
the digestion of the shocks. See Fig.3.7a–c) for the single money system, the two-money
system and the money–antimoney system, respectively. The money distributions for all
equilibrated (round -1, dark violet) states were similar to each other and to the reported
distributions for random exchange models.83 However, an exponential distribution, which
could be expected due to random exchange was not obtained, for neither the money nor
the antimoney distribution. Instead, the money distribution had a nearly symmetric form
around the initial money endowments M0 = 10. This possibly stems from artifacts from
the setup of good harvest and stochastic market selling.

The shape of the antimoney distribution can be explained as follows: The peak in
the antimoney markets for zero antimoney is caused by the resizing order book, which
leaves many agents with zero antimoney after successful selling at higher prices than they
submitted in their order. This mechanism ’depleted’ the states of small and moderate
antimoney holdings and caused the a peak at zero antimoney holdings. The constraint
that no agent was allowed to possess at maximum 56 antimoney (see below) cut the
distribution at this value.

When the credit shock hit the monetary systems, all agents were endowed 10 addi-
tional units (single money, M2 and antimoney, respectively) and the respective distribu-
tions change quickly and got broader (dark green). In the money–antimoney system, see
Fig.3.7c), agents accumulated as much as possible antimoney (56 = 2.8 ·A0,shock = 2.8 · 20
) within just two rounds. A doubling of the antimoney prices supported the quick redis-
tribution. Only two rounds after the shock ended (light green), the distributions quickly
returned to their pre-shock shape. The distributions for the currencies, which were not hit
by a shock – M1 in the two-money system and money in the money–antimoney system –
were not affected and remained their shape throughout the shock. This may be associated
with the little price changes during the shock for the M1 and money markets.
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Figure 3.7: Money and antimoney distributions before, during and after a credit shock. The
money and antimoney distributions for (a) a single money system, (b) a two-money system and
(c) a money–antimoney system before (dark violet), during (dark green) and after (light green
and yellow) the shock. The equilibrated money distributions for all systems were similar to known
random exchange distributions. The antimoney distribution had a sharp peak at zero due to the
order book clearing mechanism. The shock hit the system after it was equilibrated for 90 rounds
and the agents were endowed 10 additional money, M1 and antimoney holdings in the respective
systems. In the last round of the credit shock, the agents holdings were halved for the formerly
increased currencies. During the shock, the distributions for the currencies which were hit by the
shock got broader due to the increased amount of currency holdings in circulation. Interestingly,
the distributions for the non-affected currencies (M1 in the two-money system and money in the
money antimoney system) did not change during the shock. The constant money distribution
in the money–antimoney system during the shock suggests that the money–antimoney system
may digest credit shocks in a more robust way than the current (single) money system. Figure
reproduced from1.
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Figure 3.8: Multi-flavor money and antimoney systems exhibit similar behavior like non-
constrained money–antimoney system a) For excess supply dmax = 0.5, flavor money and anti-
money prices drop towards zero and c) trade volumes equilibrate at constant values. b) For excess
demand dmax = 5 the antimoney prices explode and d) the antimoney trade volumes decrease
towards zero. Trade is shifting to the good-money markets which equilibrate quickly. e) For
excess supply, the distribution of the Gini-coefficients of the moneys and antimoneys is narrowly
focused around small values. This means that moneys and antimoneys are equally distributed
along the agents, due to all agents starting with M0,i = A0,i = 10 and small prices, which do not
lead to large exchanges of monetary units. For excess demand, the moneys are still relatively
narrowly distributed but the antimoneys are broadly distributed around higher Gini-coefficients.
Large Gini-coefficients are an indicator for the malfunction of unconstrained antimoney markets,
where high prices and antimoney distribution inequalities freeze the markets.

3.2 Multi-flavor money-antimoney system

The individual limitation of antimoney holdings equilibrated the markets in the money–
antimoney system. In a multi-flavor money-antimoney system, it could be expected that
symmetric behavior of the agents could lead to different output than in a single money–
antimoney system. Arguing with entropy, that would distribute the delta-like antimoney
distribution more broadly with multiple flavor moneys and antimoneys and thus may
stabilize the antimoneys distributions.

Simulations of a multi-flavor money-antimoney system were conducted with N = 500
agents for an excess supply scenario dmax = 1 and an excess demand scenario dmax = 5,
f = 4, h = 2 M0,i = 10, A0,i = 10 and no antimoney holding limitations, each flavor
market exhibits the same results as for the money–antimoney system, see Fig.3.8. To
measure the inequality of distributions, the Gini-coefficient is used. It is a measure, how
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strong a distribution deviates from a uniform distribution and assigns a value between 0
(uniform distribution) and 1 (delta distribution) to the studied distribution.

For excess supply, the distribution of the Gini-coefficients of the moneys and anti-
moneys is narrowly focused around small values. This means that moneys and antimoneys
are equally distributed along the agents, due to all agents starting with M0,i = A0,i = 10
and small prices, which do not lead to large exchanges of monetary units. For excess de-
mand, the moneys are still relatively narrowly distributed but the antimoneys are broadly
distributed around higher Gini-coefficients. Large Gini-coefficients are an indicator for
the malfunction of unconstrained antimoney markets, where high prices and antimoney
distribution inequalities freeze the markets.



Chapter 4

Discussion & Conclusion

The global financial crisis of 2008 not only exemplified various deficits of the prevailing
monetary system due to credit creation15,24,155,156 but also motivated advancing regulations
on financial markets and spurred the exploration of alternative monetary systems. The
flourishing field of econophysics thereby might help to approach macroeconomic problems
from a different perspective by beneficial contributions to economic research and may
even allow an improved policy setting.157 Currently, the communication between the fields
faces challenges on the fundamentals of macroeconomic theory, such as the application of
rationality and the representative agent in economic modeling.95,98,129

A step towards a possibly more neutral and more stable monetary system is made by
the physics motivated time–homogeneous system of money and antimoney. The previously
studied analytical properties of the system show promising results, indicating a general
functionality of the system which benefits from the time-homogeneity property and liquid-
ity market mechanism.39,68,69,72,73 The time-homogeneity property in principle mitigates
connected problems of information loss24 and non-local shifts of purchasing power.39

The presented simulation results of the money–antimoney system show that price and
trade volume equilibria do not emerge naturally from simple random trading strategies.
The inability of the simple random strategy to equilibrate an antimoney market stems
from the lack of an intrinsic antimoney budget constraint. Yet, a constraint-free antimoney
market that mitigates credit crises was one of the motivations of the money–antimoney
system. The conclusion that additional boundary conditions are needed to equilibrate the
antimoney market, comparable to regulatory requirements for credit markets, is an impor-
tant step in understanding this kind of monetary systems and more generally the debt-side
of monetary systems.79,84 The introduction of multi-flavor moneys and antimoneys did not
entropically solve the problem. The explicit antimoney budget constraints led to symmet-
ric equilibration of the antimoney market and the money market. The implemented local
antimoney holding limitations were similar to real conditions of granting a credit in which
individuals are not allowed to accumulate excessive debts. The findings may be interpreted
as an indicator that setting a monetary system’s boundary conditions may not be enough
to stabilize it. The force of the markets to push the systems away from equilibrium may
fundamentally be stronger than the boundary conditions. The relation between market
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forces and monetary boundary conditions could yield valuable insights: Under which mon-
etary boundary conditions can markets drive systems out of equilibrium by their inherent
construction and what role do various trading strategies play?

Studying the impact of structural changes of production and credit granting provided
access to testing the stability of the equilibria.90 External shocks were modeled as bubbles
that formed from external stimulus and subsequent burst.154 For the production shocks,
the results let conclude that the single money, two money and money–antimoney system
show qualitative and quantitative similar price-, trade volume- and utility-responses. The
response of the money–antimoney system after being hit by a credit shock suggests similar
if not increased robustness in comparison to a single money system with smaller deviations
in the utility gain during the shock. Although a two-money system digested the credit
shock similarly to the money–antimoney system, the two-money system did not benefit
or suffer from the conceptual advantages of the money–antimoney system. These findings
strengthen the claim that a money–antimoney system is similar in many respects to a
single money currency system, while at the same time the time-homogeneous money–
antimoney system prevents non-local shifts of monetary wealth and conserves economic
information. Specifically, the work of this thesis showed that the money–antimoney system
is compatible with a market mechanism.

The central question of individual bankruptcy still needs further investigation. When
an agent leaves the system the agent’s initial money–antimoney pair must be annihilated.
Yet, the question remains open how an algorithm should annihilate an agent’s balance
if it is not equal to the initial endowments. In this way, the negative consequences of
the Cantillon Effect are mitigated. This is a major improvement to the prevailing mone-
tary system, in which two credit partners (commercial bank and creditworthy client) can
influence all other market participants without their consent39 within the limits of the
monetary boundary conditions.

Future works could aim for an incorporation of the liquidity market, which trades
money against antimoney, to study the money–antimoney stability under a credit market.
How does a credit market influence the digestion of booms and shocks? Are equilibria
stable when hazardous subpopulations (that try to drive prices out of equilibrium) enter
the system? Could informed traders insure against shocks, e.g. by obtaining credit before
a shock? Structural future research beyond this could aim for empirical studies on how
humans act in a money–antimoney system. Therefore, on the basis of the presented
simulations a game with interacting humans would be suitable. From a large scale view,
human interaction would be best studied with a real-world issuance of a digital money–
antimoney currency to pursue one of the fundamental challenges of mankind: The search
of a stable monetary system.

Conclusion

Stability of monetary systems has played a fundamental role in human societies for 5000
years of civilization and credit creation has been shown to be one of the driving sources of
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instability. Inspired by the Noether theorem, energy conservation is applied on money and
debt, like on matter-antimatter, yielding for the time-homogeneous bi-currency system
of money and antimoney. To test the stability of the system, limit order-book market
simulations with stochastic agent trading strategies were performed in an agent-based
economy. Simulations of a system without limits on individual antimoney holdings reveal
a freezing of the good-antimoney market. Imposing limits on agent antimoney holdings
leads to vital money and antimoney markets with symmetric prices and trade volumes.
Results from single money, two money and money–antimoney systems show that quantity
theory is satisfied. A comparison of the monetary systems’ responses from deviations from
equilibrated states due to external production and credit shocks shows similar behavior.
The findings indicate an overall functionality and compatibility of market mechanisms in
the framework of the money–antimoney system under individual debt-limiting boundary
conditions.



62 4. Discussion & Conclusion



Part II

Kinetic Microscale Thermophoresis





Chapter 5

Introduction & Theory

In this part of the thesis, the novel measurement method Kinetic Microscale Thermophore-
sis (KMST) is presented. It offers an immobilization-free measurement method of kinetic
on-rates and off-rates of biological ligand-binder systems in free solution. DNA hybridiza-
tion rates were measured for complementary DNA oligomers and the findings are discussed
and compared to other kinetic measurement methods.1.

5.1 Binding processes in life sciences

A chemical reaction is a process that results in the interconversion of chemical species.159

This process is governed by the structure of the reactants, the thermodynamic equilibria
determining the direction of the reaction and the energy landscape together with the ki-
netic rates that determine the speed of the reaction.160 In the biological context, molecular
interactions of proteins, carbohydrates, nucleic acids, lipids and other biomolecules can be
described by their respective reaction properties. One central type of biological molecular
interaction is the molecular binding process, in which a biological molecule called lig-
and can bind reversibly to a biological target molecule called binder, forming a reversible
ligand-binder complex.

The formation, stability and dissociation of biological ligand-binder systems play a
fundamental role in nearly all aspects of living matter: Receptor-ligand interactions in
homeostatic pathways,161 multivalent binding in the cellular organization,162 fatty-acid
binding in metabolic pathways,163 processes of cell growth,164 cellular response to external
stimuli,165 evolution 166 and reproduction.167 As essential as molecular binding processes
are for life, they also play a central role in pathogenesis: microbial pathogens binding to
host cells during infections,168 gene expression regulation in inflammatory processes169 and
receptor binding in signaling pathways of cancer170 and tissue breakdown.171 In order to
cure diseases, their pharmacological treatment largely targets the interaction of proteins

1Parts, Tables and Figures of this (5), the methods & materials (6), results (7), discussion (8) and in
the appendix (9) section contain works of me that were previously published in158 and are reproduced
under CC BY license
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with cell surface receptors, enzymes and ion channels.172 Lately, evidence is consolidating
that the efficacy of therapeutics is significantly determined by their kinetics.173

Apparently, the in-depth study of molecular binding processes can contribute to a far-
reaching understanding of various fields of life sciences. This requires a thorough study
of the structure of the involved molecules, the binding equilibrium and the binding rates
for each interaction. Whereas the theoretical characterization of binding processes has
been established over a century ago174 and subsequently expanded and developed up to
the description of complex reaction networks,175 empirical knowledge expanded rather
recently upon the application of high-throughput screening methods176–178. Currently, the
molecular structures of several hundred thousand biomolecules are known179 as well as the
respective binding equilibria.180

5.2 Challenges of kinetic rate determination

The experimental determination of kinetic binding rates faces analytical and experimental
challenges. The analytical description of binding processes of more complex than simple
ligand-binder system becomes ’difficult or impossible’.181 The nature of the binding rates,
which describe the transition between equilibrium states, can be experimentally measured
by observing the transition from the bound to the unbound state (or vice versa), which
is experimentally significantly more demanding.182 In addition, the determination of the
time-resolved active concentration, that is the concentration of unbound ligands and binder
which can participate in the binding reaction, is experimentally difficult to determine.183

Lastly, e.g. for DNA-DNA and DNA-RNA hybridization, controllability and reproducibil-
ity of results across different experimental devices has not been achieved yet.184 These
circumstances make the comparison of the obtained results even more difficult.

The established experimental methods aim for immobilization and/or labeling of the re-
actant(s). Immobilizing methods rely on the immobilization of one of the reactants, which
is then exposed to the diluted ligand and subsequent binding is recorded.185–187 Methods
that rely on immobilization of the target share the problems that the target’s physical
properties can change upon binding which influences the measured rates.188 Methods that
use fluorescent labeling of the reactants aim to detect fluorescence intensity changes upon
binding.189,190 The labeling of the reactants could possibly change the way the binder in-
teracts with the ligand.191 Recently, immobilization-free and label-free methods provide
access to kinetic rates.192 However, inconsistent measurement results of kinetic rates193

and limited comparability between them remain a central challenge.
To target the challenges of the field of kinetic binding rates, this part of the thesis de-

scribes the novel experimental method of Kinetic Microscale Thermophoresis (KMST)158

with which the rates of DNA hybridization reactions, one of the most central reactions
of life sciences, were systematically determined. Kinetic Microscale Thermophoresis bases
on the established method of Microscale Thermophoresis (MST)194–199 with which equilib-
rium binding constants can be successfully determined. In MST experiments a microscale
temperature gradient is induced by an infrared laser and the temperature-related fluo-
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rescence change can be used to determine binding equilibrium constants. By increasing
the thermal coupling of the sample with the environment by placing the sample capillary
on silicon and immersing with oil, KMST provides access to the kinetic rates during the
transition from unbound to bound state.

The work is structured as follows: First, the theoretical basis of relaxation kinetics and
the predominant probing methods are briefly presented. Second, the experimental setup
of KMST, the analysis of the fluorescence data and the sample preparation are described
in detail. Third, the experimental results on DNA hybridization are presented. Fourth,
the KMST technique’s challenges and the found exponential off-rate dependence and weak
on-rate dependence of DNA on salt, strand length and temperature are discussed.

5.3 Kinetic binding theory

5.3.1 Equilibrium binding

The chemical reaction for a simple ligand-binder process reads

L+B∗
kon


koff

LB∗ (5.1)

with the ligand species L, the fluorescent binder species B∗, the bound complex LB∗, the
on-rate kon and the off-rate koff . The reaction can take place in aqueous solution or on the
surface of membranes. Therefore, in the following the concentrations L, B∗ and LB∗ (in
Molar) denote the concentrations of the species in the buffer solution, respectively. The
off-rate has the unit [s−1] and the on-rate [M−1 s−1].

In the following kinetic description, the kinetic on-rate and off-rate are identified as
the rates with which the reaction takes place. In equilibrium, for a simple ligand-binder
process, the amount of molecules that unbind equals the amount of molecules that bind
in a defined period and it holds

koff · LB∗ = kon · L ·B∗ ⇔ Kd ≡
koff
kon

=
L ·B∗

LB∗
. (5.2)

Kd is the dissociation constant (also binding constant and inverse equilibrium constant
Keq = 1

Kd
) and has unit Molar [M]. Eqn.5.2 is valid for single binder-ligand systems which

do not have multiple binding sites. For multiple binding sites, the Hill-equation applies.200

In experiments, commonly only the total concentration of ligand Ltot = L + LB∗ and
binder B∗tot = B∗ + LB∗ are known or accessible. The fraction bound fb = LB∗/B∗tot
expresses the fraction of bound complex over total binder and can be expressed by Ltot

and Btot by

fb =
LB∗

B∗tot
=
Ltot +B∗tot +Kd −

√
(Ltot +B∗tot +Kd)2 − 4LtotB∗tot

2B∗tot
(5.3)
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Plotting fb over the total ligand concentration yields for the typical binding curve, see
Fig6.4a. Microscale Thermophoresis uses the fluorescence signal to determine the frac-
tion bound and fit Kd to the binding curve with known Ltot and B∗tot.

197 For systems in
equilibrium, the dissociation constant is a suitable quantity to characterize the affinity of
a ligand-binder system. For systems, in which different ligands which bind to the same
binder, assessment of the respective Kd allows for quantification of the strength of the
affinities.

However, the characterization of a ligand-bindersystem by Kd is limited. First, consider
a system in which two different ligand species bind to the same binder and exhibit the same
Kd, but dissimilar kinetic properties, they can not be distinguished by the measurement of
Kd. Simply consider Kd = koff/kon where various sets of koff and kon result in the same
Kd. Second, if a change of a parameter in a ligand-binder system results in the change of
Kd, it requires the knowledge of the kinetic rates to assess if the formation or dissociation
of the complex was affected.

5.3.2 Kinetic relaxation

The kinetic on-rate and off-rates ultimately define the timescale on which biological pro-
cesses are triggered.201 Therefore, they are accessed experimentally by a deflection of the
ligand-binder system from equilibrium and a subsequent analysis of the relaxation process.
The corresponding rate equations for free ligand concentration L, free binder concentration
B∗ and bound complex concentration LB∗ describe the evolution of the concentrations of
the species over time

∂LB∗

∂t
= −koff · LB∗ + kon · L ·B∗

∂B∗

∂t
= koff · LB∗ − kon · L ·B∗

∂L

∂t
= koff · LB∗ − kon · L ·B∗

(5.4)

for an ideal 0D system. In equilibrium, the time derivatives of the concentration become
0 = ∂LB∗

∂t
= ∂B∗

∂t
= ∂L

∂t
and the binding equilibrium constant Kd is derived, see above.

The system can be deflected from equilibrium by a change of temperature, pressure,
reactant concentration, pH and buffer conditions.202 The rate equations govern the time
evolution from the former equilibrium to the new equilibrium. A change of reactant
concentrations, e.g. addition of free ligand, will shift the fraction bound accordingly. A
change of external parameters can affect the on-rate and off-rate and shift the reaction
equilibrium.

When the system is subjected to a temperature jump, it relaxes from an initial equi-
librium to a final equilibrium. In the latter, the temperature jumps from hot to cold and
is assumed to be instantaneous on the timescale of the following relaxation. For small
changes in the fraction bound between the initial hot state and the final cold state, the
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concentrations L,B∗ and LB∗ follow an exponential relaxation with time constant τkinetic

τ−1
kinetic = kon(L+B∗) + koff (5.5)

where L and B∗ are the free concentrations of the final state.202 Substituting L and B∗ by
Eq.5.2 and Eq.5.3 yields for the kinetic relaxation time constant which then only depends
on quantities that are accessible with a Kinetic Microscale Thermophoresis setup.158 With
the assumption that the the process relaxes homogeneously in the detected volume, the
on-rate kon can be fitted to a ligand assay with constant B∗tot and Kd determined from the
binding curve:

τ−1
kinetic = kon

√
(Ltot +B∗tot +Kd)2 − 4LtotB∗tot. (5.6)

Measurement of a ligand assay with various Ltot increases the robustness of the kon-fit.

5.4 Thermodynamics of ligand-binder systems

5.4.1 Van’t Hoff analysis

On the molecular level, binding is the result of a successful collision of the reactant
molecules with appropriate orientation and sufficient energy. For an ensemble of molecules,
many processes take place in solution and consequently a thermodynamic description is
suitable. The ligand, binder, solvent and buffer ions form a thermodynamic system which
exhibits complex interactions and heat exchange. The Gibbs free energy is a thermody-
namic potential and quantifies the the maximum reversible work of the system at constant
temperature and pressure. Fig.5.1 shows a schematic Gibbs free energy landscape of a
simple ligand(orange)-binder(purple) process with the unbound state, the transition state
(during collision) and the bound state.

In equilibrium, the Gibbs free energy can be thermodynamically described by the dif-
ference of the Gibbs free energy of the unbound and bound state ∆G which is independent
of the pathway between these states. At standard temperature 295 K and pressure 1 atm
the standard free Gibbs energy is defined as ∆G0. Spontaneous processes and thus binding
occurs when ∆G is negative. The magnitude of ∆G is a measure for the stability of the
bound complex. For large negative ∆G, the bound state is strongly favored. By utilizing
the definition of the standard chemical potential, the partial molar Gibbs energy and the
reaction quotient, the standard Gibbs energy change can be related to the binding affinity
Kd with

∆G0 = RT ln
Kd

c0
(5.7)

with R the universal gas constant 1.987 cal K−1 mol−1, T the temperature and c0 the
standard concentration 1 M.

The Gibbs free energy can be expressed by its enthalpic and entropic contributions by
Legendre transformation

∆G = ∆H − T∆S (5.8)
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Figure 5.1: The Gibbs free energy for the unbound state, the transition state and the bound
state. For spontaneous processes ∆G0 < 0. The transition between bound and unbound state
depends on the energy barrier ∆Gon and ∆Goff . If the reaction coordinate is properly defined
– which is the case only for elementar binding processes – the transition between the bound and
unbound state can be related to the kinetic on-rate and off-rate.

The associated enthalpy change ∆H upon binding is a measure of the total internal energy
change of the system by the absorbance ∆H > 0 or release ∆H < 0 of heat due to the
formation or disruption of noncovalent interactions, i.e. van der Waals contacts, hydrogen
bonds, ion pairs and other polar and apolar interactions.203 The change of entropy ∆S is
a measure of the disorder of the system, including the ligand, the binder and the solvent.
The Van’t Hoff equation connects the binding affinity Kd with the standard change of
enthalpy ∆H	 and entropy ∆S	

d ln(Kd/c
0)

dT
=

∆H	

RT 2
(5.9)

and in the integrated form

ln
Kd

c0
=

∆H	

RT
− ∆S	

R
(5.10)

at standard concentration 1 M, assuming ∆H	 and ∆S	 are constant and the temperature
interval is small. The Van’t Hoff equation was widely used in literature to characterize
the thermodynamic quantities of chemical dynamics and awarded the first Nobel prices in
chemistry in 1901.204,205

5.4.2 Connection of kinetic and thermodynamic quantities

Whereas the characterization of the ligand-binder system in equilibrium has been estab-
lished by Van’t Hoff over one hundred years ago, the thermodynamic treatment of the
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transition between the bound and unbound state is much more difficult and subject of
ongoing debate.206–209 The Arrhenius analysis and Eyring-Polanyi identification of the
temperature-dependence of the kinetic on-rate and off-rate provide two frameworks to
connect the experimentally-accessible kinetic data of KMST with thermodynamic quanti-
ties.

The Arrhenius equation states that the temperature dependence of the rate constant
k of a reaction is

k = A · exp

(
−EA

RT

)
(5.11)

with k the on-rate or off-rate of the ligand-binder system, A the so called exponential pre-
factor (also frequency factor) and the temperature-independent activation energy EA. The
pre-factor A can be identified as the highest achievable magnitude of the rate constant
k. The exponential term defines the fraction of molecules that has enough energy to
react. EA represents a barrier to reactivity, which has passed for each reaction direction.
The Arrhenius equation describes the empirically determined rates for a broad spectrum
of biological and chemical systems.210,211 For enzyme-catalyzed reactions, also non-linear
Arrhenius plots with two straight-line segments have been found. These could be explained
by changes of the solvent with temperature and the parallel presence of successive reactions
with different EA.212

The Eyring-Polanyi equation bases on the framework of transition state theory (TST)
which was developed to describe elementary chemical reaction steps.209 TST states that
a quasi-equilibrium transition state is formed between the unbound and bound ligand-
binder complex, between which the complex can convert at the kinetic on-rate and off-
rate, see Fig.5.1. For the special case of DNA hybridization, the on-rate and off-rate can
be expressed each by the Eyring-Polanyi equation

k = k0ν · exp

(
−∆G‡

RT

)
= k0ν · exp

(
−∆H‡

RT
+

∆S‡

R

)
(5.12)

with k0 unity for the off-rate and [M] for the on-rate, ν the attempt frequency, ∆G‡, ∆H‡

and ∆S‡ the change of Gibbs free energy, enthalpy and entropy.207,213,214 Knowledge of
∆G‡, ∆H‡ and ∆S‡ allows for the determination of the Gibbs free energy, enthalpy and
entropy landscapes of the free state, transition state and bound state along a reaction
coordinate. The reaction coordinate measures the progress of the reaction along the re-
action pathway in the one dimensional energy function of the system. The energy barrier
between the bound and unbound state can be shifted by changes of the environment, e.g.
salt concentration, temperature or pressure.

Importantly, the application of the Eyring-Polanyi equation for the analysis of ligand-
binder systems bases on the assumptions that the binding process can be assumed to
proceed along one reaction coordinate. Binding only involves the ligand and the binder
molecules in a single step binding event with the only reaction rates defined by the on-rate
and off-rate.
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The attempt frequency ν can be estimated by the diffusion-limited on-rate kdiff . It
is the upper limit for the collision of ligand and binder that leads to the forming of the
bound complex by

ν = kdiff ·B∗tot = 4π ·R ·D ·NA ·B∗tot (5.13)

with B∗tot = 2 nM the total binder concentration, R the collision radius of the ligand and
binder, D the temperature-dependent diffusion coefficient of the ligand and binder and
NA = 6.02× 1023 mol−1. For oligomer DNA strands, it was calculated to be ν = 2·109 ·B∗tot
M−1 s−1 = 4 s−1.158,207

Both approaches of Arrhenius and Eyring-Polanyi have their advantages: The Arrhe-
nius analysis has been successfully applied to a broad range of studied systems since the
beginning of the 20th century and is well-accepted to characterize empirical data. The
Eyring-Polanyi equation provides a more fundamental characterization of the thermody-
namic quantities of a ligand-binder process. However, results of thermodynamic values
from an Eyring-Polanyi fit, that is plotting ln k/(νk0) over 1/T and fitting Eq.5.12, have
to be treated with caution, which was already recognized by Eyring.215 The underlying as-
sumptions, when applying the Eyring-Polany equation to ligan-binder systems, are based
on considerable simplifications, which suggest to emphasize the qualitative nature of its
analysis. Nevertheless, the comparison of ligand-binder systems is possible and yields for
valuable insights.207

However, the connection of kinetic parameters with thermodynamic quantities is chal-
lenging, especially the assumption of single step ligand-binder processes. Morrison et
al.216 point out that the difference of activation energies EA,on and EA,off for DNA hy-
bridization from Arrhenius plots (kinetic approach) only match to a limited extend with
experimental values of ∆H0 obtained from melting curve experiments (thermodynamic
perspective). Assumably, the DNA-zippering can only described to a limited extend as a
single step process. The matching also depends on the experimental methods and recent
literature encourages the use of Eyring-Polanyi analysis for thermodynamic characteriza-
tion.206,207,213,214,217

5.5 Established kinetic methods

The experimental determination of kinetic rates commonly relies on the measurement of
the time-resolved response signal from unbound to bound state or vice versa. Therefore,
the established experimental methods aim for immobilization and/or labeling of the re-
actant(s). This section provides a brief overview of established methods, subdivided in
label-free and immobilization-free applications and their limitations, respectively.

5.5.1 Label-free methods

Surface Plasmon Resonance (SPR) is one of the predominant techniques to measure
kinetic on-rates and off-rates of many biomolecular interactions.185,218,219 In SPR measure-
ments, the change of the refractive index on the back of a thin (gold) surface, which is
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coated with binder molecules, is measured upon binding when exposed to ligands. In an
SPR assay, one of the reactants (binder) is immobilized on the sensor surface and at a de-
fined point it is exposed to a starting flow containing the buffer and the ligand. The ligand
can bind to the immobilized binder and an association curve is recorded in real-time. After
saturation, pure buffer is flushed and the bound complexes unbind; a dissociation curve
is recorded. The kinetic on-rate and off-rate are fitted to the association and dissociation
curves and for an assay of various ligand concentrations Kd is obtained by the absolute
response plateaus.

On-rates in the range of 103–109 s−1 M−1 and off-rates in the range of 5× 10−6 –10−1 s−1

can be measured.218,220 The measurement of high on-rates may face mass transport limita-
tion, that is when the diffusion from the bulk to the surface is slower than the association
rate.221 Although SPR is highly sensitive, the measurement signal is prone to changes of
the refractive index due to the solvent flowing over the surface.222

With SPR measurements, a wide range of interactions was studied: protein-protein,223

protein-DNA,224 enzyme-substrate,225 drug-target,226 lipid membrane-protein,227 cell-pro-
tein228 and other interactions. Modified SPR methods also allow for DNA aptamer char-
acterization via linker sequences.229

Biolayer interferometry (BLI) is an optical technique to analyze the interference
pattern of white light in an optical fibre tip which is reflected from a reference layer and
an optical surface. On the back of the optical surface, ligands are immobilized and when
the tip is brought into contact with the binder-containing solution, the molecules bind
to the surface-attached binders. Upon binding, the optical thickness increases and the
interference pattern changes. This allows for real-time studies of protein-protein interac-
tion,230,231 affinity232 and kinetics.186,233 BLI can potentially measure on-rates in the range
of 101–107 s−1 M−1 and off-rates in the range of 10−6–10−1 s−1.234

Free molecules in solution, and changes of the refractive index upon binding do not
change the interference pattern significantly and enable for studies of even crude lysates.233

The dependence of the interference signal on a sufficient change of the optical thickness
infers an analyte mass dependence of the measurements.186,235

Kinetic Isothermal Titration Calorimetry (kinITC) provides immobilization- and
label-free access to kinetic on and off-rates as well as the thermodynamic quantities of
standard enthalpy change∆H0, standard entropy change ∆S0, standard Gibbs free energy
change ∆G0 and Kd.

192,206 In a kinITC experiment, a reference cell and a sample cell are
surrounded by an adiabatic jacket and each connected to a heat power supply and sensitive
thermometer. The sample cell contains the binder in buffer solution. With a syringe, the
ligand is injected into the sample cell in subsequent titration steps. The heat change of
the sample cell is observed and the power supply of the sample cell maintains isothermal
conditions. Integrating the peak power against time yields for ∆H0 and plotting ∆H0

against the ligand concentration yields for the binding curve. Kinetic data is obtained by
careful analysis of the equilibration time of the heat power of the measurement cell during
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successive injections. So far, kinetic on-rates in the range of 3× 103– 8× 106 s−1 M−1 and
off-rates in the range of 5× 10−4–10−1 s−1 have been measured.236

The applicability of the results obtained by the kinITC method is limited, as the
experiments require very high sample concentrations (mM) to detect the heat changes
upon reactant mixing. The high concentrations could shift the thermodynamic quantities
and as molecular processes also take place at sub-mM concentrations,237 the kinITC results
have to be interpreted carefully.

5.5.2 Immobilization-free methods

Stopped-flow fluorescence anisotropy developed from chemical rapid-mixing kinetic
techniques and now is one of the most frequently used techniques to determine kinetics in
solution.238 In a stopped-flow experiment, the binder and ligand in solution are initially
separated and brought together via motor-driven syringes in a mixing cell. The ligand-
binder solution is then transferred into an observation cell and the liquid flow is stopped.
The mixing and transfer can be experimentally accomplished within a few milliseconds,
which makes Stopped-flow methods capable of measuring rapid association processes.238

The kinetic change of concentrations is monitored by an optical signal.239 For fluorescently-
labeled species, the emission is proportional to its molar concentrations and thus the
optical signal provides access to the labeled species’ concentration.240

In Fluorescence Anisotropy (FA) measurements, the sample is illuminated with po-
larized light and (typically smaller) fluorescently-labeled reactants are excited when their
dipole is oriented accordingly. The orientation of the excited fluorophore (and dipole)
changes due to rotational diffusion and, less pronounced, energy resonance transfer241 and
is detected in parallel and perpendicular polarization planes. The ratio of parallel po-
larized light to total light intensity is called anisotropy. The anisotropy depends on the
fluorophore’s vibration, the excited state lifetime and intrinsic anisotropy of the molecule
species, being smaller for small molecules than large molecules. Time-resolved anisotropy
measurement upon mixing allows for determination of kinetic rates of protein-DNA,242

drug-target,243 protein-membrane interactions190 and more.240

Fluorescence correlation spectroscopy FCS uses the fluorescence fluctuation in-
tensity in a small sample volume to determine kinetic and thermodynamic parameters.244

Typically, a laser focuses into a sample volume with very dilute (nm to pm) concentrations
on a small spot so that only very few fluorophores are excited. When a fluorophore enters
the focal spot, it fluoresces and the emission photon is collected by a photo detector, which
measures the intensity versus time signal. Although it is not possible to extract kinetic
rates or transport parameters from a single fluctuation, the rates with which the single
molecules dissipate are in average governed by the same rates of the macroscopic dynamic
processes.244,245

In contrast all of the formerly presented methods, FCS measurements are made in equi-
librium. To extract the kinetic rates, the fluctuation are analyzed statistically. With FCS,
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DNA-hairpin opening and closing rates,246 protonation kinetics,247 membrane receptor-
antibody dissociation kinetics,248 RNA- and DNA-hybridization rates,189 drug discov-
ery249 and more. FCS can be extended to Fluorescence Cross-Correlation Spectroscopy
(FCCS)189 where differentially labeled molecules allow for quantification of localization,
diffusion and changing composition of protein complexes in cells, recently also in high-
throughput applications.250 FCS allows for measurement of very high kinetic on-rates in
the range of 106–1010 s−1 M−1 (near the diffusion limit) and off-rates up to 5× 104 s−1.193

The capability to measure high rates stems from the fact that FCS can effectively resolve
small timescales.

5.5.3 Comparison of kinetic measurement methods

Each measurement method has advantages and disadvantages. Methods that rely on im-
mobilization of the target share the following problems: First, the target’s physical prop-
erties and stability could be changed upon immobilization.188 Conformational changes can
influence the binding behaviour,251 e.g. slow the speed of the reaction in comparison with
free solution.217 Second, binding events could be inhibited due to random orientation.252

Third, the strength of the binding could be overestimated due to erroneous treatment of
the off-rate.183 Fourth, mass transport limitation has to be considered, when the mass
transfer from bulk solution to the surface is limited.221 Fifth, surface immobilization is
prone to extreme salt concentrations and binding to nonspecific surface sites can influence
the binding signal.221

For fluorescent labeling methods, the way the binder interacts with the ligand possibly
changes the binding process.191 The labeling of the reactants may be difficult and for
radiolabeling the signal strength needs to be high enough above the background.253 For
all types of FCS measurements, particularly, the assumptions in the theoretical models
underlying the autocorrelation analysis and many free parameters in the fitting procedures
possibly cause discrepancies.193 The advantages and drawbacks need to be considered for
each studied system and may point to a preferred method.

5.6 DNA hybridization

The applicability of Kinetic Microscale Thermophoresis is tested by probing the extensively
studied system of asociation and dissociation of complementary DNA strands.216,251,254,255

Hybridization is the forming of a duplex through non-covalent, sequence-specific interac-
tions of two nucleic acid single strands. In this view, one of the strands is called the
ligand and the other (fluorescently labeled) strand is called the binder – both could be
interchanged, but KMST requires the labeled strand to be constant through the array,
see below. Single strands of DNA have a sugar-phosphate backbone to which bases –
adenosine A, thymine T, guanine G or cytosine C – can attach in regular intervals.256

The formation of hydrogen bonds between A-T and G-C of and stacking of adjacent
bases results in a helical duplex structure for complementary sequences.257 Knowledge of
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the molecular mechanism, the thermodynamics and the kinetics of DNA hybridization
are fundamental for the understanding of non-encymatic replication in early evolution,258

DNA replication,259 transcription and denaturation,260 translation, regulation of intra-
cellurar proceesses (also with RNA),261 analytical biotechnologies,262 DNA-guided drug
delivery263 and other processes.

The two complementary DNA sequences that hybridize can be two single stranded
DNA strands (ssDNA) or one DNA strand, forming a hairpin loop. The formation of the
hairpin is not static but fluctuates between the folded and unfolded conformation.246 The
dynamics of hairpin formation (folding) could be subdivided into a fast intrachain collision,
followed by a slower base-stacking process.264 The unfolding follows a first-order process.
DNA hybridization of two single strands can be described by a three state model:264

First, in a nucleation step, two random-coiled ssDNA are brought together to form an
intermediate state, in which a few base pairs have have formed. Then, the intermediate
state proceeds further to form the fully hybridized double strand by zippering or slithering
pathways of the base-pairs.256 Recent molecular dynamics (MD) simulations suggest that
during zippering/slithering multiple metastable intermediates exist along the pathways,
calling for a more confined description.265

The hybridization process is governed by the complex energy landscape of the hybridiz-
ing strands.256 Unfortunately, experimental access to the energy landscape is limited, in
particular the acquisition of data points along a reaction coordinate.266 The energy land-
scape ∆G = ∆H − T∆S is shaped by ∆H the enthalpic and ∆S the entropic changes,
which can be accessed experimentally.267–269 The formation of a hybridized double strand
is associated with negative ∆H and ∆S: The enthalpy change ∆H is negative due to the
formation of hydrogen bonds during base stacking. The entropy change ∆S is negative
due to a decrease of the elastic torsional, bending and acoustic vibration contributions.270

Hybridization is dominated by the entalpic contribution for temperatures well below the
duplex melting temperature, and by the entropic contribution for higher temperatures.217

Assuming that the three state model of DNA hybridization can be approximately described
by the Eyring-Polanyi equation, the energy barriers by between the unbound and bound
state in the energy landscape can be quantified by the measurement of ∆H‡on, ∆H‡off ,

∆S‡on and ∆S‡off .207,213,214 However, the results are limited due because the process is
more complex than the three state model assumed by the Eyring-Polanyi equation.

For a thorough understanding of the hybridization process, the dependence of the en-
ergy barrier on salt, strand length, sequence and temperature is necessary. The on-rates
have been reported to increase with salt.271 This can be explained by a reduced retention
of the phosphate backbones for increased ionic strength, lowering the energy barrier and
facilitating hybridization. The dependence of the on-rates on strand length is not yet con-
clusive: Independent216 and decreasing behavior272 have been reported. The dependence
of the on-rates on temperatures has been reported contrarily to be increasing,216 decreas-
ing273 and non-monotonic.271 The off-rate showed exponentially decreasing behavior for
increasing strand length,216,271,273 salt concentration271 and temperature .216,254,271 Ulti-
mately, a precise understanding how the kinetic rates of hybridization and dehybridization
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together with the thermodynamic quantities of Gibbs free energy, enthalpy and entropy
change depend on sequence, buffer conditions and temperature is pursued.

Furthermore, the solution environment affects diffusion, conformation and reactivity of
reaction processes.274 The role of crowding and excluded volume effects is debated.275 It is
experimentally difficult to access kinetic rates in crowded solutions and fluorescence-based
methods have shown to be suitable.276 For DNA, the solution environment ranges from
pure buffer solutions in biotechnological applications to physiological intracellular crowded
solutions that can contain up to 30% of large polymers and small constitues.277 Binding
kinetics of DNA hybrdization have been reported to accelerate and decelerate in vivo com-
pared with identical solutions in vitro.278 The open and closing rates of DNA hairpins have
been reported to slightly decrease and strongly increase for increasing polyethylene glycol
(PEG) 8000 concentrations.279 However, systematic studies of DNA hybridization kinet-
ics and thermodynamics in solutions ranging from in vivo environments like the highlgy
crowded cell nucleus280 to in vitro DNA diagnostics biotechnological of applications.281

To yield for comparable results, the measurement technique has to be capable to measure
samples in the various environments. Kinetic Microscale Thermophoresis showed to allow
for an appropriate characterization of DNA hybridization kinetics and thermodynamics
for various fluids.158
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Chapter 6

Methods & Materials

6.1 Kinetic Microscale Thermophoresis Setup

6.1.1 Experimental setup

Kinetic Microscale Thermophoresis (KMST) measurements were carried out with a Nan-
otemper Monotlith NT.115 Pico with a modified capillary sample holder. An infrared
laser at a wavelength of 1480 nm and minimal beam waist smaller than 25 µm focused on
the sample-containing capillary and created a local temperature gradient of about 10 K in
average, for a defined time period. During the whole measurement, the sample was illumi-
nated with red LED light of 605 − 645 nm and the emitted photons (660 − 710 nm) from
the fluorohpore passed a dichroic mirror to be detected by a photodiode which collected
the fluorescence signal over time195,196,269, see Fig.6.1. The used fluorophore attached to
the binder was required to absorb near or in the LED emission wavelength spectrum.
Ambient temperature was held constant and could be set between 283 K and 301 K.

The detected fluorescence signal depended on molecular interaction processes, see
Fig.6.1a: First, binding of the ligand and binder changed the quantum yield and de-
creased the absolute fluorescence intensity and increased bleaching. Second, the fluo-
rophore bleached upon LED illumination. Third, during the laser was switched on, the
fluorophore’s quantum yield decreased due to higher temperature and convection and ther-
mophoresis changed the amount of fluorophores in the illuminated region. The placement
of the capillary on silicon and immersing with oil decreased the heating and cooling times
upon laser switching on or off, see Fig.6.1b and below.

A KMST experiment consisted of a serial dilution of 16 samples with ligand-binder
serial solution. The binder was kept constant to obtain comparable fluorescence levels
and the ligand was diluted typically 1:1 between the capillaries. To dissect the convec-
tion/thermophoresis influence on the fluorescence signal, two zero-ligand measurements
were made. Each sample capillary was measured with the same protocol, see Fig.6.2:
For the first 50 s, the sample’s bleaching was recorded in the pre-heat phase. During the
following heating-phase, the laser was switched on and locally heated the sample and the
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Figure 6.1: Kinetic Microscale Thermophoresis setup a Molecular interaction processes that
change the detected fluorescence of the sample. Binding kinetics: ligand and binder associate
with kon and dissociate with koff . Photobleaching: the illumination with LED light bleaches
the fluorescent dye. Convection and thermophoresis: the temperature gradient of 10 K induced
by the IR-laser leads to convective and thermophoretic movement of the fluorescent binder and
ligand in and out of the detection volume. b To obtain a strong thermal coupling, the sample
solution inside a capillary is placed between a temperature-controlled silicon wafer and a glass
cover slip, surrounded with immersion oil and locally heated with an IR-laser. Through the same
objective, fluorescence emission and excitation LED light is detected by a photodiode. Figure
reproduced from158.

fluorescence changed due to the temperature jump and the molecular processes described
above. After heating, the laser was switched off and the temperature jumped back to
ambient temperature. In the post-heat phase, the fluorescence trace was used to extract
the kinetic parameters from the relaxation of the system towards equilibrium. The quick
temperature change upon switching the laser on/off was necessary for the applicability of
Eqn.5.6 in the analysis.

6.1.2 Rapid sample heating and cooling

The rapid heating and cooling was obtained by a strong thermal coupling of the sample
with its environment. The basic idea was to make the heated volume smaller and increase
the heat flux of the sample to its environment. Therefore, four changes in comparison
with a conventional Nanotemper NTT.115 measurement were made. First, capillaries
with smaller size were used (CM Scientific). The inner diameter was 300 µm and the
outer diameter was 400 µm instead of the conventional ID 500µm and OD 1000 µm. The
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Figure 6.2: Fluorescence traces unravel kinetics In the pre heating phase, the sample is in
equilibrium at ambient temperature and the fluorophore bleaches due to LED illumination. The
bleach rate is higher for the bound complex than for free binders. When the IR laser is switched
on during the heating phase, the fluorescence quickly changes upon the temperature jump within
several hundreds of milliseconds. Then, the fluorescence change stems from unbinding of bound
complexes, convection and thermophoretic movement. After the laser is switched off in the post
heating phase, the sample quickly returns to ambient temperature. The fluorescence jumps back
and shortly thereafter is governed by kinetic relaxation from unbound state towards the bound
state. Fluorescence differences of the bound state and unbound state allow for an analysis of
the kinetic fingerprint. Fluorescence traces are shown for 0 and 2.5M of 12mer DNA strands
(dark and light blue) at 19C with 2 nM complementary labeled binder strand and COMSOL
simulations (yellow), respectively. Figure reproduced from158.

absolute fluorescence counts were reduced but were still sufficiently high to extract valid
traces (10,000 to 3,000 counts instead of 20,000 to 10,000 for the larger capillaries). Second,
the capillaries were placed on a silicon wafer instead of freely-lying in air to increase the
thermal conductivity of the sample. Third, the capillaries on the silicon were immersed
with oil (Zeiss Immersion Oil 518 F) and fourth, a thin glass cover slip (Carl Roth) was
put on top of the capillaries, see Fig.6.3d. The coverslip and immersion with oil yielded
for homogeneous fluorescence counts for all capillaries; which was not the case for absent
coverslip measurements where possibly inhomogeneities on the oil-air interface at each
capillary randomly influenced the optical signal.
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Figure 6.3: Sample heating characteristics a Relative fluorescence over time of Cy-5 in 1xPBS
solution during heating for various capillary sizes (500 µm, 300 µm and 150 µm inner diameter)
and sample holder specifications. b The strong heat-coupling of the sample to the Silicon-Oil-
Coverslip holder (SOC) enables for short high inverse heating times. c the temperature jump
during the hot time is about 10 K for capillaries with inner diameter 300 µm. d The SOC sample
holder with capillaries filled with constant binder and decreasing ligand concentrations - from
left to right. Figure reproduced from158.

As a result, the strong thermal coupling enabled for heating times ten fold faster than
with a conventional sample holder, see Fig.6.3a,b. The heating time was measured by
the inverse time constant τ−1 of an exponential fit of the fluorescence traces during the
hot phase of Fig.6.3a and plotted over the inner diameter in Fig.6.3b. For the following
measurements, the 300µm ID capillaries were chosen as they provided reasonably fast
heating, easy handling at sample filling and sufficient absolute fluorescence counts. No-
tably, the smaller capillaries also reduced the effects of thermophoresis and convection
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due to smaller temperature gradients. This improves the data analysis as the respective
correction is smaller and less prone to systematical errors, such as underestimating back-
diffusion of fluorescent molecules in the post-heat phase back into the illuminated region
(which were displaced during the hot phase.

The absolute temperature jump during the hot phase is important to know for simula-
tion modeling, see below. Therefore, the absolute fluorescence levels of Cy-5 fluorophore-
only samples (biomers, Ulm) in 0.1xPBS buffer (Ambion) in the pre-heating phase and
during the heating phase were measured. The absolute fluorescence levels in the pre-heat
phase was linearly dependent on temperature (now shown) in the range of 283–301 K.
The amplitude of the temperature jump was measured by the absolute fluorescence level
during the hot phase and this value was related to the corresponding pre-heat level. The
respective temperature of the pre-heat level is assumed to be the averaged temperature
during the hot phase. The temperature difference between heating phase and pre-heating
phase was plotted against the initial temperature, see Fig.6.3c, concluding that the tem-
perature jump was ∆T ≈10 K in average for the observed spot. The absolute values of
the pre-heat time had to be linearly estimated due to lack of measurements with ambient
temperature higher than 303 K. As a remark, the heating and cooling time scales were one
order smaller than the detected relaxation time constant, compare heating τ−1 of Fig.6.3b
with τ−1

kinetic of Fig.6.4c.

6.2 Kinetic binding analysis

6.2.1 Kd and binding curve analysis via bleaching rates

The dissociation constant Kd was obtained by the analysis of the bleaching rates in the
pre-heat phase. Similar to the standard analysis of fluorescence levels269, the bleaching
rates were used to fit Eqn.5.3 with

fb =
LB∗

B∗tot
=

kbleach − kbleach,bound
kbleach,free − kbleach,bound

. (6.1)

Where kbleach was the experimentally determined bleaching rate and kbleach,bound and
kbleach,free were the bleaching rates for the fully bound and free state, respectively.
The experimental bleaching rates were determined by fitting an exponential function
Fpreheat(t) = A · exp (−t/τbleach) to the normalized fluorescence curves (through division
of the initial fluorescence) and kbleach = A/τbleach. The binding curve was obtained by
fitting Kd, kbleach,bound and kbleach,free to Eqn.5.3, see Fig.6.4a. Importantly, the Kd fit was
sensitive to the total binder concentration B∗tot, which needed to be smaller than Kd to
obtain meaningful Kd fits and binding curves.

6.2.2 Reaction kinetics from fluorescence traces

Choice of post heat phase In principle, the kinetic rates could have been determined
in the heating phase and in the post-heating phase. However, the heating phase was not
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Figure 6.4: Kinetic data extraction a The binding curve and Kd were obtained by plotting
the bleaching rate in the pre heat phase against the ligand concentration. b Kinetic relaxation
traces were obtained by analyzing the fluorescence traces in the post heat phase. Exponential
fitting of the kinetic traces yielded for the inverse kinetic time constant τ−1

kinetic. The insets show
all measured fluorescence curves of one dilution series. c τ−1

kinetic were plotted over the ligand
concentration to fit kon according to Eqn.5.6, for fully-complementary 12mer in 0.1xPBS buffer
at 295 K, kon =2.2× 104 M−1 s−1. Figure reproduced from158.

suitable for kinetic rates determination for two reasons. First, the determination of the
kinetic rates according to Eqn.5.6 would only be valid for systems with homogeneous tem-
perature. The temperature gradient induced by the heating laser during the hot phase did
not allow the application of Eqn.5.6. In addition, Kd would have been needed to be deter-
mined during the hot phase, which was difficult due to non-stationarity of the high-ligand
concentration traces during the hot phase, see light blue trace in Fig.6.2. Second, convec-
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tive and thermophoretic movement had a strong influence on the fluorescence traces that it
was difficult if not impossible to extract the kinetic fingerprint from them. Both arguments
strongly support extraction of the kinetic rates in the post-heat phase, in which the system
is almost instantly at thermal equilibrium and bleaching and convection/thermophoretic
movement can be accounted for reasonably well.

Extraction of kinetic rates To extract the kinetic fingerprint from the fluorescence
traces in the post-heat phase, the following simple model was applied. The detected
fluorescence signal F (t) [emitted photons / second] per time interval ∆t was assumed to
be the integral over the illuminated detection volume dV of the time and spacial-dependent
free B∗(t, ~x)[mol/m3] and bound LB∗(t, ~x)[mol/m3]

F (t) =

∫
dV

(
B∗(t, ~x) ·

(
FFree +

∂FFree

∂T
·∆T

)
+ LB∗(t, ~x) ·

(
FBound +

∂FBound

∂T
·∆T

))
(6.2)

With Fi

[
# emitted photons

second·mol

]
the fluorescence quantum efficiencies of bound and free binder

states, ∂Fi/∂T the respective temperature dependence, ∆T = T − T0 the temperature
change compared to the equilibrium (ambient) temperature T0.

The concentrations of ligand L, free B∗ and bound LB∗ (bleached B,LB) binder
depended on kinetics, diffusive/convective movement and bleaching, see Fig.6.1a. For any
point ~x and the time dependent concentrations ci and their partial time derivatives ċi of
the species the following rate equations applied

L̇ = +koff · LB∗ − kon · L ·B∗+ D∆L−∇ (L · (~u−DT∇T ))

Ḃ∗ = +koff · LB∗ − kon · L ·B∗+ D∆B∗−∇ (B∗ · (~u−DT∇T )) −kBleach,free ·B∗

˙LB∗ = −koff · LB∗ + kon · L ·B∗+ D∆LB∗−∇ (LB∗ · (~u−DT∇T )) −kBleach,bound · LB∗

Ḃ = +koff · LB − kon · L ·B+ D∆B−∇ (B · (~u−DT∇T )) +kBleach,free ·B∗

˙LB = −koff · LB + kon · L ·B+ D∆LB−∇ (LB · (~u−DT∇T )) +kBleach,bound · LB∗
(6.3)

With kBleach,i the bleaching rates of free and bound state, D∆LB−∇ (LB · (~u−DT,i∇T ))
the diffusive, advective and thermophoretic contributions with the diffusion constant D,
the thermal diffusion constant DT and ~u the velocity field for the respective concentration
ci. D, DT and ~u were assumed to be approximately equal for all species282. In the
following, the motion term is abbreviated with D(t) and approximated to be the same for
B∗ and LB∗.

The kinetic relaxation constant was extracted from the fluorescent traces in the post
heating phase. The solution of the rate equation system was approximated to be of the
form B∗(t) = B∗tot ·Bkinetic(t) ·Bbleach(t) ·Bdiffusion(t) and similarly for LB∗. It is a product
of the kinetic, bleaching and convective solution. B∗ and LB∗ were expressed by the total
concentration of labeled binder B∗tot = B∗+LB∗ and the fraction bound LB∗ = fb ·B∗tot, see
Eqn.5.3. The kinetic solution after a quick temperature jump is a second order exponential
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relaxation and was expressed with the fraction bound in hot time and equilibrium

Bkinetic(t) = 1− fb = 1− (fb,eq − (fb,eq − fb,hot) · exp(−t/τkinetic)) (6.4)

with the fraction bound in equilibrium fb,eq, the fraction bound in the hot phase fb,hot and
the kinetic relaxation constant τ−1

kinetic from Eq.5.6. The bleaching term was extracted from
the pre heating phase for free binder Bbleach(t) = exp(−t · kBleach,free) and the respective
bleaching term for bound binder LBbleach(t) = exp(−t · kBleach,bound). The diffusion term

Bdiffusion(t) was obtained by the zero ligand trace, see below. With F̂i = (Fi+
∂Fi

∂T
·∆T )·B∗tot

the fluorescence in the post heat phase read

F (t) =

∫
dV ·D(t) · ( F̂Bound(fb,eq − (fb,eq − fb,hot) · exp(−t/τkinetic)) · exp(−t/τBleach,bound)

+ F̂Free(1− (fb,eq − (fb,eq − fb,hot) · exp(−t/τkinetic))) · exp(−t/τBleach,free) ) .

(6.5)
To access the time-dependent kinetic relaxation, the bleaching and diffusion contribu-

tions needed to be treated appropriately. The idea was to reduce the complexity of the
equation system Eq.6.3 in order that the Eq.5.6 solved the reduced Eq.5.4. The measured
data was normalized to its initial value Fm = F (t)/F (t = 0), then, according to Eq.6.5,
Fm was divided by the exponential bleaching and diffusion contributions. The remaining
kinetic term was fitted to an exponential.

Therefore, the effective bleaching rate kbleach, effective as an approximate for the
underlying free and bound bleaching rates were obtained from equilibrium by fitting
Feq ≈ F0 · exp(−t · kBleach) to the pre heat phase. Notably, the fit for this exponen-
tial bleaching did not have an offset, as it was assumed that the bleached fluorescence
signal converged to 0 for t→ inf.

To eliminate artifacts from the temperature jump, the first 2.1 seconds after the de-
tection of the second temperature jump were cut out. The diffusion term D(t) was
obtained from the zero-ligand fluorescence trace in the post heat phase FLigand=0(t) =∫

dV·D(t)·F̂Free·exp(−t·kBleach,free). Yet, onlyD(t)·F̂Free ≈ FLigand=0/ exp(−t·kBleach,free)
could be determined which was sufficient for further analysis. Dividing F (t) in the post
heat phase by the effective bleaching contribution exp(−t · kBleach) and D(t) · F̂Free and
yielded for the kinetic fluorescence term

Fkinteic(t) =

∫
dV·

(
1− fb,eq +

F̂bound

F̂Free

· fb,eq +
F̂Free − F̂Bound

F̂Free

(fb,eq − fb,hot) · exp(−t/τkinetic)

)
(6.6)

The right hand side of the equation has a single time-dependent term exp(−t/τkinetic),
which is the kinetic relaxation term. From the right hand side of of Eq.6.6 first 1 was
subtracted and an exponential function of the form Fkinetic(t) = Fkin,offset + Fkin,amplit ·
exp(−t/τkinetic) was fitted to obtain τkinetic, see Fig.6.4b. For all fitting routines, a
Levenberg-Marquart algorithm was used in Labview. The subtraction of 1 yielded for
better converging fits but is in general not necessary. Fkin,offset was not further investi-
gated as it carries no information of interest of the kinetic relaxation. The error of the fit
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is obtained by multiplication of the the root mean squared error and the variance of the
the fitted τkinetic.

Error analysis With τkinetic at hand, the on-rate is fitted according to Eq.5.6 for all lig-
and concentrations Ltot which yielded for a valid (converging) τkinetic fit with known Kd and
B∗tot, see Fig.6.4c. For some ligand assays, only a few valid τkinetic contributed to the on-
rate fitting. Therefore, the fitting-weights ω were used. For each data point in the on-rate
fit, the fitting weights are the inverse quadratic relative errors ω = (∆τ−2

kinetic/
∑
τ−2
kinetic)

−1,
with the fitting errors ∆τ−1

kinetic. If a fluorescence trace did not show kinetic behavior, the
fitted relative error ∆τ−1

kinetic/τ
−1
kinetic was comparably large (> 0.15). Those traces were

excluded from the on-rate fit. The off-rate was calculated by koff = KD ·kon and the error
of the off-rate is obtained by Gaussian error propagation from Kd and kon fits.

6.3 Finite elements simulation

Finite element simulations of the experiment were conducted with COMSOL Multiphysics.
The geometry was modeled according to the capillary lying on the silicon sample holder,
see Fig.6.5a and the heating, laminar flow, bleaching and kinetic rates were simulated
according to the rate equation Eq.6.3. In order to compare the simulated concentrations
B,L ,LB ,B∗ and LB∗ the concentrations were converted into a fluorescence signal ac-
cording to Eq.6.2. The simulation allowed a more detailed insight into the spacial- and
time-dependent concentration distribution, see Fig.6.5b.

The kinetic input parameters were the experimentally-determined kinetic rates and
fluorescence parameters for the 12mer in 0.1xPBS solution at 19 ◦C. The simulation in-
put parameters are shown in Tab.6.1. The resulting fluorescence traces matched the
measured experiment traces for 0 M and 2.5 µM and their analysis yielded for kinetic
rates koff,simulation =0.0016 s−1 and kon,simulation =3.45× 104 M−1 s−1 that are in very good
agreement with the experimental data, see Fig.6.4 and Tab.9.1–9.3.

6.4 Influence of diffusion on fluorescence analysis

To test the accuracy of the analysis of the kinetic rates on the deconvolution of the
diffusion contribution, the traces for 12mer at 19 ◦C with and without diffusion correction
were compared, see Fig.6.6. This corresponds to the scenario that the ligand is diffusing
but the labeled binder would not diffuse. When the correction for backdiffusion was
dropped, the resulting rates changed by a factor less than two. With regard to the orders
of magnitude, by which the measured kinetic rates differ within literature, the factor
smaller two is comparably small. This finding indicates that the analysis method shows
robust results regarding differences of diffusion properties of the binder and ligand.

Next, the 3D-Comsol simulations were used to test, how the fluorescence traces would
look and the kinetic rates would be fitted, if one of the reactants exhibited strongly different
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Figure 6.5: a Finite element simulation model and b bound concentration LB + LB∗ of the
z − x plane for selected times. The laser heated centrally at the left end, according to Fig.6.1a.
For t=0 the system is in equilibrium (pre heat phase). Shortly (51 s) and long (88 s) after the
laser heating was switched on, the concentration at the heated spot depleted. Immediately (96 s)
after the laser was switched off (post heat phase), kinetic relaxation governed the rebinding. The
first 200 µm along the x-axis were simulated to be homogeneously illuminated and used to detect
the fluorescence signal. The corresponding fluoresence curve is 2.5 µM in Fig.6.4
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Table 6.1: Finite element simulation input parameters

Fluorescence parameter Value Comment

FFree 1 Set as reference

FBound 0.9
Estimated from initial
FFree

∂FFree/∂T −0.026 K
Measured with initial
absolute fluorescence

∂FBound/∂T −0.026 K Similar to ∂FFree/∂T

kBleach,free 0.0021 s−1 From binding curve fit

kBleach,bound 0.0029 s−1 From binding curve fit

Kinetic parameter Value Comment

B∗tot 2 nM Total labeled binder

Ltot 0 µM, 2.5 µM Total ligand

D 1.5× 10−10 m2 s−1 Estimated from283

DT 1.8× 10−12 m2 s−1 K−1 Estimated from283

koff,offset 117.89 From koff data

koff,slope −3.631 34× 104 K From koff data

koff (T ) exp (koff,offset + koff,slope/T )s−1 Exponential off-rate
dependence

kon 3.5× 104 M−1 s−1 From kon data

Setup parameter Value Comment

l, ID, OD 2 mm, 300 µm, 400 µm
Capillary length, inner
and outer diameter

dsilicon, dcoverslip 400 µm, 200 µm
Thickness of silicon
wafer and coverslip

w0, NA, W , λ 12µm, 0.12, 100 W m−1, 400 µm

IR laser minimal
beam waist, numeric
aperture, power
density, attenuation
length

bLED 400µm
LED illumination
length
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Figure 6.6: Backdiffusion contribution to kinetic analysis a Bleaching- and diffusion-corrected
fluorescence trace of 12mer at 19 ◦C for 2.5 µM ligand and 2 nM binder with resulting on- and off-
rate as described in Sec.6.4. b Analysis of the same trace without backdiffusion correction, that is
the division by the averaged zero-ligand trace and resulting kinetic relaxation time constant and
rates. c Fluorescence traces with only bleaching correction but no diffusion correction. Figure
reproduced from158.

diffusion coefficient, while the on-rate and off-rate did not change. Therefore, two cases
were simulated: In the first, the ligand had tenfold increased diffusion coefficient DL =
DLB∗ = 10 × D∗B, i.e. because the non-labeled ligand was much larger than the labeled
binder. In the second case, the labeled binder had tenfold increased D∗B = DLB∗ = 10×DL.
In both cases, it is assumed that the diffusion coefficient was the same for bound ligand
LB and the respective larger free L or B∗, which had the higher diffusion coefficient.
The diffusion behavior of the larger reactant would not change, when bound to the much
smaller reactant.

For the first case, the fluorescence trace for high ligand concentration Ltot =2.5 µM
(over 1000-fold excess of binder B∗tot =2 nM) looked significantly different for the hot
phase (50-90 seconds), see purple traces Fig.6.7. The deviation of the simulated detected
fluorescence at the beginning of the hot phase, compare Fig.6.8 a and e, could be explained
by the concentrations of free L, free B∗ and bound LB∗: During the heating time, the
absolute fluorescence initially dropped due to the quick temperature change. Shortly
after the temperature change, within about 10 seconds, bound complexes diffused quickly
(DLB∗ = 10×DB∗) from the cold non-illuminated region (where cLB∗ > cB∗) back into the
top center of the capillary (heated area, illuminated), see Fig.6.8 b and f, and the absolute
fluorescence increased quickly again. In the hot center, the bound complexes unbound,
see Fig.6.8 c and g, the fast diffusing unbound ligand molecules moved away from the top
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Figure 6.7: Simulated fluorescence traces for various diffusion behavior. Simluated fluores-
cence traces for similar diffusion behavior (yellow), larger fluorescent binder (green) and larger
fluorescent ligand (purple) for 0 nM and 2.5 µM ligand concentration with the rates of 12mer
at 19 ◦C. The traces of the larger fluorescent binder simulations are similar to the results of
equal diffusion behavior, with similar kinetic rates. For the larger ligand simulations, the labeled
binder accumulates in the top center of the capillary, see Fig.SIMCONC g and fluorescence re-
stores quickly. The analyzed kinetic rates differ by a factor of 5 in comparison with the similar
diffusion behavior simulations. Reproduced from158.

center of the capillary, see Fig.6.8 d and h, whereas the slowly diffusing labeled binder
molecules got stuck at the top center. This left an excess of unbound labeled binder
molecules in the top center of the capillary, see Fig.6.8 c, and explained the increased
absolute fluorescence (purple) in the hot phase.

When the laser was switched off, the initial absolute fluorescence level was higher due
to accumulated free labeled binders in the top center capillary, see Fig.6.7 purple line at
90 seconds and Fig.6.8 i and m. The kinetic relaxation of rebinding free labeled binder,
see Fig.6.8 k, and free ligand see Fig.6.8 l, yielded for slower kinetics. The analysis of the
traces yielded for an on-rate 7× 103 M−1 s−1, which was about one fifth of the input rate
3.5× 104 M−1 s−1. The analysis of the off-rate yielded for 3.3× 10−4 s−1 which was also
about one fifth smaller than the input rate. This deviation of the analyzed kinetics from the
simulations with equal diffusion behavior can be explained by the reduced homogeneously
distributed free binders. In the analysis, a similarly homogeneously distributed binder and
ligand in the detected volume were assumed, see Sec.6.2.2. But due to non-homogeneous
accumulation of labeled binder in the top center, the assumption of homogeneity was not
as valid as in the similar diffusion behavior simulations, see Fig.6.8 k and l, which are
less homogeneously distributed than Fig.6.8 o and p. In the second case, the fluorescent
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Figure 6.8: Simulated concentrations of free L, free B∗ and bound LB∗ a-h at 60 s during the
hot phase and i-p at 92 s shortly after the rebinding start for Ltot =2.5 µM and B∗tot =2 nM. a-d
and i-l show the concentrations for tenfold increased ligand diffusion coefficient DLB∗ = DL =
10×DB∗ . e-h and m-p show the concentrations for equal ligand and binder diffusion coefficient.
The illuminated region (200 µm width) is shown by the red rectangle and shows the symmetrical
half of the simulated capillary. The laser focus is on the left edge of each plot. Reproduced
from158.
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binder had tenfold increased diffusion coefficient, e.g. a small compound that binds to
a larger (labeled) protein. The simulated fluorescence trace showed less bleaching and
similar behavior during the heating period and post-heating period, resulting with an on-
rate of 5.6× 104 M−1 s−1 and off-rate of 2.7× 10−3 s−1. The on-rate was a factor of 1.6
higher and the off-rate a factor of 1.6 smaller than the input parameters, which is very
close to the input parameters. Kd stayed the same, as only the diffusion behavior was
varied and not the binding behavior.

The analysis method is robust against different sizes of ligand and binder. Simulations
of systems with significant size differences between ligand and binder yield for kinetic
rates that differ by a factor less than five. Compared to the orders of magnitude, the
kinetic rates differ in literature,184,216,271,272 the variations within the KMST simulations
are rather small. The effect is minimized, if the larger reactant is labeled.

6.5 DNA sequences & preparation

The DNA strands used for hybridization kinetics determination were purchased at biomers
(Ulm, Germany). The fluorescent labeled binder was a 16mer with sequence Cy5-5’CCT
CAT CCA TAG TTG C3’. The ligand strands are shown in Tab.6.2. The ligand strands
bind the binder at the Cy-5-End to obtain a strong binding-dependent fluorescence signal.
All used strands were factory HPLC purified before purchase. The stock concentration
for all strands was 100µM and all were dissolved in water (nuclease-free H2O, Ambion).
The fluorophore is located next to the binding nucleotides and the fluorescence becomes
binding-dependent269,272. Importantly, the bleaching rates become binding dependent.
Both strands are not self-complementary and no side reactions are expected. The DNA
strands were dissolved in 0.75x, 0.5x, 0.25x and 0.1x PBS buffer (stock: 10xPBS invitrogen
ThermoFisher, diluted in nuclease-free water H2O, Ambion). To avoid sticking of material
to the capillary walls, 0.05% (wt/vol) Tween 20 (NanoTemper) was added to all used
buffers.

All dilution series were conducted as follows: first the labeled strand was diluted in
200µL buffer to 2 nM and 10 µL were filled into vial 2-16 of the dilution series, each. The
highest concentration of binder was diluted in the first vial of the dilution series with
buffer and labeled binder. Then 10 µL were diluted 1:1 from vial 1 to 14. Vial 15 and 16
remained with zero ligand, only labeled binder. After the dilution series was completed,
all vials incubated for 20 min to make sure equilibrium has established and then filled
in the capillaries and were measured with the Silicon-Oil-immersed sample holder in the
Nanotemper NT.115 Monolith.

The experiment ambient temperatures were chosen to be below the melting tempera-
ture Tm of the fully complementary strand to obtain a high change of fraction bound due
to the temperature change. Fig.6.9 a shows the raw fluorescence units of the melting curve
of 12mer in 0.1xPBS (orange), an empty vial (background, blue) and fluorescent binder
and Eva green dye only (green). The concentration of binder and ligand were 10µM each
for the melting curve and 10µM for the dye and binder only curve. To correct for the tem-
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Sequence length Sequence (5’ to 3’)

10 a tgg atg agg

12 cta tgg atg agg

12 far end gca act atg gat

14 aa cta tgg atg agg

16 g caa cta tgg atg agg

16-labeled Cy5− cct cat cca tag ttg c

Table 6.2: Probed DNA sequences of 10-16mer, and complementary Cy5-labeled 16mer. Re-
produced from158

Salt concentration (x PBS) 0.1 0.25 0.5 0.75

Strand length 10 12 14 16 12 12 12

Oligo Calc nearest neighbor
284

-2.1 8.1 16.2 25.9 14.9 19.9 22.8

Oligo Calc salt adjusted
284

20.3 26.3 28.3 38.4 33.3 38.2 41.2

NUPACK
285

- - - - - 23.5 25

Table 6.3: Calculated melting temperature Tm (◦C) for strand lengths and salt concentrations.
Reproduced from158

perature dependence of the dye, the background was subtracted from the melting curve
and the dye and binder-only curve, respectively, and then divided the melting curve by the
dye and binder-only curve to obtain the fraction bound, see Fig.6.9 b. The melting curve
was recorded with a Biorad Thermocycler C 1000 between 5 ◦C and 80 ◦C. From the curve,
Tm=43 ◦C and it was concluded that the strands were bound in the pre heat and post heat
phase and heating the sample with the infrared laser melted the hybridized DNA strands.
When the laser was switched off, the DNA strands hybridized and kinetics were detected.
Simulations of the 12mer (10 µM like melting curve) with NUPACK (0.05 M Na+) yielded
for Tm = 38 ◦C. Simulation of Tm for the used strands (2 nM binder) under the respective
PBS buffer Na+ conditions were rather inconclusive for low salt concentrations and short
strands. The simulation of melting temperature with Oligo Calc284 (salt adjusted and
nearest neighbor mode) and NUPACK285 are shown in Tab.6.3.
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Figure 6.9: Melting curve and fraction bound a shows the raw fluorescence units of 1xEva
Green intercalating dye obtained with a Biorad Thermocycler of the complementary 12mer in
0.1xPBS (orange), binder and dye only (green) and background (blue). The concentration of the
strands were 10 µM for the melting curve, each, and 10 µM for the binder-only curve. b shows
the fraction bound fb, which was obtained by temperature correction of the dye. Therefore, the
background was subtracted from the melting curve and the binder-only curve, respectively, and
then the melting curve was divided by the binder-only curve. The fraction bound was normalized
to one. Tm was 43 ◦C. Reproduced from158.
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Chapter 7

Results

7.1 DNA hybridization kinetics

The hybridization kinetics of complementary DNA strands with sequences between 10
and 16 base pairs were measured under 0.1, 0.25, 0.5 and 0.7xPBS buffer between 10 ◦C
and 28 ◦C. All measured rates are summarized in Fig.7.1, Fig.7.2 and Tab.9.1-9.3. The
measured on-rates showed weak if no dependence on strand length and increased linearly

with salt concentration (1.9 ± 0.2) × 106 M−1 · s−1

x PBS
, see Fig.7.1a & b. The measured

off-rates showed exponential dependence on strand length (characteristic length 0.81[bp])
and salt concentration (characteristic length 0.19[xPBS]) see Fig.7.1c & d. The resulting
equilibrium constant Kd showed exponential dependence on strand length (characteristic
length 0.72[bp]) due to its off-rate dependence and Kd ∝ exp(−cPBS)/cPBS dependence
on salt-concentration, see Fig.7.1e & f.

7.2 DNA hybridization thermodynamics

The measurements of the binding affinity and the kinetic rates for various temperatures
allowed for thermodynamic analysis. The Van’t Hoff plot was obtained according to
fitting the measured Kd values to Eq.5.10, see Fig.7.2 e & f and and Tab.9.4 under
K0

d = 1 M standard conditions at 295 K. ∆G0 and T∆S0 were calculated. For increasing
temperature, the bound state destabilizes and Kd increases. The negative slope and
positive intercept of the Van’t Hoff fits yield for ∆H0 ≈ −60 kcal mol−1 and ∆S0 between
-170 and −270 cal K−1 mol−1.

To compare the obtained thermodynamic data from KMST experiments with the data
obtained from the melting curve, Kd over 1/T was plotted in a single graph, see Fig.7.3. Kd

over 1/T from the linear regime of the melting curve (between 3.05 and 3.3× 10−3 K−1)
was obtained by applying the fraction of bound complex fb,eq = LB∗/B∗tot and Eq.5.2
Kd = L · B∗/LB∗. Fig.7.3 shows the Kd values and Van’t Hoff fits for the KMST data
and the Kd obtained from the melting curve. The thermodynamic values from the Van’t
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Figure 7.1: Strand length and salt dependence of kon, koff and Kd a The on-rate did not show
strand length dependence and b it showed linear salt dependence for constant strand length. c
The off-rate decreased exponentially with strand length and d salt concentration. e The resulting
equilibrium constant Kd = koff/kon decreased exponentially for increasing strand length and f
according to Kd ∝ exp(−cPBS)/cPBS for increasing PBS concentration. Length dependence was
measured at 22 ◦C and salt dependence at 25 ◦C. Figure reproduced from158.
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Figure 7.2: Temperature dependence of Kd, koff and kon of fully-complementary DNA strands
a-d Eyring plots of transition state theory of on-rates and off-rates. a & b On-rates show no
strong temperature or strand length dependence. c & d the corresponding off-rates decrease
with 1/T e & f Van’t Hoff plot for various lengths in 0.1xPBS and b salt conditions for 12mer.
Kd decreases exponentially with 1/T and decrease for increasing high salt concentrations and
strand length. Figure reproduced from158.



100 7. Results

Figure 7.3: Comparison of Van’t Hoff fits from melting curve and KMST experiments Kd

and Van’t Hoff fits of a complementary 12mer in 0.1xPBS which was obtained by melting
curve with Eva Green dye (orange, from Fig.6.9b) and KMST measurements (purple, from
Fig.7.2e). Both curves show similar slopes ∆H0 = (−47± 1) kcal mol−1 (melting curve) and
∆H0 = (−58± 16) kcal mol−1 (KMST) but dissimilar ∆S0 = (−117± 1) kcal K−1 mol−1 (melt-
ing curve) and ∆S0 = (−168± 56) kcal K−1 mol−1 (KMST). The shift of the measured Kd may
stem from interferences of the intercalation dye with the probe. Furthermore, the applicability
of melting curves to obtain Kd values well below Tm is limited. Figure reproduced from158.

Hoff plot of the Kd from the melting curve yielded for ∆H0 = (−47± 1) kcal mol−1 and
∆S0 = (−117± 1) kcal K−1 mol−1. The temperature dependence was similar for both
measurement methods: KMST ∆H0 = (−58± 16) kcal mol−1 but the entropies deviated
KMST ∆S0 = (−168± 56) kcal K−1 mol−1.

The measured temperature dependence of the on-rates and off-rates was analyzed
with an Arrhenius plot according to Eq.5.11. The activation energies EA,on and EA,off

are shown in Fig.7.1 g & h and corresponding Arrhenius plots are shown in Fig.7.2a-
d. All values are summarized in Tab.9.4–9.6. Note that EA are approximately ∆H‡ for
the on-rate and off-rate, respectively, due to the applied analysis method. The on-rates
showed no if slight increase with temperature, see Fig.7.2a & b, corresponding to small
positive EA,on ≈ 0 kcal M−1. EA,on did not show significant dependence on strand length
or salt concentration, see in Fig.7.1g & h. The off-rates showed expected exponential
dependence on inverse temperature,216 see Fig.7.2c & d. The measured EA,off became
smaller for increasing strand lengths and salt concentrations, see Fig.7.1g & h.

In order to compare the thermodynamic quantities’ dependencies on salt concentrations
and lengths, the enthalpy and entropy changes for the free, transition and bound state were
plotted in Fig.7.4. All changes have been referenced to the bound state. Ideally, ∆G‡on
and ∆G‡off could be plotted to characterize the DNA hybridization energy landscape as a

spontaneous process. Unfortunately, the error of ∆G‡ is too large for a concluding remark.
The data suggests, that increasing salt concentration and increasing oligomer length favor
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Figure 7.4: Thermodynamic quantities of DNA hybridization for various oligomer length and
salt conditions. a the enthalpy and b the entropy for free, transition and bound state. Grey
data from Dupuis et al.207 Figure reproduced from158.

the annealing reaction and reduce the enthalpy barrier and the entropy barrier from free
to bound state.

7.3 DNA hybridization kinetics in crowded solutions

Lastly, the capability of KMST to measure kinetic rates in various fluids with minor loss of
accuracy is shown. DNA hybridization takes place in more crowded fluids than pure buffer
solutions, but the measurement in more complex solutions is typically experimentally more
demanding. Polyethylene glycol PEG 8000 can be used to simulate the effect of molecular
crowding.278,279 The results shed light into the behavior of DNA hybridization rates in free
solution at low ionic salt concentrations, see Fig.7.5 and Tab.9.8: Small concentrations of
PEG < 5% (v/w) facilitated binding and yielded for stronger affinities due to decreased
off-rates, possibly due to excluded volume effects. But increasing PEG concentrations
from 5 to 10 (v/w) led to increasing off-rates, resulting in reduced affinities. The on-rates
showed weak if no dependence on PEG concentration.
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Figure 7.5: Hybridization rates kon, koff and Kd of fully-complementary 12mer DNA strands
in crowded solutions with PEG 8000 a The on-rates do not show significant dependence on PEG
concentrations b Off-rates show decreasing (<5% PEG) and increasing (5-10% PEG) behavior
c The resulting Kd are dominated by the off-rate dependence on PEG. All measurements were
conducted in 0.1xPBS with 0.05% Tween. Figure reproduced from158.
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Discussion & Conclusion

8.1 Reaction kinetics in a KMST device

Kinetic Microscale Thermophoresis extends the applicability of Microscale Thermophore-
sis of probing ligand-binder interactions in equilibrium to the measurement of the as-
sociated binding kinetics. Thereby, KMST inherits all of the advantages of Microscale
Thermophoresis: Rate determination is purely optical and in free solution (Sec.6.1.1)
and is accomplished with an experimental setup that provides robust (Sec.6.4), reliable
(Sec.6.3, low-cost and reproducible kinetic rate measurements.194–199,269 Data analysis is
robust against single capillary uncertainties as the rates are determined with multiple
concentrations of the dilution series. Preparation of the dilution series – except sample
pipetting –, that is filling and placement of the sample capillaries and immersing with
oil does not require high-precision adjustments or handling. Sample consumption is low:
less than 5µL and only nM concentrations of labeled binder and up to µM concentrations
of ligand. The costs per experiment are only several Euro per dilution series for con-
sumables. Similar to MST applications,269 KMST should be capable of high-throughput
measurements by parallelization and automation of the sample handling, capillary filling,
fluorescence measurement and fluorescence analysis.

The rather subtle experimental modification of increasing the thermal coupling of the
heated sample to its environment by placing the sample capillaries on a silicon wafer
and immersing with oil yield for about ten-fold faster heating and cooling times. The
fast thermal relaxation allows for extraction of the kinetic fingerprint from the fluores-
cence signal immediately after the temperature jump. Appropriate treatment of con-
vection/thermophoresis and bleaching contributions of the fluorescence signal is possible
through equilibrium state and zero-ligand fluorescence trace analysis.

The fluorescence relaxation traces in all measurements confirmed that incubation of
20 min was sufficient to reach equilibrium at the beginning of each experiment. Four major
limiting factors can be identified: First, the detection of small Kd <1 nM is difficult due
to a weak fluorescence signal. For correct determination of the binding curve with Eq.5.3,
the B∗ must be smaller than Kd and B∗ <1 nM is at the lower reliable detection limit of
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the Nanotemper machine. Increasing the LED illumination does not solve the problem
as then bleaching gets too strong and flaws repetitive measurements needed for binding
curve determination.

Second, detection of fast relaxation processes with τ−1 >1 s−1 is difficult for two rea-
sons. First, the kinetic relaxation time scale is similar to the thermal relaxation time scale
and the assumption of exponential kinetic relaxation becomes invalid – which assumes
rapid thermal relaxation. Extension of the analysis to non-instantaneous thermal relax-
ation would be more complex and thus difficult. Second, the fluorescence signal change
due to heating and kinetic relaxation becomes difficult to disentangle.

Third, the temperature jump relaxation method is dependent on ligand-binder systems
with significant enthalpic contribution ∆H0. During heating, the ligand-binder system
must unbind, at least partially, to detect rebinding in the post-heat phase. Measurements
of p38α MAP-Kinase with BIRB, SB203580, SB239063 and ATP did not show kinetic
fingerprints in kinetic traces, possibly due to a small enthalpic contribution.

Fourth, the free and bound state need to show an absolute change of fluorescence
in order to detect the transition from free to bound state in the post heat phase. In
the analysis, Fkin,amplit > 0.05 allowed for reasonable fitting. The origin of the binding-
dependent fluorescence intensity may play a minor role. It may stem from a change in
conformation upon binding,269 thus the fluorophore does not necessarily need to be in close
proximity to the binding site, which reduces the label influence on binding characteristics.

Importantly, a KMST measurement only requires one of the reactants to be
fluorescently-labeled (instead of both) which facilitates sample preparation and ultimately
minimizes label-related interferences within the binding process. In all measurements, the
fluorescent label was attached to the end of the strand at which the (shorter) complemen-
tary DNA strand bound to. I measured similar kinetic rates of a fully complementary
strand with distantly attached label. A complementary 12mer strand hybridized starting
at the 3’ end of the Cy5-5’-16mer-3’ strand, leaving a distance of 4 single strand bases
between the Cy5 label (which is at the 5’end) and the hybridized strand. The measured
Kd and kinetic rates of this hybridized strand with an increased distance of the label to
the hybridized based pairs were similar to the results of the close label, see Tab.9.7. I
conjecture that a confirmation change upon binding, that leads to different fluorescence
levels of the bound and unbound state, is sufficient to detect kinetic rates.

The range of measurable on-rates and off-rates is comparable to label-free methods,
like SPR.185 With KMST, on-rate in the range of 102 s−1 M−1 to 106 s−1 M−1 and off rates
in the range of of 10−5 s−1 to 1 s−1 can be measured. In comparison with other kinetic
measurement methods, the limitations of measurable on-rates and off-rates for KMST
are the speed of the temperature jump and fluorescence detection for low labeled binder
concentrations. FC(C)S measurements provide more suitable experimental approach for
fast kinetics.193 KMST does not face the limitation of SPR-measurements associated mass
transportation and molecular mass.221 With respect ot buffer conditions, KMST is ap-
plicable to a wide range of salt concentrations, which may be limited for surface-related
kinetic measurement method’s sensor responses.184
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To validate the analysis of the kinetic rates from the fluorescence traces, 3D finite ele-
ment simulations of the experiments with input parameters from the experimental results
were performed. The simulated rate equations governed the convection/thermophoresis of
the reacting species, bleaching and kinetics. The resulting simulated fluorescence curves
were analyzed with the same procedure as the experimental results. The simulation re-
sults yielded for on-rates and off-rates very similar to the experimental rates. The author
suggests that the coherency of experimental results with 3D rate equation simulations is
a strong indicator for validity of kinetic rate determination with KMST devices.

To validate the measurement technique, the measured thermodynamic values were
compared with values obtained from a melting curve experiment. The deviation of the Kd

values from the melting curve and KMST could be explained as follows: First, the Eva
Green intercalating dye may be interfering with the Cy5-label of the binder in a way that
the melting curve signal and thus did not properly report the fraction of bound complexes.
Second, the quantification of Kd by the melting curve is most suitable for temperatures
around Tm =43 ◦C. The extraction of Kd data from the melting curve well below Tm
is difficult because the intercalation fluorescence signal does not change significantly at
T � Tm, as almost all strands are hybridized. As all KMST measurements were carried
out at T � Tm, direct comparison is difficult. Third, to obtain a good signal from melting
curves, the concentration of both strands needed to be in the µM range. This range was
1000-fold higher than for the KMST measurements (2 nM). The high concentration of
strands may also shift the melting temperature signal to higher temperatures.

I also performed experiments with a Dynamic Light Scattering instrument (DynaPro
NanoStar, Wyatt) to measure Kd and kinetic rates but could not detect the probes
(0.1xPBS, 12mer of 10 µM sample concentration). Due to the small size and low con-
centration, the correlation function of the labeled binder could not be distinguished from
the buffer-only correlation function. This illustrates the advantage of KMST to determine
kinetic rates of probes at low nM concentrations, which are not accessible by other kinetic
methods.

8.2 DNA hybridization kinetics

The comparison of the absolute values of the measured rates with literature is difficult due
to the many different measurement methods and sequences used. For high salt concentra-
tions (1xPBS), Surface Plasmon Fluorescence measurements report 104 M−1 s−1 286 which
is an order of magnitude smaller than my measurement. FRET measurements for 9mers
reported on-rates in the low 106 M−1 s−1 range207 (with 50mM HEPES), similar to my
findings. Measurements with TOOL278 reported on-rates in the order of 106–107 M−1 s−1

for 12mer and 16mer complementary DNA strands, which is an order of magnitude larger
than my findings. For low salt concentrations (< 0.1xPBS) FRET measurements found
on-rates of 10mers to be about 104 M−1 s−1 272 in free solution buffer, also found in works
with Quartz Crystal Microbalance271 of immobilized 10mers, similar to my results. Multi-
channel graphene bionsensors184 report 105 M−1 s−1 for immobilized target strands, which
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is an order of magnitude higher than my findings. The results suggests on-rates for low
salt concentrations to be in the range of 104–105 M−1 s−1 linearly increasing with salt
concentration up to 106 M−1 s−1 for 0.75xPBS, see Fig.7.1, similarly reported earlier.287

The observed on-rates showed no dependence on strand length, see Fig.7.1 a, similarly
reported earlier.216 But literature also reported contrarily dependence.271,272,278. Bielec et
al272 argue that the higher total charge of the longer strands pose a higher energetic barrier
for hybridization, especially for low ionic salt environments. My findings are limited to a
strand length difference of 6 by a total length of 16, which may be too short to observe
strand-dependent on-rates. The comparison of our rates with the results presented by
Okahata et al271 is limited due to the immobilization of their used probes.

Literature reported both smaller and larger off-rates for low and high ionic salt con-
ditions than my results suggest, respectively. For low salt concentrations (< 0.1xPBS),
FRET measurements272 reported off-rates two orders of magnitude smaller. Morrison
and Stols216 found higher off-rates at much higher salt concentrations of 10xPBS in tem-
perature jump experiments. Tawa et al286 measured smaller off-rates for longer strands
in higher salt concentrations. The measured off-rates of this work show an exponential
decrease with salt concentration, see Fig.7.1 d, also reported by Okahata et al271 and qual-
itatively supporting findings of Braunlin et al.287 The exponential decrease of the off-rates
with strand length, see Fig.7.1 c, was in agreement with literature.216,271,273

8.3 DNA hybridization thermodynamics

The measured VantHoff plot provide support of ∆H0 ≈ −60 kcal mol−1 and ∆S0 between
-170 and −270 cal K−1 mol−1 are in agreement with reported surface-tethered FRET mea-
surements207 and slightly above previously reported values of 8mers measurements with
NMR.287 At room temperature, both contributions cancel out and yield for rather small
negative ∆G0, supporting the view that DNA hybridization is a spontaneous process:206,207

the formation of hydrogen bonds and base stacking lead to the exothermic release of heat
and the decrease in entropy results from reduced conformational flexibility in the bound
state.214,288. The findings contribute to the understanding that increased cationic strength
increases ∆H0 and ∆S0, both becoming less negative. Although ∆H0 increases with
cationic strength, T∆S0 increases stronger, resulting in a net more negative ∆G0 thus
favoring the bound. However, the meaningfulness of allows only for limited conclusions,
due to large errors. For increasing strand length, ∆H0 and ∆S0 increase, resulting in a
decrease of favoring the hybridized state, also reported earlier.207.

The findings of EA,on ≈0 kcal mol−1 contribute insofar, as the determined EA,on slightly
above and below zero can not be used to exclude one of the proposed hypotheses of increas-
ing, decreasing or other non-monotonic on-rate dependence on temperature.216,271,273 The
decreasing EA,off decreasing with length and salt concentration is in line with the view
that the electrostatic repulsion between the anionic chains of the DNA strands decreases
for high ionic salt concentrations and in result stabilize the hybridized bonds.271. Similar
behavior was also found for DNA hairpins.246
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The thermodynamic analysis of the measured data with the Eyring-Polanyi equation
allowed for a connection of kinetic quantities with thermodynamic quantities,206,207, but
in general involves conceptual difficulties.209. The enthalpy and entropy landscapes of free
state, transition state and bound state are in line with the view increasing salt concen-
tration favors the hybridized state. The conclusion that may be drawn from the rather
speculative enthalpy and entropy landscapes is that the reduction of the enthalpic and
entropic barrier may contribute to the favoring of the bound state.

8.4 DNA hybridization in crowded solutions

The results of DNA hybridization in crowded solutions with PEG 8000 highlight that
at low ionic salt concentrations, crowding agents affect the DNA hybridization rates not
only by excluding volume effects but also by destabilization of the hybridized complex.
The increased off-rate for higher PEG concentrations may be explained by a destabilizing
effect of the surrounding PEG molecules on the hybridized DNA. This result extends earlier
studies with FRET measurements which found that kinetic relaxation time constants of
DNA hybridization are weakly if not dependent on crowding agent concentrations for
higher ionic salt concentrations for 1xPBS278 and 1xPBS with 1mM Mg2+.289

The results further underpin the versatile applicability of KMST to measure kinetic
rates in crowded solutions. The applicability to measure kinetic rates in crowded solutions
is important, as many biological processes take place in crowded solutions and the kinetics
and thermodynamics are significantly shaped by the molecular environment.275,280

Conclusion

The combination of Microscale Thermophoresis with the temperature jump technique
provides a novel method to determine kinetic rates together with binding affinities in a
single experiment. By a straightforward hardware modification of a conventional MST
setup increasing the thermal dissipation by placement of the sample-containing capillary
on a silicon plate and immersion with oil kinetic relaxation could be extracted from
the fluorescence traces. I systematically studied the dependency on salt concentration,
strand length and temperature of on- and off-rates of DNA hybridization and also in
crowded solutions. An exponential dependence of the off-rate on strand length, salt and
temperature was found. The on-rate showed no if weak dependence on temperature and
strand length and a linear dependence on salt concentration. The results shed light into the
hybridization mechanism of DNA and summarized the determinants of DNA binding. The
measurement method is compatible with a range of biological fluids, including crowded
solutions, it needs very low sample quantities and it is a very easy-to-use and robust setup.
While requiring the probed binding reaction to have a sufficient enthalpic contribution, no
artifact-inducing processes, like molecule attachment to surface, are necessary. Because
Microscale Thermophoresis is widely used, Kinetic Microscale Thermophoresis could be of
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great interest for a broad audience including the numerous labs who have a MST device,
and could open new possibilities for research in biophysical and medical sciences.



Chapter 9

Appendix

9.1 Kinetic & thermodynamic measurement values

Salt conc. (x PBS) 0.1 0.25 0.5 0.75

1000
T [K−1] T [◦C] 10mer 12 14 16 12 12 12

3.53 10 4.5± 0.2

3.49 13 43± 17 19± 3

3.46 16 120± 32 11± 1

3.42 19 380± 19 47± 8

3.39 22 3900± 100 160± 15 2.8± 0.7 1.1± 0.2 14± 4 0.4± 0.2

3.35 25 1500± 490 11± 6 7± 2 53± 18 5± 3 0.7± 0.4

3.32 28 51± 19 9± 2 12± 11 1.0± 0.7

Table 9.1: Measured Kd in [nM] for various salt concentrations, DNA strand lengths and
temperatures. Table reproduced from158.
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Salt conc. (x PBS) 0.1 0.25 0.5 0.75

1000
T [K−1] T [◦C] 10mer 12 14 16 12 12 12

3.53 10 0.12± 0.06

3.49 13 0.7± 0.3 0.37± 0.07

3.46 16 4± 3 0.24± 0.03

3.42 19 17± 8 1.7± 0.5

3.39 22 42± 16 8± 1 0.23± 0.06 0.05± 0.01 2.9± 0.9 0.4± 0.2

3.35 25 33± 16 0.7± 0.4 0.39± 0.09 11± 4 5± 4 1.0± 0.7

3.32 28 4± 2 0.5± 0.1 13± 15 1.6± 0.9

Table 9.2: Measured koff in [10−3 s−1] for various salt concentrations, DNA strand lengths and
temperatures. Table reproduced from158.

Salt conc. (x PBS) 0.1 0.25 0.5 0.75

1000
T [K−1] T [◦C] 10mer 12 14 16 12 12 12

3.53 10 26± 1

3.49 13 18± 2 20± 3

3.46 16 33± 1 22± 2

3.42 19 46± 3 35± 8

3.39 22 11± 3 48± 6 84± 3 48± 3 220± 11 1100± 300

3.35 25 22± 8 66± 9 51± 2 210± 30 1100± 500 1500± 100

3.32 28 70± 20 52± 7 1100± 700 1600± 200

Table 9.3: Measured kon [103 M−1 s−1] for various salt concentrations, DNA strand lengths and
temperatures. Table reproduced from158.

Salt conc. (x PBS) 0.1 0.25 0.5 0.75

10mer 12 14 16 12 12 12

∆G0 [kcal mol−1] −6± 11 −8± 23 −11± 3 −11± 36 −10± 26 −12± 47 −12± 3

∆H0 [kcal mol−1] −86± 8 −58± 16 −85± 2 −49± 25 −80± 27 −55± 37 −27± 2

∆S0 [cal K−1 mol−1] −267± 30 −170± 60 −249± 6 −127± 85 −232± 81 −146± 99 −49± 6

T∆S0 [kcal mol−1] −80 −50 −74 −38 −69 −44 −15

Table 9.4: The Van’t Hoff parameters were obtained by fiting Kd (from Tab.9.1) to Eq.5.10.
T∆S0 was calculated. All values refer to standard T0 =298.15 K. Table reproduced from158.
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Salt conc. (x PBS) 0.1 0.25 0.5 0.75

10mer 12 14 16 12 12 12

∆G‡on [kcal mol−1] −6± 7 −6± 7 −6± 6 −5± 6 −6± 24 −7± 3 −7± 5

∆H‡on [kcal mol−1] 8± 5 14± 5 −8± 4 3± 4 −1.5± 0.6 −1.5± 0.8a 7± 4

∆S‡on [cal K−1 mol−1] 47± 18 67± 17 −8± 14 28± 14 16± 81 19± 10a 50± 14

T∆S‡on [kcal mol−1] 14 20 −2 8 5 6 15

Table 9.5: Thermodynamic parameters for hybridization according to Eyring analysis (Eq.5.12)

of the on-rates of Fig.7.2a & b. ∆G‡on was calculated and its error was estimated by Gaussian
error propagation. a estimated error of 50% due to lack of data. T∆S is calculated for 298 K.
Table reproduced from158.

Salt conc. (x PBS) 0.1 0.25 0.5 0.75

10mer 12 14 16 12 12 12

∆G‡off [kcal mol−1] 1± 9 3± 26 5± 8 5± 45 3± 42 5± 38 5± 8

∆H‡off [kcal mol−1] 80± 6 72± 18 79± 5 49± 32 77± 30 55± 28a 39± 6

∆S‡off [cal K−1 mol−1] 265± 20 231± 63 249± 19 148± 110 248± 100 169± 84a 115± 19

T∆S‡off [kcal mol−1] 79 69 74 44 74 50 34

Table 9.6: Thermodynamic parameters for DNA dissociation according to Eyring analysis
(Eq.5.12) of the on-rates of Fig.7.2c & d. ∆G‡on was calculated and its error was estimated by
Gaussian error propagation. a estimated error of 50% due to lack of data. T∆S is calculated for
298 K. Table reproduced from158.

1000
T [K−1] T [◦C] Kd [nM] koff [s−1] kon [M−1 s−1]

3.46 16 12± 5 0.0003± 0.0002 29 000± 9000

3.39 22 176± 20 0.006± 0.001 32 000± 5300

3.35 25 1100± 300 0.03± 0.01 35 000± 3000

Table 9.7: Measured Kd, koff and kon of a 12mer which is distantly attached to the 16mer-
labeled binder strand. The Cy5 fluorophore has a distance of 4 bp to the beginning hybridizing
strand. Measurement was conducted under 0.1xPBS. Table reproduced from158.
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PEG (% v/w) T [◦C] Kd [nM] koff [s−1] kon [M−1 s−1]

0
16 11± 1 0.000 24± 0.000 05 22 000± 2000

22 163± 15 0.008± 0.001 47 933± 6200

2.5
16 8± 3 0.0003± 0.0001 37 000± 6000

22 61± 15 0.004± 0.001 66 762± 15 400

5
16 4.9± 0.8 0.000 09± 0.000 03 18 000± 5000

22 31± 5 0.0012± 0.0005 39 000± 16 000

7.5
16 - - -

22 59± 23 0.005± 0.002 84 000± 14 000

10
16 36± 4 0.000 36± 0.000 04 9900± 900

22 263± 60 0.007± 0.002 27 000± 4000

Table 9.8: Measured Kd, koff and kon of a complementary 12mer in 0.1xPBS for increasing
PEG 8000 concentrations. Table reproduced from158.
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