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Zusammenfassung
Flussleitermodelle beschreiben das komplexe Zusammenspiel von wechselwirkenden
quantenmechanischen Teilchen, die sich unter dem Einfluss von effektiven Magnet-
feldern in quasi-eindimensionalen Gittern bewegen. In den letzten Jahren konnten
diese Modelle in optischen Gittern durch die Erzeugung von künstlichen Magnet-
feldern für kalte Atome experimentell realisiert werden. Flussleitermodelle sind auf-
grund ihrer formalen Einfachheit, ihrer reichhaltigen Phasendiagramme und gegen-
wärtiger Quantengasexperimente von großem Interesse. Die vorliegende Arbeit be-
fasst sich mit der theoretischen Untersuchung von bosonischen Flussleitermodellen
unter Verwendung numerischer Methoden, die auf Matrixproduktzuständen basieren.
Wir erkunden Grundzustandsphasendiagramme mit dem Verfahren der Dichtematrix-
Renormierungsgruppe. Darüber hinaus untersuchen wir thermische Zustände sowie
dynamische Vielteilchenprobleme in Flussleitern mithilfe moderner Zeitentwicklungs-
methoden.

In einem einleitenden Teil dieser Arbeit wird das zentrale bosonische Flussleiter-
modell in den breiteren Forschungskontext eingeordnet. Wir diskutieren dessen we-
sentliche Eigenschaften und stellen die in dieser Arbeit verwendeten numerischen Me-
thoden vor. Im Anschluss präsentieren wir die gewonnenen Forschungsergebnisse wie
folgt.

Zunächst liegt der Fokus auf Modellparametern, die durch ein angedachtes Expe-
riment motiviert sind. In dem Experiment soll eine zweibeinige bosonische Flussleiter
unter der Ausnutzung interner Spinzustände von kalten bosonischen Kaliumatomen
realisiert werden. Wir zeigen, dass das zugehörige Grundzustandsphasendiagramm
eine Mott-isolierende Meissner-Phase sowie superfluide und Mott-isolierende Biased-
Ladder-Phasen aufweist. Mithilfe zeitabhängiger Simulationen demonstrierenwir, dass
realistische Quantenquenchprotokolle es erlauben, Gleichgewichtseigenschaften der re-
levanten Grundzustandsphasen in der transienten Vielteilchendynamik zu beobachten
und zu quantifizieren.

Im Weiteren untersuchen wir die Quantenzustände von Flussleitern bei endlichen
Temperaturen. Während die Nulltemperaturphasen von Flussleitermodellen im Zen-
trum zahlreicher theoretischer Arbeiten stehen, bleibt der Einfluss von Temperatur-
effekten auf die charakteristischen Grundzustandseigenschaften weitestgehend uner-
forscht. Dieser Einfluss spielt in Experimenten allerdings eine wichtige Rolle. Um die
bei endlichen Temperaturen angenommenen Quantenzustände zu untersuchen bedie-
nen wir uns einer Matrixproduktzustandsmethode, die im Rahmen dieser Arbeit im-
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iv Zusammenfassung

plementiert wurde. Unsere Studie konzentriert sich auf chirale Randströme und charak-
teristische Quasiimpuls-Verteilungen, die in gegenwärtigen Quantengasexperimenten
gemessen werden können. Für stark wechselwirkende Bosonen und ausgehend von
demQuantenphasenübergang von einer Vortex-Phase zu einerMeissner-Phase erarbei-
ten wir das zugehörige Crossoverdiagramm bei endlichen Temperaturen.

Darüber hinaus untersuchen wir die Hall-Antwort bosonischer Flussleitermodelle.
Flussleitern sind die minimalsten Gittermodelle, in denen sich ein Hall-Effekt untersu-
chen lässt. Dessen ungeachtet ist die Frage nach der Hall-Antwort in Quantenphasen,
die auf Vielteilcheneffekten beruhen, theoretisch schwierig und Gegenstand aktuel-
ler Forschung. Vor dem Hintergrund gegenwärtiger Quantengasexperimente berichten
wir über zeitabhängige Protokolle, mit denen sich Messungen der Hall-Polarisation auf
Messungen der Hall-Spannung erweitern lassen. Durch umfangreiche numerische Si-
mulationen zeigen wir, dass die Hall-Spannung in verschiedenen Quantenphasen eine
große Robustheit im Hinblick auf die Wechselwirkungsstärke und die Teilchenfüllung
aufweist. Diese Robustheit lässt sich in der Hall-Polarisation nicht beobachten. Wir
untermauern unsere numerischen Ergebnisse mit semiklassischen Rechnungen und
diskutieren die lokal aufgelöste Hall-Antwort in räumlich inhomogenen Vortexgitter-
Phasen.

Abschließend fassenwir die gewonnenenErgebnisse kurz zusammenunderwähnen
Folgestudien, die unmittelbar mit der vorliegenden Arbeit in Verbindung stehen.



Abstract
Flux ladders constitute the minimal setup enabling a systematic understanding of the
rich physics of interacting particles subjected simultaneously to a strong magnetic field
and a lattice potential. The recent realization of flux ladders in ultracold quantum gases
with artificialmagnetic fields has attracted great interest. In this thesis, we study various
aspects of interacting bosonic flux ladders using extensive matrix-product-state based
calculations. Specifically, the numerical techniques include the variational ground-
state optimization by means of the density-matrix renormalization-group method, a
purification approach for the study of finite-temperature states, aswell as time-evolution
methods for the simulation of quench dynamics.

In an introductory part, we recapitulate key features and important ground-state
phases of the flux-ladder model and discuss the numerical methods. Subsequently, the
main results are presented as follows.

First, the emphasis is put on model parameters which are envisioned to be realized
in a future quantum gas experiment exploiting the internal states of potassium atoms as
a synthetic dimension. Considering a particle filling of one boson per rung, wemap out
the ground-state phase diagram and report on aMott-insulatingMeissner phase as well
as on biased-ladder phases, whichmight exist on top of superfluids andMott insulators.
Moreover, we demonstrate that quantum quenches of suitably chosen initial states can
be used to probe the equilibrium properties in the transient dynamics. Concretely, we
consider the instantaneous turning on of particle hopping along the rungs or legs in the
synthetic flux-ladder model, with different initial particle distributions. We show that
clear signatures of the biased-ladder phase and the Meissner phase can be observed in
the transient dynamics.

Second, we study the effect of finite temperatures in flux ladders. So far, most of the
theoretical work on these systems has concentrated on zero-temperature phases while
the finite-temperature regime remains largely unexplored. However, the question if and
up to which temperature characteristic features of the ground-state phases persist is rel-
evant in experimental realizations. In order to explore the finite-temperature regime,
a matrix-product-state based purification approach for the simulation of strongly in-
teracting bosons has been implemented. Our study is focused on chiral currents and
momentum-distribution functions, which are key observables in ultracold quantum
gases, and our main results concern the most prominent vortex liquid-to-Meissner
crossover. We demonstrate that signatures of the vortex-liquid phase can still be de-
tected at elevated temperatures from characteristic finite-momentum maxima in the
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vi Abstract

momentum-distribution functions, while the vortex-liquid phase leaves weaker finger-
prints in the chiral current. In order to determine the range of temperatures over which
these signatures can be observed, we introduce a suitable measure for the contrast of
these maxima. The results are condensed into a finite-temperature crossover diagram.

Third, we investigate the Hall response in bosonic flux ladders. While flux ladders
are themost simple latticemodels giving rise to theHall effect, the theoretical description
of themany-body ground-state Hall response in these systems remains a tricky problem
and an active line of research. In view of current quantum gas experiments, we discuss
feasible schemes to extend measurements of the Hall polarization to a study of the Hall
voltage, allowing for direct comparison with solid state systems. Most importantly, we
report on characteristic zero crossings and a remarkable robustness of the Hall voltage
with respect to interaction strengths, particle fillings, and ladder geometries, which is
unobservable in the Hall polarization. Moreover, we investigate the site-resolved Hall
response in spatially inhomogeneous quantum phases using a semiclassical approach.

In conclusion, we present a brief summary of our work and touch on possible
follow-up studies which are directly connected to the contents of this thesis.
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1Introduction
A brief overview

The understanding and design of quantum materials is one of the biggest challenges
of modern physics. While the underlying laws of quantum mechanics, which govern
the interplay of the atomic constituents of all material objects, are well established,
the mathematical treatment of quantum mechanical systems comprising just a few of
these basic constituents is well known to be quite challenging [7]. Furthermore, various
physical phenomena emerging in systems of increasing size and complexity are hardly
predictable from these basic laws [8–10]. Studying suitable representations of physical
systems at a carefully chosen level of abstraction is at the heart of theoretical physics. In
this sense, quantum lattice models are ideal theoretical laboratories for the exploration
of novel quantum states of matter and a cornerstone of condensed matter physics. The
lattice sites of these models typically represent local quantum degrees of freedom, such
as the orientation of a local spin or the presence of a certain type of particle, while the
edges of the underlying lattice represent Hamiltonian interactions, which determine the
overall behavior of the models.

Arguably, one of the most famous examples of a quantum lattice model is the Fermi-
Hubbard model [11–13], which accounts for interacting electrons hopping between
neighboring lattice sites. The Fermi-Hubbard model is based on only two parame-
ters, namely the particle hopping strength and the site-local interparticle interaction
strength. Nonetheless, it captures a broad range of phenomena, including the emer-
gence of insulating and magnetic phases, which arise due to the interplay of many
electrons and cannot be described in a single-particle framework. Its two-dimensional
variant is considered to play an essential role in the understanding of high-temperature
superconductivity [14]. Traditionally, there is great interest in Hubbard-like models
because they are effective representations of solid state systems exhibiting a crystalline
arrangement of localized atomic cores and tightly boundvalence electrons. Despite their
formal simplicity when written down, quantum many-body lattice models are math-
ematically challenging. Exact solutions have indeed been found only for exceptional
cases, and, throughout the last decades, extensive efforts have focused on the develop-
ment and optimization of various numerical methods addressing quantummany-body
lattice problems.

Complementary to theoretical efforts, an alternative path to the study of challenging
lattice systems is provided by so-called quantum simulators [15]. These simulators are
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2 Chapter 1. Introduction

engineered and controllable quantum devices which faithfully realize specific Hamil-
tonians of interest. Ultracold quantum gases are a particularly promising platform for
this purpose [16–18]. Impressive advances in the field of cooling, trapping, and con-
trolling atomic gases have enabled the simulation of almost arbitrary condensed matter
toy models in optical lattices, which are built from the interference patterns of counter-
propagating laser beams. A first milestone in the field of quantum simulation with cold
atoms was achieved in 2002 with the observation of the superfluid-to-Mott insulator
transition in the bosonic variant of the Hubbard model [19].

Magnetic fields can drastically alter the behavior of solid state systems. This is
best exemplified by the integer [20] and fractional quantum Hall effect [21] in two-
dimensional electron gases. While varying the strength of a magnetic field at low tem-
peratures, the integer quantumHall effect reveals extended plateaus with an amazingly
precise quantization of the Hall conductivity. Importantly, the quantum Hall states
corresponding to different plateaus cannot be distinguished by means of local order
parameters and the concept of spontaneous symmetry breaking. After the unexpected
discovery of these effects in the 1980s, it has become clear that they are rooted in the
topological ground-state properties of the underlying two-dimensional systems [22–
24]. Topological properties of quantum states occupy a central position in modern
condensed matter research.

In quantum latticemodels, an effectivemagnetic field can be directly incorporated by
means of complex phase factors accompanying the particle-hopping terms, employing
Peierls substitution [25]. A prime example is the noninteracting Hofstadter model,
accounting for charged particles hopping in a two-dimensional square lattice which
is pierced by a magnetic field [26]. The Hofstadter model is famous for its fractal
energy spectrum referred to as Hofstadter’s butterfly and has played an important role
in the study of the quantum Hall effect. Over the last decade, Hofstadter-like models
with artificial magnetic fields for charge-neutral atoms have been realized in optical
lattice experiments [27–29]. In these experiments, the complex Peierls phase factors
accompanying the hopping terms are directly implemented, which also enables the
emulation of arbitrarily strong magnetic fields [30, 31].

Flux ladders, which are at the focus of this thesis, are the most simple quantum
lattice models which incorporate the effect of a magnetic field. They can be thought
of as quasi-one-dimensional variants of the two-dimensional square-lattice Hofstadter
model with a reducedwidth such that ladderlike structureswith only a few legs remain.
Due to the interplay of lattice effects, effective magnetic fields, and interparticle inter-
actions, flux ladders host rich physics and a myriad of ground-state phases. However,
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it should be stressed that in the crossover from two spatial dimensions to one spatial
dimension the topological properties of the Hofstadter model blur out. Flux ladders are
currently particularly relevant because of their recent realization in various quantum
gas experiments with artificial magnetic fields. Moreover, in contrast to the case of
extended two-dimensional systems, the classical simulation of quasi-one-dimensional
flux ladders is computationally much more feasible. Matrix-product-state based al-
gorithms are especially well suited for this purpose. Most notably, the density-matrix
renormalization-groupmethod [32–35] enables the efficient calculation of ground states,
while state-of-the-art time-evolution methods [36] allow for the simulation of quantum
many-body dynamics and, with a few adaptions, also for the calculation of finite-
temperature states. These methods can provide guidance for future experimental real-
izations of flux ladders in quantum-gas simulators.

The objective of the remainder of this introductory chapter is to put our work
on flux-ladder systems, which will be presented throughout the following chapters,
into a broader context. In particular, we focus on the characterization of different
quantum states ofmatter, the concept of quantum simulation, aswell as on experimental
realizations and open questions which are related to flux-ladder systems.

1.1 Quantum states of matter

As opposed to classical thermal states and phases of matter, which, in the broad frame-
work of thermodynamics, are described and controlled by macroscopic parameters at
finite temperatures, quantum phases of matter typically refer to classes of fundamen-
tally different ground states of quantum mechanical systems. These ground states are
formally attained at zero temperature and the quantum phases are governed by Hamil-
tonian parameters, which are part of a microscopic description. Finding adiabatic
connections represents an effective way for distinguishing between different gapped
quantum phases. Two Hamiltonians are considered to correspond to the same gapped
quantum phase if and only if they can be adiabatically connected. This means that by
smoothly varying a model parameter, the two Hamiltonians can be transformed into
each other while maintaining a finite gap in the energetic spectrum between the ground
state and the excited states. The latter especially needs to hold in the limit of infinite
system sizes, commonly referred to as the thermodynamic limit.
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Figure 1.1: Ground-state phase diagram of the mean-field Bose-Hubbard model.
The phase diagram shows incompressible Mott-insulating lobes (MI) with n � 1, 2,
and 3 particles per lattice site and the compressible superfluid phase (SF). The different
phases are indicatedbydifferent background shadings. Themean-field analysis predicts
a continuous onset of the mean-field order parameter, which might be interpreted as
〈ai〉, when entering the superfluid phase. Note that z denotes the coordination number,
that is, the number of nearest neighbors around each lattice point. A comprehensive
discussion of the mean-field analysis of the Bose-Hubbard model can be found, for
instance, in Ref. [37].

Ground-state phases of the Bose-Hubbard model

As a first example, we discuss the different quantum phases of the Bose-Hubbard
model [38], which is the underlyingmodel of the bosonic flux-ladder systems studied in
the main part of this thesis. The Bose-Hubbard model accounts for interacting bosons
hopping between neighboring sites of a discrete lattice. It is of practical importance
because it is a suitable description of ultracold bosonic atoms trapped in laser-induced
lattice potentials [16, 39, 40]. In terms of bosonic annihilation (creation) operators a(†)i ,
which act on different lattice sites labeled by i, the Hamiltonian of the Bose-Hubbard
model reads

H � −J
∑
〈i , j〉

(
ai a†j + a j a†i

)
+

U
2

∑
i

a†i ai

(
a†i ai − 1

)
− µ

∑
i

a†i ai . (1.1)

The first term of the Hamiltonian accounts for particle hopping between neighboring
lattice sites, which are denoted by 〈i , j〉, and J represents the hopping strength. The
second term accounts for repulsive (U > 0) interactions between two or more bosonic
particles occupying the same lattice site, and µ denotes the chemical potential.
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The ground states of the Bose-Hubbard model which are attained in the limit
of strong interparticle interactions, J/U → 0, and in the limit of weak interactions,
U/J → 0, can be readily understood.

For vanishing interparticle interactions, U � 0, all bosonic particles condense in
the zero-quasimomentum state with lowest kinetic energy. For lattices with periodic
boundary conditions and a fixed number of N particles, the fully delocalized ground
state is explicitly given by

|ψ〉 � 1√
N!

(
1√
NL

∑
i

a†i

)N

|vac〉 , (1.2)

where NL denotes the total number of lattice sites and |vac〉 is the zero-particle vacuum
state.

In the limit of strong interparticle interactions, J/U → 0, one finds Mott-insulating
ground states. For J � 0 they are of the product form

|ψ〉 �
∏

i

1√
n!

(
a†i

)n |vac〉 , (1.3)

where n is a positive integer. Hence, for J � 0 each lattice site is occupied by exactly n
particles. Concretely, the overall particle density per lattice site ν (� n) is given by

ν � b1 + µ/Uc . (1.4)

Here, we stress that the defining property of a Mott-insulating state is that it is incom-
pressible, meaning that ∂ν/∂µ � 0. Mott-insulating states are gapped with respect to
the addition or subtraction of a particle.

Most importantly, for small but finite values of the hopping strength J, the J � 0
insulators adiabatically extend to stable incompressible regions with integer particle
density ν � n, referred to as Mott lobes. The Mott lobes are surrounded by a gapless
and compressible superfluid phase. For large systems with a fixed average particle
density, as in the experiment fromRef. [19], the superfluid state can bewell described by
a product of local coherent states [16]. An analysis of the Mott insulator-to-superfluid
transition on the mean-field level predicts the phase diagram shown in Fig. 1.1 [37].
There, one finds a continuous onset of the mean-field order parameter, which might
be interpreted as 〈ai〉, when entering the superfluid phase. In general, the shape of
the Mott lobes depends on the details of the underlying lattice. For a two-dimensional
square lattice and for a three-dimensional cubic lattice, the true µ/U versus J/U phase
diagrams of the Bose-Hubbard model look very similar to the mean-field result with
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only quantitative differences [41]. Except for a single point at the tip of the Mott lobes,
the particle density changes when crossing the boundary between a Mott-insulating
phase and the superfluid phase. For the case of a one-dimensional lattice, the Mott
lobes exhibit a clear cusp indicating the point of constant integer particle density when
going from the Mott-insulating phase to the superfluid phase. There, the transition is
of the Kosterlitz-Thouless type [42, 43] and the precise localization of the critical point
is rendered difficult because of the very slow closing of the energy gap as a function of
J/U [44].

Topological quantum states

Throughout the last forty years, topological quantum states of matter, which cannot
be characterized by local order parameters, have attracted much attention. From a
historical perspective [45], topological quantum states first appeared in the early 1980s
with the unexpected experimental discovery of the integer [20] and fractional quantum
Hall effect [21] in two-dimensional electron gases and with the theoretical studies of
integer quantum spin chains [46–48]. Roughly speaking, topological quantum states
are defined by means of their global properties. Topological properties give rise to
fascinating effects, including the precisely quantized value of the conductance in the
integer quantum Hall effect and fractionally charged quasiparticles in the fractional
quantum Hall effect [49]. Anyonic quasiparticle excitations of topologically ordered
states are at the core of proposals for the realization of inherently fault-tolerant quantum
computers [50, 51].

Many topological quantum phases can be understood in the absence of interparticle
interactions. An important early result is the one by David Thouless, Mahito Kohmoto,
Marcel den Nĳs, and Peter Nightingale which is typically referred to as the TKNN
equation [22]. For the noninteracting square-latticeHofstadtermodel definedon a torus,
it directly relates the linear-response conductivity to the Chern number accounting for
all occupied bands below the Fermi energy. The Chern number is a bulk topological
invariant, defined as an integral in quasimomentum space [23, 24]. Importantly, it takes
on integer values and the TKNN equation reflects the physics observed in the integer
quantum Hall effect [20]. While the Hofstadter model explicitly accounts for the effect
of a uniformmagnetic field, in 1988 Haldane put forward his famous honeycomb-lattice
model demonstrating that topological quantum states can also be realized in the absence
of a magnetic field [52]. It is worth noting that the Haldane model exhibits complex
next-nearest-neighbor hopping terms which add up to a zero total magnetic flux per
unit cell. But, these terms break time-reversal symmetry and give rise to nonzero Chern
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numbers (±1) [53]. In 2004, Kane andMele predicted the quantum spin Hall effect with
spin-dependent charge transport in gapless edge states, focusing on a time-reversal
symmetric extension of the Haldanemodel [54, 55]. Three years later, the quantum spin
Hall effect was first observed experimentally in HgTe quantum wells by Molenkamp
and coworkers [56]. The quantum spin Hall states are classified as symmetry-protected
topological insulators [57].

Aside from noninteracting topological insulators, the class of symmetry-protected
topological states also includes ground states of interacting integer quantum spin
chains [46–48, 58–60]. Here, a prime example is the ground state of the AKLT model,
which is an extension of the one-dimensional spin-one Heisenberg model going back
to Ian Affleck, Tom Kennedy, Elliott H. Lieb, and Hal Tasaki [61, 62]. Most importantly,
the ground state of the AKLT model exhibits a hidden nonlocal string order. While it is
gapped for periodic boundary conditions, it features gapless spin-one-half edge states
for the case of open boundaries. Due to its entanglement spectrum, the ground state
of the AKLT model can be efficiently expressed as a matrix product state with bond
dimension 2.

In general, entanglement plays a crucial role for the classification of different topo-
logical quantum states. As comprehensively discussed by Chen et al. [63], symmetric
versus symmetry-broken states of local Hamiltonians are additionally distinguished by
different patterns of short-range versus long-range entanglement. In this framework,
ground states corresponding to the same topological phase can be adiabatically con-
nected via local unitary transformations, which need to satisfy the symmetry constraints
of the underlying model. Along these lines, topologically trivial short-range entangled
states can be connected with unentangled product states. In contrast, fractional quan-
tum Hall states, exhibiting intrinsic topological order, are long-range entangled and
cannot be transformed into short-range entangled states by means of local unitary
transformations.

In anticipation of the results that will presented throughout this thesis, we conclude
this overviewwith a few remarks. Topological quantum states ofmatter represent a vast
and active field of research. A comprehensive discussion of this topic is far beyond the
scope of this thesis and in the above we merely touched on a few important examples.
Most of all, we stress that the notion of topological quantum states is by no means of
importance for the understanding of the contents of this thesis. Despite the apparent
similarity between the two-dimensional Hofstadter model and the flux ladders studied
in the next chapters, the topological properties blur out in the transition to one spatial
dimension. Hence, topological properties play no role for the classification of the
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different ground-state phases of the few-leg flux ladders considered in the following.
Nonetheless, it is worth noting that flux ladders can be extended in order to give rise to
topologically nontrivial ground states. This can be achieved, for instance, by increasing
the width of the ladders in order to restore the two-dimensional Hofstadter systems
and their interacting analogues or by introducing diagonal coupling terms [64].

1.2 Quantum simulation

Given the notorious difficulty of simulating quantum systems with classical comput-
ers [65], the concept of quantum simulators has intrigued physicists throughout the
last decades [15, 66–69]. Currently, reports claiming the practical achievement of the
so-called quantum computational advantage are attracting great interest. Achieving the
quantum computational advantagemeans that a controllable quantum device performs
a well defined — but not necessarily useful — task which is intractable for classical
computers [70, 71]. In the following, we first touch on two recent experiments which
have made headline news claiming the demonstration of the quantum computational
advantage. These experiments are not related to the contents of this thesis, but, here,
they show that quantum simulators are implemented on awide variety of physical plat-
forms. We then discuss the difficulty of classically simulating quantum lattice systems
and introduce digital and analog quantum simulators in more depth. Subsequently,
we turn to quantum-gas platforms, in which flux-ladder models have been successfully
realized, and touch on the concept of Floquet engineering, which plays a crucial role for
the implementation of complex hopping terms.

The ongoing race for demonstrations of the quantum computational advantage

The recent experiments byMartinis and coworkers using a 53qubit processor [72] andby
Pan, Lu, and coworkers performing Gaussian boson sampling [73] are prime examples
of the ongoing efforts aiming at practical demonstrations of the quantum computational
advantage. Quantum sampling problems, which are considered in the experiments, are
particularly well-suited tasks for such demonstrations [74–76].

In October 2019, the team around John M. Martinis working with Google claimed
the first demonstration of the quantum advantage using a processor with 53 supercon-
ducting qubits named Sycamore [72]. In the experiment, the qubits were entangled by
repeatedly applying single-qubit and two-qubit gates in a circuit of depth 20 and with
a predicted overall fidelity of 2 × 10−3. Sampling the quantum circuit one million times
takes the Sycamore processor around 200 seconds. The authors estimate that this task
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would take thousands of years to be simulated on a state-of-the-art classical supercom-
puter. This estimate, however, is challenged by Pednault et al. [77] claiming that with
an optimized architecture two days would be sufficient for the corresponding classi-
cal simulation. Employing matrix-product states, Zhou et al. [78] argue that realistic
quantum computers, which are similar to the Sycamore device and which suffer from
decoherence and imprecision, can be simulated using a tiny fraction of the computa-
tional resources that would be needed for the classical simulation of a perfect quantum
computer.

The 2020 Gaussian boson sampling experiment carried out by Pan, Lu, and cowork-
ers [73] involves a 100-mode interferometer with 50 ingoing single-mode squeezed
states. The quantum device named Jiuzhang samples the output with up to 76 photon
clicks, extending previous smaller experiments [79–81]. A simulation of the experiment
is considered unlikely to be feasible on a classical supercomputer [82]. As compared
to the controllable superconducting Sycamore processor, which, in 2020, was also em-
ployed for a concrete quantum chemical calculation [83], the photonic platform Jiuzhang
is less versatile. We note that these experiments are not related to the results presented
in this thesis, but they show the great variety of modern quantum simulators.

Classical simulation of quantum lattice models

Theoretical studies of quantum lattice models are rendered inherently difficult because
of the exponential growth of the Hilbert space with the number of lattice sites. For a
system comprising L lattice sites with d site-local degrees of freedom, the Hilbert space
has dimension dL. This corresponds to the number of complex parameters required
to represent a quantum state. Thus, the exponential scaling naturally limits exact
diagonalization approaches on classical computers because by increasing the system
size the state vector quickly becomes too large to be stored in memory.

Here, it is worth noting that most condensed matter toy models exhibit symmetries,
whose exploitation is key in numerical studies [84]. It is illustrative to consider a spin-
one-half Heisenberg model with L lattice sites which conserves the net magnetization
along a chosen direction [85]. For this particular example, the underlying Hilbert space
is spanned by 2L basis states. However, the Hamiltonian matrix of the Heisenberg
model is block-diagonal with respect to the value of the net magnetization. The largest
block, corresponding to the sector of zero net magnetization, comprises only

( L
L/2

)
states. While an exact diagonalization of the Hamiltonian remains infeasible for large
or even moderate system sizes, this example shows that quantum lattice problems can
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be approached more efficiently by treating the different quantum symmetry sectors
independently.

Numerical approaches applicable to larger systems, which cannot be diagonalized
exactly, include,most notably, quantumMonteCarlo techniques [86] andmethodswhich
are based on a physically motivated selection of a suitable subspace of the full Hilbert
space. Quantum Monte Carlo techniques practically employ a stochastic sampling of
the state space. A major difficulty of quantum Monte Carlo methods is the infamous
sign problem, which is encountered in various situations. Matrix-product-state meth-
ods and, more generally, tensor-network-state approaches, are effectively applicable to
quantum states which are found in the corner of Hilbert space which exhibits little
entanglement [87]. They are ultimately limited by the growth of the entanglement of
the quantum states of interest. Matrix-product states are discussed in detail in Ch. 3.

Analog and digital quantum simulators

Quantum simulators are synthetic devices which simulate and solve specific problems.
Importantly, they exploit inherently quantum-mechanical features, such as superposed
and entangled quantum states, which do not have a classical analogue. As compared
to the simulation by means of classical computers, the resources required for a direct
quantum simulation should not scale exponentiallywith the size of the specific problem
at hand. While the state vector of a, say, 72-qubit system cannot be stored on a classical
computer it might be processed with a quantum device.

Typically, quantum simulators operate as follows. First, an initial state is prepared.
Second, the initial state is transformedduringa timeevolution. The timeevolutionmight
be governed by a time-independent or by an explicitly time-dependent Hamiltonian.
Also, it might include quantum quenches and operations resembling the application
of quantum logic gates. Third, the transformed final state is probed by means of
a projective measurement. Thus, quantum simulators need to be able to effectively
prepare a suitable initial state, implement the desired Hamiltonian required for the
time evolution, and allow for a direct measurement of the relevant observables for the
underlying problem. The latter requirement is underlined by the fact that quantum
state tomography is typically not feasible in practice because of the exponential scaling
of the resources with the system size [88]. Overall, a major practical challenge for the
construction of quantum simulators is their simultaneous need for controllability and
scalability. On the one hand they need to be well controllable and eventually allow for
measurements and readouts on the level of their individual constituents. On the other
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hand they need to be scalable to large system sizes in order to solve problems which
become intractable for classical computers.

Quantum simulators find concrete applications in the study of quantum latticemod-
els and their phase diagrams. They have also been successfully employed for the con-
trolled simulation of nonequilibriumdynamics in quantummany-body systems, which,
for long simulation times, become intractable in classical numerical simulations [89].
Additionally, quantum simulators have proven useful for the study of quantum trans-
port in multiterminal setups [90], which are reminiscent of conventional solid state
systems. Furthermore, they might help answering open questions in the fields of quan-
tum chemistry and quantum biology [83]. For instance, the simulation of vibrationally
assisted charge or energy transfer plays an important role in the understanding of
light-harvesting complexes [91].

Traditionally, there is a distinction between digital and analog quantum simula-
tors [15]. On the one hand, devices implementing versatile quantum circuits with, in
the ideal case, arbitrary single-qubit and two-qubit gates are referred to as digital quan-
tum simulators. If these devices could overcome the practical difficulties of achieving
long coherence times and large gate fidelities in order to faithfully realize deep circuits,
theymight be thought of as universal quantum computers [66]. On the other hand, ana-
log quantum simulators are tailored towards the efficient emulation of specific model
Hamiltonians. As compared to digital quantum simulators, analog quantum simulators
are less versatile, typically allowing to control a few specific model parameters. How-
ever, analog simulators can naturally implement Hamiltonian interactions which are
otherwise difficult to realize with elementary quantum gates. In spite of the traditional
classification, present simulators are often of a rather hybrid nature, effectively bridging
the gap between analog simulators with little tunability and universal digital quantum
computers [69].

Quantum simulators have been realized in various physical platforms including the
aforementioned superconducting [72] and photonic [73] devices. Different implemen-
tations are based on electron or nuclear spins. For instance, single electrons in quantum
dots can be controlled by means of a magnetic detuning of their internal spin states,
which realize a qubit, and by adjusting the Fermi level of the reservoirs [92]. The cor-
responding quantum gates can be implemented by means of a resonant magnetic or
electric driving of the spin transition, while the readout is enabled by current measure-
ments in nearby charge sensors, which indirectly depend on the presence and on the
spin state of an electron in the quantum dot.
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Ultracold atoms in optical lattices

Ultracold atoms in optical lattices represent particularly successful analog quantum
simulators, which are very well isolated from their environment [17, 18]. Optical lat-
tices, in which the atoms are confined due to the optical dipole force, are built from
the interference patterns of counterpropagating laser beams [93]. Superimposing sev-
eral standing waves in different directions allows for the realization of various lattice
structures, such as cubic-type [94], hexagonal [95], and Kagome lattices [96], as well as
superlattice potentials [97]. Aside from the control of the lattice depth and geometry,
interparticle interactions can be tuned by means of Feshbach resonances [98]. In 2002, a
first milestone was reached by tuning the lattice-hopping strength versus the interpar-
ticle interaction strength of ultracold bosonic 87Rb atoms [19]. There, building up on
the advances in the field of laser cooling and trapping ultracold gases [99, 100], Greiner
et al. observed the quantum phase transition from a superfluid to a Mott insulator in a
three-dimensional cubic lattice.

An appealing feature of ultracold atoms in optical lattices is that they can be probed
in various ways. Most notably, a sudden release of the atoms from the optical lattice
and subsequent time-of-flight imaging allows for measurements of quasimomentum-
distribution functions, while quantum-gas microscopy enables site-resolved measure-
ments of particle-density profiles in real space [16, 101, 102]. Single atoms and their spin
can be individually addressed and controlled by means of quantum-gas microscopes in
different lattice geometries [103, 104]. Moreover, digital micromirror devices combined
with quantum-gas microscopes allow for the creation of almost arbitrary potentials on
top of two-dimensional optical lattices [105]. The snapshots taken by quantum gas mi-
croscopes in the form of a projective measurement are attracting great interest. In order
to study the underlying quantum phases, these snapshots are increasingly analyzed by
means of data science tools, such as pattern-search algorithms [106] and artificial neural
networks [107–110].

Quantum gases have also been exploited for the study of out-of-equilibrium dynam-
ics in isolated quantummany-body systems [111–113]. The dynamics can be induced by
instantaneous quenches, time-dependent ramps, or periodic driving. Typically, the en-
tanglement of a quantum state increases during such a time evolution and quantum-gas
simulators have proven to be able to outperform classical algorithms in the controlled
simulation of nonequilibrium dynamics of even one-dimensional systems [89]. Of par-
ticular fundamental interest are questions concerning the effective thermalization of
isolated quantum many-body systems and situations in which an effective thermaliza-
tion does not occur [114–116]. There, important concepts are the eigenstate thermaliza-
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tion hypothesis [117, 118] and the phenomenon of many-body localization [119, 120], in
which states do not effectively thermalize.

Floquet engineering of artificial magnetic fields

The last decade has witnessed tremendous progress in the realization of artificial mag-
netic fields in quantum engineered systems and the quantum simulation of iconic
topological toy models [121–126]. Aside from superconducting circuits [127, 128] and
photonic platforms [129–132], strong magnetic fields and spin-orbit coupling have been
emulated in ultracold quantum gases [27–29, 133–151]. There, the independent realiza-
tions of the two-dimensional bosonic Hofstadter model by Aidelsburger et al. [28] and
by Miyake et al. [29] are prime examples [31]. Theoretically, the implementation of the
Hofstadter model with charge neutral atoms and laser-assisted tunneling in an energet-
ically tilted optical lattice was first proposed by Jaksch and Zoller [30]. Moreover, the
Haldanemodel [52], whose experimental realization had originally been considered un-
likely, was implemented by Jotzu et al. [137] in 2013 and later byAsteria et al. [150], using
the periodic modulation of an optical honeycomb lattice. In all of these experiments,
time-periodic driving is key for the realization of effective model Hamiltonians with
complex hopping terms [152]. A suitable arrangement of the complex hopping terms
might account for an effective magnetic field in the sense that hopping particles gain
Peierls phases, which add up to a finite magnetic flux when encircling a plaquette of the
underlying lattice [25]. We emphasize that the 2017 review article by A. Eckardt [153]
provides an overview of previous experimental works employing time-periodic driving
in optical lattices and comprehensively discusses the underlying theoretical aspects.

Most importantly, Floquet engineering allows for the realization of models which
otherwise cannot be statically implemented in certain physical platforms. The basic idea
is to adjust the time-periodic driving of a quantum system in such a way that its stro-
boscopic dynamics are governed by an effective and time-independent Floquet Hamil-
tonian [154], representing the desired model. Concretely, a system’s time-evolution
operator for one driving period T is considered to be of the form

U (t0 + T, t0) � exp
(
−iHF

t0
T
)
, (1.5)

defining the Floquet Hamiltonian HF
t0
, which explicitly depends on the initial time t0.

However, driven systems are different from their static counterparts: Eq. (1.5) does not
uniquely determine HF

t0
. Its eigenenergies are merely defined up to the addition of

integer multiples of the driving frequency 2π/T. This is reminiscent of the fact that
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the energy is not conserved in driven systems. Indeed, heating represents a major
problem in Floquet-engineered systems. In recent years, the understanding of heating
and dissipation in periodically driven quantum-gas simulators has been at the focus of
various experimental and theoretical works, as reported, for instance, in Refs. [155–162]
and Refs. [163–165], respectively. Except for the case of many-body localized states,
which represent a robust and noteworthy exception [166], the periodic driving of an
isolated many-body system is expected to eventually lead to an infinite-temperature
state due to the continual absorption of energy. Hence, a particular focus of current
efforts, including many of the aforementioned studies, is the temporal delay of this
ultimate heat death and the engineering of a long-lived prethermal period, in which a
desired model Hamiltonian can be faithfully realized.

In the context of quantum lattice systems, Floquet engineering has not only been
employed for the realization of artificial magnetic fields. Different applications include,
for instance, the control of the superfluid-to-Mott insulator transition [167, 168] using
the dynamical control of tunneling in optical lattices [169], which is related to early
theoretical work by Dunlap and Kenkre [170].

In the framework of this thesis we mostly work with static flux-lattice toy-model
Hamiltonians. However, it is important to keep in mind that in typical experiments
these Hamiltonians actually need to be Floquet-engineered.

1.3 Flux ladders

Ladderlike systems are the natural candidates to study the intricate transition from one-
dimensional to two-dimensional ground-state physics [171]. Moreover, two-leg ladders
constituteminimal latticemodels whichmight incorporate the effect of amagnetic field.

Using ultracold quantumgases, two-leg flux ladderswere first realized in 2014 [136].
In the experiment, Atala et al. employed a superlattice potential for the isolation of ladder
geometries in anunderlying two-dimensional opticalHofstadter lattice. The experiment
with weakly interacting 87Rb atoms enabled measurements of the chiral current, that is,
the particle current encircling the flux ladder along its legs. By increasing the coupling
strength between the two legs at a fixed value of the magnetic flux, a phase transition
from a vortex phase to a Meissner phase, with different particle-current patterns, could
be observed. The chiral currents and momentum-distribution functions observed in
the experiment were in accordance with the theoretical predictions for a noninteracting
model [64].
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In addition to the use of superlattice potentials, the exploitation of a so-called syn-
thetic dimension represents a further successful approach for the realization of flux
ladders with cold atoms. It was originally proposed by Celi et al. [172], and the key idea
is to employ the synthetic dimension spanned by the internal atomic spin degrees of
freedom in order to represent the different legs of the ladder. In practice, the atoms are
subjected to a one-dimensional periodic real-space potential, which is aligned with the
legs of a ladder. Most importantly, the different legs are not spatially separated but cor-
respond to the different internal states of the atoms. A coherent coupling of the internal
states constitutes the rungs of the ladder. A great advantage of this approach is the
natural realization of discrete sites and sharp boundary conditions along the synthetic
dimension [173]. Synthetic flux ladders were first realized with bosonic [139] and with
fermionic atoms [140] in 2015. Since then, they have been well established experimen-
tally, using internal spin states [141, 145, 148] or other degrees of freedom [143, 146, 147]
to implement the synthetic dimension. It was suggested that Chern numbers can be
mapped out in multileg flux ladders with as few as five legs and open boundary con-
ditions [174], which, in 2018, was experimentally demonstrated by Genkina et al. [149].
In another recent experiment performed by Chalopin et al. [151], which did not enforce
a lattice potential in the real-space dimension but worked in the continuum, as many
as 17 internal atomic states were exploited, putting the future realization of very wide
flux ladders into prospect. While synthetic dimension implementations of flux ladders
have been restricted to the noninteracting or to the weakly interacting regime, they are
also considered promising candidates to access the interacting many-body regime.

Using a different quantum-gas setup, a first step in the direction of realizing many-
body flux ladders with interparticle interactions was taken by Tai et al. [144]. In their
experiment, employing a quantum-gasmicroscope combinedwith adigitalmicromirror
device for the creation of an optical two-leg ladder potential in real-space [105], the
dynamics of two repulsively interacting bosons could be observed.

Flux ladders, which are at the heart of this thesis, are very appealing from a the-
oretical perspective. They were first studied in the context of Josephson junction ar-
rays [175–178]. In a seminal work from 2001, Orignac and Giamarchi show that the
minimal bosonic two-leg flux ladder hosts ground-state phases which are reminiscent
of a type-II superconductor [179]. A bosonization approach reveals that for weak mag-
netic fields the system is found to be in aMeissner phasewith screening particle currents
along the legs of the ladder, whereas vortex-lattice phaseswith current vortices are stabi-
lized for stronger magnetic fields and weak but finite interparticle interaction strengths.
The noninteracting analogues of these phases were realized in the experiment from
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Ref. [136], triggering further theoretical studies of the flux-ladder model.
Due to the interplay between effectivemagnetic fields, interparticle interactions, and

lattice effects, bosonic flux-ladder models exhibit rich ground-state phase diagrams.
Aside from Meissner and vortex-lattice phases [180–183], which can exist on top of
superfluids and Mott insulators, they host vortex-liquid phases [184], biased-ladder
phases with a broken leg-inversion symmetry [185], and charge-density-waves with
particle-densitymodulations along the legs [186, 187]. Precursors of fractional quantum
Hall states in two-leg ladders have also attracted great interest [188–193]. They can
be observed in a small window of parameters with a commensurate ratio between
the particle density and the magnetic flux, leaving signatures in the particle currents.
Arguably, by now, the ground-state phase diagrams of two-leg flux-ladder models have
been discussed in detail and mapped out to a large extent within numerous theoretical
studies [194–205]. Matrix-product states are particularly well suited for the numerical
investigation of the ground-state physics of ladderlike systems, and in many of the
aforementioned studies [195, 197, 200–202, 204, 205] the density-matrix renormalization-
group method [32–35] was the numerical method of choice. However, despite the vast
amount of theoretical work on flux ladders various questions remain open.

Open questions

In view of current efforts aiming at the realization of flux ladders in the interacting
regime, the investigation of the phase diagrams for the exact parameters that could be
accessed in future experiments is particularly relevant. This includes, for instance, to
account for the impact of nearest-neighbor rungwise interparticle interactions, which
are typically present in synthetic dimension implementations [186]. Moreover, most of
the theoretical studies so far have concentrated on ground states which are formally
attained at zero temperature, whereas experiments naturally operate at nonzero energy
densities. The question if and up to which temperature characteristic features of the
ground-state phases persist is relevant in experimental realizations [183, 192, 204, 206].
For this reason, a purification approach for the calculation of finite-temperature states
in strongly interacting bosonic flux ladders has been implemented in the framework of
this thesis [3]. It is exploited for the study of the vortex-to-Meissner crossover at finite
temperatures, which corresponds to the most prominent ground-state phase transition
in the two-leg flux-ladder model.

Moreover, thedevelopmentof optimal state-preparationprotocols for the effective re-
alization of the different ground-state phases of flux-ladder models, based, for instance,
on the dynamics induced by quantum quenches or ramps, is highly desired [207]. In
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general, this requires time-dependent simulations of the many-body systems. Similarly,
theoretical proposals addressing how to probe the various ground-state phases of flux-
ladder models are of great interest. Recent work in this direction has concentrated on
spectroscopic [208, 209] or transport [174, 210–212] measurements. In this thesis, we
study the ground-state phases of a synthetic flux-ladder model which is envisioned to
be realized by the ultracold quantum gases group at ICFO [2]. Considering realistic
model parameters and experimentally feasible initial states, we show that the transient
dynamics induced by suitable quantum quenches can be used to probe the equilibrium
properties of the relevant ground-state phases.

Flux ladders are the most simple lattice models giving rise to the Hall effect.
Nonetheless, the theoretical description and computation of the many-body Hall re-
sponse in various ground-state phases of these systems remains a tricky problem and
an active line of research [213–220]. Observables which are at the core of the definition
of the Hall response of flux ladders are the longitudinal particle current and the trans-
verse density polarization. Importantly, they have already been measured in weakly
interacting quantum gases [136, 139, 140, 149, 151], putting the quantum simulation of
the Hall response in the strongly correlated regime into prospect. There, numerical
calculations remain challenging. From the theoretical perspective, an appealing ap-
proach to introduce a static longitudinal current and study the induced Hall response
is to consider ring-shaped flux ladders with twisted boundary conditions [213, 214].
However, despite their theoretical appeal, ring ladders are hardly accessible in typical
experiments [173], and matrix-product-state based ground-state calculations are ren-
dered inherently difficult by the presence of periodic boundary conditions. Building
up on and extending previous work of Greschner et al. [219], in this thesis, we pro-
pose a complementary method for the computation of Hall response [1]. It is based
on the simulation of ramp protocols in ladders with open boundary conditions, which
are feasible in current quantum gas experiments [136, 139, 140, 149, 151]. We report
on characteristic zero crossings and a remarkable robustness of the Hall response with
respect to interparticle interaction strengths, particle fillings, and ladder geometries in
different quantum phases.

1.4 Outline of this thesis

This thesis is organized as follows.
Chapter 2 introduces the flux-ladder model. In particular, we review important fea-

tures of the noninteracting model and discuss common observables of interest. More-
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over, we give an overview of the ground-state phases that are especially relevant in the
framework of this thesis.

Chapter 3 is devoted to the numerical methods employed in this thesis. There,
we discuss key aspects of matrix-product states [35] and review the most successful
workhorse for the numerical calculation of ground states in one-dimensional quantum
lattice systems: the density-matrix renormalization-group method [32, 35]. Moreover,
we present a purification approach for the calculation of finite-temperature states and
touch on state-of-the-art time-evolution methods [36]. Readers primarily interested in
the physics might skip this chapter.

Chapter 4 dealswith flux-laddermodel parameters that are envisioned to be realized
in a synthetic dimension implementation by the quantum gases group at ICFO. First,
we map out the ground-state phase diagram of the synthetic flux-ladder model using
extensive density-matrix renormalization-group simulations. Second, we discuss how
the equilibrium properties of the most prominent Meissner phase and biased-ladder
phase can be probed in the transient dynamics induced by suitably chosen quantum
quenches.

Chapter 5 presents work on the effect of finite temperatures in flux ladders. There,
our main results, which have been obtained bymeans of the matrix-product-state based
purification approach, concern the vortex-liquid-to-Meissner crossover of strongly re-
pulsive bosons.

Chapter 6 is devoted to the Hall response in flux ladders. Employing ground-state
calculations in ring ladders, time-dependent quench simulations, and a semiclassical
approach, we present consistent results for the Hall voltage in different many-body
ground-state phases. Moreover, we argue that the Hall voltage exhibits characteristic
zero crossings and a generic robustness in Meissner and vortex-lattice phases.

Chapter 7 presents a brief summary of our work and touches on possible follow-up
studies which are directly related to the contents of this thesis.



2Flux-ladder model
The purpose of this chapter is to introduce the flux-ladder model which will be studied
throughout this thesis. Concretely, in Sec. 2.1, we define the model Hamiltonian and
review key aspects of the system in the absence of interparticle interactions. There,
we also introduce the key observables of interest. In Sec. 2.2, we provide an overview
of the ground-state phases of the interacting model that are especially relevant in the
framework of this thesis.

2.1 Model Hamiltonian

The Hamiltonian of the paradigmatic two-leg flux-ladder model reads

H � − J
L−2∑
r�0

1∑
l�0

(
a†r,l ar+1,l + H.c.

)
− J⊥

L−1∑
r�0

e−irφ
(
a†r,0ar,1 + H.c.

)

+

1∑
l�0

Ul

2

L−1∑
r�0

nr,l
(
nr,l − 1

)
+ V

L−1∑
r�0

nr,0nr,1 . (2.1)

Here, the parameters J and J⊥ correspond to nearest-neighbor hopping along the legs,
labeled by l � 0 and 1, and the rungs, labeled by r � 0, 1, . . . , L − 1, of the ladder. The
site-local operator a(†)r,l annihilates (creates) a particle on site (r, l). Further, nr,l � a†r,l ar,l
accounts for the occupation of the individual lattice sites. It is worth noting that in
Eq. (2.1) we consider the so-called rung gauge [186], in which the Peierls phase factors
are aligned along the rungs of the ladder. They are chosen in such a way that whenever
a particle encircles a single plaquette of the ladder, its wave function gains an overall
phase factor e±iφ, with the sign depending on the direction of the circulation. The

ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ J⊥

JU1

U0

V

Figure 2.1: Sketch of the two-leg flux-ladder model. The Hamiltonian parameters
J, J⊥, V , U0, U1, and φ are introduced in the context of Eq. (2.1). In experimental
realizations exploiting a synthetic dimension, the legs of the ladder correspond to
different internal atomic states. This is discussed in more detail in Ch. 4.
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Figure 2.2: Band structure of the noninteracting two-leg flux-ladder model. Con-
sidering a magnetic flux per plaquette φ � π/2 and U0 � U1 � V � 0. (a) The two
bands ε± of the model are shown for different values of the interleg hopping strength
J⊥/Jc

⊥, as indicated by the colorbar. In the Meissner phase (J⊥ > Jc
⊥), the lower band

exhibits a single minimum at zero momentum. In the vortex phase (J⊥ < Jc
⊥), the lower

band exhibits two degenerate minima at finite momenta. The lower band and the upper
band are separated by a finite energy gap for nonvanishing values of J⊥. Note that the
critical value Jc

⊥ is given in Eq. (2.8). (b) The characteristic momenta ±k̃ of the ground
states clearly indicate the vortex-to-Meissner transition. (c) The shaded regions repre-
sent the ranges [ε±(k)] � [mink ε±(k),maxk ε±(k)] of the lower and the upper band. A
comprehensive analysis of the noninteracting problem can be found in Refs. [64, 196].

parameters U0 and U1 determine the site-local interparticle interaction strength on the
l � 0 leg and on the l � 1 leg, respectively. Rungwise interparticle interactions are
parametrized by V . We emphasize that in Eq. (2.1) and throughout this thesis, we set
~ � 1 and kB � 1. Typically, we employ the leg-hopping parameter J as an energetic
unit of reference. The two-leg flux-ladder Hamiltonian is sketched in Fig. 2.1.

2.1.1 Noninteracting model with periodic boundary conditions

Let us recap some of the key features of the flux-ladder model in the absence of inter-
particle interactions (U0 � 0, U1 � 0, V � 0), noting that a comprehensive overview of
the noninteracting system can be found, for instance, in Refs. [64, 196]. In the following,
we consider periodic boundary conditions along the legs, which allow for an analytic
study of the model.

In order to diagonalize the noninteracting model Hamiltonian, it is first rewritten in
terms of leg-gauge operators denoted by an overhead tilde and defined by

ãr,0 � e ir φ2 ar,0 , ãr,1 � e−ir φ2 ar,1 , (2.2)
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which moves the complex hopping terms from the rungs to the legs of the ladder.
Second, leg-gaugemomentum operators ã(†)km ,l

are introduced bymeans of Fourier trans-
forming site-local operators ã(†)r,l along the legs of the ladder,

ãkm ,l �
1√
L

L−1∑
r�0

e ikm r ãr,l , (2.3)

with m � 0, 1, . . . , L − 1 and quasimomenta km � 2πm/L. In terms of these leg-
gauge momentum operators, the noninteracting Hamiltonian with periodic boundary
conditions takes the form

H �

L−1∑
m�0

(
ã†km ,0

ã†km ,1

) ©«
−2J cos

(
φ
2 + k

)
−J⊥

−J⊥ −2J cos
(
φ
2 − k

)ª®¬
(
ãkm ,0

ãkm ,1

)
. (2.4)

Finally, the operators d(†)km ,± diagonalizing the noninteracting Hamiltonian are given by

dkm ,± �

(
Akm ∓ Bkm

)
b̃0,km ± ξ b̃1,km√(

Akm ∓ Bkm

)2
+ ξ2

, (2.5)

with ξ � J⊥/(2J), Bk � sin(k) sin(φ/2), and Ak �

√
ξ2 + B2

k . Thus, the Hamiltonian takes
the form

H �

L−1∑
m�0

∑
σ�+,−

εσ(km)d†km ,σ
dkm ,σ , (2.6)

where the eigenvalues corresponding to the lower and upper band, ε+(km) and ε−(km),
are given by ε±(km) � −2J

(
cos(k) cos(φ/2) ± Akm

)
.

For a nonvanishing interleg coupling strength, J⊥ , 0, the two bands are separated
by a finite energy gap. Depending on the magnetic flux φ and the interleg hopping
strength J⊥, the lower band has either a single global minimum at momentum k � 0 or
two degenerate minima at k � ±k̃ with

k̃ � arccos
©«

√
ξ2 + sin

(
φ/2

)2

tan
(
φ/2

) ª®®¬
. (2.7)

For k � 0 a bosonic or a single-particle system is referred to be in a Meissner phase,
while for k � ±k̃ it is in a vortex phase [136]. These names reflect the characteristic
current patterns observed in the ground-state phases. On the one hand, the Meissner



22 Chapter 2. Flux-ladder model

phase exhibits strong anduniformparticle currents encircling the ladder along its legs in
opposite directions, while there are vanishing rung currents. On the other hand, there
are current vortices with finite rung currents in the vortex phase for open boundary
conditions. As a function of the magnetic flux φ, the critical value of the interleg
hopping strength separating the two phases is given by

Jc
⊥ � 2J sin

(
φ/2

)
tan

(
φ/2

)
. (2.8)

The two-band structure of the noninteracting laddermodel is shown for different values
of J⊥ in Fig. 2.2(a). Figure 2.2(b) shows the characteristic momenta ±k̃ of the ground
states as a function of J⊥, which clearly indicate the vortex-to-Meissner transition.

In anticipation of the discussion of noninteracting fermions at finite temperatures in
Ch. 5, Fig. 2.2(c) shows the range [ε±(k)] � [mink ε±(k),maxk ε±(k)] of the lower band
and of the upper band. From this, a transition-point for the fermionic system can be
determined from

min
k
ε−(k) < max

k
ε+(k) (vortex phase) , (2.9)

min
k
ε−(k) > max

k
ε+(k) (Meissner phase) . (2.10)

Note that we use the same terminology — Meissner phase and vortex phase — as for
bosons because the local current patterns show the same characteristics.

2.1.2 Observables of interest

For the flux-ladder model introduced above, common observables of interest include
momentum distribution functions, the leg-population imbalance, and locally resolved
particle currents. They are introduced in the following.

Momentum-distribution functions

Momentum-distribution functions exhibit characteristics specific to certain ground-state
phases of the flux-ladder Hamiltonian (2.1) [64, 186]. Moreover, in ultracold quantum
gases they can be obtained from time-of-flight measurements [16]. For the rung gauge
employed in Eq. (2.1), leg-resolved momentum-distribution functions n l(km) are given
by means of momentum operators akm ,l denoted by an overhead bar and obtained from
Fourier transforming site-local rung-gauge operators ar,l along the legs of the system,

n l (km) �
〈
a†km ,l akm ,l

〉
, akm ,l �

1√
L

L−1∑
r�0

e ikm r ar,l . (2.11)
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The quasimomenta are given by km � 2πm/L with m � 0, 1, . . . , L − 1. We stress that
throughout this thesis, angled brackets denote expectation values. The corresponding
leg-integrated momentum-distribution function is given by

n(km) � n0(km) + n1(km) . (2.12)

Analogously, leg-resolved leg-gauge momentum-distribution functions are defined by
means of leg-gauge operators, introduced in Eq. (2.3) and denoted by an overhead tilde,

ñl (km) �
〈
ã†km ,l

ãkm ,l

〉
. (2.13)

The leg-integrated leg-gauge momentum-distribution function is given by ñ (km) �
ñ0 (km) + ñ1 (km). Note that leg-resolved leg-gauge and leg-resolved rung-gauge mo-
mentum-distribution functions are related as follows:

ñ0(k) � n0

(
k +

φ

2

)
, ñ1(k) � n1

(
k −

φ

2

)
. (2.14)

We compare all four types of momentum-distribution functions — leg gauge versus
rung gauge and leg-integrated versus leg-resolved— in Fig. 2.3. In general, the number
of possible maxima is doubled by going from the leg gauge to the rung gauge. Note that
in the experiment performed by Atala et al. [136] the rung gauge was realized, which
leads to the momentum-distribution function n(k).

Local particle currents and chiral current

Various ground-state phases found in the interacting flux-ladder model have been suc-
cessfully distinguished by means of their characteristic particle-current patterns [186].
Local particle currents j⊥r and j‖r,l from site (r, 0) to site (r, 1) and from site (r, l) to site
(r + 1, l), respectively, are derived from the continuity equation for the occupation of
the local lattice sites,

− d
dt

〈
nr,l

〉
� i

〈[
a†r,l ar,l ,H

]〉
� j‖r,l − j‖r−1,l ± j⊥r , (2.15)

with + and − for l � 0 and l � 1, respectively. Explicitly, the corresponding operators
are defined by means of

j‖r,l �
〈
i Ja†r,l ar+1,l + H.c.

〉
, j⊥r �

〈
i J⊥e−irφa†r,0ar,1 + H.c.

〉
. (2.16)
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Figure 2.3: Comparison of momentum-distribution functions in the single-particle
ground states. The figure shows the position of the maxima in various momentum-
distribution functions that are (a), (b) leg-resolved (l � 0, 1) or (c), (d) integrated over l.
The values of momentum-distribution functions for each of the single-particle ground
states are indicated by the colorbars. Note that red and blue correspond to the +k̃ state
and −k̃ state, respectively, as described in the context of Eq. (2.7). Panels (a) and (c)
depict the behavior in the rung gauge, while (b) and (d) are for the leg gauge.

Here, it is worth noting that the chiral current

jc �
1

L − 1

L−2∑
r�0

(
j‖r,1 − j‖r,0

)
, (2.17)

which represents the global particle transport along the legs of the system in opposite
directions, is an important observable. It is indicative of the most prominent vortex-to-
Meissner transition in the flux-ladder model [136, 179, 184].

Leg-population imbalance

The total particle number, which is conserved by the flux-ladder Hamiltonian (2.1), is
denoted by

N �

L−1∑
r�0

1∑
l�0

〈
nr,l

〉
. (2.18)

We define the particle filling per lattice site as

ν � N/(2L) . (2.19)

Furthermore, we employ the abbreviation

Nl �

L−1∑
r�0

〈
nr,l

〉
(2.20)
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for the total particle number in the l � 0 leg or l � 1 leg. The leg-population imbalance
is defined as

∆l �
|N0 − N1 |
N0 + N1

. (2.21)

In the course of this thesis, we exemplify the observables introduced above in various
ground-state phases of the interacting flux-ladder model. In Sec. 4.1 we comment on
how they can be accessed in an experimental setup exploiting a synthetic dimension.

2.2 Ground-state phases in the presence of interactions

In the presence of interparticle interactions, bosonic flux ladders host a panoply of
emergent quantum phases [186]. In the following, without claiming completeness,
we give an account of important ground-state phases of the two-leg model defined in
Eq. (2.1). An overview of the different ground-state phases can be found in Fig. 2.4.

In 2001, Orignac and Giamarchi showed in a seminal study based on a bosonization
approach that the minimal two-leg flux-ladder model exhibits Meissner and vortex-
lattice phases, which are reminiscent of a type-II superconductor [179]. The Meissner
phase can be seen in Fig. 2.4(a). It exhibits a homogeneous particle-density profile and
uniform particle currents encircling the ladder along its legs. The expected absolute
value of the rung current vanishes in the thermodynamic limit, limL→∞

〈�� j⊥r ��〉
r � 0,

where 〈•〉r denotes the average over all rungs. In the Meissner phase the ground-
state unit cell comprises a single plaquette of the ladder, q � 1. It is worth noting
that the Meissner phase can exist on top of Mott insulators [182, 197] as well as on
top of superfluids [184]. Typically, the Mott-insulating Meissner phase emerges at a
commensurate particle filling per rung. The central charge, counting the number of
gapless modes, is zero in the Mott-insulating Meissner phase, c � 0 [186]. In the
superfluid Meissner phase, the charge gap vanishes and the central charge is c � 1.
Note that the table in Fig. 2.4(f) lists the size of the effective ground-state unit cell q, the
leg-population imbalance ∆l , the average rung current

〈�� j⊥r ��〉
r , and the central charge c

for various ground-state phases.
Vortex-lattice phases are regular crystals of localized vortices [180, 181, 183]. More

specifically, vortex-latticep/q phases exhibit p vortices per q-plaquette unit cell. In the
limit of vanishing rung hopping, J⊥/J → 0, and for a homogeneous particle density,
a complete devil’s staircase of vortex-latticep/q phases at each commensurate vortex
density p/q is predicted [179]. Finite values of J⊥/J and increasing interparticle interac-
tion strengths gradually destabilize the vortex-latticep/q phases with largest q. Vortex-
lattice1/q phases, which are shown for q � 2 and q � 3 in Fig. 2.4(b) and in Fig. 2.4(c),
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(a) Meissner phase

(b) vortex-la�ice1/2

(c) vortex-la�ice1/3

(d) biased-ladder phase

(e) charge-density wave

(f) q ∆l
〈�� j⊥r ��〉

r c

Meissner phase MI 1 0 0 0

SF 1 0 0 1

vortex-lattice phase1/q MI q 0 > 0 0

SF q 0 > 0 1

vortex-liquid phase MI 1 0 0 1

SF 1 0 0 2

biased-ladder phase MI 1 > 0 0 0

SF 1 > 0 0 1

charge-density wave 2 0 0 0

Figure 2.4: Ground-state phases in the interactingbosonic two-legflux-laddermodel.
(a)-(e) Various ground-state phases of the interacting bosonic flux-ladder Hamilto-
nian (2.1). The size of the dots and the background shading indicate the local par-
ticle density. The red arrows show the local current patterns. (f) Overview of the
ground-state phases considered in this thesis, listing characteristic values of the effec-
tive size of the ground-state unit cell q (in plaquettes), the leg-population imbalance
∆l , the average absolute value of the rung current

〈�� j⊥r ��〉
r in the thermodynamic limit

L→∞, and the central charge c. Note that MI refers to a Mott-insulating phase and SF
denotes a superfluid phase. Different ground-states in the two-leg flux-ladder model
are comprehensively discussed in Ref. [186], which also provides an extended tabular
overview.

respectively, exhibit finite rung currents in the thermodynamic limit, limL→∞
〈�� j⊥r ��〉

r > 0.
For q > 2 theyalso featureparticledensitymodulations following theunderlying current
structure. Interestingly, the breaking of the translational symmetry of the underlying
lattice model in the vortex-lattice phases can lead to a reversal of the chiral current [183].
Like Meissner phases, vortex-lattice phases can exist on top of superfluids and Mott in-
sulators [186]. However, in general, they are elusive in the strongly interacting regime,
requiring weak but finite interaction strengths. In Ch. 6, we study the Hall response
in different vortex-lattice phases, which can be well described by means of a semiclas-
sical ansatz [175–178]. In contrast to vortex-lattice phases, vortex-liquid phases do not
exhibit pinned vortices and rung-current correlations. They show irregular leg-current
patterns and can exist for any value of the interparticle interaction strength [184].
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Moreover, the flux-ladder Hamiltonian (2.1) hosts a biased-ladder phase, which is
shown in Fig. 2.4(d). It was first discussed by Wei and Mueller in 2014 [185]. The main
characteristic of the biased-ladder phase is a finite leg-population imbalance, which is
usually stabilized by the presence of rungwise interactions. Note that the biased-ladder
phase exhibits Meissner-like currents along the legs and vanishing rung currents. In
Ch. 4, we show that the biased-ladder phase can exist on top of superfluids and Mott
insulators. Furthermore, we demonstrate how the finite leg-population imbalance can
be probed in quench experiments.

The charge-density wave shown in Fig. 2.4(e) can be observed in the strongly-
interacting regime for a magnetic flux φ . π and a particle filling ν � 1/4 [184, 197]. Its
key feature are particle-density modulations along the legs, while it exhibits homoge-
neous Meissner-like currents. The charge-density wave shown in Fig. 2.4(e) exhibits a
two-plaquette ground-state unit cell. Note that for different values of the particle filling
ν one might encounter further gapped charge-density waves with enlarged unit cells,
such as a three-plaquette variant at ν � 1/3 [186].

Finally, we conclude this overview with two remarks. First, there are further in-
teresting ground-state phases to be expected in extensions of the two-leg flux-ladder
model, such as, for instance, the staggered-current phase in strongly interacting three-
leg ladders [221] or relatives of Meissner phases and vortex-lattice phases in Haldane
ladders [222]. Second, the existence of precursors of fractional quantum Hall states in
bosonic flux ladders has attracted great interest [187–193, 223]. In general, these states
require a fine-tuned ratio between the magnetic flux and the particle filling. Consider-
ing a magnetic flux φ � π/4 and twisted boundary conditions in the short direction of
a two-leg ladder, it is shown by Grusdt and Höning that a charge-density-wave ground
state at particle filling ν � 1/8 can be related to the 1/2-Laughlin state [188]. In the two-
leg flux-ladder model discussed in Sec. 2.1, fractional quantum Hall-like states leave
clear signatures in the entanglement entropy and in the chiral current [191, 192]. For
instance, it is shown by Strinati et al. [192] that a discontinuity in the chiral current
indicates a 1/2-Laughlin-like state for finite rungwise interactions V , small rung hop-
pings J⊥/J � 1, and a site-local hard-core constraint, meaning that there can be at most
one boson per lattice site (U0/J � U1/J → ∞). Interestingly, we could reproduce these
results and found that a characteristic kink in the chiral current also survives beyond the
site-local hard-core constraint, such as for U0 � U1 � V � 15J. This might be interesting
for quantum gas experiments exploiting a synthetic dimension, as the one discussed in
Ch. 4. However, precursors of fractional quantum Hall states are beyond the scope of
this thesis and they are left for future studies.





3Numerical methods
This chapter introduces the numerical matrix-product-state based methods employed
in this thesis. The reader primarily interested in the physics might skip this part and
jump directly to Ch. 4, wherewe present our results concerning the synthetic dimension
implementation of a bosonic flux ladder.

This chapter is organized as follows. In Sec. 3.1, we recapitulate the concept of en-
tanglement in bipartite quantum systems, Schmidt decompositions, and singular value
decompositions, which play a crucial role in practical matrix-product-state approaches.
In Sec. 3.2, we introduce matrix-product states following a constructive approach. The
purpose of Sec. 3.3 is to introduce themost successfulworkhorse for the numerical calcu-
lation of ground states in one-dimensional quantum lattice systems: the density-matrix
renormalization-group method. In Sec. 3.4, we introduce a purification approach for
the calculation of finite-temperature states in flux ladders, which has been implemented
in the framework of this thesis. Finally, state-of-the-art time-evolution methods for
matrix-product states are discussed in Sec. 3.5.

Here, we follow the seminal review article on the density-matrix renormalization-
group method and matrix-product states by U. Schollwöck [35].

3.1 Quantum states and entanglement

Let us start off by recapitulating the concept of quantum entanglement, which also
allows us to fix some of the notation employed later on. For this, we consider two-state
systems, which are commonly referred to as qubits.

Entangled qubits

In general, the state of a one-qubit system, referred to as A, reads |ψ〉A � α |0〉A + β |1〉A,
with complex numbers α and β satisfying |α |2 + |β |2 � 1 and basis states |0〉A and |1〉A.
The simplest model which might yet host entangled quantum states is a composite two-
qubit system AB, comprised of two qubits A and B. For this system, a typical example
of an entangled state is the Bell state

|+〉AB �
1√
2
(|0〉A |0〉B + |1〉A |1〉B) . (3.1)

The Bell state |+〉AB cannot be rewritten as a simple product state of the form |φ〉A |χ〉B.

29
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Moreover, the reduced state of system A, which is obtained by tracing out system B,
is a mixed state,

ρA � trB (|+〉AB 〈+|AB) �
1
2 (|0〉A 〈0|A + |1〉A 〈1|A) . (3.2)

Indeed, ρA is maximally mixed, meaning that the von Neumann or entanglement en-
tropy, which is defined as

S
(
ρA

)
� − tr

(
ρA log2 ρA

)
, (3.3)

takes on the maximum possible value for a two-state system, S
(
ρA

)
� 1. Note that we

employ the binary logarithm (log2) for the definition of the entanglement entropy. In the
following, we consider more general systems AB, which are composed of subsystems
A and B that are not necessarily two-state systems but might exhibit more degrees of
freedom and thus larger Hilbert spaces.

Schmidt decompositions and singular value decompositions

The Schmidt decomposition is a useful tool for the systematic analysis of quantum
states of bipartite systems because it allows for a very convenient representation of such
states [88]. Basically, it ensures that any pure state |ψ〉AB of a bipartite quantum system
AB can be decomposed by means of orthonormal states |ak〉A and |bk〉B for system A
and system B, respectively,

|ψ〉AB �

χ∑
k�1

sk |ak〉A |bk〉B , (3.4)

where the Schmidt coefficients sk are nonnegative real numbers. For a normalized state
|ψ〉AB the Schmidt coefficients satisfy

∑χ
k�1 s2

k � 1. Most importantly, the number of
required basis states χ in Eq. (3.4) provides information about the nature of ψAB. While
χ � 1 corresponds to a simple product state, χ ≥ 2 is indicative of an entangled quantum
state. The maximum possible value of χ is given by the Hilbert space dimension of
the smaller subsystem, χ ≤ min (dA , dB). Moreover, from the Schmidt-decomposed
representation of |ψ〉AB given in Eq. (3.4), the reduced states for system A and system B
can be immediately read off. Employing the orthonormality of the states |bk〉B, meaning
that they can be extended in order to form a complete basis for B, we find

ρA �

χ∑
k�1

s2
k |ak〉A 〈ak |A . (3.5)
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Analogously, the reduced state of system B is given by ρB �
∑χ

k�1 s2
k |bk〉B 〈bk |B. Note

that the vonNeumann entropy of the reduced states is S(ρA) � S(ρB) � −
∑χ

k�1 s2
k log2 s2

k .
The Schmidt decomposition (3.4) is closely related to a singular value decomposition

of a complex rectangular matrix, which plays a crucial role in practical matrix-product-
state algorithms. Thus, it might be instructive to elaborate on this relation. We recap
that by means of a singular value decomposition, any complex (dA × dB) matrix ψ can
be decomposed into a matrix product involving three matrices U, D, and V†,

ψ � UDV† , (3.6)

with the following properties,

U†U � Iχ,χ , D � diag
(
s1 , . . . , sχ

)
, V†V � Iχ,χ . (3.7)

Note that Iχ,χ is the (χ × χ) identity matrix and χ � min (dA , dB). Further, U is a
complex (dA × χ)matrix with orthonormal columns, while D is a diagonal matrix with
nonnegative entries sk ≥ 0, which are referred to as singular values. Similarly, V† is a
complex (χ × dB) matrix with orthonormal rows. Indeed, Eq. (3.4) can be understood
as a singular value decomposition (3.6). For this, |ψ〉AB is rewritten by means of a
coefficient matrix ψ,

|ψ〉AB �

dA∑
i�1

dB∑
j�1

ψi j |ei〉A |e j〉B , (3.8)

considering basis states |ei〉A and |e j〉B for system A and B, respectively. The state
coefficients ψi j are interpreted as the entries of the (dA × dB) matrix ψ. Subjecting this
matrix to a singular value decomposition ψ � UDV† leads to (using the notation from
Eq. (3.6))

|ψ〉AB �

χ∑
k�1

dA∑
i�1

dB∑
j�1

Ui ,kDk ,kV†k , j |ei〉A |e j〉B

�

χ∑
k�1

sk

(
dA∑
i�1

Ui ,k |ei〉A

) ©«
dB∑
j�1

V†k , j |e j〉B
ª®¬
. (3.9)

The Schmidt decomposition (3.4) is recovered from the singular value decomposi-
tion (3.9) by identifying the singular values with the Schmidt coefficients and

dA∑
i�1

Ui ,k |ei〉A → |ak〉A ,
dB∑
j�1

V†k , j |e j〉B → |bk〉B . (3.10)
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Note that in Eq. (3.9) the sum running over k can be restricted to nonvanishing singular
values, which leads to Eq. (3.4).

Having shown how the Schmidt decomposition (3.4) can be computed bymeans of a
singular value decomposition (3.9), we emphasize that the Schmidt decomposition also
allows for the systematic approximation of quantum states |ψ〉AB. As χ ≤ min (dA , dB)
might become huge in practice, in Eq. (3.4) one might want to keep only basis vectors
corresponding to a fixed number χ′ < χ of the largest singular values sk , while trying to
maintain a maximum amount of entanglement entropy. Thus, |ψ〉AB is approximated
by means of

|ψ〉AB �

χ∑
k�1

sk |ak〉A |bk〉B

≈
χ′∑

k�1

sk√∑χ′

k′�1 s2
k′

|ak〉A |bk〉B . (3.11)

Here, the singular values are assumed to be in descending order, s1 ≥ s2 ≥ · · · ≥ sχ, and
the normalization of the approximated state is ensured by rescaling the kept singular
values. It turns out that this approximation is at the heart of practical matrix-product-
state approaches.

3.2 Matrix-product states

Matrix-product states are convenient representations of quantum lattice states. Specifi-
cally, they are comprised of rank-three tensors representing physical lattice sites. These
tensors are aligned side by side in order to form a simple yet very useful tensor network.
Here, we remind the reader that the brief introduction of the matrix-product-state
framework presented in this thesis follows the seminal review article [35], adopting
some of the notation employed therein.

Let us start offwith a constructive approach anddemonstrate howageneric quantum
lattice state can be expressed as a matrix-product state.

Rewriting a quantum lattice state as a matrix-product state

Quantum lattice models are comprised of physical sites with quantum degrees of free-
dom. Typically, these models are governed by a Hamiltonian made up of terms that
can be directly related to the vertices and edges of the underlying lattice. Here, for
simplicity, we consider all physical sites in the lattice to be of the same kind, with a
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site-local basis given by (|e1〉 i , |e2〉 i , . . . , |ed〉 i). Note that the different sites are labeled
by i and exhibit a d-dimensional state space. Thus, for a lattice with a total number of
L sites, the generic quantum state that we aim to be represent as a matrix-product state
is given by dL coefficients c j1 , j2 ,..., jL . Explicitly, it reads

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

c j1 , j2 ,..., jL | j1 , j2 , . . . , jL〉 , (3.12)

where we employ the shorthand notation | j1 , j2 , . . . , jL〉 � |e j1〉1 |e j2〉2 . . . |e jL〉L.
In order to represent |ψ〉 as a matrix-product state, the coefficients c j1 , j2 ,..., jL are

shaped into a
(
d × dL−1) matrix ψ1 such that the rows of ψ1 correspond to different j1

while the columns of ψ1 represent different values of the tuple
(
j2 , j3 , . . . , jL

)
,

c j1 , j2 ,..., jL � ψ1; j1 ,( j2 ,..., jL) . (3.13)

Next, ψ1 is subjected to a singular value decomposition, as discussed in the context of
Eq. (3.6), ψ1 � UDV†. Introducing A j1

1;k1
� U j1 ,k1

and reshaping

DV† � diag (s1 , . . . , sd)V† (3.14)

into a
(
d2 × dL−2) matrix ψ2,

ψ2;(k1 , j2),( j3 ,..., jL) � sk1V†k1 ,( j2 ,..., jL) , (3.15)

the coefficients c j1 , j2 ,..., jL can be expressed as

c j1 , j2 ,..., jL �

d∑
k1�1

A j1
1;k1
ψ2;(k1 , j2),( j3 ,..., jL) . (3.16)

By employing a second singular value decomposition, ψ2 � Udiag(s1 , . . . , sd2)V†,
further introducing A j2

2;k1 ,k2
� U(k1 , j2),k2 , and reshaping diag (s1 , . . . , sd2)V† into ψ3,

Eq. (3.13) is rewritten as

c j1 , j2 ,..., jL �

d∑
k1�1

d2∑
k2�1

A j1
1;k1

A j2
1;k1 ,k2

ψ3;(k2 , j3),( j4 ,..., jL) . (3.17)

From Eq. (3.16) and Eq. (3.17) it becomes apparent that by means of successive singular
value decompositions and repeated matrix reshaping, the coefficients c j1 , j2 ,..., jL can be
brought into the following form

c j1 , j2 ,..., jL �

d∑
k1�1

d2∑
k2�1
· · ·

d2∑
kL−2�1

d∑
kL−1�1

A j1
1;k1

A j2
2;k1 ,k2

. . .A jL−1
L−1;kL−2 ,kL−1

A jL
L;kL−1

. (3.18)
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The right-hand side of the equation above represents a product of a total number
of L matrices A ji

i of dimension
(
dmin(i ,L−i+1) × dmin(i ,L−i)) , where A j1

1 and A jL
L can be

understood as a row vector and a column vector, respectively. This immediately gives
rise to the matrix-product-state representation of |ψ〉,

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL−1�1

d∑
jL�1

A j1
1 A j2

2 . . .A
jL−1
L−1A jL

L | j1 , j2 , . . . , jL〉 , (3.19)

with a matrix A ji
i for each lattice site i and site-local basis state |e ji 〉 i .

Actually, matrix-product states, as the one in Eq. (3.19), exhibit a gauge degree
of freedom. Since matrix products A ji

i A ji+1
i+1 � A ji

i MM−1A ji+1
i+1 remain unchanged by

inserting the identity I � MM−1, one is free to rewrite

A ji
i → A ji

i M A ji+1
i+1 → M−1A ji+1

i+1 , (3.20)

using any invertible matrix M of suitable size. Also, by accounting for all site-local basis
states |e ji 〉 i , the Ai in Eq. (3.19) can be understood as rank-three tensors, which are the
central building blocks of amatrix-product state. From this perspective, matrix-product
states reveal themselves as simple yet very useful tensor networks: one-dimensional
chains of rank-three tensors. Instructive graphical representations thereof can be found,
for instance, in Ref. [35] and in Fig. 3.1. We note that while for one-dimensional lattice
models it is quite natural to label the sites by going from one end of the system to
the other, two-dimensional systems are typically approached by snaking through the
underlying lattice.

Due to the exponential growth of the size of thematrices A ji
i , the formal construction

presented above as well as the efficient handling of the corresponding matrix-product
state is typically not feasible in practice. This already applies to moderate values of L
and d. However, matrix-product states exhibit a key control parameter which renders
numerical approaches feasible: the maximum bond dimension. The maximum bond
dimension is related to the amount of entanglement entropy captured by a matrix-
product state and, thus, it allows for the systematic approximation of quantum states.
In the following, we recap the canonical representations of matrix-product states and
discuss how the latter can be efficiently truncated.
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Canonical forms

It immediately follows from the construction bymeans of singular value decompositions
that the A ji

i matrices in Eq. (3.19) satisfy

d∑
ji�1

A ji
i

†
A ji

i � I , (3.21)

where I denotes an identity matrix of suitable size. Matrix-product states that are
constructed from A ji

i matrices satisfying Eq. (3.21) for i � 1, 2, . . . , L are referred to as
being of left-canonical form.

By means of successive singular value decompositions, any matrix-product state

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

M j1
1 M j2

2 . . .M
jL
L | j1 , j2 , . . . , jL〉 (3.22)

can be brought into left-canonical form. For this, by going through the tensors from left
to right, that is, i � 1, 2, . . . , L, one decomposes

M ji
i;ki−1 ,ki

�

χ∑
k′�1

U( ji ,ki−1),k′Dk′,k′V
†
k′,ki

, (3.23)

where U, D, and V† are matrices with properties as discussed in the context of Eq. (3.6).
Further, one replaces Mi by Ai , where A ji

i;ki−1 ,ki
� U( ji ,ki−1),ki

, satisfying Eq. (3.21), while
Mi+1 is replaced by means of

M ji+1
i+1;ki ,ki+1

→
χ∑

k′�1
Dki ,ki V

†
ki ,k′

M ji+1
i+1;k′,ki+1

, (3.24)

absorbing DV†.
Analogously, by going through the tensors fromright to left, that is, i � L, L−1, . . . , 1,

any matrix-product state can be brought into the following right-canonical form,

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

B j1
1 B j2

2 . . . B
jL
L | j1 , j2 , . . . , jL〉 , (3.25)

with tensors Bi corresponding to theV†matrix of the singular value decomposition (3.6)
and satisfying

d∑
ji�1

B ji
i B ji

i

†
� I . (3.26)
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Having the left-canonical form of a matrix-product state at hand, its norm can be
straightforwardly calculated from the rightmost tensor AL as follows,

〈ψ |ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

(
A j1

1 A j2
2 . . .A

jL
L

)† (
A j1

1 A j2
2 . . .A

jL
L

)
〈 j1 , j2 , . . . , jL | j1 , j2 , . . . , jL〉

�

d∑
j1�1

d∑
j2�1
· · ·

d∑
jL�1

A jL
L

†
. . .A j2

2
†
A j1

1
†
A j1

1 A j2
2 . . .A

jL
L �

d∑
jL�1

A jL
L

†
A jL

L � 1 . (3.27)

Note that the last equality in Eq. (3.27) holds only for the case of a normalized state |ψ〉.
Analogously, using the right-canonical form of a matrix-product state, one finds that its
norm is given by means of the leftmost tensor B1 via

〈ψ |ψ〉 �
d∑

j1�1
B j1

1 B j1
1
†
. (3.28)

Most importantly, the mixed-canonical representation of a matrix-product state al-
lows for a systematic truncation of the bond dimension. The mixed-canonical represen-
tation can be straightforwardly obtained by right-normalizing a left-canonical state. In
doing so, after L − n + 1 singular value decompositions one finds

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

A j1
1 . . .A

jn−1
n−1DB jn

n . . . B
jL
L | j1 , j2 , . . . , jL〉 , (3.29)

where An has been decomposed as A jn
n;kn−1 ,kn

�
∑

k′ Ukn−1 ,k′Dk′,k′V
†

k′,( jn ,kn), while the

V† matrix has been reshaped into Bn and the U matrix has been absorbed into An−1,
which still satisfies Eq. (3.21). It is worth noting that Eq. (3.29) can be understood
as a Schmidt decomposition for a bipartition of the system into a part A comprising
sites i � 1, 2 . . . , n − 1 and a part B comprising sites i � n , n + 1 . . . , L. Indeed, using
D � diag

(
s1 , . . . , sχ

)
, |ψ〉 can be rewritten as

|ψ〉 �
χ∑

k�1
sk |φk〉A |χk〉B , (3.30)

with two sets of orthonormal states (k � 1, 2, . . . , χ)

|φk〉A �

d∑
j1�1
· · ·

d∑
jn−1�1

(
A j1

1 . . .A
jn−1
n−1

)
1,k
| j1 , . . . , jn−1〉 , (3.31)

|χk〉B �

d∑
jn�1
· · ·

d∑
jL�1

(
B jn

n . . . B
jL
L

)
k ,1
| jn , . . . , jL〉 . (3.32)
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Thus, by going through the matrix-product state from left to right, or, vice versa, from
right to left, the entanglement entropy corresponding to the different bipartitions can
be immediately accessed and the maximum bond dimension of each tensor might be
truncated as discussed in the context of Eq. (3.11).

Area laws of entanglement

By construction, matrix-product states obey a so-called area law of entanglement [224].
For any bipartition AB of the underlying lattice, with A comprising sites i � 1, . . . , n
and B comprising sites i � n + 1, . . . , L, the entanglement entropy of a matrix-product
state is bounded from above by

S(ρA) � S(ρB) ≤ log2 (χ) , (3.33)

where χ denotes the bond dimension. In general, an area law of entanglement means
that S(ρA) scales at most proportional to the boundary between the subsystem A and
the subsystem B, which is constant for the bipartition of the one-dimensional matrix-
product state described above.

As the bond dimension χ cannot be increased arbitrarily in practical calculations,
Eq. (3.33) puts a constraint on the set of quantumstates that canbe effectively represented
as matrix-product states. Here, it is interesting to consider the expected entanglement
entropy E

(
S(ρ̃A)

)
for a random state ψ̃AB of a

(
dn × dL−n )-dimensional systemAB, with

ρ̃A � trB
(
|ψ̃AB〉 〈ψ̃AB |

)
. For large values of L, and in contrast to a matrix-product state,

the random state ψ̃AB obeys a volume law in the sense that the expected entanglement
entropy scales linearly with the number of sites in A, E

(
S(ρ̃A)

)
∝ n [224]. Explicitly,

for a
(
dn × dL−n )-dimensional random state ψ̃AB, the expected entanglement entropy

E
(
S(ρ̃A)

)
was conjectured [225] and proven [226, 227] to be given by

E
(
S

(
ρ̃A

) )
�

1
log(2)

©«
1 − dn

2dL−n +

dL∑
k�dL−n+1

1
k
ª®¬
, (3.34)

considering n ≤ L/2 without loss of generality. Hence, one does not expect an effective
matrix-product-state representation of a random state.

Luckily, the entanglement properties of the ground states of one-dimensional quan-
tum systems are very favorable. This is directly related to the success ofmatrix-product-
state approaches in simulating these systems [228, 229]. Indeed, it was proven that
one-dimensional gapped Hamiltonians with short-ranged interactions satisfy an area
law [230], while at criticality one expects a logarithmic scalingwith the system size [231],
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S ∝ log2 (L). However, in two-dimensional lattice systems, matrix-product-state based
simulations are rendered inherently challenging by a given area law S ∝ L, or possible
logarithmic corrections thereof, which might arise close to criticality [232].

Matrix-product operators and matrix-product-operator arithmetic

Practical calculations with matrix-product states, such as ground-state optimizations,
time evolutions, or the mere computation of expectation values, require suitable repre-
sentations of quantum lattice operators. Suchmatrix-product operators are very similar
to the matrix-product states discussed above. The basic building blocks are tensors,
which are here denoted by Wi , representing physical lattice sites i � 1, 2, . . . , L. The Wi

tensors are lined up forming a chain of length L. However, in contrast tomatrix-product
states, the Wi tensors employed in matrix-product operators need to account for every
possible combination of local basis states | ji〉 〈 j′i | and, thus, they are of rank four. Two
indices represent | ji〉 and 〈 j′i |, while the other two indices allow for a connection of the
tensor Wi to its neighbors Wi−1 and Wi+1. Explicitly, a matrix-product operator is of the
form

O �

d∑
j1�1

d∑
j′1�1

d∑
j2�1

d∑
j′2�1

· · ·
d∑

jL�1

d∑
j′L�1

W
j1 , j′1
1 W

j2 , j′2
2 . . .W

jL , j′L
L | j′1 , j′2 , . . . , j′L〉 〈 j1 , j2 , . . . , jL | ,

(3.35)

where W
ji , j′i
i W

ji+1 , j′i+1
i+1 needs to be understood as a matrix product. Applying a matrix-

product operator with bond dimension χ1 to a matrix-product state with bond dimen-
sion χ2, which is built from Mi tensors, means to contract tensors as

d∑
ji�1

W
ji , j′i
i;wi−1 ,wi

M ji
i ,ki−1 ,ki

� M̃
j′i
i;(ki−1 ,wi−q),(ki ,wi) . (3.36)

Hence, the resulting matrix-product state is constructed from M̃i tensors, with bond
dimension χ � χ1χ2. It is typically subjected to a truncation routine.

Actually, for simple quantum lattice operators, such as iconic spin-chain Hamiltoni-
ans or single-site operators, matrix-product-operator representations can be derived by
means of pen andpaper calculations, analyzing lattice-orderedoperator strings [35, 233].
Elaborate generalizations of this basic idea have led to the automated construction of
matrix-product operators using finite-statemachines [234–240]. In the framework of this
thesis, we follow a complementary approach, constructing generic matrix-product op-
erators from the trivial representations of single-site operators, whichmight be summed
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up and multiplied, as comprehensively discussed by Hubig et al. in Ref. [241]. Here, it
is worth noting that the naive addition and multiplication of two matrix-product oper-
ators is typically not optimal as it drastically increases the bond dimension. At worst,
the sum and the product of two matrix-product operators exhibit bond dimensions
χ � χ1 + χ2 and χ � χ1χ2, respectively, assuming χ1 and χ2 to be the bond dimensions
of the addends or multiplicands. Hence, these operations should be equipped with an
efficient truncation scheme. Matrix-product operators can in principle be truncated like
matrix-product states, as described above. However, there is a subtle difference. Usually,
matrix-product states are normalized and, thus, the squared singular values, or squared
Schmidt coefficients, in Eq. (3.30) sum up to one. This does not apply to matrix-product
operators, for which one often encounters extremely large singular values. Moreover,
the overall norm of a matrix-product operator might be unevenly distributed among its
tensors. Throughout this thesis, matrix-product operators are truncated using efficient
rescaling singular value decompositions. This approach is comprehensively discussed
in Ref. [241] and it usually leads to a uniform distribution of the operator’s norm among
its tensors.

Exploiting symmetries in matrix-product states

The exploitation of the symmetries of a quantum lattice Hamiltonian, such as, for
instance, a U(1) symmetry corresponding to the particle number conservation or a SU(2)
spin symmetry, is common practice in modern matrix-product-state approaches [242–
245]. In general, splitting the Hilbert space into different quantum symmetry sectors
might drastically speed up numerical calculations or render them possible at all [84].
Furthermore, access to the individual symmetry sectors allows for canonical calculations
at a fixed number of particles and for detailed studies of the spontaneous symmetry
breaking of ground states [246].

Throughout this thesisweexploit theparticle number conservationof theflux-ladder
Hamiltonian, which was introduced in Eq. (2.1). As opposed to the case of non-abelian
symmetries [233, 247–249], the implementation of the corresponding U(1) symmetry in
the matrix-product-state formalism is fairly straightforward. It is discussed in detail in
Sec. 3.4, where we also introduce the canonical finite-temperature method which has
been implemented in the framework of this thesis.



40 Chapter 3. Numerical methods

3.3 Density-matrix renormalization-group method

Since its invention by Steven R. White in 1992 [32], the density-matrix renormalization-
group method has indeed become the leading method for the numerical study of one-
dimensional quantum lattice systems and it has become useful for higher dimensions
as well.

The objective of the method is to find the ground state of a given lattice Hamiltonian
H. Concretely, this means to minimize the energy,

min|ψ〉 〈ψ |H |ψ〉 , (3.37)

while paying attention to the normalization of the matrix-product state |ψ〉. At the core
of the variational algorithm, ground-state optimization is achieved by iterative updates
of the individual matrix-product-state tensors representing local lattice sites. Specifi-
cally, the tensors are improved one after the other by repeatedly sweeping through the
matrix-product state from left to right and, vice versa, from right to left. Comprehensive
and detailed descriptions of the algorithm can be found in the existing literature [35]. In
the framework of this thesis, we typically employ the single-site variant using subspace
expansion [250], which exhibits remarkable convergence properties. Key aspects of the
method are discussed in the following.

Let us start off diving right into the core of the algorithm considering a mixed-
canonical matrix-product state

|ψ〉 �
d∑

j1�1

d∑
j2�1
· · ·

d∑
jL�1

A j1
1 . . .A

ji−1
i−1 M ji

i B ji+1
i+1 . . . B

jL
L | j1 , j2 , . . . , jL〉 , (3.38)

with a tensor Mi at the center of orthogonality, that is enclosed between Ah tensors (for
h < i) and B j tensors (for j > i) satisfying Eq. (3.21) and Eq. (3.26), respectively. Further,
we assume a matrix-product-operator representation of the Hamiltonian H, which is
given by means of Wi tensors, as discussed in the context of Eq. (3.35). In order to
update the central tensor Mi , one evaluates the derivative of the Lagrangian function
〈ψ |H |ψ〉 − λ 〈ψ |ψ〉 with respect to M∗i , that is,

∂

∂M
∗ j′i
i;k′i−1 ,k

′
i

(
〈ψ |H |ψ〉 − λ 〈ψ |ψ〉

)
� 0 (3.39)

for j′i � 1, 2, . . . , d, k′i−1 � 1, 2, . . . , χ, and k′i � 1, 2, . . . , χ. Assuming the mixed-
canonical representation of |ψ〉 and reshaping Mi into a vector, Eq. (3.39) can be under-
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stood as an eigenvalue problem for a Hermitian
(
dχ2 × dχ2) matrix, given by

χ∑
ki−1�1

d∑
ji�1

χ∑
ki�1

χ′∑
wi−1�1

χ′∑
wi�1

Li−1;ki−1 ,wi−1 ,k′i−1
W

ji , j′i
i;wi−1 ,wi

Ri+1;ki ,wi ,k′i
M ji

i;ki−1 ,ki
� λM

j′i
i;k′i−1 ,k

′
i
, (3.40)

where χ′ denotes the bond dimension of the matrix-product operator H, while Li and
Ri represent contractions of 〈ψ |H |ψ〉 up to site i from the left and from the right,
respectively. Explicitly, Li and Ri are recursively defined by means of

Li;ki ,wi ,k′i
�

χ∑
ki−1�1

χ′∑
wi−1�1

χ∑
k′i−1�1

Li−1;ki−1 ,wi−1 ,k′i−1

d∑
ji�1

d∑
j′i�1

A ji
i;ki−1 ,ki

W
ji , j′i
i;wi−1 ,wi

A
∗ j′i
i;k′i−1 ,k

′
i
,

Ri;ki−1 ,wi−1 ,k′i−1
�

χ∑
ki�1

χ′∑
wi�1

χ∑
k′i�1

Ri+1;ki ,wi ,k′i

d∑
ji�1

d∑
j′i�1

B ji
i;ki−1 ,ki

W
ji , j′i
i;wi−1 ,wi

B
∗ j′i
i;k′i−1 ,k

′
i
, (3.41)

where L0 and RL+1 are the trivial (1 × 1 × 1) identity tensor. Hence, Eq. (3.40) is solved
for the smallest eigenvalue λ, which corresponds to the energy of the optimized state.
The corresponding eigenvector represents the optimized tensor Mi . It is worth noting
that a complete diagonalization of the (dχ2 × dχ2) matrix is not necessary because
one is only interested in the smallest eigenvalue. Iterative Lanczos [251] or Jacobi-
Davidson [252, 253] methods allow for an efficient solution of the problem at hand. In
these routines, the current tensor Mi , which was optimized in a previous sweep, is a
good starting point.

Having optimized the tensor Mi , a left-to-right (right-to-left) sweep proceeds as
follows. First, Mi is subjected to a singular value decomposition. In doing so, the center
of orthogonality of themixed-canonical representation of |ψ〉 is shifted to site i+1 (i−1).
Second, the contraction Li (Ri), as defined in Eq. (3.41), is computed using the newly
optimized Ai (Bi) and stored inmemory. Finally, one starts overwith the optimization of
Mi+1 (Mi−1). Typically, the overall ground-state optimization involves multiple sweeps
at different values of the maximum bond dimension χ. Despite the general complexity
of finding ground states [254], the overall convergence of the algorithm can in practice
be ensured by tracking the decay of the optimized energy 〈H〉 and the decay of the
variance 〈H2〉 − 〈H〉2, noting that the latter can be effectively approximated with little
computational effort [255].

We conclude this section with a few comments. Originally, the density-matrix
renormalization-group method [32, 33] was not formulated in the matrix-product-state
framework. The connection between the original algorithm [34] and variants of matrix-
product states [61, 62, 256–258] was drawn in Refs. [259–261] and is comprehensively
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discussed in Ref. [35]. Modern implementations of the algorithm are based on matrix-
product states. While the ground-state optimizationdescribed above scales linearlywith
the system size L, it should be stressed that there are also algorithms for translationally
invariant states which directly work in the thermodynamic limit [262].

3.4 Finite-temperature calculations with matrix-product states

In order to explore the effect of finite-temperatures in bosonic flux ladders, a matrix-
product-state based purification approach has been implemented in the framework
of this thesis. Here, we provide details of the method, putting a particular focus on
canonical simulations, which preserve a fixed number of particles. Note that the finite-
temperature results are presented in Ch. 5.

The core concept of purification is that a mixed state in a physical space can be
represented as the partial trace of a pure state in an artificially extended space [88].
Thus, by incorporating an auxiliary counterpart for each physical site, thermal states
can be represented as matrix-product states and propagated in imaginary time using
well-developed techniques [233, 263–276]. Here, suitable initial infinite-temperature
states need to be chosen.

For grand-canonical calculations these states are straightforward to generate [35].
They exhibit maximum entanglement between each physical site and its auxiliary coun-
terpart but are otherwise of product form. Here, an illustrative example is the Bell state
of two qubits A and B, which was discussed in the context of Eq. (3.1). We recap that
by tracing out system B, which might be understood as the auxiliary site accompanying
the physical site A, one is left with the maximally mixed infinite-temperature state of
system A, as given in Eq. (3.2).

On the other hand, the required initial states for canonical simulations, which are for
a fixed number of particles, exhibit nontrivial long-range correlations. They have been
successfully obtained as the ground states of specifically chosenHamiltonians using the
density-matrix renormalization-group method [277–279].

In this thesis, we generatematrix-product-state representations of canonical infinite-
temperature states by employing a bookkeeping mechanism that explicitly accounts for
the occupation of physical sites on the level of the matrix-product state. We emphasize
that the purification approach employedhere is similar to the one discussed byT. Barthel
in Ref. [266]. Importantly, it renders the generation of canonical infinite-temperature
states straightforward.
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Our purification approach can be subdivided into three steps. First, a matrix-
product-state representation of the canonical or grand-canonical infinite-temperature
state is constructed. Second, a suitable matrix-product-operator representation of the
propagator exp

(
−βH

)
is constructed, where β � 1/T is the inverse temperature. A third

step involves the imaginary-time propagation, including the control of errors, to obtain
a thermal state corresponding to a finite temperature. In the remainder of this section,
we describe all steps in greater detail.

Matrix-product-state structure

Thematrix-product states employed during canonical and grand-canonical purification
simulations are comprised of tensors representing physical sites and their auxiliary
counterparts. These tensors are aligned side by side following a zigzag pattern through
the two-leg flux ladder with L rungs, forming a chain of length 4L. The structure of the
corresponding matrix-product state is sketched in Fig. 3.1.

Since canonical calculations are at a fixed number of particles, which is conserved
by the flux-ladder Hamiltonian (2.1), we need the matrix-product state to account for
the corresponding symmetry. In practice, this means that on the level of each tensor a
bookkeeping mechanism needs to be implemented. This mechanism keeps track of the
total occupation number of the physical sites when going through the matrix-product
state from left to right. At this point, we recap that the conventional building blocks
of a matrix-product state are rank-three — also referred to as three-legged — tensors,
which are, in analogy to the discussion in Sec. 3.2, denoted by Mp

j;i ,o for site j. In general
the tensor legs are directed, meaning that they are considered to be either incoming or
outgoing. The incoming leg p, which is usually referred to as physical leg, corresponds
to local basis states of the lattice site represented by the tensor. The incoming leg i and
the outgoing leg o enable a connection between the tensor and its neighbors within the
matrix-product state. Against this background, the employed bookkeeping mechanism
can be understood as a subdivision of the vector spaces associated with each of the
conventional legs into sectors corresponding to different occupation numbers. More
precisely, for each tensor, the sectors {ni} of its incoming leg i correspond to occupation
numbers of the physical sites that are represented by the tensors to its left. Analogously,
for each tensor, the sectors {no} of its outgoing leg o correspond to occupation numbers
of the physical sites that are represented by the tensor itself and by the tensors to its left.
Moreover, the sectors {np} subdividing an incoming leg p refer to the local occupation
numbers of the basis states. Hence, the outgoing leg o of the leftmost tensor of the
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phys. sites
aux. sites

matrix-product state

no = ni + npni
np

phys. site tensor

no = nini
np

aux. site tensor

(a)

(b)

(c)

1Figure 3.1: Sketch of the matrix-product-state structure employed in the canonical
purification approach. (a) Sketch of the two-leg ladder Hamiltonian. The bonds (black
and red solid lines) represent the Hamiltonian terms and filled circles represent the
physical lattice sites. In the purification approach, each physical site is accompanied
by an auxiliary counterpart represented by an empty circle. (b) The matrix-product
state is comprised of tensors representing physical sites (filled squares) and of tensors
representing auxiliary sites (empty squares). These tensors are aligned side by side
following a zigzag pattern through the ladder as indicated by the blue arrows in (a)
and (b). (c) The canonical purification approach requires the bookkeeping of the total
occupation of all physical sites. Therefore, the incoming left leg i of each tensor is split
into blocks {ni} referring to different occupations of the physical sites to the left of the
specific tensor. Similarly, the incoming leg p entering each tensor from above is split
into blocks

{
np

}
referring to the occupation of the specific site represented by the tensor,

and the outgoing leg o to the right of each tensor is split into blocks {no} referring to
the occupation of all physical sites to the left of the specific tensor including the tensor
itself.

matrix-product state contains information about the total occupation of all physical
sites. This bookkeeping mechanism is illustrated in Fig. 3.1(c).

Canonical infinite-temperature state

Matrix-product operators are required for the preparation of the canonical or grand-
canonical infinite-temperature state as well as for the subsequent propagation in imag-
inary time. Note that in the framework of this thesis they are consistently constructed
from single-site operators following the generic approach put forward by Hubig et
al. [241] and discussed in Sec. 3.2. Considering a ladder with hard-core bosons, a pos-
sible grand-canonical infinite-temperature state |β � 0〉g.c. can be readily constructed
using particle-creation operators a†i ,phys. and a†i ,aux. acting on physical sites i and their
auxiliary counterparts, respectively. This state spreads over all possible sectors corre-
sponding to total occupation numbers of the physical sites ranging from zero to 2L.
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Explicitly, it is given by the following product involving all physical lattice sites i

|β � 0〉g.c. �
∏

i

1√
2

(
a†i ,phys. + a†i ,aux.

)
|vac〉 , (3.42)

with |vac〉 being the vacuum state with zero particles.
We emphasize that a suitable canonical infinite-temperature state with a fixed to-

tal occupation number can be obtained from |β � 0〉g.c. by means of a projection onto
the corresponding particle number sector and subsequent normalization. Moreover,
the matrix-product-state structure introduced above renders this projection straightfor-
ward: all but the symmetry sector of interest are set to zero at the very right end of the
matrix-product state. Finally, the canonical infinite-temperature state with a fixed total
occupation number of N particles is given by

|β � 0〉c � PN |β � 0〉g.c. , (3.43)

where PN denotes a projection onto the N-particle subspace and subsequent normal-
ization of the matrix-product state.

Propagation in imaginary time

The imaginary-time evolution requires a matrix-product-operator representation of the
propagator e−βH �

(
e−τH )β/τ. For this, we subdivide the ladder Hamiltonian into

two parts, H � H0 + H1, corresponding to the black and red bonds in the sketch
in Fig. 3.1, and approximate the time-evolution operator by means of a second-order
Trotter decomposition [280],

e−τH
� e−τH0/2e−τH1 e−τH0/2 + O

(
τ3) . (3.44)

Note that the Hamiltonian parts H0 and H1 can be diagonalized numerically because
they are composed of commuting contributions which are associated with every second
plaquette of the ladder. Hence, the matrix-product operators representing the expo-
nentials in Eq. (3.44) can be constructed automatically from single-site operators using
common matrix-product-operator arithmetic [241]. In terms of the employed matrix-
product-state structure, the Hamiltonian H exhibits at most fourth-nearest-neighbor in-
teractions, while the propagators e−τH0 and e−τH1 exhibit at most sixth-nearest-neighbor
interactions.

The imaginary-time propagation is based on the sequential application of matrix-
product operators representing the propagators on the right-hand side of Eq. (3.44).
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Choosing a suitable step width τ, the operators are repeatedly applied to the initial
canonical or grand-canonical infinite-temperature state |β � 0〉c or |β � 0〉g.c., which
decreases the temperature of the so-evolved thermal state. Between these applications,
the bond dimension of the evolved matrix-product state needs to be truncated and,
due to the fact that the imaginary-time propagators are not unitary, the matrix-product
state also needs to be repeatedly normalized. During the imaginary-time propagation,
errors arise due to the Trotter decomposition of the propagator and due to the repeated
truncation of the evolved state. Regarding the numerical results presented in this thesis,
these errors are controlled independently by comparing results obtained for different
truncation thresholds at fixed Trotter-step widths and vice versa. We note that the error
control can in principle be based on the monitoring of state overlaps. However, it is
usually sufficient to focus on the values obtained for the actual observables of interest.

3.5 Time-propagation of matrix-product states

The time evolution of a quantum state is formally given by |ψ(t)〉 � exp (−iHt) |ψ(0)〉,
where H is the underlying time-independent Hamiltonian and |ψ(0)〉 is the initial state
at time t � 0. In this section, we touch on well established time-evolution methods in
the matrix-product-state framework. They are comprehensively discussed by Paeckel
et al. in Ref. [36]. Some of these methods, as implemented in the SyTen toolkit [245], are
employed for the simulation of quantum quench dynamics in Ch. 4 and in Ch. 6.

In general, matrix-product-state based time-evolution methods fall into two cate-
gories. They are either based on approximations of the propagator exp(−iHt) bymeans
of suitablematrix-product operators or they directly approximate the time-evolved state
|ψ(t)〉, avoiding the explicit construction of a propagator and using a matrix-product-
operator representation of the Hamiltonian H only.

The most prominent approximation of the propagator is based on a second-order
Trotter decomposition [280] and the surrounding method is often referred to as time-
evolving block-decimation [231, 263, 281]. Note that we have already introduced the
Trotter decomposition in the context of Eq. (3.44) for the purpose of an imaginary-
time propagation. We recap that in this scheme, the Hamiltonian H is split into two
parts, H � H0 + H1, which are composed of small commuting contributions, such
that exp (−iH0t) and exp (−iH1t) can be constructed explicitly and employed for the
approximation of exp(−iHt). Hence, this scheme is very efficient for Hamiltonians with
nearest-neighbor interactions. In this case the method exhibits a constant error per
lattice site. It is not directly applicable to Hamiltonians with long-range interactions.
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However, extending the method by means of swap gates allows to also address long-
range interactions [272]. Furthermore, improvedEuler integration stepperswith feasible
matrix-product-operator representations allow to efficiently approach Hamiltonians
with long-range interaction terms, introducing only a constant error per lattice site [267].

Methods which overcome the explicit construction of the propagator include global
and localKrylov subspacemethods [36, 238, 282, 283] and the time-dependentvariational-
principle algorithm [284, 285]. The global Krylov method represents a very generic
approach and does not rely on the specifics of the matrix-product-state formalism. It is
based on the construction of an orthonormal basis for the Krylov subspace. Explicitly,
the Krylov subspace is the span of

{
|ψ(0)〉 ,H |ψ(0)〉 , . . . ,Hn−1 |ψ(0)〉

}
and n denotes its

dimension. In practical applications, one typically considers the subspace dimension
to be n . 10. In the global Krylov method, the time-evolved state |ψ(t)〉 is approxi-
mated by means of a formal projection of the propagator exp (−iHt) onto the subspace
introduced above. The method allows for a cheap interpolation on very fine time grids.
For the purpose of a further propagation, it might be worth checking if parts of the
Krylov subspace can be recycled [36]. A major practical difficulty of the method is
the required orthonormalization of the Krylov basis states, which can be much more
entangled than the time-evolved state itself. A practical maximum bond dimension
in the matrix-product-state framework requires the truncation of these states, which
introduces additional errors.

In contrast to the global Krylov method, the local Krylov method and the time-
dependent variational-principle algorithmare tailored towards thematrix-product-state
formalism and bear similarities to the density-matrix renormalization-group method.
At their core, working with a mixed-canonical representation of |ψ(t)〉, both methods
time-evolve local matrix-product-state tensors at the center of orthogonality using a
Krylov procedure. In both cases, the global state |ψ(t)〉 is evolved in time by sweeping
through the matrix product state. While the time-dependent variational-principle al-
gorithm enforces that the propagated state lies within the manifold of matrix-product
states with a particular bond dimension, the local Krylov method is based on a decom-
position of the Hamiltonian H into local subspaces. The detailed derivation of both
methods is rather technical and extensively discussed in Ref. [36]. It is worth noting
that there are well-established single-site variants [284, 286] and two-site variants [285]
of the time-dependent variational-principle algorithm.

Finally, we note that in practice, the errors introduced by the methods discussed
above can be well controlled. The simulation of time evolutions is ultimately limited by
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the growth of the entanglement entropy, which can be linear in time for one-dimensional
systems [287].



4Interacting bosonic flux ladders
with a synthetic dimension
In this chapter, we study ground-state phases and quench dynamics in a synthetic flux-
ladder model. Putting the emphasis on model parameters which can be experimentally
realized in an ultracold quantum-gas platform exploiting two internal states of the
potassium isotope 41K as a synthetic dimension, we map out the ground-state phase
diagram using extensive density-matrix renormalization-group simulations. The focus
is on accessible observables such as the chiral current and the leg-population imbalance.
Considering a particle filling of one boson per rung, we report on the existence of a
Mott-insulating Meissner phase as well as biased-ladder phases on top of superfluids
and Mott insulators. Moreover, for suitably chosen initial states, we demonstrate that
quantum quenches can be used to probe the equilibrium properties in the transient
dynamics. Concretely, we consider the instantaneous turning on of rung hopping or leg
hopping in the synthetic flux-ladder model, with different initial particle distributions.
We show that clear signatures of the biased-ladder phase might be observed in the
transient dynamics. Furthermore, the behavior of the chiral current in the transient
dynamics is discussed.

This chapter is organized as follows. In Sec. 4.1, we discuss the envisioned exper-
imental realization of a bosonic flux ladder in the interacting regime. The prospect
of this future experiment motivates our choice of the model parameters. We map out
the corresponding ground-state phase diagram in Sec. 4.2. Quantum quenches in the
synthetic flux-ladder model are discussed in Sec. 4.3. Finally, we summarize our work
on the synthetic flux-ladder model in Sec. 4.4.

4.1 Specifics of the experimental implementation

Using 41K atoms, interacting bosonic flux ladders with a synthetic dimension are envi-
sioned to be realized by the ultracold quantum gases group led by Leticia Tarruell at
ICFO. Here, we touch on the experimental proposal, which justifies our choice of model
parameters and which has been put forward in Ref. [2].

In order to implement the synthetic flux-ladder model, which was introduced in
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Ch. 2 and is recapped here for the sake of completeness,

H � − J
L−2∑
r�0

1∑
l�0

(
a†r,l ar+1,l + H.c.

)
− J⊥

L−1∑
r�0

e−irφ
(
a†r,0ar,1 + H.c.

)

+

1∑
l�0

Ul

2

L−1∑
r�0

nr,l
(
nr,l − 1

)
+ V

L−1∑
r�0

nr,0nr,1 , (4.1)

first, the atoms are trapped and their motion is confined to nearest-neighbor hopping
in an array of parallel and effectively one-dimensional lattices. More specifically, this
array is realized by counter-propagating lattice laser beams, which exhibit a wavelength
λL � 1064 nm, and each of the one-dimensional lattices in the array represents a copy
of the flux-ladder model.

Second, in setups exploiting a synthetic dimension, the legs of the ladder are repre-
sented by different internal states of the atoms. Explicitly, in the envisioned experiment,
the Zeeman sublevels mF � −1 and mF � 0 of the F � 1 hyperfine manifold of the 41K
atoms are identified with the l � 0 leg and the l � 1 leg of the flux-ladder Hamiltonian
introduced in detail in the context of Eq. (2.1) and also given above in Eq. (4.1). A coher-
ent coupling of the spin states via two-photon Raman transitions implements complex
nearest-neighbor rung hopping along the synthetic spin dimension. This is achieved by
additional counter-propagating laser beams which exhibit a wavelength λR � 769 nm.
Most importantly, this naturally leads to effective Peierls phases in the rung gauge, as
described in Sec. 2.1. The overall rung hopping strength J⊥ can be controlled by means
of the intensity of the Raman lasers. In the situation that is most easily realized in the
future experiment, the Raman lasers are aligned in parallel with the longitudinal lattice
lasers. In this setting, the effective magnetic flux per plaquette is given by

φ/(2π) � 1064/769 , (4.2)

defining the magic value of φ considered throughout this chapter.
At this point, we recap that the exploitation of synthetic dimensions for the realiza-

tion of flux ladders was originally proposed by Celi et al. in 2014 [172]. Subsequently,
the first synthetic flux ladders were realized with bosonic 87Rb atoms [139] as well as
with fermionic 173Yb atoms [140] in the noninteracting regime in 2015. So far, imple-
mentations of interacting flux ladders have remained elusive in various platforms due to
the detrimental heating processes accompanying the experimental methods employed
for the emulation of strong magnetic fields [153]. The study of the dynamics of two
repulsively interacting bosons on a real-space flux ladder by Tai et al. [144] represents
noteworthy step towards the many-body case.
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A major objective of the future experiment at ICFO is to access the interacting
regime. For this purpose, the considered setup with a synthetic dimension is partic-
ularly promising because the driving frequency corresponds to the Zeeman splitting
between atomic sublevels, which is several orders of magnitude larger than in other
Floquet-based schemes, and, therefore, one expects negligible heating due to the cou-
pling to the atomic motion. In ultracold quantum gases, interparticle interactions are
typically described by their scattering lengths. For the considered internal atomic states,
the (mF � −1)–(mF � −1) collisions exhibit very similar and positive scattering lengths
as the (mF � 0)–(mF � 0) collisions, which practically realizes symmetric on-site in-
teractions U0 � U1 in the flux-ladder model introduced in Eq. (2.1). Moreover, the
interparticle-interaction-to-hopping ratio U/J can be adjusted by controlling the longi-
tudinal lattice depth. Also, the scattering length of the (mF � 0)–(mF � 1) collisions can
in principle be controlled by varying an external magnetic field and exploiting a Fes-
hbach resonance [98, 288, 289]. However, the first experimental effort will most likely
concentrate on the large external magnetic field limit, where the two-photon Raman
transitions are insensitive to magnetic field fluctuations. In this limit, the scattering
lengths of all three types of collisions, (mF � −1)–(mF � −1), (mF � 0)–(mF � 0), and
(mF � −1)–(mF � 0), are essentially the same, which corresponds to the case of SU(2)
symmetric rungwise interactions,

U � U0 � U1 � V , (4.3)

that we will focus on in this chapter. It is stressed that for the case of SU(2) symmet-
ric interactions and the specific value of the magnetic flux given in Eq. (4.2), the large
parameter regime spanned by U/J ∈ [2.5, 20] and J⊥/J ∈ [0.2, 30], which is considered
in the numerical simulations presented in this chapter, is expected to be within experi-
mental reach. Throughout this chapter, in all simulations we consider a particle filling
of one boson per rung, ν � N/(2L) � 1/2. This situation might be realized by starting
with a Mott-insulating state occupying a single leg of the ladder with one particle per
lattice site, that is, a single spin state, vanishing rung hopping J⊥ � 0, and negligible
leg hopping J. Subsequent turning on of the coupling between the two spin states, or
rung hopping J⊥, initializes the flux ladder with one particle per rung. This preparation
scheme allows to realize the initial states considered in the quench protocols discussed
in Sec. 4.3.

Accessible observables in the proposed setup include the leg-population imbalance,
leg-resolved momentum-distribution functions, and the chiral current. Specifically, the
occupation of the individual legs, N0 and N1, can be determined using Stern-Gerlach
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separation because the legs correspond to different spin states. Here, we recap that a
finite leg-population imbalance ∆l � |N0 − N1 | /(N0 − N1), as introduced in the context
of Eq. (2.21), is the key feature of the biased-ladder phase. Similarly, Stern-Gerlach
separation during time-of-flight expansion allows for the measurements of leg-resolved
momentum-distribution functions and chiral currents, which were discussed in detail
Sec. 2.1.2 [139, 140, 172].

Finally, concerning our numerical work on the synthetic flux-ladder model, we note
the ground-state phase diagrams of very similar models have been discussed in de-
tail and mapped out to a large extent within previous studies [194–205]. However,
exploring the exact parameter regimes that could be accessed in future experiments,
including the impact of rungwise interactions, which are typically present in synthetic
dimension implementations, investigating the role of finite energy densities and tem-
peratures [183, 192, 204, 206] on the ground-state phase diagrams [186], and developing
optimal state-preparation schemes [207] and detection protocols [174, 208–212], which
might be based on the dynamics induced by feasible quantum quenches, remain impor-
tant open questions, which are partially addressed in this chapter.

4.2 Zero-temperature phase diagram

In the following, we map out the ground-state phase diagram of the synthetic flux-
laddermodel at particle filling one-half, ν � N/(2L) � 1/2, considering SU(2) symmetric
rungwise interactions, U0 � U1 � V � U. We report on a superfluid as well as a Mott-
insulating biased-ladder phase and a Mott-insulating Meissner phase.

Overview

Let us start with Fig. 4.1, which shows the phase diagram as a function of the inter-
leg hopping strength J⊥ and the interaction strength U. Within the parameter region
spanned by U/J ∈ [2, 8] and J⊥/J ∈ [0.2, 0.7], extensive density-matrix renormalization-
group simulations clearly reveal three kinds of phases: (i) The ground states in the
Mott-insulating Meissner phase exhibit uniform particle-density profiles and uniform
local current patterns with an effective unit cell comprising one plaquette of the ladder.
Moreover, as shown in Fig. 4.2(d), the central charge c � 0 of the Mott-insulating Meiss-
ner phase can be well reproduced from the entanglement entropy in the ground state.
(ii) The Mott-insulating biased-ladder phase has a central charge of c � 0, and, most
importantly, it features a finite leg-population imbalance, ∆l > 0. (iii) The superfluid
biased-ladder phase exhibits a finite leg-population imbalance and a central charge
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Figure 4.1: Ground-state phase diagram with superfluid biased-ladder (BLP-
SF), Mott-insulating biased-ladder (BLP-MI), and Mott-insulating Meissner (M-
MI) phases. Considering a particle filling ν � 1/2, SU(2) symmetric interactions
U0 � U1 � V � U, and a magnetic flux φ/(2π) � 1064/769. (a) Dark gray shading
indicates the BLP-SF. Light gray shading indicates the BLP-MI. Bright regions indicate
theM-MI. Actual ground states have been computed for the values of J⊥ andU indicated
by the red dots, considering ladders with L � 40, 60, and 80 rungs. Note that for nonin-
teracting bosons (U � 0), the critical value of J⊥ corresponding to the vortex-to-Meissner
transition is given by Jc

⊥/J � 4.88 [64, 196]. The panels (b) and (c) show local density
profiles and current patterns in the M-MI (J⊥/J � 0.6, U/J � 6) and BLP-SF (J⊥/J � 0.3,
U/J � 2.5), respectively. The size of the dots and the background shading indicate the
local particle density. The red arrows show the local current patterns. The data shown
in (b) and (c) are for the six most central rungs of a ladder comprising a total number of
L � 80 rungs.

c � 1, which can also be reproduced from the numerical data. Note that local particle
currents and particle-density profiles in the Mott-insulating Meissner phase and in the
superfluid biased-ladder phase are exemplified in Fig. 4.1(b) and Fig. 4.1(c), respectively.

Charge gap and entanglement entropy

For the purpose of distinguishing between the Mott-insulating and the superfluid
phases, we analyze the charge gap

∆µ � εN+1 + εN−1 − 2εN . (4.4)

Here, εN denotes the ground-state energy of a setup with N particles and particle
filling ν � N/(2L). A vanishing charge gap, ∆µ � 0, indicates a superfluid phase,
while a finite charge gap in the thermodynamic limit, limL→∞ ∆µ > 0, reveals a Mott
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insulator. It is worth noting that the limit value limL→∞ ∆µ is estimated by means of a
linear extrapolation of finite-size data in 1/L. Concretely, for this purpose, we consider
ladders with L � 40, 60, and 80 rungs.

We emphasize that the presence of rungwise interactions, V > 0, generally enhances
the stability of the biased-ladder phase. Interestingly, it has been shown in Refs. [290,
291] that a finite leg-population imbalance, ∆l > 0, can be found even in the absence
of a magnetic field, if the strength of the rungwise interactions exceeds the site-local
interaction strength. However, one does not expect this — and we have not found any
evidence — for a finite population imbalance at zero flux and close-to SU(2) symmetric
interactions.

Figure 4.2 provides details about the ground-state phases shown in Fig. 4.1. Specif-
ically, Fig. 4.2(a), Fig. 4.2(b), and Fig. 4.2(c) show the particle number N in the grand-
canonical ground state as a function of the chemical potential µ forU/J � 2.5, U/J � 4.5,
and U/J � 7, respectively, considering J⊥/J � 0.3. Note that these parameters are also
considered in Fig. 4.1. The plateaus at N � L in the N versus µ curves shown in
Fig. 4.2(b) and Fig. 4.2(c) are indicative for the Mott-insulating phases. Figure 4.2(d)
shows the entanglement entropy S(r) as obtained for bipartitions corresponding to cuts
between rung (r − 1) and rung r, for different interaction strengths U/J � 2.5 (biased-
ladder superfluid, c � 1), U/J � 4.5 (biased-ladder Mott-insulator, c � 0), and U/J � 7
(Mott-insulating Meissner phase, c � 0), considering a particle filling ν � 1/2. In this
connection, we note that the ground-state entanglement entropy is predicted to scale
as [231, 292]

S(r) � c
6 log

(
L
π

sin
(πr

L

))
+ g , (4.5)

with c being the central charge and g a nonuniversal constant. The red line in Fig. 4.2 is
obtained by least-square fitting the offset g in the expression above to theU/J � 2.5data,
considering a central charge c � 1, which is expected for the superfluid biased-ladder
phase and shows excellent agreement with the numerical results.

Momentum-distribution functions

In Fig. 4.3, we exemplify leg-resolved (l � 0, 1) momentum-distribution functions n l(k),
as defined in Eq. (2.11), in the biased-ladder superfluid phase and in theMott-insulating
Meissner phase. Figure 4.3(a) and Fig. 4.3(b) show n1(k) and n0(k) in the superfluid
biased-ladder phase, for J⊥ � 0.3J and U � 2.5J. Note that for the considered param-
eters, the particle numbers in the two legs, N0 and N1, as well as the maximum values
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Figure 4.2: Mott plateaus and entanglement spectra. Particle number N in the
grand-canonical ground state versus chemical potential µ and entanglement spectra, for
J⊥/J � 0.3, different values ofU0 � U1 � V � U, and amagnetic fluxφ/(2π) � 1064/769.
The interaction strength U/J � 2.5 corresponds to the superfluid biased-ladder phase
(BLP-SF), U/J � 4.5 corresponds to the Mott-insulating biased-ladder phase (BLP-MI),
and U/J � 7 corresponds to the Mott-insulating Meissner phase (M-MI). (a) N versus
µ, U/J � 2.5, BLP-SF. Note that data corresponding to ladders with L � 40, 60, and
80 rungs are on top of each other. (b) U/J � 4.5, BLP-MI. (c) U/J � 7, M-MI. The
plateaus in (b) and (c) indicate the appearance of Mott-insulators at filling ν � 1/2; see
also Fig. 4.1. (d) Entanglement entropy S(r) obtained for bipartitions corresponding to
cuts between rung (r − 1) and rung r for U/J � 2.5 (BLP-SF, c � 1), U/J � 4.5 (BLP-MI,
c � 0), and U/J � 7 (M-MI, c � 1); considering a particle filling ν � 1/2. The red line is
obtained by fitting the offset parameter g in Eq. (4.5) to the U/J � 2.5 data, considering
c � 1.

of n0(k) and n1(k) differ by two orders of magnitude. Also, n1(k) is sharply peaked
around zero quasimomentum. Figure 4.3(c) focuses on the Mott-insulating Meissner
phase and shows n l(k) as obtained for J⊥/J � 0.6 and U/J � 6. Note that in theMeissner
phase, the leg-resolved momentum-distribution functions fulfill the symmetry relation
n0(k) � n1(−k). Moreover, both momentum-distribution functions, n0(k) and n1(k),
exhibit peaks in the immediate proximity to k � 0. Note that the current patterns and
density profiles for the parameters considered in Fig. 4.3 are presented in Fig. 4.1(b) and
Fig. 4.1(c).

Tuning the rung hopping strength

Next, we concentrate on a horizontal cut through the phase diagram introduced in
Fig. 4.1 at U/J � 4.5 and elucidate the biased-ladder-Mott-insulator-to-Mott-insulating
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Figure 4.3: Leg-resolved momentum-distribution functions. Considering a particle
filling ν � 1/2, amagnetic flux φ/(2π) � 1064/769, and L � 80 rungs. The panels (a) and
(b) show leg-resolved momentum-distribution functions n l(k) for the l � 0 and l � 1
leg, respectively, considering J⊥/J � 0.3 and U � U0 � U1 � V � 2.5J, corresponding
to the biased-ladder superfluid phase. (c) J⊥/J � 0.6 and U � U0 � U1 � V � 6J,
Mott-insulating Meissner phase. Note that in the Meissner phase one finds n0(k) �
n1(−k), which does not apply to the biased-ladder phase. The current patterns and
density profiles for the parameters considered in this figure are shown in Fig. 4.1(b) and
Fig. 4.1(c).

Meissnerphase transition inFig. 4.4. Figure 4.4(a) shows theground-state leg-population
imbalance ∆l as a function of J⊥ for systems with L � 40, 60, and 80 rungs. The differ-
ence between the L � 60 and L � 80 data is almost negligible on the scale of the figure
and the abrupt change of ∆l clearly reveals the locus of the phase transition, which
is also indicated by the vertical gray line. The half-cut entanglement entropy S(L/2),
which corresponds to a bipartition between the two most central rungs of the ladder,
indicates the biased-ladder to Meissner phase transition; see Fig. 4.4(b). It is recapped
that the chiral current jc measures the global particle transport along the legs of the
ladder in opposite directions, as defined in the context of Eq. (2.17). Within the con-
sidered region J⊥/J ∈ [0.2, 0.6], jc increases monotonically with the interleg coupling
strength J⊥, which can also be seen in Fig. 4.4(c). However, a kink in jc marks the point
of the biased-ladder-to-Meissner phase transition, which is evident in the derivative
∂J⊥ jc shown in Fig. 4.4(c).
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Figure 4.4: Biased-ladder Mott insulator (BLP-MI) and Mott-insulating Meissner
phase (M-MI). Considering a particle filling ν � 1/2, SU(2) symmetric interactions
U0 � U1 � V � 4.5J, and a magnetic flux φ/(2π) � 1064/769. (a) Leg-population
imbalance ∆l versus J⊥ for L � 40, 60, and 80 rungs. (b) Entanglement entropy S(L/2)
for a bipartition corresponding to a cut between the twomost central rungs of the ladder.
Note that the legend from panel (a) also applies to panel (b). (c) Chiral current jc and
slope of the chiral current ∂J⊥ jc versus J⊥ for L � 80 rungs.

Tuning the interparticle interaction strength

Figure 4.5 focuses on a vertical cut through the phase diagram presented in Fig. 4.1
at J⊥/J � 0.3. The abrupt change of the population imbalance ∆l when increasing U
above approximately 5J, shown in Fig. 4.5(a), pinpoints the transition from the Mott-
insulating biased-ladder phase to the Mott-insulating Meissner phase. Note that finite-
size effects in the population imbalance for systems with more than L � 60 rungs
are negligible on the scale of the figure. Most interestingly, the system undergoes a
superfluid-to-Mott-insulator transitionwithin the biased-ladder regionwhen increasing
U above approximately 3.2J. This is revealed by the opening of a charge gap ∆µ,
as shown in Fig. 4.5(b). In particular, in Fig. 4.5(b), we plot ∆µ for systems with
L � 40, 60, and 80 rungs (colored lines) aswell as limL→∞ ∆µ (black line), which has been
obtained using a linear extrapolation of the finite-size data in (1/L), as discussed above.
The inset Fig. 4.5(c) shows the extrapolated charge gap limL→∞ ∆µ for U/J ∈ [2, 10].
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Figure 4.5: Biased-ladder superfluid phase (BLP-SF), biased-ladder Mott insula-
tor (BLP-MI), and Mott-insulating Meissner phase (M-MI). Considering a particle
filling ν � 1/2, SU(2) symmetric interactions U � U0 � U1 � V , a rung-hopping
J⊥/J � 0.3, and a magnetic flux φ/(2π) � 1064/769. (a) Leg-population imbalance ∆l
versus U for L � 40, 60, and 80 rungs. The vertical gray lines indicate the estimated
locus of the quantum phase transitions. (b) Charge gap ∆µ versus U. The black solid
line shows the extrapolated value of ∆µ in the thermodynamic limit, limL→∞ ∆µ. The
inset (c) shows the charge gap in the thermodynamic limit for U/J ∈ [2, 10]. (d) Entan-
glement entropy S(L/2) for a bipartition corresponding to a cut between the two most
central rungs of the ladder. Note that the legend from panel (a) also applies to panel (b)
and (d). (e) Chiral current jc and slope of the chiral current ∂U jc versus U for L � 80
rungs.
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The half-cut entanglement entropy S(L/2) shown in Fig. 4.5(d) exhibits a discontinuity
at the transition from the Mott-insulating biased-ladder phase to the Mott-insulating
Meissner phase. Moreover, S(L/2) is independent of the system size L in the Mott-
insulating phases, while it shows a dependence on L in the superfluid biased-ladder
phase [186, 224]. The chiral current jc is shown in Fig. 4.5(e) as a function of U. In
analogy to results presented in Fig. 4.4(c), a maximum in its slope ∂U jc indicates the
biased-ladder to Meissner phase transition. Note that the vertical gray lines show the
estimated points of the quantum-phase transitions.

Effect of an additional trapping potential

In the experimental implementation of the flux-ladder model proposed in Ch. 4.1, the
atoms are captured by a harmonic trapping potential. Hence, in Fig. 4.6 we show
particle-density and leg-current profiles for ground states of the flux-ladder Hamilto-
nian (4.1) in the presence of an additional quadratic potential given by

Vt � µt

1∑
l�0

L−1∑
r�0

(r − (L − 1)/2)2

((L − 1)/2)2
nr,l . (4.6)

Concretely, we consider a ladder with L � 160 rungs, N � 40 bosons, and µt/J � 60.
Due to the effect of the quadratic potential, the particles localize in the center of the
system. For U/J � 6 and J⊥/J � 0.6, one finds a Mott region in the central one-quarter
of the ladder with a homogeneous particle density

〈
nr,l

〉
� 0.5 and homogeneous leg

currents j‖r,l , as can be seen by the triangle symbols in Fig. 4.6(a) and Fig. 4.6(b). It
is worth noting that in the absence of the trapping potential and for a particle filling
ν � 1/2, the considered values of J⊥ and U correspond to the Mott-insulating Meissner
phase. Also, Fig. 4.6(b) shows that the local leg currents in the Mott region are in
accordance with the leg currents observed in the absence of a trapping potential for
ν � 1/2, which are indicated by the dashed lines. For U/J � 2.5 and J⊥/J � 0.3, one
observes a finite population imbalance in the center of the system, where the particles
accumulate, see Fig. 4.6(c). This is in accordance with the superfluid biased-ladder
phase, which is found for the considered values of J⊥ and U in the absence of a trapping
potential and for a particle filling ν � 1/2. Figure 4.6(d) shows that for U/J � 2.5 and
J⊥/J � 0.3, one finds symmetric Meissner-like leg currents in the center of the system.
The leg currents observed in the superfluid biased-ladder ground state at ν � 1/2 and
in the absence of a trapping potential are indicated by the dashed lines and shown for
comparison. We conclude that the relevant ground-state phases can be observed in the
presence of a strong trapping potential.
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Figure 4.6: Effect of a quadratic trapping potential. The figure shows ground-state
particle-density profiles

〈
nr,l

〉
[(a), (c)] and local leg currents j‖r,l [(b), (d)] in the central

one-half of the ladder. We consider a harmonic trapping potential as given in Eq. (4.6)
with µt/J � 60, L � 160, N � 40 bosons, and U � U0 � U1 � V . (a) and (b) are
for U/J � 6 and J⊥/J � 0.6, which corresponds to the Mott-insulating Meissner phase
(M-MI) in the absence of the trapping potential and for a particle filling ν � 1/2; see
Fig. 4.1. (c) and (d) are for U/J � 2.5 and J⊥/J � 0.3, corresponding to the superfluid
biased-ladder phase (BLP-SF). In all panels, the green upper triangles and the red lower
triangles are for the l � 0 leg and the l � 1 leg, respectively. The dashed orange (l � 0)
and gray (l � 1) lines show results in the absence of the harmonic potential and for a
particle filling ν � 1/2. Note that in panel (a), the data for l � 0 and l � 1 are on top of
each other.
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Numerical approach

Here, we briefly comment on the numerical simulations which were employed in order
to obtain the results presented in Sec. 4.2, acknowledging that they were performed
using the SyTen toolkit [245, 249].

For all of the results presented in Sec. 4.2, the U(1) symmetry associated with the
particle-number conservation of the flux-ladder Hamiltonian (2.1) was exploited on
the level of the matrix-product states. In particular, for the calculation of ground
states, we employed the single-site variant of the density-matrix renormalization-group
method [32, 34, 35], using subspace expansion [250]. Convergence of the variationally
optimized states was ensured by comparing energy expectation values 〈H〉, variances
〈H2〉 − 〈H〉2, as well as all relevant observables, for different values of the site-local
bosonic cutoff and for different bond dimensions up to typically 3000. It is worth noting
that for the Hamiltonian model parameters considered in Sec. 4.2, a truncation at at
most six bosons per lattice site is sufficient.

4.3 Quench dynamics

Preparing the flux-ladder system close to its ground state experimentally can be no-
toriously difficult. Therefore, it is highly desirable to develop practical schemes to
explore the various phases existing in the interacting flux-ladder model [186]. This is
underlined by recent experimental advances in noninteracting ladders, where elaborate
loading procedures enabled the observation of chiral edge states [139, 140] and the
estimation of Chern numbers [149, 174].

Here, we present feasible quench protocolswhichmight allowone to probe the chiral
current in the interacting Meissner phase and to detect signatures of an underlying
biased-ladder phase in the transient dynamics of the leg-population imbalance. In
Sec. 4.3.1, our focus is on the chiral current in the Meissner phase. There, we study the
instantaneous turning on of leg hopping in the synthetic flux-laddermodel, considering
a rung-localized initial state, which is here denoted by |R〉. Explicitly, for a vanishing
leg hopping, J � 0, |R〉 is the one-particle-per-rung ground state of the Hamiltonian H
introduced in Eq. (2.1). It is sketched in Fig. 4.7 and given by

|R〉 � 1
2L/2

L−1∏
r�0

(
e−irφ/2a†r,0 + e irφ/2a†r,1

)
|vac〉 , (4.7)

where |vac〉 denotes the vacuum state with zero particles, N � 0. In Sec. 4.3.2, we
concentrate on the leg-population imbalance and investigate the instantaneous turning
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|R〉 |L〉

Figure 4.7: Sketch of the initial states considered in quantum quenches. |R〉 repre-
sents the one-particle-per-rung ground state of the ladder Hamiltonian H, introduced
in Eq. (2.1), for vanishing leg hopping, J � 0. Note that each rung is occupied by exactly
one particle. |L〉 represents the L-particles-on-one-leg ground state of H for vanishing
rung hopping, J⊥ � 0.

on of interleg hopping considering a leg-localized initial state |L〉. Here, |L〉 represents
the L-particles-on-one-leg ground state of H, as obtained for vanishing interleg hopping,
J⊥ � 0. We stress that both initial states are experimentally accessible and the considered
quench schemes are realistic in current quantum-gas platforms, as discussed in Sec. 4.1.

4.3.1 Probing the chiral current

Let us start with the presentation of quench results in the presence of site-local interac-
tions but without rungwise interactions, U0 � U1 � U and V � 0. Figure 4.8(a) shows
the transient dynamics in the chiral current jc , which are induced by the instantaneous
turning on of leg hopping in the rung-localized initial state |R〉. Explicitly, time evo-
lutions of jc are shown for hard-core bosons (HCB), considering J⊥/J � 4, 3, 2, as well
as for finite interaction strengths, U/J � 20 and U/J � 10, considering J⊥/J � 4. For
the purpose of a clear presentation, the data corresponding to different values of U and
J⊥ are vertically offset by m × 0.25, with m � 0, 1, 2, 3, 4. In order to neglect boundary
effects, jc is computed in the central one-third of the ladder. A comparison of the L � 61
data (solid colored lines) and the L � 41 data (black dotted lines) reveals that finite-size
effects are negligible within the considered time interval t J ∈ [0, 10]. Most interestingly,
Fig. 4.8(a) shows that after the instantaneous turning on of leg hopping, jc oscillates
around a finite value. The colored filled symbols represent the time averages of jc ,
which are computed in the interval t J ∈ [4, 10]. Remarkably, for strong interactions,
theses time averages exhibit a very similar dependence on the model parameters as jc

in the ground state of the post-quench Hamiltonian, which is indicated by the black
empty symbols. Figure 4.8(b) gives an overview of the J⊥-dependence of the chiral



4.3. Quench dynamics 63

0 2 4 6 8 10

t J

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

j c
/J

HCB; J⊥/J = 4

HCB; J⊥/J = 3

HCB; J⊥/J = 2

U /J = 20; J⊥/J = 4

U /J = 10; J⊥/J = 4

L = 41

0.0

0.2

0.4

0.6

j c
/J

2 3 4
J⊥/J

0.0

0.1

0.2

∆
ϵ
/(L

J)

U /J = 10

U /J = 20

HCB

U /J = 10

U /J = 20

HCB

(a)

(b)

(c)

Figure 4.8: Transient dynamics in the chiral current and quench energy after the
instantaneous turning on of leg hopping. Considering the initial state |R〉 (introduced
in the context of Fig. 4.7), symmetric on-site interactions U0 � U1 � U, vanishing
rungwise interactions V � 0, L � 61 rungs, and a magnetic flux φ/(2π) � 1064/769. (a)
Chiral current jc versus time after quench t. HCB refers to hard-core bosons and the
data corresponding to different parameters (J⊥ and U) are vertically offset by 0.25, 0.5,
0.75, and 1, for the purpose of a clear presentation. The black dotted lines are for L � 41
rungs, showing the negligible role of finite-size effects. In order to neglect boundary
effects, jc is computed in the central one-third of the ladder. Colored filled symbols
show the time-averaged value of jc for t J ∈ [4, 10]. Black empty symbols show jc in
the ground state of the post-quench Hamiltonian. (b) Overview of the J⊥-dependence
of jc in the ground state of the post-quench Hamiltonian (colored solid lines). Colored
symbols depict the time-averaged values of jc , which are also shown in (a). (c) Quench
energy ∆ε versus J⊥.

current jc in the ground state for U/J � 10, 20 and hard-core bosons, including the
time averages from Fig. 4.8(a). For U/J � 10, U/J � 20, and for hard-core bosons,
the vortex-to-Meissner transition appears for values of J⊥/J < 2 [184]. Thus, all of the
parameters considered in Fig. 4.8 correspond to the Meissner phase.

The quench energy∆εmeasures the difference between the energy in the flux ladder
after turning on the hopping elements and the ground-state energy of the post-quench
Hamiltonian H introduced in Eq. (2.1). Explicitly, it is given by

∆ε � 〈ψ |H |ψ〉 − ε , (4.8)
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where ε is the ground-state energy and |ψ〉 � |R〉 , |L〉 is the considered initial state.
Figure 4.8(c) elucidates that ∆ε decreases with increasing interaction strength and in-
creasing interleg coupling strength J⊥. This is in accordance with our observation that
the quench protocol discussed here reproduces the chiral current in the ground state
especially well in the strongly-interacting and large-J⊥ regime, which is deep in the
Meissner phase. Lastly, we note that even though the case of vanishing rungwise inter-
actions (V � 0) is not particularly relevant in synthetic dimension implementations, it
is still of general interest as it represents a variant of the flux-ladder model which has
been extensively studied in previous works; see, for instance, Refs. [179, 184, 186].

Next, we concentrate on SU(2) symmetric interactions, which are especially relevant
in ladders realized bymeans of a synthetic dimension, such as the 41K system discussed
in Sec. 4.1. In Fig. 4.9, we consider the instantaneous turning on of leg hopping for U0 �

U1 � V � 8J in a system with L � 61 rungs and for model parameters corresponding
to the Meissner phase. Figure 4.9(a) shows the transient dynamics in the chiral current
jc , which are computed in the central one-third of the ladder, for different values of
the interleg coupling strength J⊥/J � 3, 6, 12, 30 (solid colored lines). In analogy to
Fig. 4.8, it can be seen that after an initial transient regime up to time t J ≈ 3, jc oscillates
around a finite value. Moreover, the black dashed lines, which are for L � 41 and
on top of the L � 61 results, suggest a negligible influence of boundary effects for
t J ∈ [0, 6]. We emphasize that the time-averaged values of jc in the interval t J ∈ [3, 6]
provide a good estimate for the chiral current in the ground state of the post-quench
Hamiltonian, capturing the J⊥-dependence of the latter. This is also shown in Fig. 4.9(b)
for various values of J⊥/J ∈ [3, 30], where the solid black line corresponds to the
ground state and the gray symbols depict the time averages. Note that time-averaged
chiral currents for which the transient dynamics are shown in Fig. 4.9(a) are highlighted
by the corresponding colors in Fig. 4.9(b). Additionally, Fig. 4.9(c) reveals that the
quench energy ∆ε decreases with increasing J⊥, suggesting that the quench protocol is
especially useful in the regime of strongly coupled legs, which is deep in the Meissner
phase. Finally, we conclude that after the instantaneous turning on of leg hopping in
the Meissner phase, the chiral current in the short-time dynamics exhibits a similar
dependence on J⊥ as the chiral current in the corresponding ground state.

4.3.2 Signatures of the biased-ladder phase

In Fig. 4.10, we focus on the instantaneous turning on of rung hopping in the leg-
localized initial state |L〉. It is shown that signatures of an underlying biased-ladder
phase of the post-quench Hamiltonian can be observed in the transient dynamics of
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Figure 4.9: Transient dynamics in the chiral current and quench energy for SU(2)
symmetric interparticle interactions. Considering the instantaneous turning on of leg
hopping in the initial state |R〉 (introduced in the context of Fig. 4.7), for various values
of the interleg hopping strengthJ⊥, SU(2) symmetric interactions U0 � U1 � V � 8J,
L � 61 rungs, and a magnetic flux φ/(2π) � 1064/769. (a) Chiral current jc versus
time after quench t for J⊥/J � 3, 6, 12, 30. The black dotted lines are for L � 41 rungs,
showing the negligible role of finite-size effects. (b) The black solid line depicts jc
versus J⊥ in the ground state of the post-quench Hamiltonian. Gray symbols indicate
the time-averaged values of jc considering the time interval t J ∈ [5, 10]. Note that the
values of jc for which the transient dynamics are shown in panel (a) are highlighted by
the corresponding colors. The inset (c) shows the quench energy ∆ε versus J⊥. In order
to neglect boundary effects, jc is computed in the central one-third of the ladder.

the density imbalance between the legs of the ladder. Here, the considered model
parameters are U0 � U1 � V � 3.5J and J⊥/J ∈ [0.3, 0.7]. We stress that for J⊥/J < 0.5,
the ground state of the post-quench Hamiltonian is in the biased-ladder phase, while
J⊥/J > 0.5 corresponds to the Meissner phase; see Fig. 4.1 for the corresponding phase
diagram. Figure 4.10(a) shows the average particle number N0/L in the l � 0 leg
versus the time after the quench t. Most interestingly, for parameters which clearly
correspond to the biased-ladder phase, namely J⊥/J � 0.3, J⊥/J � 0.35, and J⊥/J � 0.4,
a very stable density imbalance is maintained throughout the considered time interval
t J ∈ [0, 40]. On the other hand, for the parameters corresponding to theMeissner phase,
J⊥/J � 0.60, J⊥/J � 0.65, and J⊥/J � 0.70, N0 quickly starts to decay and to oscillate
around L/2, which corresponds to a vanishing leg-population imbalance characteristic
of the Meissner phase. For values of J⊥ which are in the immediate proximity to
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Figure 4.10: Transient dynamics in the leg-population imbalance after the instanta-
neous turning on of interleg hopping. Considering the initial state |L〉 (introduced in
the context of Fig. 4.7), SU(2) symmetric interactions U0 � U1 � V � 3.5J, L � 61, and
J⊥/J ∈ [0.3, 0.7]. (a) Particle number N0/L in the l � 0 leg versus time after quench t.
The gray dashed line indicates a vanishing leg-population imbalance, corresponding to
N0/L � 0.5 (note that there is a total number of N � L particles). For values of J⊥ that
show oscillations of N0 in t J ∈ [0, 40], left and right triangles indicate the time intervals
for which the time-averaged data (diamonds) shown in (b) are computed. Concerning
parameters, for which N0 does not show clear oscillations in the considered time in-
terval, we consider the values attained at t J � 40 (filled and empty circles). (b) N0/L
versus J⊥ in the ground state of the post-quenchHamiltonian (black line), indicating the
biased-ladder phase (BLP) and the Meissner phase. Symbols depict the time-averaged
values of N0 (diamonds) or N0 at t J � 40 (filled and empty circles).

the biased-ladder-to-Meissner phase transition, namely J⊥/J � 0.45, J⊥/J � 0.5, and
J⊥/J � 0.55, N0 does not exhibit decaying oscillations in the considered time interval
t J ∈ [0, 40] but suggests a possible decay towards L/2 on an intermediate time scale.
Figure 4.10(b) shows N0 in the ground state of the post-quenchHamiltonian (black line),
which unambiguously indicates the biased-ladder phase for J⊥/J < 0.5. The diamond-
shaped symbols depict time-averages of N0, considering intervals as indicated by the left
and right triangles in Fig. 4.10(a). They reveal that for model parameters corresponding
to the Meissner phase, the density imbalance between the legs quickly vanishes after
the turning on of interleg hopping. However, for values of J⊥ corresponding to the
biased-ladder phase, the values of N0 attained at t J � 40, which are indicated by the
filled circles, reveal a finite density imbalance between the legs. Moreover, there is
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a dependence on the interleg hopping strength J⊥ that is in accordance with the one
of the ground state in the post-quench Hamiltonian. Similarly, for values of J⊥ in
the immediate proximity to the biased-ladder-to-Meissner phase transition, the values
of N0 attained at t J � 40 are indicated by the empty circles. We conclude that the
underlying biased-ladder phase leaves signatures in the short-time dynamics following
the instantaneous turning on of interleg hopping in the leg-localized initial state |L〉.

Numerical approach

At this point, we note that the quench dynamics presented in Sec. 4.3 were simulated
using the two-site variant of the time-dependent variational principle algorithm [36,
284], as implemented in the SyTen toolkit [245, 249]. We typically employed bond
dimensions up to 500 and the convergence of all relevant observables was ensured by
increasing the bond dimension and decreasing the size of the time steps independently.
In both quench scenarios, corresponding to the different initial states |R〉 and |L〉, the
conservation of the particle number N � L was enforced on the level of the matrix-
product states during the time-dependent simulations.

4.4 Summary

In Ch. 4, we studied the ground-state phases and quench dynamics in an interacting
synthetic flux-ladder model. The focus was on model parameters and specifics that are
realistic in a 41Ksetupwhich exploits two internal atomic states as a synthetic dimension.
Explicitly, we concentratedon rungwise SU(2) symmetric interactionsU0 � U1 � V � U,
a particle filling of one boson per rung ν � 1/2, and a value of the magnetic flux
φ/(2π) � 1064/769.

Employing extensive density-matrix renormalization-group method simulations,
we mapped out the ground-state phase diagram of the synthetic flux-ladder model as
a function of the interaction strength U and the interleg hopping strength J⊥. For large
values of U and J⊥, the model is typically found to be in a Meissner phase. Moreover,
for intermediate values of U and J⊥, the model hosts biased-ladder phases, which are
typically stabilized by the presence of rungwise interactions and can exist on top of
superfluids as well as Mott insulators.

By time evolving matrix-product states, we studied how the chiral current jc and
the leg-population imbalance ∆l , which are key observables in the Meissner phase and
in the biased-ladder phase, can be probed in feasible quantum-quench protocols. In
particular, for the Meissner phase, the instantaneous turning on of leg hopping J in
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the rung-localized initial state |R〉 induces a transient chiral current. Interestingly, this
current exhibits a similar dependence on the model parameters as the chiral current
in the ground state of the corresponding post-quench Hamiltonian. We showed that
this protocol is especially promising for large values of the interparticle interaction
strength U and the interleg hopping strength J⊥, which is deep in the Meissner phase.
Concentrating on the leg-population imbalance, we showed that an underlying biased-
ladder phase leaves signatures in the short-time dynamics that are induced by the
instantaneous turning on of the interleg hopping J⊥ in an accessible leg-localized initial
state |L〉.

The results presented in this chapter were originally put forward in Ref. [2] and they
might provide useful guidance to future experimental implementations of flux ladders
exploiting synthetic dimensions.



5Vortex-to-Meissner crossover
at finite temperatures
In this chapter, we study the effect of finite temperatures in flux ladders. Flux ladders
host rich quantum-phase diagrams that have attracted great interest. However, so far,
most of the work on these systems has concentrated on zero-temperature phases while
the corresponding finite-temperature regime remains largely unexplored. The question
if and up to which temperature characteristic features of the zero-temperature phases
persist is relevant in experimental realizations. In this chapter, we concentrate on chiral
currents andmomentum-distribution functions, which are key observables in quantum-
gas experiments. These quantities are computed for strongly interacting bosons as well
as for noninteracting bosons and spinless fermions at zero and finite temperatures.
For the simulation of strongly interacting bosons at finite temperatures we employ the
matrix-product-state based purification approach, which was introduced in Ch. 3.

Specifically, our main results concern the vortex-liquid-to-Meissner crossover of
strongly repulsive bosons. We demonstrate that signatures of the vortex-liquid phase
can still be detected at elevated temperatures from characteristic finite-momentummax-
ima in the momentum-distribution functions, while the vortex-liquid phase leaves
weaker fingerprints in the local rung currents and in the chiral current. In order to
determine the range of temperatures over which these signatures can be observed, we
introduce a suitablemeasure for the contrast of thesemaxima. The results are condensed
into a finite-temperature crossover diagram.

This chapter is organized as follows. In Sec. 5.1, we consider the grand-canonical
statistics of noninteracting bosons. Focusing on momentum-distribution functions,
the presence of clearly detectable characteristics of the vortex phase at finite temper-
atures is examined. In Sec. 5.2, we concentrate on the grand-canonical statistics of
noninteracting spinless fermions and elucidate the differences between the bosonic
and fermionic vortex-to-Meissner transition. Our main results addressing the vortex-
liquid-to-Meissner crossover of canonical andgrand-canonical thermal states of strongly
interacting bosons are presented in Sec. 5.3. Finally, we summarize our work on the
effect of finite temperatures in flux ladders in Sec. 5.4.

69
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Figure 5.1: Chiral current at zero and finite temperatures for noninteracting bosons.
Chiral current jc as a function of the interleg coupling strength J⊥. Considering a
ladder with L � 128 rungs, open boundary conditions, and a magnetic flux φ � π/2.
Data are shown for grand-canonical thermal states corresponding to different inverse
temperatures β J � 2, 4, 6, 8, 12, and 20 (also indicated by the colorbar) and an average
particle filling one-half. The chiral current corresponding to the ground state (g.s.) at
particle filling ν � 1/2 is shown for comparison. The vertical gray line indicates the
critical value of J⊥/J at zero temperature.

5.1 Noninteracting bosons

We recap that the noninteracting bosonic flux-ladder model with periodic boundary
conditions exhibits two degenerate ground states in the vortex phase, corresponding to
finite characteristic momenta k � ±k̃, as discussed in the context of Eq. (2.7) in Sec. 2.1.
At the vortex-to-Meissner transition, this degeneracy is lifted and the system exhibits a
unique ground state corresponding to k � 0 in the Meissner phase.

Chiral current

For flux ladders with periodic boundary conditions, the chiral current jc corresponding
to the unique bosonic ground state in the Meissner phase does not vary with increasing
interleg coupling strength and shows zero fluctuations. This does not apply to the
degenerate ground states found in the vortex phase. Moreover, in the vortex phase,
each of the degenerate ground states exhibits a population imbalance between the legs
of the ladder.

The red dashed line in Fig. 5.1 shows the chiral current jc corresponding to the
ground state of noninteracting bosons in a ladder with L � 128 rungs and open bound-
aries at particle filling one-half, ν � 1/2. Here, we remind that the particle filling ν
denotes the number of particles N divided by 2L, which is the number of lattice sites.
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Figure 5.2: Bosonic momentum-distribution functions at zero and finite tempera-
tures. Integrated leg-gauge momentum-distribution function ñ(k), as defined in the
context of Eq. (2.13), versus interleg coupling strength J⊥. Considering noninteracting
bosons in a ladder with L � 128 rungs, open boundary conditions, and a magnetic
flux φ � π/2. (a) Ground-state (g.s.) momentum-distribution functions at particle fill-
ing ν � 1/2. (b) - (d) Momentum-distribution functions computed in grand-canonical
thermal states at average particle filling one-half and different inverse temperatures (b)
β � 4/J, (c) β � 2/J, and (d) β � 1/J.

The chiral current increases gradually with increasing interleg coupling strength in the
vortex phase and remains constant in the Meissner phase. A kink in the chiral current
reveals the critical interleg coupling strength of the vortex-to-Meissner transition. By
comparison to results obtained for larger system sizes, which are not shown here, we
note that boundary and finite-size effects are negligible on the scale of the figure. Solid
lines show the chiral current in grand-canonical thermal states corresponding to differ-
ent inverse temperatures β J � 2, 4, 6, 8, 12, and 20, considering an average particle
filling of one boson per rung. The kink is quickly washed out and thus there is no clear
signature of the crossover in the finite-temperature chiral currents. We note that the
chiral current can be slightly enhanced due to the effect of finite temperatures in the
vortex phase.

Integrated leg-gauge momentum-distribution functions

Results for the integrated leg-gauge momentum-distribution function ñ(k), as intro-
duced in the context of Eq. (2.13), of noninteracting bosons are shown in Fig. 5.2. Here,
the ground-state vortex-to-Meissner transitionmanifests itself in the transition from two
distinct maxima at finite momenta to a single maximum at zero momentum, as shown
in Fig. 5.2(a). The integrated leg-gauge momentum-distribution function calculated
in grand-canonical thermal states at different temperatures J/4, J/2, and J, which are
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Figure 5.3: Definition of contrast in leg-gauge momentum-distribution functions.
Considering noninteracting bosons, L � 128 rungs, J⊥ � J, and a magnetic flux φ �

π/2, the figure shows grand-canonical integrated leg-gauge momentum-distribution
functions ñ(k) at average particle filling one-half corresponding to inverse temperatures
β � 4/J and β � 2/J. The two characteristic peaks indicating the vortex phase are more
distinctive at lower temperatures. The contrast δ as defined in Eq. (5.1) serves as an
indicator for the vortex phase.

shown in Figs. 5.2(b), 5.2(c), and 5.2(d), respectively, reveal that the typical peaks persist
at finite temperatures. Note that the results for ground states in Fig. 5.2(a) and for the
grand-canonical thermal states in Figs. 5.2(b), 5.2(c), and 5.2(d) are for a fixed particle
filling ν � 1/2 and an average filling of one particle per rung.

Signatures of the vortex phase at finite temperatures

Next, we elucidate the finite-temperature vortex-to-Meissner crossover. Considering
the integrated leg-gauge momentum-distribution function ñ(k) of thermal states, we
specify at which temperatures clear characteristics of the vortex phase can be detected
and where the crossover can be observed. For this purpose, we introduce a measure for
the contrast of finite-momentum maxima in ñ(k) via this definition

δ �
maxk (ñ(k)) − ñ(k � 0)

maxk (ñ(k))
. (5.1)

Thus, on the one hand, values of δ larger than zero indicate that two characteristic peaks
at finitemomenta can be resolved. Hence, δ > 0 is indicative of the vortex phase. On the
other hand, values of δ equal to zero mean that ñ(k) exhibits a single maximum at zero
momentum, and, due to the blurring effect of finite temperatures, it cannot be decided
whether the underlying values of J, J⊥, and φ correspond to the vortex phase or to the
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Figure 5.4: Signatures of the vortex phase of noninteracting bosons at finite temper-
atures. Considering a magnetic flux φ � π/2. (a) Contrast δ as a function of interleg
coupling strength J⊥ and inverse temperature β calculated in grand-canonical thermal
states with an average particle filling of one boson per rung. The solid gray line in-
dicates the position of the zero-temperature vortex-to-Meissner transition occurring at
J⊥/J �

√
2. (b) Illustration of finite-size effects: δ versus β J for ladders with L � 16, 32,

and 128 rungs. Panel (b) is a cut through panel (a) at J⊥/J � 1/2; see the red dashed line
in (a).

Meissner phase. The definition of the contrast δ, Eq. (5.1), is illustrated in Fig. 5.3 using
the abbreviations M � maxk (ñ(k)) − ñ(0) and N � maxk (ñ(k)). There, it is also shown
that the characteristic peaks indicating the vortex phase are more distinctive at lower
temperatures.

Considering grand-canonical thermal states with an average particle filling one-half,
a contour plot of δ as a function of the interleg coupling strength J⊥ and the inverse
temperature β is shown in Fig. 5.4(a). It becomes apparent that the integrated leg-
gauge momentum-distribution functions show clear signatures of the vortex phase at
sufficiently small values of J⊥ . J and up to quite high temperatures β−1 ∼ J. Note that
the zero-temperature transition occurs at J⊥/J �

√
2, as indicated in Fig. 5.4(a) by the

solid gray line. The role of finite-size effects for the contrast δ is studied in Fig. 5.4(b) by
considering a cut through the graph in Fig. 5.4(a) at J⊥/J � 1/2. We note that finite-size
effects of δ are overall small and, for a ladder of length L � 128, the differences to larger
L, which are not shown here, are negligible on the scale of the plot. Furthermore, we
only observe quantitative differences as L varies, yet the overall dependence of δ on β is
the same for all L.

Finally, we comment on another measure for the vortex phases that is often studied
in the literature, namely the vortex density; see, for instance, Refs. [179, 184, 186].
In the study by Piraud et al. [184], the vortex density was extracted from a Fourier
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transformation of the local rung-current patterns. At finite temperatures, however, the
local rung currents are quickly washed out such that this approach cannot be used here.
Rather, one would need to study the decay of rung-current equal-time autocorrelations.
These are not easily accessible in experiments and we therefore do not further study
measures for the vortex density here.

5.2 Noninteracting spinless fermions

In this section, we discuss chiral currents and momentum-distribution functions of
noninteracting spinless fermions.

Chiral currents

Chiral currents corresponding to the ground states of noninteracting spinless fermions
behave fundamentally different from those corresponding to the ground states of non-
interacting bosons. For bosons, the behavior close to the band minima is important,
while for fermions the behavior close to the Fermi energy is relevant. One notable
consequence is that already for U � 0, in the Meissner phase, noninteracting fermions
exhibit a reversal of the direction of the chiral current with increasing filling ν [194, 195].
Fermionic ground-state chiral currents are shown in Fig. 5.5(a) as a function of interleg
coupling strength J⊥ for different particle fillings ν ranging from 1/(2L) to 1/2. For
each filling, a kink of the chiral current clearly reveals the critical value of J⊥ at the
vortex-to-Meissner transition. Figure 5.5(b) concentrates on fermionic chiral currents at
finite temperatures and average filling one-half. For temperatures below approximately
J/10 and values of J⊥/J & 2 or J⊥/J . 1, that is, deep in the Meissner phase or deep in
the vortex phase, respectively, the chiral currents computed in grand-canonical thermal
states coincide with the ones obtained in the fermionic ground state. However, even
for the smallest temperature considered in Fig. 5.5(b), which is J/20, the chiral current
does not exhibit a clear kink at the critical value, J⊥/J �

√
2, of the vortex-to-Meissner

transition. We note that the minima of the chiral current systematically overestimate
the critical value of the interleg coupling strength J⊥ with increasing temperature.

Integrated leg-gauge momentum-distribution functions

Within the Meissner phase, the integrated leg-gauge momentum-distribution functions
corresponding to the ground state of noninteracting spinless fermions at filling ν � 1/2
take a constant value equal to one; see Fig. 5.6(a). Note that white corresponds to an oc-
cupation of one in the color coding of that figure. The constant momentum-distribution
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Figure 5.5: Fermionic chiral currents at zero and finite temperatures. Considering
noninteracting fermions on a ladderwith L � 128 rungs, open boundary conditions, and
a magnetic flux φ � π/2. (a) Zero temperature: the ground-state results for different
particle fillings 1/(2L) ≤ ν ≤ 1/2 reveal a current reversal with increasing ν. Note
that values of ν are indicated by the colorbar. At ν � 1/2, the cusp of the ground-
state chiral current clearly indicates the vortex-to-Meissner transition at J⊥/J �

√
2. (b)

Results for the chiral current jc computed in grand-canonical thermal states for different
inverse temperatures β at average filling one-half. Note that values of β are indicated
by the colorbar. The chiral current corresponding to the ground state (g.s.) at filling
one-half is shown for comparison (red dashed line). The vertical gray line indicates the
zero-temperature critical J⊥/J at particle filling ν � 1/2.

function be readily understood from the overlap of the energetic bands discussed in the
context of Eq. 2.10 and shown in Fig. 2.2(c). In the Meissner phase, the lower band is
energetically well separated from the upper band. Hence, at filling one-half, it is fully
occupied which leads to a constant momentum-distribution function. Note that the
bands shown in Fig. 2.2 and referred to in Eq. (2.10) correspond to the ladder model
with periodic boundary conditions while we show data for open boundary conditions
in the figure. However, for systems with a large number of rungs L, boundary effects
play a minor role and integrated leg-gauge momentum-distribution functions for open
and periodic boundary conditions coincide. On the other hand, in the vortex phase,
the ground-state integrated leg-gauge momentum-distribution function is piecewise
constant and takes on the values zero, one, and two, corresponding to nonoccupied,
singly occupied and doubly occupied momenta; see Fig. 5.6(a). With the onset of finite
temperatures, the sharp features of the fermionic ground-state integrated leg-gauge
momentum-distribution functions blur out and their discreteness is lost. Figures 5.6(b),
5.6(c), and 5.6(d) show integrated leg-gauge momentum-distribution functions com-
puted in grand-canonical thermal states at average filling one-half and at different
temperatures J/4, J/2, and J, respectively. In the case of fermions, finite temperature
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Figure 5.6: Fermionic momentum-distribution functions at zero and finite temper-
atures. Integrated leg-gauge momentum-distribution function ñ(k), as defined in the
context of Eq. (2.13), versus interleg coupling strength J⊥. Considering noninteracting
fermions on a ladderwith L � 128 rungs, openboundary conditions, and amagnetic flux
φ � π/2. (a) Ground-state (g.s.) momentum-distribution functions at filling ν � 1/2. In
the vortex phase, the ground-state momentum-distribution function shows amaximum
value of two at certain momenta due to the occupation of the upper ε− band, as dis-
cussed in the context of Eq. (2.6). On the other hand, in the Meissner phase, the lower
ε+ band is energetically well separated from the upper ε− band, see Fig. 2.2(c). Thus,
at filling ν � 1/2, it is fully occupied. This leads to a constant momentum-distribution
function ñ(k) � 1. The vertical gray line indicates the zero-temperature critical value
ofJ⊥/J. (b) - (d) Momentum-distribution functions computed in grand-canonical ther-
mal states at average filling one-half and different inverse temperatures (b) β � 4/J, (c)
β � 2/J, and (d) β � 1/J.

causes the peak structure characteristic for the vortex phase to extend into the Meissner
region, opposite from the behavior of bosons.

5.3 Hard-core bosons

In this section, we give an account of ourmain results addressing the properties of hard-
core bosons on the flux-ladder system introduced in Eq. (2.1) at finite temperatures. We
emphasize that the hard-core constraint which is considered here applies to the lattice
sites but not to the rungs, meaning that there can be at most one particle per site and at
most two particles per rung. Also, we consider a magnetic flux φ � π/2.

Chiral currents

Let us start with the presentation of our results concerning the chiral current jc . In
the thermodynamic limit, a kink at the maximum value of jc indicates the critical
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Figure 5.7: Chiral currents at zero and finite temperatures in the presence of interac-
tions. Considering hard-core bosons, vanishing rungwise interactions V � 0, a particle
filling ν � 1/2, and a magnetic flux φ � π/2. (a) Chiral currents jc in canonical thermal
states of hard-core bosons with a fixed number of particles as a function of the interleg
coupling strength J⊥. We show results for a ladder with L � 32 rungs and different
inverse temperatures β indicated by the colorbar. The corresponding chiral current in
the ground-state (g.s.) is shown for comparison. (b) Illustration of finite-size effects,
comparing the chiral currents for ladders of length L � 8, 16, 32 (for all temperatures)
and L � 64 (ground states only). For a better visibility, chiral-current data for β � 2/J,
β � 4/J, and the ground states (g.s.) are vertically offset by 0.2, 0.4, and 0.6.

value of the interleg coupling strength J⊥ of the ground-state vortex-liquid-to-Meissner
transition. By further increasing J⊥ in the Meissner phase, jc is expected to decay to
zero as jc ∝ 1/J⊥ [184].

Figure 5.7(a) shows the chiral current in the ground state of a ladder with L � 32
rungs as a function of the interleg coupling strength J⊥ for a particle filling ν � 1/2; see
the red dashed line. For this value of L, the kink of the chiral current clearly reveals
the location of the ground-state vortex-liquid-to-Meissner transition in the proximity
to J⊥/J � 1. The solid colored lines in Fig. 5.7(a) show chiral currents corresponding
to canonical thermal states of different temperatures ranging from 0.25J to 2.5J for a
particle filling ν � 1/2. Note that inverse temperatures β are indicated by the colorbar.
For values of J⊥ approximately greater than 1.5J, which is deep in the Meissner phase,
and for temperatures below around J/3, which is deep in the vortex-liquid phase, the
chiral currents corresponding to the canonical thermal states overlap with the ones
corresponding to the ground state. Also, for sufficiently low temperatures, the finite-
temperature currents show clear maxima. However, the positions of these maxima tend
to systematically overestimate the critical value of J⊥ with increasing temperatures.
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Figure 5.8: Comparisonof chiral currents in the canonical ensemble and in the grand-
canonical ensemble. Considering hard-core bosons, vanishing rungwise interactions
V � 0, and a magnetic flux φ � π/2. Chiral currents are computed in the canonical
thermal states (solid colored lines) with a fixed particle filling ν � 1/2 and grand-
canonical thermal states (black dashed lines) with an average particle filling one-half.
We show data for ladders with (a) L � 32, (b) L � 16, (c) L � 8, and (d) L � 4 rungs. In
each panel, the lines correspond to inverse temperatures β � 1/J, β � 2/J and β � 3/J
(bottom to top).

Figure 5.7(b) elucidates the role of finite-size effects. The chiral currents computed
in canonical thermal states with inverse temperatures β � 1/J, β � 2/J, β � 4/J at a
particle filling ν � 1/2, as well as in the corresponding ground state, are shown for
ladders with L � 8, L � 16, L � 32 and L � 64 (the latter for the ground state only). At
zero temperature and in the Meissner phase, the chiral currents for the L � 64 system
are slightly more pronounced than those for the L � 32 system. However, as can be
seen in Fig. 5.7(b), finite-size effects of the chiral currents play a minor quantitative role,
in particular at finite temperatures, where there are only small differences between the
L � 32 and L � 16 data for the selected values of β.

In Fig. 5.8, we show that, for small ladder systems, chiral currents corresponding
to canonical setups with a fixed particle filling ν � 1/2 quantitatively differ from those
corresponding to grand-canonical setups with an average particle filling one-half. On
the other hand, for large systems, canonical and grand-canonical setups are expected to
feature the same characteristics and the respective chiral currents should coincide. It can
be seen in Fig. 5.8(a) that for a ladder with L � 32 rungs and considered temperatures
J, J/2 as well as J/3, canonical (solid colored lines) and grand-canonical chiral currents
(dashed black lines) overlap on the scale of the figure. For small systems (L � 4, L � 8),
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Figure 5.9: Momentum-distribution functions of hard-core bosons at zero and finite
temperatures. Considering a fixed particle filling ν � 1/2, vanishing rungwise inter-
actions V � 0, and a magnetic flux φ � π/2. The figure shows integrated leg-gauge
momentum-distribution functions ñ(k) as a function of the interleg coupling strength
J⊥ for a ladder with L � 32 rungs and open boundary conditions. (a) Ground-state (g.s.)
momentum-distribution functions. (b)-(d) Momentum-distribution functions corre-
sponding to canonical thermal states with different inverse temperatures (b) β � 4/J, (c)
β � 2/J, and (d) β � 1/J.

chiral currents computed from the grand-canonical systems are systematically smaller
than those computed in the canonical ensemble. Note that the chiral currents are overall
decreasingwith decreasing system size due to the increased impact of boundary effects.
In the following, we show only results obtained in the canonical ensemble.

Integrated leg-gauge momentum-distribution functions

Next, we consider integrated leg-gauge momentum-distribution functions ñ(k) of hard-
core bosons. In this quantity, the ground-state vortex-liquid-to-Meissner transition
manifests itself in the transition from two distinct maxima at finite momenta to a single
maximum at zero momentum as shown in Fig. 5.9(a). There, we show results for the
integrated leg-gaugemomentum-distribution functions computed in the ground state of
a hard-core boson ladder with L � 32 rungs, for a particle filling ν � 1/2. Figure 5.9(b)
demonstrates that the characteristic ground-state peaks persist in canonical systems
with a finite temperature J/4 and that the two peaks in the vortex-liquid phase can be
clearly resolved. However, as expected, these sharp ground-state features blur out with
increasing temperatures; see Fig. 5.9(c) and Fig. 5.9(d).
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Figure 5.10: Signatures of the vortex-liquid phase of hard-core bosons at finite
temperatures. Considering a ladder with L � 32 rungs, a fixed particle filling ν � 1/2,
vanishing rungwise interactions V � 0, and a magnetic flux φ � π/2. (a) Contour plot
of the contrast δ, as defined in Eq. (5.1), for different values of the interleg coupling
strength J⊥ and the inverse temperature β. The critical value of J⊥/J corresponding to
the vortex-liquid-to-Meissner phase transition at zero temperature [184] is indicated by
a solid gray line. (b) Illustration of finite-size effects: contrast δ versus β J for ladders
with L � 8, 16, and 32 rungs. Panel (b) shows a cut through panel (a) at J⊥/J � 1/2,
which is also indicated by the red dashed line in (a).

Signatures of the vortex-liquid phase at finite temperatures

Here, we concentrate on the measure of contrast introduced in Eq. (5.1) in order to
quantify at which temperatures clear signatures of the vortex-liquid phase can be de-
tected. Considering a canonical half-filled hard-core boson ladder with L � 32 rungs,
Fig. 5.10(a) shows a contour plot of δ as a function of the interleg coupling strength J⊥
and the inverse temperature β. For temperatures below around β−1 . J and sufficiently
small values of J⊥ . 0.8J, one finds δ > 1/10. This means that two different peaks,
and thus a clear signature of the underlying vortex-liquid phase, can be detected. From
Fig. 5.10(a), it also becomes apparent that, in the vortex-liquid regime, the contrast δ
increases with decreasing interleg coupling strength J⊥ and decreasing temperatures
β−1.

Moreover, the results for δ shown in Fig. 5.10(a) do not suffer from significant finite-
size effects as can be seen in Fig. 5.10(b). For the vertical cut at J⊥/J � 1/2 indicated
but the red dashed line in Fig. 5.10(a), Fig. 5.10(b) shows the contrast δ as a function
of inverse temperature β for ladders with L � 8, L � 16, and L � 32 rungs. Note how
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sharply the curves for δ drop to zero as signatures of the two maxima in ñ(k) are fully
blurred out. Thus, the derivative of δ with respect to β would also serve as a good
indicator for the vortex-liquid-to-Meissner phase crossover. A comparison of the L � 32
data from Fig. 5.10(b) and Fig. 5.4(c) reveals that for noninteracting systems a finite
contrast persists at higher temperatures.

Numerical approach

The finite-temperature results were obtained by means of the canonical purification
approach presented in Ch. 3. For the propagation in imaginary time, we employed the
second-order Trotter decomposition, which was discussed in the context of Eq. (3.44).
We note that this method was implemented from scratch at an early stage of the work
on this thesis. The convergence of all relevant observables was ensured by comparing
results obtained for different truncation thresholds at fixed Trotter-step widths and vice
versa.

5.4 Summary

In Ch. 5, we investigated the properties of strongly interacting bosons as well as non-
interacting bosons and noninteracting spinless fermions on a two-leg flux ladder at
zero and finite temperatures. A particular focus was on the most prominent vortex-to-
Meissner quantum-phase transition and the corresponding crossover observed at finite
temperatures. The chiral current and the momentum-distributions function were the
key observables analyzed here. Our main results for strongly interacting bosons were
obtained by means of the matrix-product-state based purification approach introduced
in Ch. 3. This method is applicable to canonical setups with a fixed number of particles
as well as grand-canonical setups.

Specifically, we presented a comparison between chiral currents in the canonical
ensemble and those found in grand-canonical setups. As a result, even for the relatively
small particle numbers typical for quantum gases in optical lattices, the technically sim-
pler grand-canonical simulations give quantitatively reliable results for the observables
of interest. Moreover, we showed that clearly detectable signatures of the underlying
bosonic vortex-liquid phase persist in suitably chosen momentum-distribution func-
tions at finite temperatures. For this, a measure of contrast was introduced in Eq. (5.1)
that is sensitive to the presence of finite-momentum peaks in the integrated leg-gauge
momentum-distribution function.
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Considering the notorious difficulty of cooling a quantum gas to low energy den-
sities [293], we expect our results to provide relevant guidance for future experiments
which are naturally at nonzero temperature but allow control over the particle numbers.
Our results for the contrast can be compared to the resolution of a given experiment and
will thus provide an upper limit for the temperature at which the vortex-liquid phase
is visible in the strongly interacting regime. The methods and results presented here
might also be relevant in characterizing the final state in quantum-quench dynamics
and state-preparation protocols [112, 114, 294].



6Probing the Hall voltage
in synthetic quantum systems
In this chapter, we investigate the Hall response of multileg flux-ladder systems. This
work is also stimulated by recent quantum gas experiments with artificial magnetic
fields. We discuss feasible schemes to extend measurements of the Hall polarization
to a study of the Hall voltage, allowing for direct comparison with solid state systems.
Specifically, for bosonic flux ladders, we report on characteristic zero crossings and
a remarkable robustness of the Hall voltage with respect to interparticle interaction
strengths, particle fillings, and ladder geometries. This robustness is unobservable
in the Hall polarization. Moreover, we investigate the site-resolved Hall response in
spatially inhomogeneous quantum phases.

The realization of artificial gauge fields in ultracold gases opens up an exciting path
for the quantum simulation of interacting particles in the presence of large magnetic
fluxes; see, for instance, Refs. [27–29, 133–151]. In these platforms, theHall-like response
of a particle current constitutes a fingerprint of the presence of an emulated magnetic
field. Pioneering experimentsmeasured the transverse polarization p⊥ in synthetic few-
leg flux ladders after inducing a transient longitudinal current j‖ [136, 139, 140, 149, 151].
This readily gives rise to theHall polarization PH � p⊥/ j‖ . Above and beyond that, there
is the prospect of quantum gases probing the Hall response in the strongly interacting
regime. As theoretical calculations remain challenging therein [213–219], quantum
simulators might help addressing open questions concerning the Hall effect in strongly
correlated quantum phases in solid state systems [295]. Complementarily to recent
efforts in nanodevices [296, 297], they might open a new window to study ballistic
magnetotransport [220, 298].

While quantum gas experiments typically focus on the measurement of the Hall
polarization PH, the central quantity of interest in solid state systems is the Hall voltage
VH or the closely related Hall coefficient RH. For certain cases, such as noninteracting
Chern-insulating states [149], the Hall polarization can be directly related to the Hall
voltage. However, in general, this relation is nontrivial. Thus, it is desirable to gener-
ically access the Hall voltage in quantum gas experiments, paving the way for a direct
comparison with solid state systems.

For finite systems with open boundaries, we show that the Hall voltage as well as
the microscopically resolved Hall polarization can be probed in the transient dynamics
induced by suitable quantum quenches, leading to a complementary characterization

83



84 Chapter 6. Probing the Hall voltage

of the Hall response in the interacting regime. For the paradigmatic example of bosonic
flux ladders, extensive matrix-product-state based simulations and a semiclassical anal-
ysis reveal the characteristic zero crossings and the remarkable robustness of the Hall
voltage in different quantum phases.

The remainder of this chapter is organized as follows. In Sec. 6.1, we introduce the
multileg flux-ladder Hamiltonian which is at the core of our study of the Hall response.
There, we also introduce the key quantities of interest, namely the Hall polarization PH

and the Hall voltage VH. In Sec. 6.2, we present different approaches to the computation
of the Hall voltage. In Sec. 6.3, we discuss our results concerning the Hall voltage in the
interacting regime. There, we also detail on the semiclassical calculations. In Sec. 6.4 we
investigate microscopically resolved features of the Hall response. Moreover, in Sec. 6.5,
we discuss the overall robustness of the Hall voltage. We comment on the numerical
calculations in Sec. 6.6. Finally, our work concerning the Hall response in multileg flux
ladders is summarized in Sec. 6.7. Note that the results presented in this chapter were
originally put forward in Ref. [1].

6.1 The Hall response in few-leg flux ladders

We specify our discussion of the Hall response for the case of synthetic few-leg flux
ladders. They are sketched in Fig. 6.1 and governed by the following Hamiltonian

H � − J
M−1∑
m�0

L−1∑
r�0

(
e iΘm a†r,m ar+1,m +H.c.

)

− J⊥
M−2∑
m�0

L−1∑
r�0

(
a†r,m ar,m+1 +H.c.

)

+
U
2

M−1∑
m�0

L−1∑
r�0

nr,m (nr,m − 1)

+ µ⊥P⊥ , (6.1)

where M denotes the number of legs and L denotes the number of rungs. As in
previous chapters, particle hopping along the legs and rungs is parametrized by J and
J⊥, respectively. Moreover, a magnetic flux φ piercing each plaquette of the ladder and
a current-inducing Aharonov-Bohm flux χ are incorporated in the leg hopping terms
via

Θm � φ

(
m − M − 1

2

)
+ χ/L . (6.2)
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ϕ

χ

Figure 6.1: Sketchof the ring-ladder setupand thedifferentquench schemes. (a) Ring
ladder with periodic boundary conditions. Note that the current-inducing Aharonov-
Bohm flux χ pierces the ring, while the magnetic flux φ pierces each plaquette of the
ladder. (b) Statically tilted ladder with open boundaries. (c) Linear ramp scheme for the
calculation of the Hall voltage VH. For simplicity, the magnetic flux φ is not shown in
(b) and (c). Note that the figure shows two-leg ladders. However, in Sec. 6.5 we consider
systems with up to M � 4 legs.

For M � 2 this corresponds to the leg gauge discussed in Ch. 2. In the case of periodic
boundary conditions, as shown in Fig. 6.1(a), themagnetic flux φ needs to be quantized,
φ � m2π/L, with an even integer m for an even number of bosons. Site-local interactions
are parametrized by the interaction strength U and we recap that nr,m � a†r,m ar,m . Most
importantly, in Eq. (6.1) we explicitly account for a transverse potential µ⊥P⊥ with

P⊥ �

M−1∑
m�0

L−1∑
r�0

(
m − M − 1

2

)
nr,m . (6.3)

This potential plays a crucial role for the definition of the Hall voltage VH.
In the following, for the few-leg flux-ladder Hamiltonian (6.1), we introduce the

transverse polarization p⊥, the longitudinal current j‖ , and the chirality jc(r). The
transverse polarization p⊥ is defined to be an intensive quantity with respect to the
length and width of the ladder and given by means of

p⊥ �
1

ML
〈P⊥〉 , (6.4)

with P⊥ as defined in Eq. (6.3). As discussed in Ch. 2, operators representing local
particle currents can be derived from the continuity equation for the occupation of
local lattice sites, d

dt 〈nr,m〉 � −i 〈[nr,m ,H]〉. Thus, local particle currents j‖r,m and j⊥r,m
representing the particle flow from site (r,m) to site (r +1,m) and from site (r,m) to site
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(r,m + 1), respectively, take the form

j‖r,m � −i Je iΘ(m ,φ,χ) 〈a†r,m ar+1,m
〉
+H.c. , (6.5)

j⊥r,m � −i J⊥
〈
a†r,m ar,m+1

〉
+H.c. . (6.6)

The longitudinal current j‖ measures the unidirectional particle transport in the (ring)
ladder, while the chirality jc(r) accounts for the rung-local current along the outer legs
in opposite directions. They are defined by means of

j‖ �
1

ML

M−1∑
m�0

L−1∑
r�0

j‖r,m , jc(r) �
1
2

r∑
r′�r−1

(
j‖r′,0 − j‖r′,M−1

)
. (6.7)

We emphasize that the polarization p⊥ aswell as the longitudinal current j‖ are intensive
quantities with respect to the number of lattice sites. It is worth noting that the chirality
jc(r) can be understood as a rung-resolved variant of the chiral current jc , which was
introduced in Ch. 2.

Hall polarization and Hall voltage

On the onehand, in ring-ladder systemswith periodic boundary conditions, as shown in
Fig. 6.1(a), the theoretically appealing definition of a reactive ground-stateHall response
is based on a current-inducing Aharonov-Bohm flux χ piercing the ring [213, 214, 219,
220]. In general, a finite value of χ induces a longitudinal current j‖ and a transverse
polarization p⊥. This readily gives rise to the Hall polarization PH, which is defined in
for a vanishing transverse potential µ⊥ � 0,

PH � p⊥/ j‖ . (6.8)

On the other hand, the induced polarization p⊥ might be compensated by means of the
transverse potential µ⊥P⊥ in the Hamiltonian (6.1), enabling the definition of the Hall
voltageVH. Generalizing an idea by Prelovšek et al. [213], inwhich aHall coefficientwas
determined in the limit of a vanishing magnetic flux, φ→ 0, the Hall voltage VH is here
defined for finite values of the magnetic flux φ by the requirement that the transverse
polarization p⊥ vanishes for suitably chosen values of χ and µ⊥,

VH � µ⊥/ j‖ . (6.9)

Despite their theoretical appeal, setups with periodic boundary conditions and
longitudinal currents j‖ are hardly accessible in experiments. Hence, in the following,
we propose alternative routes to compute the Hall voltage.
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Figure 6.2: Hall response of noninteracting fermions in a two-leg ladder consistently
computed in adiabatic ring ladders, static tilt dynamics, and linear ramp protocols.
Considering noninteracting spinless fermions on a M � 2 leg ladder, a particle filling
ν � 0.1, and an interleg coupling strength J⊥/J � 1.6. (a) Transient dynamics in the
longitudinal current j‖ and in the transverse polarization p⊥ induced by a statically
tilted potential V‖ , as given in Eq. (6.10) with µ‖/J � 10−3, for φ/π � 0.8. (b) Tran-
sient dynamics in the Hall polarization PH � p⊥/ j‖ . (c) Hall polarization PH versus
magnetic flux φ as obtained from static tilt simulations (tilt) and adiabatic ring-ladder
calculations (pbc). (d) Hall voltage VH versus φ as obtained from static tilt simulations,
adiabatic ring-ladder calculations, and linear potential ramps (ramp). Note that the
divergence of PH and the kink in VH indicate the Meissner-to-vortex transition. Similar
results for a four-leg ladder are shown in Fig. 6.3.

6.2 Measuring the Hall voltage

In a system with open boundary conditions, the Hall voltage VH can be efficiently
computed in the transient dynamics induced by a linear ramp or a static tilt.

Linear ramp

Starting off with the ground state of the Hamiltonian (6.1), the instantaneous turning
on of a static potential

V‖ � µ‖
M−1∑
m�0

L−1∑
r�0

rnr,m (6.10)
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at time t � 0, as shown in Fig 6.1(b), induces a transient longitudinal current j‖(t),
which, in the presence of a magnetic flux φ, typically polarizes the system. However,
by means of an additional time-dependent potential

V⊥(t) � tµ⊥P⊥ , (6.11)

as shown in Fig 6.1(c), the transverse polarization p⊥ might be compensated. Adjusting
µ⊥ such that the time average of the induced transverse polarization p⊥ vanishes,〈
p⊥(t)

〉
t � 0, the Hall voltage can be computed as

VH �

〈
µ⊥t
j‖(t)

〉
t
. (6.12)

Here, the time averages are computed as 〈•〉t �
∫ t f

ti

•
t f −ti

dt for a suitable time interval
[ti , t f ] in the transient regime.

Static tilt

By neglecting the dual Hall effect, referring to the longitudinal current induced by
the transverse polarization, the Hall voltage VH can be effectively calculated using a
simplified protocol. First, by instantaneously tilting the ladder by means of V‖ , the
Hall polarization PH can be computed by time averaging the quotient of the induced
transverse polarization p⊥ and the induced longitudinal current j‖ ,

PH �

〈
p⊥(t)
j‖(t)

〉
t
, (6.13)

in the transient dynamics. Moreover, in the static tilt protocol the Hall voltage VH is
approximated by means of

VH � PH

(
µ⊥
p⊥

)
, (6.14)

where (µ⊥/p⊥) is obtained for open boundary conditions and in the limit µ⊥ → 0.
The static tilt protocol and the linear ramp protocol are both feasible in synthetic-

dimension implementations [139, 140], where the legs of the ladder correspond to
different internal states of the trapped atoms. In this case, V‖ and V⊥(t) can be realized
by shifting the optical confining potential [149] and by detuning the internal states [133],
respectively. Further, j‖ canbeprobed in time-of-flightmeasurements andStern-Gerlach
separation allows for measurements of the leg-resolved particle density, giving rise to
p⊥. The protocols are also applicable to real-space implementations of flux ladders, in
which quantum gas microscopes enable measurements of the relevant observables and
optical gradients can realize V‖ and V⊥(t) [105, 144], as well as to continuum systems
with spin-orbit coupling [133, 134, 151].
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Hall response of noninteracting fermions

The consistency of both time-dependent protocols with the ring-ladder setup is exem-
plified for noninteracting spinless fermions in a two-leg ladder in Fig. 6.2. Figure 6.2(a)
and Fig. 6.2(b) show transient dynamics in the polarization p⊥, the longitudinal current
j‖ , and the Hall polarization PH � p⊥/ j‖ induced by the tilt potential V‖ . The time-
averaged results for PH perfectly agree with the analytic results for periodic boundary
conditions for φ ∈ [0, π], as shown in Fig. 6.2(c). The Hall voltage VH, shown in
Fig. 6.2(d), as well as the Hall polarization PH exhibit a nonanalyticity at the transition
from a weak-flux Meissner region to a vortex phase found for large values of the mag-
netic flux φ. Moreover, as shown in Fig. 6.2(d), the Hall voltage VH as obtained from the
linear ramp protocol perfectly agrees with the analytic results for periodic boundary
conditions, while VH as obtained from the static tilt approximation merely deviates in
the immediate proximity to the quantum phase transition.

In Fig. 6.3, we exemplify the different quench protocols for the case of noninteracting
spinless fermions in a four-leg flux ladder. Again, the results for the Hall polarization
PH and the Hall voltage VH which are obtained from the linear ramp protocol are
in perfect accordance with the exact results obtained from the ground states in setups
with periodic boundaries for φ ∈ [0, π]. The results obtained from the static tilt protocol
overlapwellwith the exact curves except for a smallwindowofparameters in the vicinity
of a quantum phase transition.
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Figure 6.3: Hall response of noninteracting fermions in a four-leg ladder consistently
computed in adiabatic ring ladders, static tilt dynamics, and linear ramp protocols.
Considering noninteracting spinless fermions on a M � 4 leg ladder, a particle filling
ν � 0.1, and an interleg coupling strength J⊥/J � 1.6. (a) Transient dynamics in the
longitudinal current j‖ and in the transverse polarization p⊥ induced by a statically
tilted potential V‖ , as given in Eq. (6.10) with µ‖/J � 10−3, for φ/π � 0.2. (b) Tran-
sient dynamics in the Hall polarization PH � p⊥/ j‖ . (c) Hall polarization PH versus
magnetic flux φ as obtained from static tilt simulations (tilt) and adiabatic ring-ladder
calculations (pbc). (d) Hall voltage VH versus φ as obtained from static tilt simulations,
adiabatic ring-ladder calculations, and linear potential ramps (ramp). Note that similar
results for a two-leg ladder are shown in Fig. 6.2.

6.3 Interacting systems

In the following, we examine the Hall voltage in bosonic flux ladders in the interact-
ing regime. Employing extensivematrix-product-state based simulations, performed by
means of the SyTen toolkit [245, 249], we calculate theHall voltage in quantumquenches
as well as in ring-ladder setups, providing evidence for the consistency of both ap-
proaches in the strongly correlated regime. Specifically, for ground-state calculations,
we employ the single-site variant [250] of the density-matrix renormalization-group
method, as discussed in Ch. 3. For quench simulations, we employ the time-dependent
variational-principle algorithm [36, 284]. We detail on the matrix-product-state based
simulations in Sec 6.6.
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Figure 6.4: Static tilts in the interactingMeissner phase. Considering different values
of µ‖ for φ/π � 0.2, J⊥/J � 1.6, U/J � 2, ν � 0.8, and M � 2. (a) Transient dynamics
in the Hall polarization PH. Note that the curves for µ‖/J � 0.1, 0.05, 0.01, and 0.001
fall on top of each other. The Hall polarization calculated in the ground state of the
corresponding ring ladder is indicated by the purple star and shown for comparison. (b)
Transient dynamics in the population imbalance ∆l between the two legs of the ladder.
As the particle-density profile is homogeneous in the Meissner phase, the population
imbalance is the same for all rungs r in the center of the system. (c) Transient dynamics
in the current j‖ .

Let us start offwith Fig. 6.4. For an interacting two-leg ladder andmodel parameters
corresponding to theMeissner phase, it is shown that the static tilt protocol is applicable
to a broad range of values of µ‖ . Concretely, we consider µ‖/J � 0.001, 0.01, 0.05, and 0.1
for φ/π � 0.2, J⊥/J � 1.6, U/J � 2, and ν � 0.8. Figure 6.4(a) shows that the transient
dynamics in the Hall polarization PH are independent of the considered value of µ‖ .
However, the current j‖ and the polarization p⊥ induced by the static tilts scale roughly
proportional to µ‖ . Figure 6.4(b) and Fig. 6.4(c) show the leg-population imbalance

∆l � |〈nr,0 − nr,1〉| /〈nr,0 + nr,1〉 (6.15)

and the current j‖ as a function of the time t, respectively. The Meissner phase exhibits
a homogeneous particle-density profile. Thus, the population imbalance is the same for
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Figure 6.5: Hall voltage versus magnetic flux in Meissner and vortex-lattice phases.
The figure shows the scaled Hall voltage νVH as a function of the magnetic flux φ for
interacting bosons in a two-leg ladder. Considering a particle filling ν � 0.8, an in-
teraction strength U/J � 2, and an interleg coupling strength J⊥/J � 1.6. (a) Symbols
depict νVH as obtained frommatrix-product-state based static-tilt simulations (tilt) and
adiabatic ring-ladder calculations (pbc) in the Meissner phase, in the vortex-lattice1/2
phase (VL1/2), and in the vortex-lattice1/3 phase (VL1/3). The solid blue line shows the
semiclassical result (s.-c.) discussed in the context of Eq. (6.17). The upper inset (b) is
a close-up of the vortex-lattice1/3 data. The lower inset (c) shows the generalized Hall
coefficient Rp/q

H , as defined in Eq. (6.22), for the Meissner phase (top dashed line), the
vortex-lattice1/2 phase (middle dashed-dotted line), and the vortex-lattice1/3 phase (bot-
tom dotted line) obtained from the semiclassical approach, showing quadratic scaling
in accordance with Eq. (6.23). The crosses depict the matrix-product-state based data at
J⊥/J � 1.6.

all rungs r in the center of the system. For the strong tilt with µ‖/J � 0.1 and at time
t � 5/J the particle numbers in the two legs differ by more than 15%.

Moreover, Fig. 6.5 shows the Hall voltage VH for a system of strongly correlated
particles as a function of the magnetic flux φ, considering U/J � 2, J⊥/J � 1.6, and
an incommensurate particle filling ν � 0.8, where ν � N/(ML) and N denotes the
number of particles. Specifically, VH is shown in the Meissner phase, in the vortex-
lattice1/2 phase, and in the vortex-lattice1/3 phase, noting that intermediate regions of
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vortex-liquid phases are omitted [186]. Thematrix-product-state based results obtained
by simulating tilt dynamics show excellent agreement with the ones obtained from
ground-state calculations in ring ladderswith periodic boundary conditions. Moreover,
our results shown in Fig. 6.5 reveal a remarkable interaction-driven effect: a series of
linear zero crossings of the Hall voltage VH in different vortex-lattice phases.

Semiclassical approach

In order to approach the Hall response in the vortex-lattice phases from a different
angle, we extend a semiclassical description [175–178]. This ansatz, which addresses
the regime of weak but finite interaction strengths U, is well suited for the description
of vortex-lattice phases. Assuming a local coherent Josephson phase θr,m and a classical
density νr,m , we employ a coherent-state description of the ring ladder, replacing

ar,m −→
√
νr,m e iθr,m (6.16)

in the expectation value of the Hamiltonian (6.1). Thus, the starting point of the semi-
classical approach is

〈H〉 � − 2J
M−1∑
m�0

L−1∑
r�0

√
νr,mνr+1,m cos(θr+1,m − θr,m +Θm)

− 2J⊥
M−2∑
m�0

L−1∑
r�0

√
νr,mνr,m+1 cos(θr,m − θr,m+1)

+
U
2

M−1∑
m�0

L−1∑
r�0

νr,m (νr,m − 1)

+ µ⊥

M−1∑
m�0

L−1∑
r�0

(
m − M − 1

2

)
nr,m . (6.17)

Typical low-energy configurations of the Josephson phase θr,m in vortex-lattice phases
are shown in Fig. 6.6. They exhibit a regular series of localized vortices where θr,m

slips by π. In the intermediate regions the phases θr,0 and θr,1 are aligned, similar to a
small Meissner phases. Moreover, the vortices delocalize as J⊥/J decreases and typical
low-energy configurations satisfy

θr+1,0 − θr,0 ≈ −θr+1,1 + θr,1 . (6.18)

It is worth noting that in the limit J⊥/J → 0 and for a homogeneous particle density
νr,m � ν, a complete devil’s staircase of such vortex-latticep/q phases, at each commen-
surate vortex density p/q, is predicted. Finite values of J⊥/J and interactions gradually
destabilize the vortex-latticep/q phases with largest q [179].
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Figure 6.6: Vortex-lattice ground-state configuration in the semiclassical approach.
Josephson phase θr,m�0 in the semiclassical approach introduced in the context of
Eq. (6.17) for the vortex-lattice1/20 phase considering an interaction strength U/J � 2, a
particle filling ν � 0.8, a magnetic flux φ/π � 0.2, and different values of the interleg
coupling strength J⊥/J. The lower arrows sketch the real space behavior of the phases
in the m � 0 and m � 1 leg of the ladder for J⊥/J � 0.1. Vortices, corresponding to the
π-phase slips, delocalize as J⊥/J decreases.

For the practical calculation of the Hall response in the semiclassical approach,
as well as for the calculation of the configurations shown in Fig. 6.6, we consider a
homogeneous particle density per rung, employing the following parametrization for a
two-leg ladder

νr,0 � 2ν cos2 (αr) νr,1 � 2ν sin2 (αr) . (6.19)

We minimize the energy 〈H〉, as given in Eq. (6.17), with respect to the parameters αr

and θr,m for r � 0, 1, . . . , L − 1 and m � 0, 1. For the calculation of the Hall voltage VH

the transverse gradient µ⊥ in Eq. (6.17) is considered as a Lagrange multiplier. The Hall
polarization PH is obtained for µ⊥ � 0. Hence, in the Meissner phase, which can also
be understood as the vortex-lattice(p/q)�0 phase, we find

VH � −2
ν

tan
(
φ

2

)
. (6.20)
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Moreover, the semiclassical result for theHall voltage in the vortex-lattice1/2 phase reads

VH � −1
ν

2 sin(φ)
(

J2
⊥

J2 − 2 cos(φ) + 2
)

(
J2
⊥

J2 + 4
)

cos(φ) + J2
⊥

J2 − cos(2φ) − 3
. (6.21)

For vortex-lattice1/q phases with q > 2, we numerically compute minima of the energy
〈H〉 in the vicinity to an initial configuration given by αr � π/4 and θr,m � π

⌊
r/q

⌋
for r � 0, 1, . . . , L − 1 and m � 0, 1. Thus, the vortex-latticep/q configurations shown
in Fig. 6.6 do not necessarily correspond to the true ground state in the semiclassical
model (6.17) for the considered model parameters but resemble metastable configu-
rations for a fixed vortex filling with p � 1 vortices in q � 20 rungs. In Fig. 6.5 the
semiclassical results are depicted by the blue solid line. They show good agreement
with the matrix-product-state based results, noting that Fig. 6.5(b) shows deviations in
the vortex-lattice1/3 phase.

In the semiclassical framework, the analysis of the Hall voltage VH reveals a zero
crossing in the center of each vortex-latticep/q phase at a certain value of the magnetic
flux φp/q . Thus, we define generalized Hall coefficients

Rp/q
H �

dVH

dφ

����
φ�φp/q

(6.22)

in analogy to the Hall coefficient obtained in the limit of a vanishing magnetic flux
φ→ 0 by Prelovšek et al. [213]. Generically, the semiclassical approach yields

Rp/q
H ≈ −1

ν

(
1 + γp/q

(
J⊥
J

)2
)
, (6.23)

with a constant γp/q . We emphasize that in the Meissner phase (φ(p/q)�0 � 0) and in
the vortex-lattice1/2 phase (φ1/2 � π), Eq. (6.23) holds exactly with γ0 � 0, which is in
accordance with Greschner et al. [219], and γ1/2 � 1/4. In the vortex-lattice1/3 phase, we
find γ1/3 ≈ 0.51 and higher order corrections in J⊥/J. The lines in Figure 6.5(c) depict
Rp/q

H in the Meissner phase, in the vortex-lattice1/2 phase, and in the vortex-lattice1/3
phase as obtained from the semiclassical approach. They are in accordance with the
values calculated from the matrix-product-state based data for J⊥/J � 1.6.

6.4 Rung-resolved Hall response

Microscopic features, such as the rung-resolved transverse polarization p⊥, provide ad-
ditional insight into the Hall response in spatially inhomogeneous vortex-lattice phases.
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Figure 6.7: Rung-resolved Hall response after a static tilt in the vortex-lattice phase.
Considering the vortex-lattice1/3 phase in a two-leg ladder with L � 75 rungs for a
particle filling ν � 0.8, an interaction strength U/J � 2, an interleg coupling strength
J⊥/J � 1.6, and a magnetic flux φ/π � 0.75. The transient dynamics are induced by
a static tilt as discussed in the context of Eq. (6.10) with µ‖/J � 10−3 and simulated
by means of matrix-product states. (a) Snapshot of the ten most central rungs at time
t � 10/J after the quench. The size of the dots depicts the local particle density, the
background shading indicates the rung-local polarization p⊥ using the colorcode from
(b), and the arrows show the strength of the local particle currents. (b) Rung-resolved
time evolution of the polarization p⊥. (c) Transient dynamics in p⊥, considering the
rungs v, l, and m indicated in (a). The solid red line shows the nearly linear increase of
the longitudinal current j‖ , which is spatially homogeneous in the center of the system.
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Using matrix-product-state based simulations of the static tilt scheme introduced in
Sec. 6.2, we examine the rung-resolved Hall response. Figure 6.7(a) depicts the local
configuration of a tilted state in the vortex-lattice1/3 phase, where vortices with currents
circulating counter-clockwise are surrounded by Meissner-like regions of opposite chi-
rality. Figure 6.7(b) and Fig. 6.7(c) show the transient dynamics in the rung-resolved
polarization. Interestingly, the Hall response is strongly inhomogeneous, following
the crystalline structure of the underlying vortex-lattice phase, which remains pinned
during the time evolution induced by the tilt. In particular, we observe a positive
Hall polarization of the vortices, while the Meissner-like rungs exhibit a negative Hall
polarization. Thus, we are able to attribute to the different regions an effective local
charge reflecting their Hall response. The vortices behave holelike, while the Meissner-
like regions behave particlelike. At a certain value of the magnetic flux, φp/q in each
vortex-latticep/q phase, the competing contributions from holelike and particlelike re-
gions cancel out, leading to a vanishing macroscopic Hall response. The structure of
the local Hall response may also be understood as a signature of the vortex-hole dual-
ity, meaning that vortices in a weakly interacting ladder may be identified with holes
in a strongly interacting one-dimensional chain with a staggered potential related to
thin-torus-limit states of the fractional quantum Hall effect [187].

Moreover, the spatially inhomogeneous Hall response following the structure of
the underlying vortex-lattice phases can be recovered in the semiclassical framework.
Indeed, numerical solutions confirm a direct relation between the rung-resolved Hall
polarizationPH and the chirality jc(r)of the local currents in thevortexlike andMeissner-
like rungs, which has been tested for various vortex-lattice1/q phases up to q � 20.
Figure 6.8(a) and Fig. 6.8(b) show PH and jc(r) in the vortex-lattice1/20 phase for different
values of the magnetic flux φ. The vortices exhibit a holelike Hall response with VH > 0
and jc > 0, while in the surrounding particlelikeMeissner regions one finds VH < 0 and
jc < 0. Thus, quantum gas microscopy [144] might open a new window in the study of
the Hall response of coherent quantum systems, addressing microscopic features of the
Hall response and local effective charge distributions.
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Figure 6.8: Rung-resolved Hall response in the semiclassical approach. (a) Rung-
resolved Hall polarization PH and (b) chirality jc(r) in the vortex-lattice1/20 phase, con-
sidering J⊥/J � 0.4, U/J � 2, ν � 0.8, and different values of the magnetic flux φ. Note
that for the model parameters considered here, the vortex-lattice1/20 configurations are
metastable solutions, which do not necessarily correspond to the ground state in the
semiclassical model.

6.5 Robustness of the Hall voltage

The remarkable overlap between the matrix-product-state based results for the Hall
voltage VH in the strongly correlated regime and the results obtained from the semi-
classical approach, as discussed in the context of Fig. 6.5, indicates a robustness of VH

with respect to the interaction strength U.
In Fig. 6.9 we examine this robustness in more detail. There, we consider different

values of U and different particle fillings ν for various values of the magnetic flux φ. In
contrast to theHall polarization PH, which depends nonuniversally on the values U and
ν, the scaled Hall voltage νVH collapses to one curve for a broad regime of parameters
in the Meissner phase and in the vortex-lattice1/2 phase. Moreover, in the Meissner
phase, up to M � 4 legs are considered within the adiabatic ring-ladder framework as
well as in the static tilt approach, revealing an additional robustness of the Hall voltage
VH with respect to the ladder geometry. We note that for strong interparticle interaction
strengths and for particle fillings close to the transition to a vortex-liquid phase, we
have observed deviations from the robust behavior. Finally, we emphasize that the
robustness of the Hall voltage described here is different from other robust or universal
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Figure 6.9: Robustness of the Hall voltage. Considering J⊥/J � 1.6. (a) and (b) are
for the Meissner phase, showing the Hall polarization PH and the Hall voltage VH as
a function of the magnetic flux φ for multileg (M � 2, 3, 4) ladders, different particle
fillings ν � N/(LM), and interparticle interactions strengths U. Note that the data in
(b) are vertically offset by 0.1n + 0.4 (with n � 0, 1, 2, . . . for different values of M, ν,
and U) for the purpose of a clear presentation. (c) and (d) are for the vortex-lattice1/2
phase. The data in (d) are also vertically offset by 0.05n + 0.2. PH and VH are obtained
by means of static tilt simulations (lines) and adiabatic ring-ladder calculations (open
circles), as described in the text. Contrarily to PH, the νVH data scale on top of each
other for different particle fillings ν, interaction strengths U, and numbers of rungs M.
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features of the Hall imbalance occurring in certain quench scenarios [220] and for the
case of SU(M)-symmetric interactions and weak magnetic fields [219].

6.6 Numerical approach

Here, we provide additional information on the matrix-product-state based approaches
employed for the calculation of the Hall response in the strongly correlated regime,
acknowledging that both, ground-state calculations as well as time-dependent calcula-
tions, are performed by means of the SyTen toolkit [245, 249]. Throughout our work,
the U(1) symmetry of the flux-ladder Hamiltonian (6.1) corresponding to the conser-
vation of the total particle number is enforced on the level of the matrix-product-state
tensors. Moreover, a cutoff at at most six bosons per lattice site is sufficient for themodel
parameters considered here.

Ground states in the ring-ladder setup

The ground states in the ring-ladder setup are calculated bymeans of the density-matrix
renormalization-group method [32, 35], as described in Ch. 3. Specifically, we employ
the single-site variant of the algorithm using subspace expansion [250]. In the course of
these calculations, we consider bond dimensions up to typically 3000.

In general, periodic boundary conditions complicate the variational ground-state op-
timization, and, in practice, they require an increased amount of sweeping as compared
to the optimization in analogous systems with open boundary conditions. Moreover,
the quantization of the magnetic flux φ, as discussed in the context of the Hamil-
tonian (6.1), manifests itself as a challenging constraint. Especially for ground-state
phases appearing in a narrow window of φ, large systems may need to be considered.
Concretely, in order to resolve the vortex-lattice1/3 phase in Fig. 6.5, we consider ladders
with L � 60, 75, and 90 rungs and periodic boundary conditions. For the calculation
of ground states in the presence of a finite current-inducing Aharonov-Bohm flux χ, we
generically employ the ground states attained at χ � 0 as an initial state.

Convergence of the variationally optimized ground states is ensured by means of a
comparison of the energies 〈H〉, the energetic variance 〈H2〉−〈H〉2, aswell as all relevant
global and local observables for different bond dimensions and different values of the
site-local bosonic cutoff. Additionally, it is ensured that the ground states in theMeissner
phase and in the vortex-lattice phases exhibit regular patterns of well-defined unit cells.
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Time-dependent simulations

The static tilt protocol is simulated using the two-site variant of the time-dependent
variational-principle algorithm [36, 284] after obtaining the ground state in a ladderwith
open boundaries from a preliminary density-matrix renormalization-group calculation,
as described above. For the propagation in time, we employ bond dimensions up to
typically 500 and ensure the convergence of all relevant observables by varying the
time-step size and themaximum bond dimension independently. Finally, the consistent
Hall response, which is independently obtained from either time-dependent quench
simulations or ground-state calculations in ring-ladder setups, confirms our results and
the feasibility of both approaches.

6.7 Summary

We have shown that the Hall voltage VH can be consistently calculated in few-leg flux
ladders considering finite values of the magnetic flux and employing time-dependent
quench protocols with longitudinal and transverse potential gradients. The quench
protocols are realistic in state-of-the-art experiments with synthetic quantum matter
and a study of the Hall voltage VH in ultracold quantum gases might demonstrate its
remarkable robustness with respect to the interaction strength U, the particle filling ν,
and the ladder geometry in suitable ground-state phases. Furthermore, time-dependent
protocols open the exciting possibility to study VH in clean and highly tunable optical
lattice systems and allow for direct comparison with the Hall voltage measured in solid
state devices. A site-resolved analysis of the Hall response in vortex-latticep/q phases
provided insight into characteristic zero crossings of the Hall voltage VH at certain val-
ues of themagnetic flux φp/q , where competing contributions fromparticlelikeMeissner
regions and holelike vortices cancel out. Our numerical results are in good agreement
with a semiclassical analysis, which has been discussed in detail. The presented meth-
ods are expected to prove useful in future studies of the Hall response in interesting
quantum states, such as biased-ladder states [185] and precursors of fractional quantum
Hall states [6, 189–192].





7Conclusion and outlook
In this thesis, we studied various aspects of bosonic flux ladders, primarily employing
matrix-product-state based simulations. Our studies aremotivated by current quantum
gas experiments with artificial magnetic fields, which were discussed in Ch. 1. The flux-
ladderHamiltonian aswell as observables of interest and importantmany-bodyground-
state phases were reviewed in Ch. 2. The results presented throughout this thesis were
obtained by means of extensive numerical calculations. The numerical methods were
reviewed in Ch. 3. In particular, the density-matrix renormalization-group method
was employed for the calculation of ground states. In order to investigate the finite-
temperature regime, we implemented a purification approach, which is applicable to
canonical setups with a fixed number of particles as well as grand-canonical setups.
State-of-the-art time-evolution methods enabled the simulation of quench dynamics in
interacting bosonic flux ladders. The main results were presented in Ch. 4, Ch. 5, and
Ch. 6.

Ground-state phase diagrams of flux-laddermodels have been extensively discussed
and mapped out to a large extent in the existing literature. However, in Ch. 4 we put
forward new results for model parameters that are specific for a synthetic dimension
implementation which is envisioned to be realized by the ultracold quantum gases
group at ICFO [2]. Explicitly, the focus was on rungwise SU(2) symmetric interparticle
interactions, a particle filling of one boson per rung, and a specific value of the magnetic
flux. We showed that a Mott-insulating Meissner phase as well as biased-ladder phases
on top of Mott insulators and superfluids are stabilized for different hopping strengths
and interparticle interaction strengths that are accessible in the future experiment. Most
importantly, for suitably chosen initial states, we showed that the equilibriumproperties
of these ground-state phases canbeprobed in the transient dynamics inducedby feasible
quantum quenches. In particular, for the Meissner phase, the instantaneous turning on
of leg hopping in a rung-localized initial state induces a transient chiral current which
exhibits a similar dependence on the model parameters as the chiral current in the
ground state of the corresponding post-quench Hamiltonian. Concentrating on the leg-
population imbalance, we showed that an underlying biased-ladder phase leaves clear
signatures in the short-time dynamics that are induced by the instantaneous turning on
of interleg hopping in an experimentally accessible leg-localized initial state.

Most of the theoretical work on flux ladders so far has concentrated on ground
states attained at zero temperature. In Ch. 5, we investigated strongly interacting
bosons as well as noninteracting bosons and noninteracting spinless fermions on a
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two-leg flux ladder at finite temperatures [3]. A particular focus was on the vortex-to-
Meissner crossover, forwhichwe studied experimentally accessible observables, namely
the chiral current and momentum-distribution functions. Our main results for strongly
interacting bosons were obtained using the matrix-product-state based purification
approach. We showed that clearly detectable signatures of an underlying bosonic
vortex-liquid phase persist in momentum-distribution functions at finite temperatures.
For this, a measure of contrast, which is sensitive to the presence of finite-momentum
peaks, was introduced. In view of the notorious difficulty of cooling a quantum gas
to low energy densities, our approach might provide guidance for future experiments
which are naturally at nonzero temperature.

In Ch. 6, we studied the Hall response of interacting flux ladders [1]. Building
up on and extending previous work by Greschner et al. [219], we studied the Hall
polarization as well as the Hall voltage in the Meissner phase and in vortex-lattice
phases, which emerge at a finite value of the magnetic flux. Considering ring-ladder
setupswith anadditional current-inducingAharonov-Bohmflux, thesequantities canbe
directly computed in the corresponding ground states. Most interestingly, we presented
alternative approaches to the computation of the Hall response, which are based on
time-dependent quench simulations in systems with open boundary conditions. The
time-dependent protocols were discussed in detail and exemplified for the case of
noninteracting fermions. Our main matrix-product-state based results for interacting
bosons, which were independently obtained from the ring-ladder approach and time-
dependent simulations, are in accordance with a semiclassical description, which is
applicable for small but finite interparticle interaction strengths. We showed that in
contrast to the Hall polarization, the Hall voltage exhibits a remarkable robustness
with respect to the interparticle interaction strength, the particle filling, and the ladder
geometry. A site-resolved analysis of theHall response in vortex-lattice phases provided
insight into characteristic zero crossings of the Hall voltage at certain values of the
magnetic flux, where competing contributions from particlelike Meissner regions and
holelike vortices cancel out. Importantly, the time-dependent protocols allow for the
exciting possibility to study the Hall voltage in optical lattice systems. A quantum gas
experiment might reveal the remarkable robustness of the Hall voltage.

Outlook

Here, we touch on follow-up studies which are directly related to the results presented
in this thesis.
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The possibility of calculating finite-temperature states in interacting flux ladders
allows for the extension of various studies focusing on the ground-state physics of
the model [3]. The regime of finite interparticle interaction strengths, where the flux-
ladder model hosts a panoply of emergent zero-temperature phases, is particularly
interesting [186]. It is not clear to which extent characteristic signatures of vortex-lattice
phases, such as rung-current correlations, persist at finite temperatures [183, 186]. Also,
fingerprints of precursors of fractional quantum Hall states, as for instance in the chiral
current, have attracted great interest [189–192]. Hence, it is interesting to study the fate
of these currents with the onset of finite temperatures. Moreover, finite-temperature
calculations are useful in the context of quantum state-preparation protocols [112, 114,
294]. Time-dependent ramps of Peierls phases in the bosonic two-leg flux-ladder model
were recently studied by Wang et al. [207]. In the static case, different configurations
of Peierls phases that give rise to the same magnetic flux per plaquette are related by a
gauge transformation, describing the same physical situation. But, for a time-dependent
ramp of the Peierls phases the different configurations induce different artificial electric
forces. It turns out that for an efficient state preparation in the Meissner phase, a ramp
in the so-called leg-gauge configuration [186] is optimal. Building up on these ideas by
means of the purification approach enables an effective finite-temperature description
of the prepared states, allowing for the further characterization of the efficiency of the
time-dependent protocols.

Our studies of the synthetic dimension implementation of the flux-ladder model
might well be extended to further quantumphases [2]. Of particular interest are particle
fillings away from the case of one boson per rung, which was considered in this thesis
because it can bemost easily realized in the envisioned experiment. Indeed, preliminary
results suggest that for a particle filling of one boson per two rungs, the synthetic
dimension implementation hosts robust vortex-lattice phases. Hence, in analogy to our
studies of theMeissner phase and the biased-ladder phase, it is interesting to investigate
how the vortex-lattice phase can be probed in feasible quench protocols.

Most importantly, we expect our new protocols for the calculation of theHall voltage
to prove useful in future studies [1]. Of particular interest is the Hall response in the
biased-ladder phase of the two-leg flux ladder [185] and in the precursors of fractional
quantum Hall states [6, 189–192], which has not yet been investigated.
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