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Summary / Zusammenfassung

1. Summary / Zusammenfassunqg

1.1 Summary

The cell nucleus is known to be the carrier of hereditary information for more than 100 years
now. But it was only in the last few decades that this organelle was increasingly understood as
a highly compartmentalized structure and that the interest in gaining a comprehensive image
of its structural and functional organization moved into the focus of science. Today evidence
suggests that changes in gene expression patterns do not only depend on local epigenetic
modifications of chromatin, but also on global changes of higher-order chromatin organization.
However, the guestion of how exactly nuclear architecture in space and time is correlated with
differences in gene expression is still unanswered. A key factor for this gap in knowledge is
the fact that it is still controversially discussed how the 10 nm chromatin fiber folds up into a
chromosome territory (CT) and where exactly functional processes take place in the nucleus.

In this context, the primary aim of this work was the comparative analysis of functional nuclear
organization in various cell types under normal conditions as well as after manipulation of the
nuclear landscape. 3D structured illumination microscopy (3D-SIM) in combination with
computational 3D analysis tools after DAPI staining and immunofluorescence was the method
of choice for this study, supported by transmission electron microscopy (TEM), live cell imaging
and confocal microscopy.

Five hematopoietic cell types of different differentiation stages as well as established cell lines
(Chinese hamster (V79) and HelLa cells) under normal conditions and after UV/caffeine
treatment, after induction of premature chromosome condensation (PCC) or with

hypercondensed chromatin (HCC) were investigated.

Across the cell types and conditions analyzed the general nuclear morphology and the
chromatin patterns showed a high variability. However, the nuclear landscape was consistently
built up from chromatin domains (CDs) or chromatin domain clusters (CDCs) containing a
compact core and a peripheral layer of decondensed chromatin known as the perichromatin
region (PR). The PR segued into the interchromatin compartment (IC) which extended
throughout the entire nucleus and reached in between the CDCs with finer and thicker
branches and occasional large lacunas. Similarly, also functional nuclear architecture revealed
by the distribution of different markers was consistent in all cell types and conditions studied:
transcriptionally competent chromatin marked by H3K4me3 was mainly located at the surface
of the CDs/CDCs in the PR. RNA polymerase Il was found almost exclusively in this region.

SC35, a marker for splicing speckles, was almost completely restricted to the interior of larger
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IC lacunas. Inactive chromatin marked by H3K9me3, in contrast, was mainly localized in more
compact chromatin.

Live cell observations of granulocytes showed that both the decondensation of chromatin upon
treatment with hypotonic medium as well as the (re)condensation after changing back to
normal salt conditions are very rapid and reversible processes. Furthermore, small fluorescent
beads microinjected into the nucleus did not get trapped in the condensing chromosomes
when the cells entered mitosis but instead were expelled from the nucleus during the first cell
division. Both these experiments shed light on higher-order chromatin organization and
strongly argue for a nuclear architecture free of knots or entanglements, in line with the idea
of chromatin being organized into fractal globules.

Taken together, these results strongly support the CT-IC model of functional nuclear
architecture with its suggested organization into globular chromatin domains with a functionally
distinct substructure. They also contribute to the refined version of this model, the ANC-INC
network model, which is based on the interpretation that functional nuclear architecture is
determined by two compartments that pervade the nucleus together as co-aligned 3D
networks: an active nuclear compartment (ANC), suggested to contain decondensed
chromatin and to include both the IC and the PR where functional processes take place, and
an inactive nuclear compartment (INC), forming the core regions of the CDCs with the more

compact chromatin.

Furthermore, the comparison of general morphological features and RNA polymerase I
signals in hematopoietic cells revealed a decreasing transcriptional activity with progressing
differentiation. In combination with the changing chromatin patterns of these cell types, this
observation allows speculations about a functional importance of the structural appearance of
the nuclear landscape. Also the fact that functional nuclear architecture was consistently the
same in all cell types and conditions analyzed, despite the often substantial differences in
chromatin patterns, transcription levels, and morphological features, indicates that structure

and function inside the nucleus are inseparably linked to each other.

In addition, two side aspects were addressed in this work: Firstly, the thorough characterization
of cells after UV/caffeine treatment and PCC induction in order to understand the phenotypes
and processes involved in these treatments. These experiments revealed that the similar
phenotypes observed after methanol acetic acid fixation are derived from very different,
however, in both cases abnormal mitotic cells, and that the processes taking place after
UV/caffeine treatment and PCC induction represent two different phenomena. Secondly, a

pathway of correlative microscopy was established, spanning live cell imaging (spinning disk
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laser scanning microscopy (SDLSM)), confocal (confocal laser scanning microscopy (CLSM))

and super-resolution (3D-SIM) fluorescence microscopy, and TEM.

1.2 Zusammenfassung

Der Zellkern ist nun seit mehr als 100 Jahren als Trager der Erbinformation bekannt. Jedoch
erst in den letzten Jahrzehnten wurde dieses Organell zunehmend als stark gegliedertes
Geflige verstanden und riickte das Interesse, ein umfassendes Bild seiner strukturellen und
funktionellen Organisation erhalten zu wollen, in den Fokus der Wissenschaft. Neuere
Erkenntnisse lassen heute vermuten, dass Verdnderungen in Genexpressionsmustern nicht
nur von lokalen, epigenetischen Modifikationen des Chromatins abhangen, sondern auch von
globalen Umgestaltungen seiner Ubergeordneten Organisation. Allerdings ist die Frage, wie
genau die Zellkernarchitektur in Raum und Zeit mit Unterschieden in der Genexpression
zusammenhangt, noch unbeantwortet. Ein Schlisselfaktor fiir diese Wissenslicke ist die
Tatsache, dass immer noch kontrovers diskutiert wird, wie sich der 10 nm-Chromatinfaden in
ein Chromosomenterritorium (CT) auffaltet und wo genau funktionelle Prozesse im Zellkern

stattfinden.

Vor diesem Hintergrund war das vorrangige Ziel dieser Arbeit die vergleichende Analyse der
funktionellen Organisation des Zellkerns in verschiedenen Zelltypen sowohl unter normalen
Bedingungen als auch nach experimenteller Manipulation. 3D-SIM (Structured lllumination
Microscopy, d.h. Mikroskopie mit strukturierter Beleuchtung) in Kombination mit
computerbasierten Werkzeugen zur dreidimensionalen Datenanalyse nach DAPI-Farbung und
Immunfluoreszenz war die Methode der Wahl fir diese Studie, unterstitzt von
Transmissionselektronenmikroskopie (TEM), Lebendzellbeobachtungen und konfokaler
Mikroskopie.

Funf hamatopoetische Zelltypen unterschiedlicher Differenzierungsstadien sowie etablierte
Zelllinien (Zellen des chinesischen Hamsters (V79) und HeLa Zellen) im normalen Zustand
und nach UV/Koffein-Behandlung, nach Einleitung vorzeitiger Chromosomenkondensierung
(premature chromosome condensation, PCC) oder mit Uberkondensiertem Chromatin

(hypercondensed chromatin, HCC) wurden analysiert.

Zwischen den untersuchten Zelltypen und Bedingungen zeigten die allgemeine Morphologie
der Zellkerne und die Verteilung des Chromatins eine grof3e Variabilitat. Aufgebaut waren die
Zellkerne jedoch immer aus Chromatindoménen (CDs) oder Clustern von Chromatindoméanen

(chromatin domain clusters, CDCs), die einen kompakten Kern aufwiesen und eine periphere
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Schicht aus dekondensiertem Chromatin, bekannt als Perichromatin-Region (PR). Die PR ging
stets Uber in das Interchromatin-Kompartiment (interchromatin compartment, IC), welches den
gesamten Zellkern durchzog und mit feineren und gréReren Verzweigungen und
gelegentlichen grof3en Lakunen bis zwischen die CDCs reichte. Ebenso war auch die
funktionelle Zellkernarchitektur, basierend auf der Verteilung verschiedener Marker, in allen
untersuchten Zelltypen und Bedingungen einheitlich: transkriptionell kompetentes Chromatin,
markiert durch H3K4me3, war hauptsachlich an der Oberfliche der CDs/CDCs in der PR
lokalisiert. RNA Polymerase Il fand sich fast ausschlief3lich in dieser Region. SC35, ein Protein,
das SpleiRkorperchen (splicing speckles) identifiziert, war fast vollstandig auf den inneren
Bereich von grof3eren IC Lakunen beschrankt. Inaktives Chromatin dagegen, markiert durch
H3K9me3, war vor allem in kompakterem Chromatin lokalisiert.

Lebendzellbeobachtungen von Granulozyten zeigten, dass sowohl die Dekondensierung von
Chromatin nach der Behandlung mit hypotoner Losung, als auch die (Riick-)Kondensierung
nach dem Wechsel zuriick zu normalen Salzbedingungen sehr schnelle und reversible
Prozesse sind. Des Weiteren verfingen sich kleine fluoreszierende Kugelchen, die in den
Zellkern injiziert wurden, nicht in den kondensierenden Chromosomen, wenn die Zellen in die
Mitose eintraten, sondern wurden wahrend der ersten Zellteilung aus dem Zellkern
ausgestolRen. Diese beiden Experimente beleuchten die Ubergeordnete Organisation des
Chromatins und sprechen nachdricklich fir eine Zellkernarchitektur frei von Knoten und
Verschlingungen, in Einklang mit der Idee, dass Chromatin in fraktale Kigelchen gegliedert

ist.

Zusammengenommen unterstiitzen diese Ergebnisse das CT-IC-Modell der funktionellen
Zellkernarchitektur  mit  seiner  vorgeschlagenen  Organisation in  kugelférmige
Chromatindomanen mit einer funktionell abgegrenzten Untergliederung. Sie tragen auch zur
weiterentwickelten Version dieses Modells bei, dem ANC-INC-Netzwerkmodell, welches auf
der Interpretation beruht, dass die funktionelle Zellkernarchitektur durch zwei Kompartimente
bestimmt wird, die den Zellkern gemeinsam als miteinander verbundene dreidimensionale
Netzwerke durchziehen: ein aktives Kernkompartiment (active nuclear compartment, ANC),
das dekondensiertes Chromatin enthélt und sowohl das IC als auch die PR umfasst, und ein
inaktives Kernkompartiment (inactive nuclear compartment, INC), welches die Kernregionen

der CDCs mit kompakterem Chromatin bildet.

Zusétzlich offenbarte der Vergleich von allgemeinen morphologischen Merkmalen mit der
Anzahl von RNA Polymerase Il Signalen in h&matopoetischen Zellen eine abnehmende
transkriptionelle Aktivitat bei fortschreitender Differenzierung. In Kombination mit den sich

verandernden Chromatinmustern dieser Zelltypen erlaubt diese Beobachtung Spekulationen
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Uber eine funktionelle Bedeutung des strukturellen Erscheinungsbildes des Zellkerns. Auch
die Tatsache, dass die funktionelle Zellkernarchitektur in allen untersuchten Zelltypen und
Bedingungen trotz der oft erheblichen Unterschiede in den Chromatinmustern, der
transkriptionellen Aktivitat und den morphologischen Merkmalen bestandig gleich war, deutet

darauf hin, dass Struktur und Funktion im Zellkern untrennbar miteinander verkniipft sind.

Daruiber hinaus wurden in dieser Arbeit zwei Seitenaspekte beleuchtet: Zum einen die
sorgféltige Charakterisierung von Zellen nach UV/Koffein-Behandlung und Einleitung von
PCC, um die Phanotypen und Prozesse, die im Rahmen dieser Behandlungen auftreten, zu
verstehen. Diese Experimente zeigten, dass die @hnlichen Phéanotypen, die nach Methanol-
Eisessig-Fixierung beobachtet wurden, von sehr unterschiedlichen, jedoch in beiden Fallen
abnormen mitotischen Zellen abstammten, und dass die Prozesse, die nach UV/Koffein-
Behandlung und nach Einleitung von PCC ablaufen, zwei unterschiedliche Ph&nomene
reprasentieren. Zum anderen wurde ein Arbeitsablauf fur korrelative Mikroskopie etabliert,
welcher Lebendzellbeobachtungen (Spinning-Disk-Laser-Scanning-Mikroskopie (SDLSM)),
konfokale (konfokale (confocal) Laser-Scanning-Mikroskopie (CLSM)) und super-auflésende

(3D-SIM) Fluoreszenzmikroskopie sowie TEM umfasst.
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Introduction

2. Introduction

21 General considerations on nuclear architecture

The eukaryotic nucleus was first observed in the late 17" century by Antoni van Leeuwenhoek
in blood cells of cod and salmon (Leeuwenhoek 1719-1730; cited after Gerlach 2009). It was
given its name “nucleus of the cell” by Robert Brown based on the observations of orchid cells
in a document read to the Linnean Society of London in 1831 and published/reprinted two
years later (Brown 1831/1833). Already at the end of the 19" century through the discoveries
of various scientists — among them Ernst Haeckel, Walther Flemming, and Theodor Boveri —
it became clear that the nucleus is the carrier of the hereditary information (for review see
Cremer 1985, Dahm 2005). However, it was only in the last few decades that this organelle
was increasingly understood as a highly compartmentalized structure and that the interest in
gaining a comprehensive image of its structural and functional organization, i.e. the functional
nuclear architecture, moved into the focus of science. The importance and urgent need for
such research is emphasized by the launch of the “4D Nucleome Program” in 2015, a $120
million multidisciplinary research program initiated by the National Institute of Health (NIH) with
the aim to understand nuclear organization and its underlying principles in space and time and
the role it plays in normal cellular function and in various diseases (4D Nucleome website).
Increasing evidence suggests that the regulation of gene expression patterns that are
important for example for different cell cycle stages, cell types or differentiation stages, does
not only depend on local epigenetic modifications of chromatin, i.e. histone modifications, DNA
methylation or histone variants, but also on global changes of higher-order chromatin
organization (e.g. Kurukuti et al. 2006, Williams et al. 2006, Meister et al. 2010, Deng et al.
2012, Zhang et al. 2013, Lupianez et al. 2015; for review see e.g. Meshorer and Misteli 2006,
Joffe et al. 2010, Gaspar-Maia et al. 2011, Watanabe et al. 2013). The nucleus can therefore
be seen as a hierarchical system, where information is encoded (1) at the genome level in the
DNA sequence, (2) at the epigenetic 4D level through chromatin signatures in space and time
that (might) change across species and cell types and (3) through the 4D nuclear architecture
with universally valid as well as cell type or species-specific higher-order chromatin
arrangements. However, the question of how exactly the 4D nuclear architecture is correlated
with differences in gene expression patterns — that is which changes in structure precede or
follow or cause changes in function — is still unanswered.

In the field only two facts are generally accepted: (1) the existence of the 10 nm fiber, i.e. the
DNA strand wrapped around the core histones, as the basic organization of chromatin (Olins
and Olins 1974, Kornberg 1974, Kornberg and Thomas 1974, Woodcock et al. 1976; for review

see Olins and Olins 2003) and (2) the presence of chromosomes as chromosome territories
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(CTs) in interphase as a basic and evolutionary conserved feature of nuclear architecture
(Cremer et al. 1982b, Manuelidis 1985, Schardin et al. 1985; for review see Cremer and
Cremer 2010). However, how the 10 nm fiber folds up into a CT — i.e. the questions about the
3D chromatin organization within CTs and about potential basic units that constitute CTs — is
still highly controversially discussed. A hierarchy of chromatin foldings with increasingly larger
fibers and/or loops has been suggested in which as the first step the 10 nm fiber coils up into
a 30 nm fiber. The 30 nm fiber was studied extensively in vitro (for review see Bassett et al.
2009, Grigoryev and Woodcock 2012, Li and Zhu 2015), but whether it also exists in vivo is
still unclear and highly debated (for review see Grigoryev and Woodcock 2012, Maeshima et
al. 2014, Hansen et al. 2018). Even less is known about the structures beyond the scale of the
30 nm fiber (for review see Harnicarova Horakova et al. 2010, Woodcock and Ghosh 2010).
The gap of knowledge between the 10 nm fiber and CTs therefore still persists and is
emphasized by the lack of generally agreed models of (functional) nuclear architecture.

2.2 Models of functional nuclear architecture
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Figure 1: Models of functional nuclear architecture. (A) Chromosome territory — interchromatin
compartment (CT-IC) model. For explanation see section 2.2.1. Figure adapted from Cremer and
Cremer (2010). Reprinted with permission from Cold Spring Harbor Laboratory Press, copyright 2010.
(B) Interchromosomal network (ICN) model. Blue dots represent interactions in cis and trans. For
explanation see section 2.2.2. Figure adapted from Branco and Pombo (2006). Reprinted in accordance
with the Creative Commons Attribution License. (C) Lattice model. For explanation see section 2.2.3.
Figure adapted from Dehghani et al. (2005). Reprinted with permission from Elsevier.
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Models of functional nuclear architecture try to explain not only the structure of chromatin itself
but also include information about where exactly functional processes like transcription, DNA
repair or DNA replication take place.

The subsequent chapters present the current models of functional nuclear architecture (see

also Figure 1) and give an outlook into the present situation.

2.2.1 The chromosome territory —interchromatin compartment (CT-IC) model

The chromosome territory — interchromatin compartment (CT-IC) model (Figure 1 A) was first
proposed in 2001 (Cremer and Cremer 2001; for review see also Cremer and Cremer 2006,
Rouquette et al. 2010). Globally it distinguishes between a chromatin compartment (CC) —the
chromosome territories (CTs) — and an interchromatin compartment (IC). CTs are supposed
to be built up from interconnected chromatin domains (CDs) in the range of a few hundred kbp
up to 1 Mbp in size (~1 Mbp CDs) which persist during all stages of interphase and through
cell generations. CDs of neighboring CTs are often in close proximity to or even in direct
contact with each other so that in most cell types CT borders cannot be recognized without
staining. However extensive intermingling of chromatin from different CTs is not expected.
The ~1 Mbp CDs or clusters of ~1 Mbp CDs consist of a core of compact chromatin and a
periphery of more decondensed chromatin with small-scale loops, called the perichromatin
region (PR). Functionally, the PR represents the nuclear sub-compartment where transcription,
pre-mRNA processing, DNA replication, and DNA repair take place (see details below).
Topologically, it forms a border zone to the IC, a coherent three-dimensional network of
channels and wider lacunas that pervades the entire nucleus and is both highly crowded and
highly organized. Channels start at nuclear pores, traverse the peripheral layer of
heterochromatin and interfuse the CC between and within the CTs with larger and smaller
branches. The wider, apparently DNA-free lacunas contain splicing speckles and nuclear
bodies. The IC provides factors and complexes essential for functions carried out in the PR
and may also serve as a compartment for traffic of macromolecular complexes within the
nucleus as well as for export out of the nucleus.

First evidence for a functionally active PR came from early transmission electron microscopic
(TEM) studies which indicated that compacted CDs are lined by an approximately 100 nm wide
layer of decondensed chromatin at the interface between the CC and the IC (for review see
Fakan and van Driel 2007, Rouquette et al. 2010). This layer — the PR — was found to be
enriched in nascent RNA (Fakan and Bernhard 1971, Nash et al. 1975, Cmarko et al. 1999,
Niedojadlo et al. 2011) and RNA in general (Derenzini and Farabegoli 1990), splicing
components (Fakan et al. 1984, Puvion et al. 1984, Spector et al. 1991, Cmarko et al. 1999),

21



Introduction

nascent DNA (Liu et al. 1995, Jaunin et al. 2000) and DNA repair factors (Solimando et al.
2009, Rube et al. 2011, Lorat et al. 2015; for remarks on the latter two publications see 5.1.3
in the discussion) and was thus suggested as the nuclear subcompartment for transcription,

pre-mRNA processing, DNA replication, and potentially also DNA repair.

2.2.2 Theinterchromosomal network (ICN) model

Fundamentally different from the CT-IC model described in the previous section, the
interchromosomal network (ICN) model (Branco and Pombo 2006, Figure 1 B) suggests that
an IC that largely separates neighboring CTs does not exist. Instead, adjacent CTs are
believed to intermingle heavily at their borders with smaller and larger chromatin loops.
Occasionally large loops of one territory can extend far into another territory.

Functional processes do not occur in a defined nuclear subcompartment, but at numerous
sites throughout the nucleus — transcription, for example, is suggested to take place at clusters
of RNA polymerases termed transcription factories — leading to or resulting from interactions
of chromatin in both cis and trans. These functional associations are thought to have an
influence on higher-order chromatin organization in the nucleus by determining the degree of
intermingling between CTs and by establishing/maintaining local intra- and interchromosomal

arrangements.

2.2.3 The lattice model

The lattice model (Dehghani et al. 2005, Figure 1 C) proposes a nuclear organization based
on a network of fibers with diameters of 10 nm to 30 nm. This network is claimed to provide a
very open chromatin configuration that is fully accessible to macromolecular complexes and
thus allows transcription to occur everywhere throughout the nucleus.

Similar to the CT-IC model (see section 2.2.1) an IC pervading the nucleus as a channel
system with extended interconnected inter- and intra-chromosomal DNA free spaces was
described. However, here in the lattice model (extensive) intermingling of the chromatin fibers

of neighboring CTs may occur, as also described by the ICN model (see previous section).

2.2.4  Other models of nuclear organization based on chromatin loops

Other models of nuclear organization are based on or include the existence of (giant) chromatin
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loops, expanding up to several micrometers across the nucleus (Chubb and Bickmore 2003,
Kosak and Groudine 2004, Fraser and Bickmore 2007).

Transcription is suggested to take place either (1) in so-called expression hubs (Kosak and
Groudine 2004) or transcription factories (Fraser and Bickmore 2007), clusters of RNA
polymerases and regulatory proteins, where genes come together irrespective of whether they
are located large distances apart on the same chromosome or on different chromosomes or
(2) throughout the nucleus inducing the giant chromatin loops, which condense back into the
default state of chromatin as soon as transcription is stopped (Chubb and Bickmore 2003).

2.25 Present view on models of functional nuclear architecture

In the last years increasing evidence has accumulated in favor of the CT-IC model of nuclear
architecture: (1) Fluorescence super-resolution microscopy data showed on the single-cell
level in a variety of human, murine and bovine cell types that histone markers for
transcriptionally competent chromatin, RNA polymerase Il and also nascent DNA and nascent
RNA are located on the surface of more compacted chromatin domains (Markaki et al. 2010,
Markaki et al. 2012, Smeets et al. 2014, Popken et al. 2014, Hiibner et al. 2015; for details see
section 5.1 in the discussion). (2) Molecular data collected in high throughput approaches with
chromosome conformation capture (3C) -based methods, where chromatin contacts are
crosslinked, isolated, amplified and sequenced (for review see Kong and Zhang 2019),
revealed that the mammalian genome consists of defined topologically associating domains
(TADSs) of about 100 kbp to 3 Mbp in size (Figure 2 A). These domains are to a large extent
maintained in different cell types and are highly conserved across species. Often they are
characterized by specific histone modifications or DNA binding proteins and coincide with
lamin associated domains (LADSs) or co-regulated gene clusters (Dixon et al. 2012, Nora et al.
2012, Rao et al. 2014, Dixon et al. 2015; for review see Tanay and Cavalli 2013, Cubenas-
Potts and Corces 2015, Sexton and Cavalli 2015). (3) Computer simulations of the three-
dimensional folding properties of a 4.8 Mbp long polymer chain demonstrated that the
experimental data collected in the high throughput studies match the organization of chromatin
into so-called fractal globules (Lieberman-Aiden et al. 2009, Mirny 2011). In contrast to
equilibrium globules in which the polymer chain has no inherent organization or structure, the
polymer chain in fractal globules forms a series of spatial sectors or domains (Figure 2 B).
Only fractal globules are free of entanglements and allow the unfolding of the polymer chain
as (large) loops (Figure 2 B). These properties are important for both the “closure” and the
“opening” of chromatin: e.g. during chromosome condensation in prophase the fractal

organization can help to avoid detrimental chromatin entanglements and during interphase it
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can help to open up chromatin structures in order to fulfill the demands of transcription, DNA

replication and potentially also DNA repair.

However, in schematic representations of the nucleus in textbooks and review articles (largely)

unorganized chromatin fibers intermingling and meandering through a CT or even the entire
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Figure 2: Evidence for a global organization of chromatin. (A) Molecular data collected in high
throughput approaches revealed topologically associating domains in mammalian genomes. The
corresponding chromosomal segment is shown for mouse (top) and human (bottom) embryonic stem
cells (ESCs). Figure adapted from Dixon et al. (2012). Reprinted by permission from Springer Nature
Customer Service Center GmbH: Springer Nature, Nature, copyright 2012. (B) Computer simulations of
polymer folding. Top: equilibrium globule, bottom: fractal globule. The fractal globule consists of a series
of domains and allows the unfolding of the polymer chain as a large loop. This is not possible in the
equilibrium globule due to severe entanglements. Figure adapted from Lieberman-Aiden et al. (2009)
and Mirny (2011). Reprinted with permission from AAAS / in accordance with the Creative Commons
Attribution NonCommercial License (Creative Commons NC 2.0), respectively.
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nucleus are still predominant (e.g. Misteli 2011, Smith and Aladjem 2014, Ulianov et al. 2015)
and also the 3D visualization of 3C-based data gives this impression (Stevens et al. 2017, Tan
et al. 2018, Dekker lab website). This emphasizes that the concept of a globular higher-order
organization of chromatin is still far from being generally accepted and that further work is

needed in this area of research.

2.3 Aim of this work: comparative analysis of functional nuclear architecture

in normal cells and after cell manipulation

In this context, the aim of this work was the comparative analysis of nuclear organization in

different cell types under normal conditions and after manipulation of the nuclear landscape.

It is well known that cell nuclei occur in a large range of different morphologies and chromatin
patterns. Often striking differences can be observed between established cell lines that are
commonly used in basic research and primary cells or tissues. While cell lines have the
advantage of being well-characterized and easier to work with and certainly provide valuable
findings, the analysis of primary cells is of utmost importance. Among other advantages (Kaur
and Dufour 2012) they exhibit normal karyotypes, are not immortalized and do not suffer from
changes in nuclear architecture or response mechanisms due to extended cultivation on hard
surfaces (plastic/glass) so very different from the normal substrate in the intact organism (a
topic which has gained increased attention in the recent years; for review see Janmey et al.
2009, Uhler and Shivashankar 2017).

Comparative analyses of the (functional) nuclear architecture in different primary cell types as
well as in cells of established cell lines under normal conditions and after experimental
manipulation will reveal to what extent nuclear organization differs between cell types,
differentiation stages and/or treatments and whether there are common principles detectable
in all cells. The presence of such common principles would provide strong evidence for them
being basic and essential building blocks of (functional) nuclear architecture. As a
consequence, they would help to provide evidence for or against the different models of
nuclear architecture currently discussed in the literature (see section 2.2) and would therefore

hopefully help to establish a generally accepted foundation for future research.

In this work, in a first step normal human primary cells were studied during differentiation using
hematopoiesis as a model system. Five selected hematopoietic cell types were analyzed

based on microscopic data acquired with 3D structured illumination microscopy (3D-SIM) after
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DAPI and immunofluorescence staining and transmission electron microscopy (TEM) after
specific DNA staining with osmium ammine B. After the characterization of general nuclear
morphological features functional nuclear architecture was studied based on the spatial
distribution of several markers: histone 3 tri-methylated on lysine 4 (H3K4me3) for
transcriptionally competent chromatin, histone 3 tri-methylated on lysine 9 (H3K9me3) for
inactive chromatin (for review see 1zzo and Schneider 2010, Zhou et al. 2011), RNA
Polymerase Il phosphorylated on serine 2 (elongating form) (RNA Pol Il Ser 2P) or serine 5
(located at promoters) (RNA Pol Il Ser 5P) for transcription sites (Heidemann et al. 2013) and
SC35 for nuclear speckles (for review see Spector and Lamond 2011).

In a second step several different methods to manipulate the normal nuclear architecture were
applied (see section 2.5 for a detailed introduction of each technique): (1) Low salt conditions
combined with live cell observations of hematopoietic cells were used to gain insights into
higher-order chromatin organization. (2) Microinjection of small fluorescent beads into HeLa
cells was performed as a method to introduce artificial landmarks into an otherwise normal
nuclear environment. The analysis of the localization of the beads upon chromatin
condensation — either induced by applying high salt conditions (i.e. induction of
hypercondensed chromatin (HCC)) or after entry into mitosis — served to provide further
understanding of higher-order chromatin organization. (3) UV irradiation and caffeine
posttreatment (UV/caffeine treatment) and (4) premature chromosome condensation (PCC) in
V79 Chinese hamster cells were used as examples for semi-artificial systems: mitosis or DNA
damage are artificially induced but the processes that subsequently take place are the intrinsic
mechanisms of the cell. In order to be able to understand the background of the observed
phenotypes, the particular cells of both processes were first thoroughly characterized and
compared. Live cell imaging and morphological observations using different fixation
procedures were performed and several markers were analyzed: Lamin B, a component of the
nuclear lamina which gets degraded in mitosis (for review see Dechat et al. 2010), histone 3
phosphorylated on serine 10 (H3S10p), a histone modification that is dramatically increased
upon entry into mitosis (Hendzel et al. 1997), a-tubulin, a major component of the cytoskeleton,
which undergoes dramatic reorganization when cells enter mitosis by forming the mitotic
spindle (for review see Janke and Bulinski 2011), Ki67, a rather poorly characterized nucleolar
protein, which, however, is well known to be a reliable marker for cycling cells (for review see
Jurikova et al. 2016, in addition also Biocyclopedia 2012) and was recently shown to be
essential for chromosome separation in mitosis (Cuylen et al. 2016), and SMC2 (structural
maintenance of chromosomes 2), a subunit of condensin which is involved in chromosome
condensation (for review see Aragon et al. 2013). In addition, centromeres were detected to

gain insights into chromosome orientation. Then the actual objective was addressed:
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chromatin organization and functional nuclear architecture of the observed nuclear phenotypes
of both processes. The analysis was performed equivalent to the studies in hematopoietic cells
using 3D-SIM and H3K4me3, H3K9me3 and RNA Pol Il Ser 2P as markers for nuclear
topography. (5) High salt conditions (HCC) were used in HelLa cells as an alternative way to
induce chromosome condensation. Again chromatin organization and functional nuclear
architecture of these particular cells were analyzed using 3D-SIM and the markers H3K4me3,
H3K9me3, and RNA Pol Il Ser 2P. These experiments were combined with the establishment
of a pathway of correlative microscopy spanning live cell imaging (using spinning disk laser
scanning microscopy (SDLSM)) for capturing dynamic processes, confocal (confocal laser
scanning microscopy (CLSM)) and super-resolution (3D-SIM) fluorescence microscopy for
multi-color imaging after the performance of immunofluorescence and TEM after specific
staining of DNA for gaining insights into the ultrastructure of the cell.

The following sections will provide the theoretical and methodological background for these

experiments.

2.4 Hematopoiesis — a model system for studying normal nuclear

architecture in primary cells during differentiation

Hematopoiesis — the process that gives rise to all blood cell types in the body — is a naturally
occurring somatic differentiation system. As it is very well studied and cells of specific
differentiation stages can be obtained easily from blood samples, it makes a perfect model
system for analyzing normal nuclear architecture and the changes the nucleus might or might

not undergo during the transition from undifferentiated to terminally differentiated cells.

All blood cells originate from hematopoietic stem cells (HSCs), a small population of pluripotent
cells characterized by the ability of self-renewal and of reconstituting the entire blood system
of a recipient after transplantation through differentiation. HSCs generate multipotent
progenitor cells which develop further and gradually increase their lineage commitment until
they differentiate into lineage-restricted precursor cells. From those arise then the (terminally)
differentiated mature cells (for reviews see Orkin and Zon 2008, Rieger and Schroeder 2012,
Wognum and Szilvassy 2015). This process of increasing commitment is associated with
tightly controlled changes in gene expression patterns (e.g. Komor et al. 2005, Manfredini et
al. 2005, Gemelli et al. 2006, Ferrari et al. 2007, Liu et al. 2007, Novershtern et al. 2011, Zhang
et al. 2012a). Among the differentially expressed genes are genes that code for proteins

located on the cell surface, including growth factor receptors, adhesion molecules, extracellular
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enzymes, and signal transduction molecules, which can be used to identify cells of certain
differentiation stages. Some of these cell-surface antigens are restricted to a specific cell
lineage, others are more widely expressed. Typically a combination of markers is required to
identify a specific subpopulation of cells within the hematopoietic system (for reviews see
Payne and Crooks 2002, Giebel and Punzel 2008, Rieger and Schroeder 2012).

In this work, the marker CD34 (cluster of differentiation 34) was used to isolate a mixed
population of undifferentiated cells from umbilical cord blood. In adults, hematopoiesis takes
place almost exclusively in the bone marrow — with the exception of the maturation of t-cells
which occurs primarily in the thymus (Alberts et al. 2015) — and under normal conditions only
a small number of stem and progenitor cells is found in peripheral blood (Bethesda 2011).
Umbilical cord blood, in contrast, is rich in HSCs and other immature cell types (for review see
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Figure 3: Hematopoietic differentiation pathways. The boxed cell types were used in this work:
CD34* cells, a mixed population of stem cells and progenitors — monoblasts and myeloblasts
representing the precursor stage — monocytes and granulocytes representing (terminally) differentiated
cells. Figure adapted from Wognum and Szilvassy (2015). Copyright of STEMCELL Technologies.
Image used with permission.

28



Introduction

Mayani and Lansdorp 1998). It can be collected from normal deliveries and is typically stored
for therapeutical purposes. Blood samples with insufficient cell numbers can be released for
research. The CD34 positive (CD34*) cell population represents about 1% of the nucleated
cells in umbilical cord blood (Mayani and Lansdorp 1998) and includes HSCs (which are
however rare, less than 0.05% of all cord blood cells (Hao et al. 1995, Majeti et al. 2007), i.e.
only 5% of the CD34" cell population) and progenitor cells (for reviews see Mayani and
Lansdorp 1998, Payne and Crooks 2002, Giebel and Punzel 2008, Rieger and Schroeder
2012). From this cell population committed precursors — here monoblasts and myeloblasts —
can be obtained through differentiation (Montanari et al. 2005, see also section 3.2.1.1). In
addition to these three cell types (CD34" cells, monoblasts, myeloblasts), monocytes and
granulocytes were studied here, as examples for (terminally) differentiated cells. While
granulocytes are terminally differentiated, monocytes can develop into macrophages or
dendritic cells upon stimulation (for review see Imhof and Aurrand-Lions 2004). Both cell types
exit from the bone marrow into the blood and can migrate into tissues in order to perform their
tasks in the response to inflammations and infections (Henderson et al. 2003, Imhof and
Aurrand-Lions 2004, Wantha et al. 2013). A scheme of the hematopoietic differentiation

pathways is shown in Figure 3. The five cell types used in this work are highlighted.

The cell types of the hematopoietic system — especially the precursors and mature cells — can
be well distinguished in blood smear preparations using combinations of basic and acidic
stains such as Giemsa, Wright or May-Griinwald in order to visualize both, nucleic acids and
alkaline granules. Since more than a century such samples are used as diagnostic tools for all
types of blood cancers and other blood disorders by monitoring cell counts and especially by
evaluating changes in the cellular appearance and the nuclear phenotypes (for overview see
Houwen 2000, Theml et al. 2004, Barcia 2007, Keohane et al. 2016). TEM data support and
complement the observations made on these classical hematological samples (e.g. Ohwada
and Eguchi 1993, Djaldetti et al. 2004, Ru et al. 2009, Jost et al. 2015; for overview see
Keohane et al. 2016). However, typically these studies use classical TEM staining methods
which unspecifically increase contrast by staining RNA, DNA and proteins at the same time
(compare section 2.6.4).

Only little is known about the high(er) resolution chromatin organization in hematopoietic cells

and even less about their functional nuclear architecture.
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2.5 Methods to manipulate the nuclear landscape and to interfere with the

distribution of chromatin

In the literature, numerous possibilities exist to manipulate the nuclear landscape and to
interfere with the distribution of chromatin. The next few chapters briefly introduce the methods
applied in this work.

2.5.1 Treatment with high or low salt concentrations

Hypotonic treatment, i.e. the incubation of cells in low salt conditions, can be used to induce
chromatin decondensation in intact nuclei of living cells. Here 0.3x PBS (phosphate-buffered
saline) was employed, exhibiting a salt concentration of only ~45 mM compared to the
normotonic value of ~150 mM of 1x PBS. Typically such treatment is applied to avoid shrinkage
during fixation, especially when working with blood cells (e.g. Cremer et al. 2007, Rauch et al.
2008, Nagel et al. 2012, Glukhov et al. 2013, Ollion et al. 2015).

Alternatively, cell nuclei can be subjected to higher than physiological salt conditions (Albiez
et al. 2006). Already a brief incubation in medium with about double the osmolarity of normal
cell culture medium (570 mOsm instead of 290 mOsm) leads to hypercondensed chromatin
(HCC). As a result of the condensed chromatin, the interwoven interchromatin channels are
wider than usual and can therefore be observed more easily. HCC can be induced either
directly or stepwise through a series of media with increasing osmolarity and is fully reversible.
The induction of HCC provides an easily applicable system to study nuclear architecture under

artificial conditions.

2.5.2  Microinjection

Microinjection is a helpful tool to directly deliver larger particles or molecules, which normally

would not cross the plasma membrane or the nuclear envelope, into cells, especially

specifically into the nucleus. In this work, small fluorescent beads were microinjected into cell

nuclei.

2.5.3 UVirradiation and caffeine posttreatment

Ultraviolet (UV) irradiation is well known to cause DNA damage and consequently to activate
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DNA repair mechanisms as well as — depending on the severity of the DNA damage —to induce
delays in cell cycle progression, chromosome aberrations or even cell death. One of the
potential effects of UV irradiation is chromosome fragmentation or shattering. First
observations on this phenomenon were already made in the 1940s (for overview see Chu
1965) and the term “chromosome shattering” was introduced about a decade later for multiple
chromosome fragmentations of mitotic cells after UV irradiation of Tradescantia paludosa
pollen (Lovelace 1954). The basis for the studies in this work was established in the mid-1970s
to mid-1980s when comprehensive analyses were carried out in Chinese hamster (Cricetulus
griseus) cells after UV irradiation and caffeine posttreatment (e.g. Zorn et al. 1976, Cremer et
al. 1980, Cremer et al. 1981a, Cremer et al. 1981b, Cremer and Cremer 1986; for review see
Cremer and Cremer 2006). Cells were irradiated with UV light, incubated in caffeine (= caffeine
posttreatment) and allowed to proceed to mitosis. Subsequent chromosome preparations
performed according to standard protocols including hypotonic treatment, methanol / acetic
acid (MAA) fixation and air drying revealed a phenotype termed generalized chromosome
shattering (GCS), i.e. mitotic figures that show fragmentation or — more frequently and
therefore more characteristic for this phenomenon — pulverization of the entire chromosome

complement (Figure 4).
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Figure 4. Morphology of generalized chromosome shattering (GCS) observed after conventional
chromosome preparations of UV irradiated and caffeine posttreated Chinese hamster cells. Left:
fragmentation, right: pulverization. Figure taken from Cremer et al. (1980). Reprinted with permission
from John Wiley and Sons / Wiley Company, copyright 1980, Alan R. Liss Inc / Wiley-Liss Inc, A Wiley
Company.

Caffeine posttreatment was critical in these experiments as the effects induced by UV
irradiation did not remain visible when it was omitted (Cremer et al. 1980, Cremer et al. 1981b,
Cremer and Gray 1982, Cremer et al. 1982a). Back in the time when these experiments were
performed, it was unclear how caffeine — a stimulant present in many plants, most well known
in coffee beans and tea leaves, but also in others such as kola nuts (Coca Cola) or cocoa
beans — potentiates the effects of UV irradiation. Today it is generally believed that caffeine
inhibits ATM (Ataxia telangiectasia mutated) and ATR (Ataxia telangiectasia and Rad3-related)
(Blasina et al. 1999, Hall-Jackson et al. 1999, Sarkaria et al. 1999, Zhou et al. 2000), the two

major kinases involved in cell cycle control (for review see Awasthi et al. 2015). Cell cycle
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progression is controlled by a complex network of signaling pathways, whose complete
coverage would go beyond the scope of this work. Therefore only the basics will be mentioned
here (Figure 5) (for review see Donzelli and Draetta 2003, Hurley and Bunz 2007, Yu 2007,
Morandell and Yaffe 2012, Awasthi et al. 2015). Typically, ATM is activated upon DNA double-
strand breaks and ATR upon problems during replication (i.e. DNA single-strand breaks).
Under certain circumstances, however, these two kinases are also reported to be able to
indirectly activate each other. Activated ATM and ATR initiate two major signaling cascades
that ultimately lead to cell cycle arrest: (1) ATM and ATR phosphorylate and with that activate
Chk2 (Checkpoint kinase 2) and Chkl1 (Checkpoint kinase 1), respectively, which then have
an inhibitory effect on Cdc25 (cell division cycle 25) phosphatases: phosphorylation of Cdc25A
results in its ubiquitinylation and subsequent degradation and phosphorylation of Cdc25B and
C leads to their sequestration into the cytoplasm. As a consequence, the inhibitory
phosphorylations on cyclin/Cdk (cyclin-dependent kinase) complexes cannot be removed and
cell cycle progression cannot be promoted. The missing activation of cyclinB/Cdk1 (originally
known as maturation or M-phase promoting factor (MPF)) through Cdc25A as well as Cdc25B
and C leads to a halt at the G2/M boundary, the missing activation of cyclinE/Cdk2 through

DSB Caffeine SSB

Figure 5: Cell cycle control through ATM and ATR signaling and the influence of caffeine.
Arrow = promotion, bar = inhibition. Figure adapted from Morandell and Yaffe (2012). Reprinted with
permission from Elsevier.
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Cdc25A results in a stop at the G1/S boundary. (2) ATM, Chk2 and potentially also ATR
phosphorylate and with that stabilize p53. This allows p53 to induce the transcription of p21, a
checkpoint protein which inhibits Cdk1l and Cdk2 and therefore prevents the transition from G1
to S phase (mediated through cyclinE/Cdk2), the progression through the intra-S-checkpoint
(cyclinA/Cdk2) as well as mitotic onset (cyclinB/Cdk1).

Upon inhibition of ATM and ATR — for example through caffeine — these signaling pathways
do not get activated anymore: the Cdc25 phosphatases are not hindered from activating
cyclin/Cdk complexes and due to its missing expression also the inhibitory effect of p21 on
Cdk1 and 2 gets lost. As a consequence, the cell will enter mitosis or S phase despite massive
DNA damage (Figure 5).

However, some studies doubt the influence of caffeine on ATM and ATR — at least in certain
cells — and suggest that caffeine directly inhibits other components of this complex signaling
network (Cortez 2003; for review see Bode and Dong 2007).

Massive DNA damage that remains unrepaired typically leads to cell death after an interval of
several hours. The best-studied type of such a kind of delayed cell death is apoptosis (for
review see Chowdhury et al. 2006, Galluzzi et al. 2012, Kiraz et al. 2016), but also other less
well defined non-apoptotic endpoints have been described (for review see Blank and Shiloh
2007, Galluzzi et al. 2012). GCS was classified as mitotic catastrophe (Hubner et al. 2009), a
term that is often used in exchange with mitotic cell death. Together mitotic catastrophe and
mitotic cell death summarize a variety of cellular endpoints which typically involve the name-
giving occurrence of aberrant and/or fragmented mitotic figures and are observed after DNA
damage induction in the presence of inhibited or defective cell cycle checkpoints (e.g. lanzini
and Mackey 1997, Castedo et al. 2004b, Nitta et al. 2004, Blank et al. 2006, Mansilla et al.
2006, Stevens et al. 2007, Zhang et al. 2011). Until today these different phenomena are not
well defined and difficult to separate, although the underlying molecular mechanisms are
slowly getting revealed (for review see Castedo et al. 2004a, Eriksson and Stigbrand 2010,
Caruso et al. 2011, Vitale et al. 2011, Galluzzi et al. 2012).

As mentioned above, GCS was so far only described after methanol / acetic acid (MAA) fixation
(e.g. Zorn et al. 1976, Cremer et al. 1980, Cremer et al. 1981a, Cremer et al. 1981b, Cremer
and Cremer 1986). Observations of this phenomenon in living cells or after paraformaldehyde
(PFA) fixation are missing. Also information about the presence or absence of mitotic markers

and with that about the similarity of these cells with normal mitotic cells is not available.
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2.5.4 Premature chromosome condensation (PCC)

Premature chromosome condensation (PCC) describes the formation of condensed
chromosomes from interphase cells upon induction, either through cell fusion using viruses
(Johnson and Rao 1970) or polyethylene glycol (PEG) (Lau et al. 1977, Hanks et al. 1982,
Pantelias and Maillie 1983) or through chemicals like Okadaic acid (Yamashita et al. 1990,
Gotoh et al. 1995) or Calyculin A (Gotoh et al. 1995). The morphology of PCC differs depending
on the cell cycle stage of the induced cell: G1 PCCs show chromosomes with one — typically
more elongated — chromatid, S PCCs exhibit a shattered chromosome complement similar to
GCS observed after UV/caffeine treatment (see section 2.5.3) and G2 PCCs show condensed
chromosomes with two chromatids very similar to normal mitotic cells (e.g. Johnson and Rao
1970, Hanks et al. 1983, Gotoh et al. 1995; for Calyculin A-induced PCC as used in this work
see Bezrookove et al. 2003, Hatzi et al. 2006) (Figure 6 A). Since PCC can also be induced
in non-dividing cells it is frequently used as a valuable diagnostic tool in radiation studies (e.qg.
Lamadrid Boada et al. 2013, Hu et al. 2013, Puig et al. 2013, M'Kacher et al. 2015, Romero et
al. 2015).

As mentioned above, in this work PCC was induced using Calyculin A, a chemical isolated
from the marine sponge Discodermia calyx (Kato et al. 1986). It is a potent, cell-permeable
inhibitor of type 1, type 2A and to a lesser extent type 2B phosphatases (Ishihara et al. 1989,
MacKintosh and MacKintosh 1994). Canceling the inhibitory effect of protein phosphatase 2A
(PP2A) on Cdc25 leads to its phosphorylation, i.e. activation, which then again promotes the
activation of the cyclin B / Cdkl complex through dephosphorylation of Cdkl (called Cdc2 in
Schizosaccharomyces pombe). This induces mitosis — or in interphase cells PCC — by
activating mitotic events like chromosome condensation, breakdown of the nuclear envelope,
formation of the mitotic spindle, etc. (for review see Gotoh 2009 and also Donzelli and Draetta
2003, Bollen et al. 2009, Fisher et al. 2012) (Figure 6 B). In addition, protein phosphatase 1
and 2A are also reported to be involved in the exit from mitosis (for review see Bollen et al.
2009, Rebelo et al. 2015), leading to the accumulation of mitotic or PCC cells following their

inhibition.

In the literature, PCC is mainly characterized after MAA fixation (see all articles cited in the
first paragraph of this chapter apart from Yamashita et al. 1990). Information on the
morphology of these cells in the living state or after PFA fixation is very limited and hardly
anything is known about the early stages of PCC before condensed chromosomes get
apparent and about the morphological changes involved (see details in section 5.3.1 in the
discussion). Also the presence or absence of mitotic markers and therefore the similarity of

PCC cells to normal mitotic cells is not well studied. Observations on individual markers are
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described occasionally (see details in section 5.3.1 in the discussion), but a fully

comprehensive study or overview — especially for PCC induced by Calyculin A — is missing.
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Figure 6: PCC induction using Calyculin A. (A) Typical morphologies after PCC induction: human
lymphocytes were treated with colcemid and 30 min Calyculin A, fixed and prepared using standard
methods and classified as G1, early S, mid S, late S and G2 PCC (from left to right). Figure adapted
from Hatzi et al. (2006). Reprinted in accordance with the Creative Commons Attribution 4.0 License
(Creative Commons 4.0). (B) Mechanism of PCC induction through Calyculin A (Cal A). Red arrow =
promotion; blue bars = inhibition. Figure adapted from Gotoh and Durante (2006). Reprinted with
permission from John Wiley and Sons / Wiley Company, copyright 2006, Wiley-Liss Inc, A Wiley
Company.

2.6 Microscopy — an indispensable tool for understanding the (dynamic)

organization of the nucleus

Light and electron microscopy belong to the most important techniques in biological sciences
and have been widely used for the visualization of all kinds of structures within cells and
tissues. While imaging methods were initially almost exclusively limited to the analysis of fixed
specimens, fluorescence microscopy by now also provides well-established and reliable
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approaches for the observation of living cells. In contrast to other frequently used techniques,
like for example gene expression profiling, flow cytometry, western blotting or chromosome
conformation capture methods, where data are typically acquired by averaging thousands or
even millions of cells, microscopy provides an indispensable tool for the analysis of individual
cells. Single-cell studies are very important (for review see Yuan et al. 2017) as only they can
provide sufficiently detailed information on the heterogeneity of the cell population analyzed,
reveal rare, but potentially functionally important sub-populations — as for example in the early
stages of cancer where typically only one small clone of malignant cells is present (Alberts et
al. 2015) — and most importantly in the case of microscopy, deliver a direct insight into the
organization of the cell.

Awarding the Nobel Prize in Chemistry 2014 to Erik Betzig, Stefan W. Hell and William E.
Moerner for the development of super-resolved fluorescence microscopy (The Royal Swedish
Academy of Sciences 2014) brought the importance of microscopy and therefore also of
single-cell analyses back into the limelight and back into the focus of interest of many

researchers worldwide.

2.6.1 Conventional wide-field (WF) microscopy

For a long time, conventional wide-field (WF) microscopy was the only method available for
imaging subcellular structures tagged with fluorescent dyes. These epi-fluorescence
microscopes provide a resolution of about 200-300 nm laterally and in the best case
600-1000 nm axially.

Resolution is a central issue in microscopy. The resolution limit represents the smallest
distance at which two point-like objects can still be observed separately and was first described
by Ernst Abbe in 1873 (Abbe 1873) and — being unaware of Abbe’s publication until finishing
the manuscript — by Hermann von Helmholtz one year later (Helmholtz 1874). In the case of
conventional light microscopy, two objects optically merge in lateral direction (xy-plane) when
they get closer than approximately half of the wavelength of the illuminating light. In axial (z)
direction the resolution is limited even more by a factor of 2-3. This definition is typically
referred to as the classical Abbe limit. However, all optical devices including light microscopes
have their own intrinsical resolution limit, which may substantially differ from the classical Abbe

limit.

In the past conventional WF microscopy was eagerly used by a tremendous number of

scientists. Today, however, due to the development of confocal microscopy (see section 2.6.2)
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and even more of various super-resolution approaches (see section 2.6.3) which both deliver
(much) higher resolution, it is often smiled at and considered insufficient. Although being
certainly not the method of choice for answering every question, WF microscopy can still be a
valuable tool: it can easily be equipped with (1) specialized fluorescence filter sets optimized
for the fluorochromes / fluorescent proteins used and suitable for the simultaneous detection
of fluorophores with different excitation and/or emission spectra, (2) halogen lamps and UV
filters to minimize the exposure to harmful light of short wavelengths and (3) sensitive cameras
that allow image acquisition with low light intensities. In addition, the low axial resolution
contributes to the high light sensitivity of such systems, as also the out-of-focus signals are
collected during acquisition (for a review on epifluorescence microscopy see Webb and Brown
2013). Especially point two and three make conventional WF microscopy very suitable for long-
term observations of living cells which require the reduction of sample stress to an absolute

minimum.

2.6.2 Confocal microscopy

Confocal laser scanning microscopy (CLSM) (for review see Conchello and Lichtman 2005,
Claxton et al. 2005) was developed in the 1970s (for review see Cremer and Masters 2013)
and has been the gold standard of fluorescence microscopy for many years. Compared to
conventional WF microscopy it offers only a marginal increase in resolution (180-250 nm
laterally, 500-700 nm axially), but the implementation of pinholes that greatly reduce out-of-
focus light and as a result drastically increase contrast provided CLSM with substantially
improved possibilities for three-dimensional (3D) imaging compared to WF microscopy. CLSM
allows light optical serial sectioning and the generation of 3D reconstructions from the acquired
data sets. In addition, modern CLSM systems are excellent tools for multi-color experiments —
depending on the setup up to 5 or even up to 7 different colors and therefore proteins/structures
can be visualized in one single experiment with comparatively little effort. Combining these
features, CLSM has become the method of choice for 3D studies of all kinds of fixed cells,
including tissue sections.

Although CLSM has also been successfully employed for four-dimensional (4D) studies of
living cells in space and time, its suitability for such experiments is limited due to the acquisition
process: images are obtained by scanning the sample with a single focused laser beam and
recording the fluorescent output with a photomultiplier tube (PMT) separately at each focal
point, generating the final image voxel by voxel. This point-scanning technique — although very
beneficial for optical sectioning — is time-consuming and requires high illumination intensities,

typically resulting in a high total light exposure of the recorded cell (Toomre et al. 2012, Graf
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et al. 2005, Conchello and Lichtman 2005).

A great improvement for live cell observations was the development of spinning disk laser
scanning microscopy (SDLSM). Here the laser light passes through a disk, which contains
approximately 20 000 small pinholes arranged in such a way that the rotation of the disk leads
to the full illumination of the sample. As the disk rotates with high speed in the range of 1500—
10 000 rpm and fluorescence from all focal points is thus recorded simultaneously, image
acquisition of one plane is achieved within a few milliseconds for the entire specimen. Up to
30 frames per second are possible with conventional samples, constituting a dramatically
enhanced speed of image recording (for review see Graf et al. 2005, Conchello and Lichtman
2005, Toomre et al. 2012; the first two references include a comparison with CLSM). A small
downside of this technique is the so-called pinhole cross-talk, i.e. that light scattered or emitted
by structures outside the focal plane can reach the detector through adjacent pinholes.
Consequently, the axial resolution is somewhat reduced in comparison to CLSM (Toomre et
al. 2012). However, in addition to the improved imaging speed mentioned above, SDLSM also
has the advantage that it uses CCD cameras instead of PMTs for signal detection, resulting in
reduced light stress on the sample. Thus, the spinning disk system offers great possibilities for
4D imaging of living cells, even if the acquisition of image stacks over longer periods of time

remains challenging.

2.6.3 Three-dimensional structured illumination microscopy (3D-SIM)

The concept of structured illumination microscopy (SIM) was independently proposed by
Heintzmann and Cremer (1999) and Gustafsson (2000). SIM belongs to the so-called super-
resolution microscopy approaches that have become available in the last two decades. Other
methods include STED (stimulated emission depletion) (Hell and Wichmann 1994, Klar and
Hell 1999, Klar et al. 2000; for review see Blom and Widengren 2014), STORM / PALM /
FPALM (stochastic optical reconstruction microscopy / photoactivated localization microscopy
/ fluorescence photoactivation localization microscopy) (Rust et al. 2006 / Betzig et al. 2006 /
Hess et al. 2006; for reviews see Nelson and Hess 2014, Sengupta et al. 2012, Hajj et al.
2014), and lattice light-sheet microscopy (Planchon et al. 2011, Gao et al. 2012, Chen et al.
2014) that will not be further described here (for general reviews on super-resolution
microscopy see Schermelleh et al. 2010, Huang et al. 2010, Cremer and Masters 2013).
Although these techniques partially differ strongly in their functional principle, they all achieve
the same goal as the generic term “super-resolution microscopy” already suggests: they break

the Abbe limit of resolution (see section 2.6.1) and therefore allow the visualization of
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structures smaller than the diffraction limit of light. Since many subcellular structures and
macromolecular complexes fall into that category, these microscopic techniques opened a

multitude of new possibilities and catapulted light microscopy to an entirely new level.

In SIM the improvement in resolution is achieved by superimposing the unknown unobservable
sample structure with a known illumination pattern, causing coarse and observable
interference patterns (moiré fringes) from which the fine underlying details of the sample can
be retrieved using mathematical algorithms. The striped illumination pattern is typically
generated by a diffraction grating (Heintzmann and Cremer 1999, Gustafsson 2000),
heterodynes with the structure of the object and shifts higher frequency components that
represent subtle sample details from the outside into the observable region of the reciprocal
space of the microscope (Gustafsson 2000). In order to reconstruct an image with double the
conventional resolution, images of three or more — typically five — shifts of the illumination
pattern perpendicular to the stripes have to be acquired for each image plane. For improving
the resolution also in a second lateral direction, the orientation of the grating has to be rotated
accordingly. The more orientations used, the better the high-resolution coverage in the xy
space, an advantage which is however gained at the cost of prolonged acquisition time and
additional light stress. Three to five equally spaced orientations are regarded as sufficient and
typically only three orientations — i.e. a rotation of the grating by 60° and 120° — are
implemented (Gustafsson 2000). In three dimensional (3D) -SIM a three-beam interference is
used that includes in addition to the -1 and +1 diffraction order also the 0 order and thus results
in the creation of a 3D sinusoidal illumination pattern (Gustafsson et al. 2008). This allows a
doubling in resolution not only in lateral (xy) direction but also in axial (z) direction. The final
reconstructed image therefore is characterized by a resolution of about 100-130 nm laterally
and 250-340 nm axially, which lies beyond the classical Abbe limit and represents an eightfold
increase in resolution in 3D (Schermelleh et al. 2010).

The generation of a final 3D-SIM image requires a massive computational effort. As described
above, the typical setup results in the acquisition of 960 images per color for one 3D stack
(based on 15 images per z-position (three angles with five phase shifts each) and 64 z-sections
(with the standard z-spacing of 125 nm and a typical z-volume of 8 um)). Therefore, 3D-SIM
requires samples with bright signal intensities, fluorochromes that are fairly resistant against
bleaching and mounting in antifade medium in order to diminish bleaching during the recording
of serial images. In addition, movements within the sample have to be minimized, as
fluorescent particles that float around during image recording can introduce artifacts. Despite
sounding challenging, these requirements can easily be met with standard sample preparation

protocols and standard fluorophores. In combination with the fact that multi-color experiments
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can be performed effortlessly — enabling the study of several cellular components /
macromolecular complexes at the same time and therefore their spatial relationship to each
other — this constitutes the huge advantage of 3D-SIM compared to other super-resolution
approaches, although those reach an even higher resolution (down to the range of tens of
nanometers, see reviews and articles mentioned above). This makes 3D-SIM particularly

suitable for studying the functional nuclear architecture in 3D.

The conventional 3D-SIM setup used in this work can only be applied for imaging of fixed cells.
In particular due to the slow acquisition time, but also due to the high light intensities needed.
However, new developments helped to dramatically improve these values and made 3D-SIM
also usable for the observation of fast processes in living cells (Kner et al. 2009, Shao et al.
2011, Fiolka et al. 2012, Strauss et al. 2012, for review — not only for live cell 3D-SIM but also
in general — see Mennella 2016), at least for short periods of time. If these applications also

allow long-term live cell imaging still remains to be investigated.

Overall, regarding the tremendous progress the field made in the last years and is still making
today, it seems realistic to expect that new developments and improvements in super-
resolution microscopy will allow 3D and 4D imaging of fixed and living cells with a resolution

of about 10 nm.

2.6.4 Transmission electron microscopy (TEM)

Transmission electron microscopy (TEM) provides the highest possible resolution reaching low
nanometer or even Angstrom values due to the small wavelength of the electron beam.

However, this huge advantage comes along with a lot of downsides of TEM imaging:

(1) Electron microscopes operate in vacuum, so the sample has to be embedded in plastic or

vitreous ice, which both makes live cell observations impossible.

(2) After embedding ultrathin sections — typically with a thickness of around 70-100 nm — have
to be cut as the electron beam can only penetrate thin specimens. While this leads to a high
resolution not only in lateral (xy) but also in axial (z) direction, it also involves the loss of 3D
information. Serial sections can be collected, imaged and aligned to a 3D-stack, but this
procedure is very laborious and time demanding and requires outstanding sectioning skills.

New approaches make use of the combination of scanning electron microscopy (SEM) with
ultramicrotomy (serial block-face (SBF) -SEM) (Denk and Horstmann 2004, Zankel et al. 2009)
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or focused ion beam (FIB) milling (Heymann et al. 2006, Knott et al. 2008): serial images of
the sample surface are recorded after the sequential removal of ultrathin slices (with a
thickness of down to 30 nm in case of ultramicrotomy and 3 nm in case of FIB) leading to a full
3D acquisition of the specimen (for review see Hartnell et al. 2016). Although the resolution in
SEM is somewhat reduced compared to TEM and only images of the sample surface are
recorded (i.e. the information within the section is not accessible), the value of the 3D
information is — dependent on the question — clearly more than sufficient to compensate for
this.

A great tool for retrieving the 3D information within an ultrathin section is electron tomography.
The acquisition of a tilt series typically ranging from about -65° to +65° in one (single tilt) or two
(double tilt) directions and the subsequent reconstruction of a 3D density map based on the
2D projection images helps to tremendously increase resolution, mainly in z-direction (down
to about 2 nm in xy and 3 nm in z-direction) (for reviews see Baumeister 2002, Subramaniam
et al. 2003).

However, both techniques, SBF/FIB-SEM and tomography, are time-consuming methods that
require a significant computational effort and most notably only allow imaging of a very small

part of the cell (at least at high resolution).

(3) Staining possibilities, especially for depicting several different proteins or nucleic acids
simultaneously, are much more limited compared to multicolor imaging with fluorescent light
microscopy, as electron microscopy depends solely on differences in electron-density.

Conventional staining procedures that are routinely employed in electron microscopy are
based on heavy metals like uranium and lead. Uranyl acetate and lead citrate is the standard
contrasting method that stains lipids, proteins, RNA and DNA at the same time. Aqueous uranyl
acetate alone is more specific for nucleic acids, however, also other negatively charged
molecules are stained (Leica 2013). In contrast to that several new methods have been
developed that allow the detection of DNA or proteins in a highly specific manner. Staining of
DNA can be achieved by specific uranyl acetate staining after RNA extraction and blockage of
amino and carboxyl groups (NAMA-Ur, Testillano et al. 1991) or by osmium ammine B staining
after RNA degradation (Vazquez-Nin et al. 1995; for a more detailed explanation see section
3.2.8.3). Only recently Ou et al. (2017) reported a less harsh method for staining DNA for EM.
It is based on fluorescent DNA dyes that can generate singlet oxygen upon illumination which
in turn can oxidize diaminobenzidine (DAB). This leads to the formation of an insoluble reaction
product which can be made electron-dense using osmium tetroxide. This reaction is based on
several preceding studies published in the last few years which made a lot of progress on the
specific detection of proteins: Similar to GFP for light microscopy several tags are now

available for electron microscopy (for review see Ellisman et al. 2012), the most common ones
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being miniSOG (mini singlet oxygen generator) (Shu et al. 2011) and APEX/APEX2 (enhanced
ascorbate peroxidase (APX)) (Martell et al. 2012, Lam et al. 2015). In the case of miniSOG,
the polymerization of DAB at the site of the tag is also achieved through illumination, in the
case of APEX/APEX2 though a peroxidase enzyme reaction in the presence of H,O,. These
new technigues and the great possibilities associated with them will certainly give TEM studies
a new boost and will enable scientists to gather new and detailed insights into many open
guestions.

Despite these great advancements, the possibilities for labeling different proteins in the same
sample are still very limited. Currently, there are only two ways: One (A) is performing
immunodetection with secondary antibodies coupled to differently sized gold-patrticles (e.g. 6,
10, 15 nm in diameter). However, either the labeling efficiency is low as antibodies cannot
penetrate the sections of plastic-embedded samples (post-embedding detection) or the
ultrastructure is diminished due to the necessity of permeabilization to enable access of the
antibodies (pre-embedding approach) (for a detailed article on immunolabeling for EM see De
Paul et al. 2012). Tokuyasu sectioning (Tokuyasu 1973), where frozen samples are sectioned
under cryo-conditions and subsequently brought back to room temperature for staining, offers
a solution to this problem but requires excellent sectioning skills and highly specialized and
expensive equipment. And also here another substantial problem of immunodetection persists:
each antibody has a size of about 12-18 nm. With two antibodies — primary and secondary —
this adds up to a distance of up to 36 nm between the gold grain and the actual detection site.
While this deviation is negligible for most light microscopic approaches (the resolution limit for
conventional light microscopy is around 200 nm, compare sections 2.6.1-2.6.3), it has a high
impact in TEM where resolution reaches the low nanometer or even the Angstrom scale. The
second technique (B) for labeling different proteins in the same specimen was only developed
recently. It makes use of coupling different lanthanides to DAB and reacting the different
proteins of interest in a sequential approach followed by energy-filtered TEM which can
distinguish between the different elements (Adams et al. 2016). Currently, this method still
suffers from slightly low sensitivity and more importantly from the limited availability of
genetically encoded tags that can react DAB at different wavelengths. In this paper the second
“color” next to miniSOG was achieved through the application of specific fluorochrome coupled
molecules or labeled antibodies, which however come with the same caveats described for
method (A), i.e. requiring cell permeabilization and resulting in an increased distance between
the label and the protein of interest. But given the rapid progression of this field of research,
this technique has great potential for becoming a reliable method for multi’c