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ABBREVIATIONS

Aβ - Amyloid-β

APP - Amyloid Precursor Protein

AD - Alzheimer’s Disease

CA - Cornus Ammonis

CSD - Current Source Density

DG - Dentate Gyrus

EC - Entorhinal Cortex

MEC - Medial Entorhinal Cortex

LEC - Lateral Entorhinal Cortex

HCN -  Hyperpolarization-activated Cyclic Nucleotide-gated (channels)

LFP - Local Field Potential

NFT - Neuroϐibrillary Tangle

PPC - Pairwise Phase Consistency

PSD - Power Spectral Density

REM - Rapid Eye Movement

SWR - Sharp Wave Ripple complexes

SWS - Slow Wave Sleep

WT - Wild Type
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ABSTRACT

Neuroscience has been both investigating fundamental  questions about the nature of
cognitive  processes  and  giving  medical  sciences  an  understanding  of  biological
mechanism that can be used to prevent or cure diseases. While these two branches of
research are commonly separated, in the present study we will try to answer questions
about memory formation while studying Alzheimer’s disease (AD) development.

It is by now well known that the hippocampal formation plays a fundamental role in the
acquisition,  consolidation  and  retrieval  of  episodic  memory.  These  processes  are
currently  hypothesized  to  be  supported  or  at  least  reϐlected  in  the  appearance  and
synchronization of oscillatory activity patterns within and across regions. However, it is
still unclear how these functions emerge from the underlying processes.

Studying these phenomena through correlation alone is limited and does not allow to
ϐind causal effects. For this reason, scientists have resorted to various perturbations to
better  understand the causal  links in the  system. These perturbations of  the  normal
brain  activity  range  from  the  complete  ablation  of  brain  regions  to  more  subtle
manipulations like opto- or chemogenetics.

Neuropathology can be seen as a more naturalistic perturbation of the brain function
and research on the mechanisms underlying cognitive deϐicits can also contribute to our
understanding of the internal computation of the brain. In particular, we will focus on
AD,  a  chronic  neurodegenerative  disease  and  the  most  common  cause  of  dementia,
recognized  by  the  World  Health  Organization  as  a  global  public  health  priority.
Notoriously, AD symptoms include disorientation and memory loss.

One of the ϐirst brain regions suffering from neuronal damage in AD, after the entorhinal
cortex,  is  the  hippocampus.  Given  this  clear  connection  between  symptoms and  the
affected  brain  region,  investigating  the  development  of  AD in  this  area  has  medical
relevance, since understanding the systemic origin of the functional deϐicits of AD would
open the  door  for  the development  of  new  medical  approaches,   and  improve  early
diagnoses.

Using a model of amyloid pathology, APPNL-G-F knock-in mice, in the present study we aim 
to answer to the following questions:

• Do  APPNL-G-F mice  present  changes  in  the  ϐiring  patterns  of  neurons  in  the
hippocampal formation and in the cortical region above it?

• Are there different patterns of oscillatory activity in the hippocampus of APPNL-G-F

mice compared to wild type animals?

• Is there a distinguishable progression of electrophysiological changes for mice of
different ages?
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Our ϐindings show minimal changes on the system level during the active state, the most
prominent of which is a signiϐicant decrease in the average frequency of theta. On the
neuronal level, principal cells tend to have a later theta phase. Since the changes at the
system level don’t explain the behavioural deϐicit, further studies focusing on the active
state could focus on the single cell contributions.

During the resting state we found multiple differences, the most interesting of which is
the  diminished  occurrence  rate  of  gamma  bursts  in  CA1lm  and  DGml,  reϐlecting  a
reduced  input  from the entorhinal  cortices,  i.e.  the  ϐirst  areas  affected by  AD.  Sharp
wave-ripples had a signiϐicantly decreased frequency of the ripple itself. Moreover, the
strength of respiratory modulation of sharp wave-ripples was diminished, while their
occurrence  rate  did  not  signiϐicantly  differ.  This  points  at  the  possibility  that  the
behavioural  changes  observed  in  APPNL-G-F knock-in  mice  are  due  to  changes  mainly
happening during the resting state and not during activity.
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1. INTRODUCTION

The limbic system is responsible for emotional  states and memory formation  (Papez
1936;  MacLean  1949;  Scoville  and  Milner  1957).  The  hippocampus  in  particular  is
needed for the encoding of new memories, as shown by the famous case of patient H.M.,
who in 1953 developed severe anterograde amnesia after surgical bilateral removal of
the majority of the hippocampal formation (Scoville and Milner 1957). 

Starting from the ϐirst  recordings  of  the  brain electro-encephalogram,  it  has  become
evident that the brain is host to multiple forms of oscillatory activity. It has since then
been  hypothesized  that  slow  oscillations  facilitate  communication  between  different
brain  regions,  while  faster  ones  correlate  with  local  activity  (Buzsáki  2009).  Faster
oscillations  are  short-lived  and  are  thought  to  emerge  from  the  interaction  of  local
populations  of  excitatory  and  inhibitory  neurons.  The  magnitude  of  these  fast
oscillations is modulated by the slower ones (Buzsáki and Wang 2012).

In the context of  episodic  memory,  it  has been shown that oscillatory activity  in the
hippocampus  correlates  with  memory  formation  and  consolidation.  In  the  present
understanding,  these  oscillations  constitute  the  substrate  for  the  activity  of  cell
assemblies of  neurons providing the memory coding,  coordinate information transfer
between networks and neural plasticity.

At the level of spatial coding, the discoveries of place cells in the rodent hippocampus
(O’Keefe and Dostrovsky 1971) and of grid cells in the medial entorhinal cortex (Hafting
et al. 2005), point to a role of the hippocampal formation in the generation of a cognitive
map  that  could  provide  context  information  to  episodic  memory.  Communication
between these two brain areas and encoding of spatial and memory content by neural
ensembles is organized by theta oscillations (Mizuseki et al. 2009, Buzsáki 2009).

Of particular interest are in this context also the sharp-wave ripples (SWRs), bouts of
fast oscillatory activity during which place cell sequences are re-activated and that have
been connected to memory consolidation (Buzsáki 2015).

However, demonstration of a causal link between oscillations and cognitive function is
an ongoing work. Attempts to do so have up to now involved abrupt perturbations of the
system, potentially interfering with unknown mechanisms causing both the effects on
observed oscillations and the effects on memory. 

Examining oscillatory dynamics in a pathological model such as AD mice may help us
form a better understanding of memory and the process of learning within the brain
while providing insights into the cause of the cognitive deϐicits.
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1.1 THE HIPPOCAMPAL FORMATION

The  hippocampal  formation  is  a  group  of  highly  interconnected  limbic  structures
including the hippocampus proper, subiculum and medial and lateral entorhinal cortices
(respectively medial  entorhinal cortex,  MEC, and lateral entorhinal cortex,  LEC).   The
hippocampus is commonly subdivided into dentate gyrus (DG) and the cornu ammonis
(CA), which in rodents is further subdivided in CA1 CA2 and CA3, presenting different
internal connectivity (Andersen et al. 2009). Our study focuses on CA1 and the DG.

CA regions

• Principal cells: pyramidal cells

Pyramidal cells in the hippocampus are found in a thin layer named pyramidal layer,
from which they extend elaborate dendritic trees in both directions perpendicularly to
said layer. The dendrites extending towards the centre of the hippocampus are longer
and span two to three strata: stratum lucidum (present only in CA3), stratum radiatum
and stratum lacunosum-moleculare. Stratum radiatum of CA1 receives input from CA3
through the  Shaffer  collaterals,  while  Stratum  radiatum  of  CA3  receives  input  from
dentate gyrus through the mossy ϐibres (Schaffer 1892; Ramon y Cajal 1904). 

An important difference between the internal organization of CA1 and CA3 is the high
degree of excitatory recurrent connectivity between CA3 pyramidal cells (Lorente de Nò
1934).  
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Dentate Gyrus

• Principal cells: granule cells

The dentate  gyrus can be divided into  three distinct  layers:  the  molecular  layer,  the
granule cell layer,  and the polymorphic layer,  also known as the hilus.  The molecular
layer can be further divided into outer, middle and inner molecular layer. Granule cells
are densely packed granule cell layer enclosed by the mostly acellular molecular layer
(DG mol) and the hilus. In the Dentate Gyrus, the perforant path ϐibres originating in LEC
terminate in the outer molecular layer, while those originating from MEC terminate in
the middle molecular layer. Inner molecular layer receives projections from the mossy
cells, which are in turn targeted by CA3 projections  (Amaral, Scharfman, and Lavenex
2007).

The  enthorinal  cortices  (EC)  are  deeply  interconnected  wit  the  Hippocampus,  acting
both as input source and as an output structure. Speciϐically layers V and VI of EC receive
input from the hippocampal area CA1, which projects also to Subiculum, while layers II
and III of EC project to DG and CA3 through the perforant path. Layer three also project
to CA1 through the temporoammonic pathway (Ramon y Cajal 1901; Canto, Wouterlood,
and Witter 2008). 

The main  subcortical  structure projecting to  the  hippocampus is  the  medial  septum.
Through  the  septohippocampal  pathway,  cholinergic,  glutamaergic  and  GABAergic
neurons from the medial septum project to glutamatergic pyramidal neurons and to a
different subset of GABAergic neurons in CA1 (Sun et al. 2014; Müller and Remy 2018).

1.2 BRAIN STATES

When in 1924 Hans Berger recorded for the ϐirst time in human history the electrical
activity of the human brain with scalp electrodes, one of his ϐirst ϐinding was that the
EEG  pattern  changes  dramatically  with  the  behavioural  state  of  the  subject  (Berger
1929).

This change of the neural dynamics reϐlects an effective change of the dynamical system
caused  by  a  switch  in  a  host  of  neuromodulatory  inputs  ascending  to  cortical  and
hippocampal  circuits  from  the  brainstem  and  subcortical  nuclei  (Pace-Schott  and
Hobson 2002; Saper et  al.  2010). Changes in the neuromodulation, most importantly
that  of  acetylcholine,  norepinephrine,  serotonin,  histamine and dopamine profoundly
affect  the  intrinsic  properties  of  neurons  and  synaptic  transmission.  These  cellular
changes are not only resulting in different network dynamics, but also affect processing
of sensory inputs and motor activity.  Thus at the level of motor activity,  brain states
broadly correlate with immobility and movement. 

At  the  network dynamics  level,  immobile,  quiescent  and slow wave sleep  states  are
associated  with  synchronous  slow  wave  dynamics  emerging  in  the  thalamo-cortical
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system and engaging the whole brain and with sharp-waves in the hippocampal circuits
(Sirota  and  Buzsáki  2005).  States  of  locomotion  and  REM  sleep,  in  contrast,  are
associated  with  desynchronized  network  activity  in  the  neocortex  and  synchronous
theta oscillation engaging the whole limbic system. 

Different network dynamics between brain states gives rise to their distinct functional
role  in  learning  and  memory.  While  theta  dynamics  are  implicated in  acquisition  of
memory, synchronous dynamics associated with ofϐline states are implicated in memory
consolidation  (G. Buzsáki 1989; Klinzing, Niethard, and Born 2019). Dissection of the
origin of the cognitive deϐicit thus requires comprehensive characterization of oscillatory
dynamics in each brain states. 

1.3 SINGLE UNIT ACTIVITY IN THE HIPPOCAMPAL FORMATION

The  hippocampal  formation  presents  multiple  spatially  modulated  cells,  the  most
famous of which are indubitably the place cells in the hippocampus proper (O’Keefe and
Dostrovsky 1971) and  the  grid  cells  in  medial  entorhinal  cortex  (MEC)  (Fyhn  et  al.
2004).

Place cells  are pyramidal  neurons in  CA1 pyramidal  layer whose  activity  is  spatially
modulated  so  that  a  cell  will  only  ϐire  in  a  localized  area  (named  place  ϐield).  The
ensemble  activity  of  place  cells  encodes  the  position  of  the  animal  (Wilson  and
McNaughton 1993), forming a representation of space called a cognitive map  (Tolman
1948; O’Keefe and Nadel 1978). Given that place cells contain information regarding the
spatial context an event took place, they are thought to play an important role in episodic
memory. 

As we will see in the next few sections, oscillatory activity is deeply connected with place
cell ϐiring.

1.4 OSCILLATORY DYNAMICS IN THE HIPPOCAMPUS

Oscillations  are  a  prominent  feature  of  natural  neural  circuits,  characterized  by  a
mixture of continuous, usually slower, oscillations and bursts of faster activity. Slower
oscillations are often generated by an external pacemaker and involve a large number of
cells, while fast oscillation arise from the local interaction of inhibitory and excitatory
cells.  This  leads  to  the  hypothesis  that  slower  oscillations  facilitate  long-range
interactions between different brain regions.

A traditional way to distinguish between the different oscillatory bands is  to classify
them  by  letters  of  the  Greek  alphabet,  in  the  order  they  were  ϐirst  discovered  and
described:  delta (1–4 Hz),  theta (4–8 Hz),  beta (13–30 Hz)  and gamma (30 Hz and
above) (Steriade et al. 1990). Gamma is usually further divided in slow gamma and fast
gamma (Başar et al. 2013).
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1.4.1 SHARP WAVE-RIPPLE COMPLEXES

One  of  the  most  recognizable patterns  of  hippocampal  activity  are  the  sharp waves-
ripple complexes (SWR), appearing during slow wave sleep (SWS) periods and in quiet
wakefulness  (György Buzsáki  et al.  1992).  To the best  of  our knowledge,  sharp wave
ripples are generated when a bout of highly synchronous activity in CA3 leads to the
strong depolarization of  pyramidal  cells  projecting  through the Shaffer  collaterals  to
stratum radiatum of CA1 (showing as a “sharp wave” in the LFP of the region).  This
activates both interneurons and pyramidal cells in CA1, giving rise to fast oscillations
(140-250 Hz), the so-called ripples (György Buzsáki 2015). SWRs have been observed in
a multitude of species, including humans (Bragin et al. 1999; Van Quyen et al. 2010). 

During  SWRs,  sequences  of  place  cells  that  had  been  ϐiring  together  during  active
behaviour are spontaneously reactivated, a phenomenon called replay. The sequences of
place cells activated during a ripple are activated in a time-compressed manner.  This
reactivation  is  believed  to  be  important  for  memory  consolidation  (Wilson  and
McNaughton 1994). In an attempt to corroborate this hypothesis, it has been shown that
if hippocampal activity is  disrupted selectively when SWRs occur,  either during sleep
(Girardeau et al. 2009) or during quiet wakefulness (Jadhav et al. 2012), resulting in an
impairment of spatial memory.

1.4.2 THETA OSCILLATIONS

One of the most distinct oscillation in the mammalian brain are theta oscillations, in the
range of 4-10 Hz and associated with clear behavioural correlates, such as exploratory
behaviour and locomotion.  During  sleep,  they  are  associated with  REM sleep.  In  the
rodent, they are the most prominent oscillation and they span the whole hippocampal
structure (György Buzsáki 2002).

Models suggest that theta oscillations have a role in the encoding of episodic memories
and in their retrieval  (Hasselmo 2005). In particular, it is by now well established that
theta  rhythmic  currents  recorded  in  the  hippocampus  reϐlect  inputs  from  multiple
interacting structures in the hippocampal-entorhinal system  (Montgomery, Sirota, and
Buzsáki 2008). This is shown by the fact that bilateral lesions of EC abolish the theta
dipole between radiatum and deeper layers  (Kamondi et al. 1998). However, the theta
modulation  of  local  activity  is  not  identical  across  all  regions  and  in  all  conditions:
different  compartments  are  entrained  preferentially  at  different  phases  of  theta
(Mizuseki et al. 2009).

There are two different types of theta oscillation, namely:

• type 1 (atropine independent)

• type 2 (atropine dependent)

14



These can  be  dissociated  pharmacologically  based  on  their  permanence  or
disappearance  when  muscarinic  acetylcholine  receptor  antagonist  atropine  is
administered to the animal.

Type  1  theta  is  associated  with  locomotion  and  REM  sleep  and  is  not  found  in
anaesthetized  animals,  while  type  2  is  typical  of  urethane  anaesthesia  (Kramis,
Vanderwolf, and Bland 1975). The medial septum sets the pace of Type 1 theta in the
hippocampus (Fuhrmann et al. 2015; Hangya et al. 2009; Huh, Goutagny, and Williams
2010).

It has been shown that in freely moving rodents there is a relationship between type 1
theta power and animal speed (McFarland, Teitelbaum, and Hedges 1975). This is very
relevant for us because we don’t want potential behavioural differences in the speed of
our two cohorts to be mistakenly read as a difference in the average power of theta.
However,  in  head-ϐixed animals  the picture  is  less  clear (Supplementary materials  in
Ravassard et al. (2013); Haas et al. (2019); Chen et al. (2019)). We will need to take this
into account.

1.4.3 GAMMA OSCILLATIONS

High frequency oscillations have been observed and studied in a wide array of cortical
regions (György Buzsáki and Wang 2012). While they are usually divided into slow and
fast gamma, the exact boundaries of these two frequency bands are not consistent across
studies. In our case, we will call slow gamma oscillations in the range of 30-80 Hz and
fast gamma oscillations at higher frequencies. When occurring during periods of theta
activity, gamma bursts are often modulated by theta, showing a preferred theta phase
depending on their anatomical location and frequency. Contrary to theta, fast oscillatory
activity is very transient in nature, limited to bursts of gamma activity. 

Increases  of  gamma  coherence  across  hippocampal  structures  have  been  linked  to
performance in speciϐic tasks. In particular, it has been proposed that gamma oscillations
may be a mechanism by which hippocampal activity is coordinated  (Montgomery and
Buzsáki 2007; Lasztóczi and Klausberger 2016).  It has also been shown (Schomburg et
al.  2014; Fernández-Ruiz et  al.  2017) in the rat that the peak of cell  ϐiring and high-
frequency  (30-200  Hz)  synchronization  in  upstream  regions  is  reϐlected  in  the
emergence  of  gamma  oscillations  in  the  LFP  of  the  target  dendritic  layers  and
concomitant depolarization of the target dendritic compartments downstream.

Indeed, the pattern of principal cells preferences of theta phases described by Mizuseki
et al.,  (2009) seems for the most part to be reϐlected in the modulation of gamma by
theta phase within both the principal cell layer and the dendritic target laminas to which
those cells population project, for example with gamma activity in CA1 stratum radiatum
having the same preferred theta phase as the ϐiring of principal cells and gamma in CA3
(Schomburg et al. 2014). 
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To isolate individual gamma burst, it is possible to use analytical techniques based on the
detection of local maxima in the frequency, temporal and spatial domains and a further
screening based on the separation between the selected burst,  to avoid assigning the
same burst to multiple adjacent layers (Sirota et al. 2008) [Fig. 5]. From existing work on
high frequency synchronization in  the  entorhino-hippocampal  circuit  in  Sirota lab as
well  as  from recent  publications  (Schomburg et  al.  2014;  Lasztóczi  and Klausberger
2014;  2016) emerges  that  gamma  bursts  detected  in  different  dendritic  laminas  in
hippocampus are related to gamma synchronization in the distinct afferent regions. 

1.4.4 RESPIRATION

While respiratory rhythm does not originate in the hippocampus, numerous studies have
recently identiϐied a correlation between respiratory oscillation and both cortical and
hippocampal  oscillatory  activity  in  rodents,  where  this  oscillation  is  abolished  if
respiration was diverted from the nose through a tracheotomy  (Yanovsky et al.  2014;
Lockmann et al. 2016),  and humans, where the same happened if the respiratory ϐlow
was  diverted  from  the  nose  to  the  mouth  (Zelano  et  al.  2016).  This  signatures  of
respiration in the hippocampus have been attributed to re-afferent olfactory activity.

It has been shown that this respiratory oscillations provide temporal coordination of
neuronal ϐiring in cortical and limbic networks. During quiescence and non-REM sleep
the  limbic  LFP  activity  is  dominated  by  respiratory  input,  with  the  ϐiring  of  single
neurons being modulated by it (Karalis and Sirota 2018).

Given the important role of SWR in memory consolidation (Girardeau et al. 2009; Jadhav
et  al.  2012) and  the  difϐiculties  in  storing  new  memories  that  people  affected  by
Alzheimer encounter, it is important to verify if between our two cohorts of mice there
are signiϐicant differences in the modulation of hippocampal activity during quiescence
by respiration.

1.5 ALZHEIMER’S DISEASE

First described in 1901 by German psychiatrist Alois Alzheimer, AD was originally only
diagnosed in people aged between 45 and 65 years and considered a form of pre-senile
dementia,  until  in  1977  it  was  recognized  that  symptoms  between  AD  and  senile
dementia were identical and AD started to be diagnosed regardless of age  (Boller and
Forbes 1998; Berchtold and Cotman 1998).

AD is a degenerative disease, beginning with a subtle, but increasing, impairment in the
ability to retain recent memories, while older memories are spared until later stages.
With the progression of the disease other cognitive deϐicits arise, including visuo-spatial
deϐicits,  loss of  orientation and behavioural  changes  (Bekris et  al.  2010).  The loss of
orientation in particular has been proposed as a biomarker of AD, used to distinguish AD
from other forms of neurodegenerative diseases (Lithfous, Dufour, and Després 2013). 
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Loss of olfaction is also an early marker of AD. For this reason, in the present study we
also recorded from both olfactory bulbs and veriϐied the role of respiration modulation
of hippocampal activity.

From  a  pathophysiological  perspective,  AD  is  accompanied  by  the  accumulation  of
amyloid-β (Aβ) plaques in the extracellular space and of neuroϐibrillary tangles (NFTs) of
hyperphosphorylated microtubule-associated protein tau inside the neuron cell bodies.

Aβ plaques are composed of abnormally folded Aβ (Aβ40 and Aβ42, depending on the
number  of  amino  acids)  and  they  involve  the  entorhinal  cortex  and  hippocampal
formation to a lesser extant than NFTs, since it is Tau pathology that typically starts in
these  brain  areas.  AD  patients  present  also  widespread  neuroinϐlammation  and
eventually  brain atrophy,  led by the loss  of  neurons and synapses  (Lane,  Hardy,  and
Schott  2018;  Jack  et  al.  2010).  Cholinergic  cells  in  medial  septum  are  particularly
impacted  by  these  changes.  Given  that  Aβ  plaques  precede  NFTs,  and  that  amyloid
pathology has been proposed to be the main mechanism of AD progression (Hardy and
Allsop  1991;  Selkoe  1991),  in  this  study  we  will  use  an  animal  model  of  amyloid
pathology.
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Figure 2: Progression of Alzheimer’s Disease. Figure taken from Jack et al 2010. 
Reproduced with permission.



The behavioural changes distinguishing AD must arise from changes in the underlying
computation. Many studies indicate that in the hippocampus cross-frequency coupling
between theta  (4-10 Hz)  and  gamma (30-100  Hz)  oscillations  play  a  critical  role  in
memory consolidation and retrieval (Buzsáki 2002; Hasselmo 2005; György Buzsáki and
Moser 2013; Huxter et al. 2008; Mizuseki et al. 2009; Montgomery, Sirota, and Buzsáki
2008), and a correlation with working memory in the human brain has been reported
(Chaieb et al. 2015; Rajji et al. 2017). Looking at early abnormalities in these oscillations
might then shed new light on the mechanisms underlying AD and possibly indicating
new markers disease’s onset. 

While the causes of AD are yet unknown, many genes have been linked to a higher risk of
contracting  the  disease,  with  a  few  rare  ones  carrying  a  particularly  elevated  risk.
Amongst these are mutations affecting amyloid precursor protein (APP) or presenilin 1
and 2 (PSEN1, PSEN2), which cause a rare familial form of AD, contributing to less than
0.5% of the cases  (Lane, Hardy, and Schott  2018) (Figure 3).  In this rare form of AD
symptoms develop early, typically between 30 and 50 years of age. As we will see in the
next section, these mutations have been used to create transgenic mouse models of AD.

18

Figure 3: Alleles carrying increased AD risk. Figure taken form Lane, Hardy, and Schott 2018. 
Reproduced with permission.



1.5.1 ANIMAL MODELS OF AD

There are  aspects  of  any disease that  would be impossible  to  investigate in  humans
because of the invasiveness of the techniques needed to do so. For this reason, animal
models are developed to mimic aspects of  human diseases to be able to study them.
Moreover, AD is a degenerative disease that in humans develops across the span of years,
which prolongs the time of longitudinal human studies. In mice models of AD, the same
progression can span months, making mouse models particularly convenient to study. 

While  the underlying  causes  of  AD are  unknown,  and the overall  progression of  the
disease seems to be driven by the deposition of amyloid-β plaques (Murphy and Levine
2010). It is then reasonable to focus our study amyloid-β pathology.

Many AD models exist, like APP23xPS45, used by Busche et al. (2008), which is a double 
transgenic line overexpressing both APP and mutant PSEN1; TgCRND8 mice overexpress
mutant human APP at levels approximately 5-fold higher than wild type mice (Chishti et 
al. 2001); 5xFAD mice express human APP and PSEN1 having a ϐive mutations linked to 
familial Alzheimer’s disease (FAD), making them overproduce Aβ42 and show amyloid-β 

plaques deposition starting from two months of age (Oakley et al. 2006).

As we see,  amongst  the  multiple transgenic  mice models  created to  study AD,  many
overexpress amyloid precursor protein (APP). This casts doubts on their validity, since
that’s not the case in AD patients and such overexpression has the potential to already
alter brain dynamics. This is not the case of APPNL-G-F mice, where levels of Aβ protein are
higher than in their wild type counterpart, without increasing overall APP (Saito et al.
2014). This model presents humanized APP gene with three mutations: 

• NL (“Swedish”): responsible for the increase in Aβ, but not overall APP

• F (“Iberian”): responsible for an increase in the Aβ42/Aβ40 ratio

• G  (“Arctic”):  responsible  of  promoting  Aβ aggregation  via  reduced proteolytic
degradation

In APPNL-G-F mice show cognitive deϐicits starting from the age of six months (Masuda et al.
2016).

This  model  is  a  model  of  Amyloid  Pathology  rather  then  the  full  AD,  since  it  never
presents tau neuroϐibrillary tangles.

1.5.1.1 BEHAVIOUR

A common characteristic of rodent models of AD is presenting a memory impairment
that becomes more severe with ageing. APP23 mice present memory deϐicit before Aβ-
plaques deposition and that get more severe with age (Van Dam et al. 2003; Kelly et al.
2003). APP23xPS45 mice, obtained as a cross between APP23 mice and a mouse line
overexpressing PSEN1, were reportedly tested in a discriminatory water maze tast and
in a Y maze, presenting no impairment at 2 months of age,  but signiϐicantly reduced
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performance  in  both  tests  at  6-8  months  of  age  (Busche et  al.  2008).   Already at  3
months of age TgCRND8 mice show impairment in both acquisition and learning reversal
as  tested by the reference memory version of  the  Morris  water  maze  (Chishti  et  al.
2001).  This line is also more susceptible to seizures  (Del Vecchio et  al.  2004). As for
5xFAD mice, there are reports of impaired working memory (as tested with spontaneous
alternation in the Y-maze) already at approximately 4 to 5 months of age (Oakley et al.
2006; Devi and Ohno 2010), while impaired spatial memory has been conϐirmed in 6
months old mice using the Morris Water Maze(Xiao et al.  2015). Female 5xFAD mice
have also been reported to have changes in their social behaviour, speciϐically symptoms
that  point  at  an  increased  social  anxiety  (Kosel  et  al.  2019).  This  is  particularly
interesting because social withdrawal is also correlated with AD.

Related to our model  in particular we can look at  how having a different  number of
mutations  impacts  APPNL,   APPNL-F and  APPNL-G-F mice  (Figure  4):  while  APPNL present
almost no hallmark of AD, including very few biomarker (even at 18 months they don’t
exhibit sign of Aβ-plaques), APPNL-F mice already show signs of memory loss in adult age
(8+  months)  and  begin  to  exhibit  compulsive  behaviour.  The  model  with  the  most
deϐicits and higher presence of biomarkers remains however  APPNL-G-F, the one used for
the present study (Masuda et al. 2016).

Dr.  Kaichuan Zhu  and Zagorka Bekjarova veriϐied that the  APP NL-G-F line  used for  the
recordings analysed in this study presented the characteristic impairments in memory.

This was done in three experiments. The ϐirst was a test of spontaneous alternation in
which the animals were given six minutes to freely explore a T-maze, documenting the
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Figure 4: Deficit of APP Knock-In mice for different age groups (Masuda et al., 2016). 
Figure published with a Creative Commons Attribution-NonCommercial-No Derivatives 
License, so present use is permitted



alternation between left and right turns at the decision point. Here, as expected, there
are no signiϐicant differences between the two groups (Figure 5). 

Then, the animals were subject to a Novel Object Recognition task where they were ϐirst
familiarized with an object (old) and then presented with both the old object and a new
one. WT mice spent signiϐicantly more time exploring the new object than they did with
the old, while in APPNL-G-F mice the difference in time spent exploring the two objects was
not signiϐicantly different.

Finally, the mice were presented with a new alternation task, this time rewarded. In the
ϐirst half of the trial, the mouse was free to explore one of the two arms of the T-maze, at
the end of which was the water reward. It was then held in a chamber at the beginning of
the maze for an amount of time varying according to the trial (15 seconds, 30 seconds or
60 seconds) and was left with the choice of re-visiting the same arm or the unexplored
one.  The  second  part  of  the  reward  was  at  the  end  of  the  unexplored  arm,  thus
incentivizing the mice to alternate between arms.   APPNL-G-F mice performed more poorly
than WT mice for all time periods.

1.5.2 OSCILLATORY DYNAMICS IN AD

Oscillatory dynamics in AD patients and AD models has been discussed by many works,
but very few utilize the same model, most recent,  APPNL-G-F model and older models of
amyloid pathology over-express APP and thus lead to results that are more difϐicult to
interpret. We are also amongst the ϐirst to use awake animals and, at the moment of this
writing,  the  ϐirst  to  take advantage of  the  spatial  resolution of  silicon probes in  this
analysis.
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Figure 5: Behavioural effects on the APPNL-G-F  line. Spontaneous alternation: no 
significant differences. Novel Object recognition: WT, but not APPNL-G-F, spend 
significantly more time in the proximity of the novel object. Reward alteration: for all 
tested delays APPNL-G-F performance is significantly decreased. (Blue: WT, Red: APPNL-G-F).



1.5.2.1 OSCILLATORY DYNAMICS IN AD PATIENTS

Both  quantitative  and  qualitative  studies  in  humans  have  shown  that  alteration  of
normal EEG patterns are both an early stage predictor of (Helkala et al. 1991; Claus et al.
1998; Prichep et al. 2006), and correlated to  (Brenner et al. 1986; Prichep et al. 1994;
Jiang  2005;  Onishi  et  al.  2005) the  gravity  of  cognitive  impairment  shown  by  the
patients.  These  abnormalities  presented  themselves  in  the  form  of  a  decrease  in
coherence and slowing of the EEG, with a relative increase in power of oscillations in the
delta and theta band compared to faster oscillations (Adler, Brassen, and Jajcevic 2003).

1.5.2.2 OSCILLATORY DYNAMICS IN ANIMAL MODELS OF AD

In vitro studies have shown a decrease in theta-gamma cross-frequency coupling in a
model of AD (TgCRND8 transgenic mice) (Goutagny et al. 2013), while in in vivo models
reduced gamma oscillations were observed  (Iaccarino et al.  2016). In both cases, this
phenomena preceded the onset of plaque formations.

It  was shown  in  vivo in  anaesthetized 5 months old  APPNL-G-F mice  that  gamma-theta
cross-frequency coupling and phase locking of spiking activity were both reduced in the
MEC, but the power and emergence of theta was not signiϐicantly affected (Nakazono et
al. 2017). 

A decrease in theta frequency, coupled with an increase in theta activity was found in a
5xFAD model  (Siwek  et  al.  2015),  with  5xFAD  mice  expressing  humanized  APP  and
PSEN1 transgenes with a total of ϐive mutations linked to early onset familial AD (hence
the name 5xFAD)

A decrease in SWR abundance has been described in multiple models of AD (apoE4-KI
mice:  (Gillespie  et  al.  2016) tau  overexpression:  (Ciupek et  al.  2015) and amyloid  β
overexpression:  (Nicole  et  al.  2016)).  A decrease in  SWR abundance is  also an early
predictor of learning and memory impairment in apoE4-KI mice (Jones et al. 2019).

While many of the early models of  AD overexpress amyloid precursor protein (APP),
making it unclear if the brain dynamics were suffering from this overexpression rather
than the amyloid pathology, this is not the case of APPNL-G-F mice (Saito et al. 2014). This is
not the case for 5xFAD models, but they present non-physiological combination of FAD
mutations and marked intracellular Aβ accumulation.  For more in depth comparison
between different mouse models of AD, see Jankowsky and Zheng (2017).

Moreover,  these  studies  relied  on  tetrodes  for  data  acquisition,  thus  not  having  the
spatial resolution that silicon probes can provide. Most of the published analysis suffered
from other methodological or conceptual shortcomings that make interpretation of the
effects difϐicult.
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1.5.3 UNIT ACTIVITY IN AD

It has been shown in the cortex of anaesthetized models of AD that, while many cells
become silent, those close to amyloid plaques become hyperactive (Busche et al. 2008).
However, the study of the MEC of behaving animals didn’t show such hyperactive cells
(Jun  et  al.  2020),  but  an  impairment  in  place  cell  remapping  was  found,  becoming
increasingly more severe with the subject’s age.

In  APPNL-G-F mice it  has been observed a disruption of grid cells in MEC that precedes
disruption of place cells in the hippocampus, together with an impairment in remapping
(Jun et al. 2020).

In the present study we will look at the activity pattern of hippocampal pyramidal cells,
but not at their spatial modulation.
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2. MATERIALS AND METHODS

2.1 BRAIN RECORDINGS AND ELECTROPHYSIOLOGY

Nowadays many techniques to obtain different metrics of brain activity are used in a
clinical setting. Examples of these are MRI and EEG, providing in one case informations
on the internal structure and status of the brain and in the other its activity as recorded
on the scalp.  Working with mice  we can afford more invasive  procedures,  like those
required for calcium imaging and deep electrophysiology. 

Techniques like calcium imaging,  a staple of AD research, allow the recording of high
numbers of cells at the same time and their localization in respects to amyloid plaques. It
comes however with two drawbacks: the difϐiculty imaging deeper structures without
altering  the  brain  excessively  and the  very  low time  resolution,  in  the  time-scale  of
seconds.  For this reason, in the present study we decided to use electrophysiological
means of investigation,  allowing us to record from the hippocampus and giving us a
signal in the scale of milliseconds.

Indeed,  while  most  communication  between  neurons  –  with  the  exception  of  gap-
junctions – happens at the chemical level, signal transmission within a single neuron is
associated with a distinct electrical current known as action potentials, caused by the
ionic  currents through the cellular  membrane while the signal is travelling along the
axon, away from the cell body (Hodgkin and Huxley 1952). These action potentials can
be  measured  by  electrodes  sufϐiciently  close  to  the  neuron’s  membrane,  with  much
higher spatial and temporal precision than what is currently possible for their chemical
counterpart.

Action potentials don’t just give us information about the time the neuron ϐires,  their
shape can also be used to infer neuronal types. Indeed, if we measure the time between
the through of the action potential to the rebound peak following it,  we can use this
information  to  infer  the  type  of  neuron  we  are  recording  from  (Henze  et  al.  2000;
Klausberger et al. 2003) (Figure 1).

The local ϐield potential (LFP), is more difϐicult to interpret, being the result of multiple
current generators and not the output of a single unit. While recorded unit activity is
only local, LFP is an entanglement of close and distant activity, reϐlecting mainly synaptic
currents  (György Buzsáki, Anastassiou, and Koch 2012). However, this also brings the
advantages  of  the  study  of  LFP:  LFP  signals  provide  an  averaged  measurement  of
population activity while giving us a reading of the input reaching the local population.
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The laminated structure of the hippocampus makes it the perfect region to study LFP
signals, because the orderly arranged cell bodies and dendritic subregions makes it so
that the contributions of individual cells gets summed constructively rather than cancel
each other out. This means that we can measure very distinct signals in the extracellular
space, and that these patterns of activity can be related to their anatomical position.

One of the advantages of using silicon probes is that they give us the ability to sample
LFP with high spatial resolution and a deϐined distance between recording sites. This
allows us to perform Current Source Density (CSD) analysis on the acquired data

The  CSD  is  the  Laplacian  of  the  ϐield  potential  and  allows  us  to  eliminate  volume
conductance from the signal and to individuate sources (a ϐlow of positive ions exiting
the neuron, or of negative ones entering into the neuron) and sinks (a ϐlow of negative
ions into the neurons or of  positive ones exiting it) in the various layers as different
phenomena occur in the brain (Einevoll et al. 2013).

In the present study we will use the CSD to assign anatomical layers to the channels of
the probe and to estimate the strength of theta. We will also discuss observations made
on both single unit activity and LFP.

2.2 SURGERIES AND DATA COLLECTION

The dataset analysed in this thesis was collected by Dr. Kaichuan Zhu with assistance
from Monchen Cui and Zagorka Bekjarova.

2.2.1 SUBJECTS AND SURGERY

The subjects were 14 APP NL-G-F mice and 14 C57BL/6 mice (Wild Type – WT), of ages
ranging from 6 to 12 months. All mice were male and were hosted in individual cages
after surgery.

In a preparatory step for the experiment, mice were implanted with an headpost and a
craniotomy above the hippocampal region was made. Subjects were anaesthetized with
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Figure 6: Average traces and auto-correlograms for a CA1 interneuron and a CA1 pyramidal 
neuron. Notice the different width of the action potentials.



three component anaesthesia agonist (Fentanyl, Midazolam, Medetomidin) and placed
on a stereotaxic apparatus. To avoid hypothermia, the mice were places on a heating pad.
Vital parameters were monitored with a Kent Scientiϐic MouseSTAT Pulse Oximeter and
pain reϐlexes were regularly checked.

Six recording screws were implanted: 2 above the olfactory bulbs,  2 above prefrontal
cortex,  1  above  somatosensory  cortex  and  1  above  visual  cortex.  On  top  of  that,  2
grounding screws were implanted above cerebellum. This study makes use of the screws
to track the respiration rhythm. Space was left for the craniotomy through which the
recording probes would be inserted during head ϐixation.

All  animal  procedures  were  in  accordance  with  the  European  Community  Council
Directive for the Care and Use of Laboratory Animals (86/609/ECC) and German Law for
Protection of Animals and were approved by local authorities.

2.2.2 RECORDINGS

Recordings were made in head ϐixed animals on a circular treadmill. Above the treadmill
there was a holder for the headpost and electrodes were inserted in the craniotomies
using a micromanipulator.  This  setup was housed inside a  Faraday cage to minimize
external electromagnetic interference.

The recordings were done through an Open Ephys acquisition board, which acquired
both the LFP data coming from the silicon probe (sessions were recorded using either
ASSY-77-M2  by  Cambridge  NeuroTech  or  A1x64-Poly2-6mm-23s-160 by  NeuroNexus
both having 64 channels and having active sites spanning approximately 1.9 mm) and
the LFP data coming from the screws (2 over olfactory bulb, 2 over prefrontal cortex, 2
over parietal cortex). These were synchronized with video of the mouse face, separately
recorded, the speed signal coming from the treadmill and the activity of a lick sensor.
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Figure 7: Left: Experimental setup, with close-up to a craniotomy with two probes inserted. Middle: 
implantation schema, adapted from Petrantonakis and Poirazi (2014). Right: Example traces during 
a Sharp-wave ripple complex.



The signal was recorded at a sampling rate of 30000 Hz and ofϐline downsampled to
1250 Hz for the LFP analysis. 

2.3 PREPROCESSING

All  analysis  was  performed  using  MATLAB  2016b  and  2019b.  Spike  sorting  was
performed using Kilosort  2  (Pachitariu,  Steinmetz,  Kadir,  Carandini,  and Harris  2016;
Pachitariu,  Steinmetz,  Kadir,  Carandini,  and  Harris  2016) and  Phy
(https://github.com/cortex-lab/phy).

The LFP signal was denoised using custom-developed EMG denoising algorithm. Brieϐly,
an ICA model was ϐit in short data chunks and component that had most uniform loading
across  all  channels  and  had  large  spectral  content  in  the  high  frequency  band  was
identiϐied  and  removed  from  the  signal.  This  procedure  drastically  reduced
contamination of the LFP signal by EMG leading to false positive high frequency gamma
and ripple detection, as well as distortion of the spectra. 

Respiration  is  conventionally  measured  via  a  thermocouple  in  the  nose,  a  pressure
sensor, an electrode over olfactory epithelium or from olfactory bulb (OB) (Karalis and
Sirota 2018). In preliminary analyses I found that the OB signal can be contaminated by
the volume-conducted cortical slow wave signal. In order to extract reliable respiration
signal,  ICA decomposition was applied to  all  EEG signals.  A reliable component  with
maximal  loading  on  OB  channels  and  stable  respiration  frequency  between  2-4  Hz
during immobility was found, consistent with published work (Karalis and Sirota 2018),
and was used to extract phase and rate of respiration.  

2.3.1 SPIKE SORTING AND CELL TYPE ATTRIBUTION

After manually separating clean units from clusters with multi-units activity (MUA), we
computed in MATLAB various characteristics of the clusters, including spike waveshape
width measured as time from through to the rebounding peak in the action potential.

Hippocampal  CA1  neurons  were  then  divided  between  putative  interneurons  and
putative pyramidal cells based on the width of the waveshape of their action potentials,
with narrow action potentials (less than 0.55 msec) being assigned as putative inhibitory
neurons (labelled interneurons) and wide as excitatory cells  (labelled principal  cells)
(see Figure 6). 

2.3.2 SPEED

Animals were free to run on a circular treadmill with a radius of 5 cm connected to a
rotary encoder that samples at 600 pulses per rotation. The output of the rotary encoder
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was  recorded  from  the  same  Open  Ephys  acquisition  board  that  recorded  the
electrophysiological signal, at the same 30000 Hz.

During the preprocessing phase, the number of pulses per 100ms was counted and was
used to reconstruct the speed of the animal.

2.3.3 PUPIL SIZE

An infrared camera recorded the left side of the animals head, including the whiskers
area and the eye. The size of the pupil was extracted using DeepLabCut  (Mathis et al.
2018; Nath et al. 2019), tracking the top, bottom, left and right extreme of the pupil (see
Figure 8) and then using those to calculate the average diameter in pixels.  Since the
camera was at slightly different distances for each animal, it is impossible to translate
this pixel measure in millimetres.

To train DeepLabCut, 10 sessions with different light conditions and angle of recording
were selected and relevant frames were manually scored.

2.4 ANALYTICAL METHODS

2.4.1 SPECTRAL ANALYSIS

The  LFP  power  spectrum  was  calculated  using  multitaper  estimates.  The  spectral
window was 1-2 seconds for theta analysis and 100 ms for gamma analysis.

Theta periods were detected automatically using the ratio of the amplitude of the theta
band (5-12 Hz) to the power of the delta band (1-4 Hz). Only theta periods taking place
during locomotion were considered.
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Figure 8: Left:Close-up of eye during marker positioning Right:Example frame with 
automatically detected markers delimiting the pupil.



2.4.2 PHASE EXTRACTION

To extract the phase of theta, we ϐirst ϐilter the signal with a Butterworth bandpass ϐilter
of order 4, with a pass band between 4 and 12 Hz. The Butterworth ϐilter used is based
on the standard Matlab implementation of it.

After ϐiltering the signal, we use the Hilbert transform to obtain the instantaneous phase
and amplitude of theta. The Hilbert transform is deϐined as:

H (u)=
1
π p . v .∫

−∞

∞ u(τ )
t−τ

d τ

where p.v. is the Cauchy principal value.

In practical terms, what this does is it rotates the negative and positive coefϐicients of the
Fourier transform, giving us a complex signal when we started from a real one. Having a
complex signal, we can easily obtain its phase and amplitude at any given moment in
time.

As seen in Figure 9, peaks will have a phase of 0°, while troughs have a phase of 180°. 
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Figure 9: Exemplification of the signal at various steps of our pipeline for phase and 
amplitude extraction. The original signal is filtered and then phase and amplitude are 
extracted through the Hilbert transform



2.4.3 PAIRWISE PHASE CONSISTENCY (PPC)

In this study we will look at the theta and respiration modulation of spikes, times of
gamma  bursts  and  SWR,  which  requires  us  to  have  a  measure  of  their  angular
preference.

There are various possible tests for angular preference, but many of these are biased by
sample size. This is the case of phase-locking value, coherence measure and Rayleigh’s
resultant length. While  the direction of the Rayleigh’s resultant  vector will be used to
obtain the preferred phase  (circular mean),  an unbiased measure for the strength of
modulation itself is required in case of a small sample size.

The Pairwise Phase Consistency is a measure of rhythmic synchronization that is not
biased  by  sample  size  (Vinck  et  al.  2010).  This  is  achieved  by  looking  at  pairs  of
observations rather than to all  the observations together: if,  for example, a neuron is
consistently ϐiring at a certain theta phase, pairs of spikes will on average present a small
angular distance between each other.

2.4.4 GAMMA BURSTS DETECTION

While  the  analysis  of  the  signal  spectral  content  can  give  us  a  general  idea  of  the
strongest and most stationary components of oscillatory activity, gamma oscillations are
better  described  as  short  lasting  oscillatory  events  or  gamma  bursts.  Conventionally,
analysis  of  gamma  oscillations  assumes  that  their  power  and  rate  of  occurrence  is
modulated  by  the  phase  of  the  slower  oscillations,  giving  rise  to  a  cross-frequency-
coupling  statistics.  In  the  hippocampus,  gamma  oscillations  during  theta  state  are
characterized by  theta-gamma  modulation index.  However,  this  measure  intrinsically
emphasizes not the presence of the oscillation per se, but the strength of modulation by
theta rhythm phase. 

To provide more objective assessment of the gamma oscillations, our lab has developed
analytical  tools  to  isolate  individual  bursts  of  gamma  activity.  This  is  achieved  by
detecting  local  power  maxima  in  the  spatial,  temporal  and  frequency  domains.  A
subsequent screening is executed to avoid assigning the same burst to multiple adjacent
layers (Sirota et al. 2008). 

We can see a graphical example of this procedure in Figure 10.

On the left we have a slice of the frequency domain (for frequencies in the range 100-105
Hz), where each row corresponds to a channel of the silicon probe collecting the data. On
the right we have the spectrogram for the channel in which the burst has been detected. 

This method of description of gamma oscillations as discrete events allows to quantify
separately the rate of their occurrence, modulation of their occurrence by theta phase
and their power. Another conceptual advantage of such analysis of gamma oscillations is
that it is agnostic to the ongoing brain state and does not rely on theta phase as a source
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of non-stationarity. It becomes clear that ripple oscillations constitute a speciϐic case of
high  frequency  oscillations  (120-200 Hz)  that  occur  during  quiescent  state  and  are
localized to CA1 pyramidale. In order to comply to a conventionally used detection of
ripple oscillations they were further preselected to have power above 5 STD from the
baseline distribution. 

Figure 10: Right: spectral power in the range of 100-105Hz across channels in time. Left: 
Spectrogram of a single channel with detected burst.

2.5 STATISTICAL METHODS

To verify the presence of signiϐicant differences between WT and APP animals I used the
Wilcoxon rank-sum test, a nonparametric alternative to the two-sample t-test.

Given that in most cases I am not only dividing the data between WT and APP animals,
but also between young and old animals, I also used used unequal two-way analysis of
variance (ANOVA), since each value presented might be dependent both on our WT vs.
APP comparison and from Young vs. Old. 

Moreover, in multiple parts of the thesis I am testing multiple hypotheses (for example,
that  in  any  of  six  different  layers  gamma  occurrences  signiϐicantly  change).When
multiple hypotheses are tested, the chance of obtaining a false positive result increases.
To compensate for that I used the Bonferroni correction.

As for the circular statistics used in determining the signiϐicance of theta/respiration
modulation differences between WT and APP animals, I used the Kuiper test to verify the
presence of shift in the preferred theta/respiration phase. The Kuiper test is a circular
equivalent of the Kolmogorov–Smirnov test.
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3. RESULTS

3.1 BRAIN STATES

We  ϐirst  divided  brain  activity  into  its  respective  brain  states  and  veriϐied  that  the
presence of periods of mobility (RUN, speed > 5 cm/s) and of quiescence (QUIET speed >
5 cm/s  and no  theta  in  pyramidal  layer)  was similarly  distributed between the two
groups (Figure 11).

While our detection was based solely on the recorded speed of the animal and the theta/
delta ratio present in the channel recording from CA1 pyramidal layer, pupil size and
respiration observations were typically consistent with our state separation (Figure 12).

While theta  power and activity  are  conventionally  used for  state detection in  freely-
moving animals, whether this deϐinition of state is valid across all animals and genotypes
in  head-ϐixed condition  is  not  known.  To  ascertain  this,  we  used  auxiliary  variables
indicating  physiological  state  of  arousal  of  the  animal:  the  size  of  the  pupil  and
respiration signal. In order to conϐirm that state segmentation based on theta power and
locomotion is  consistent  with  these  variables  we  computed joint  probability  density
between all variables: speed, pupil diameter, theta frequency, theta power, respiration
frequency,  respiration  power.  Typical  example  of  such  analysis  (Figure  13,  lower
triangle)  shows that during running (around the same speed level  ~0.3 cm/s)  pupil
diameter  increases,  theta  amplitude  increases,  theta  frequency  stabilizes  at  ~7  Hz,
respiration  frequency  increases  above  5  Hz  and respiration  amplitude  increases.  All
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Figure 11: Percentage of time spent running for young (6-8 months old) 
and old (9+ months old) animals. (Blue: WT, Red: APPNL-G-F).



these  state-related  changes  in  the  different  state-related  variables  are  therefore
correlating, to a variable extent between each other, as seen in pairwise joint probability
density plots. To quantify these relationships across sessions and group by genotype, we
computed  rank  correlation  (Spearman  correlation  coefϐicient)  between  all  pairs  of
variables, which to some extent captures the degree and direction of relationship (Figure
13,  upper triangle).  Due to  large number  of  sources  of  variability  in  the  correlation
coefϐicient values across sessions, the two groups do not show any statistical differences
to each other. 

33

Figure 12: Brain state change is associated with correlated change in multiple physiological 
variables. Bottom-left triangle, pairwise joint probability density plots between speed, pupil 
diameter, theta frequency, theta power, respiration frequency, respiration power for an 
example session. Top-right triangle, matching arrangement plots summarizing group statistics
of spearman correlation coefficient for WT(n=30)/APPNL-G-F(n=26) sessions.



Figure 13: Blue bars on top: detected locomotion periods. From top to bottom: Speed, pupil 
dilation, CA1 pyramidal layer spectrogram, respiration spectrogram.

3.2 ANATOMICAL LOCALIZATION

As the next  step,  pyramidal  layer of  CA1 was identiϐied by  looking  at  the  frequency
content of the channels and identifying the one that has a peak for high (120-130 Hz)
frequencies. Once we have identiϐied CA1 pyramidal layer we can use it to detect ripples
in quiescent periods.  We also take the channel positioned three channels above CA1
pyramidal layer as the channel we use to detect theta. 
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The correct localization of CA1 and its layers is important for multiple reasons. First of
all,  the LFP reϐlects synaptic input and as such gives us an information about the activity
of upstream brain regions. To know which brain regions we are talking about, we need to
know the anatomical location we are recording from. Moreover, we want to be able to
attribute types to the units we record, and we know that pyramidal cells will be located
in CA1 pyramidal layer.

In the SWR-triggered CSD we can see the strong sink in radiatum (the “sharp wave”) due
to CA3 input to CA1, corresponding to channels 34-38 in Figure 10. Here the current
splits, generating a source in pyramidal layer (channels 29-33, as determined already
with the PSD) and another in stratum lacunosum-moleculare Channels (channels 41-47).

In the theta-triggered CSD we can see the two theta dipoles: the ϐirst, having theta CA1
lacunosum-moleculare reϐlecting the input from layer 3 of  the MEC and originating a
passive return current in CA1 radiatum; the second, formed by a sink in DG molecular
layer caused by the activity of layer 2 of the MEC and a passive return current in the
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Figure 14: Left: PSD across channels (colour: power) Centre: averaged CSD triggered on ripple 
occurrences (t=0: ripple peak power) Right: averaged CSD triggered on the trough of theta in 
oriens (t=0: through of theta). Blue: sinks; Red: sources



granule cell layer. We can see how the same channels as before are identiϐied as part of
CA1 lacunosum-moleculare and CA1 radiatum (Figure 14). 

While anatomical localization would beneϐit from histology, the nature of the experiment
(with repeated insertions in head-ϐixed mice) makes it  impossible to use histological
means to unequivocally attribute the channels. However, thanks to the analysis of CSD
we are able to identify CA1, DG and their layers accurately. At this level of investigation,
we don’t see differences differences between WT and APPNL-G-F mice.

3.3 LFP ANALYSIS

As discussed in section 1.4.3, various oscillatory patterns in the hippocampus have been 
related to cognition and performance in multiple tasks. Given the impairment shown by 
APP NL-G-F mice, it is important to verify if there are differences in the hippocampal 
rhythms.

3.3.1 THETA

The most prominent oscillation in the hippocampal circuit is theta (4-10 Hz). As already
discussed,  theta  oscillations  appear  altered  in  both  human  patients  with  AD  and  in
various animal models of the disease. However, there are still no studies investigating
them in APPNL-G-F, a better model of AD than those that preceded it.

There are multiple aspects of theta that we want to investigate:

• Its relationship to speed, to avoid confounding factors in our subsequent analysis.

• Its power and average frequency

• Its modulation of gamma bursts

3.3.1.1 THETA IN DIFFERENT LAYERS

Since theta originates as a dipole with contributions from multiple upstream regions, we 
want ϐirst to verify that the ratio between the strength of theta in the different 
hippocampal layers isn’t varying between APP NL-G-F and WT animals (Fig 15).
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3.3.1.2 THETA AND SPEED

While  in  freely  moving  rodents  there  is  ample  literature  describing  a  relationship
between  theta  and  speed  (McFarland,  Teitelbaum,  and  Hedges  1975),  the  results  in
head-ϐixed animals  are  not  yet  clear  (Supplementary  materials  in  Haas et  al.  (2019;
Ravassard et al. (2013; Chen et al. (2019)). It is thus necessary to ascertain if and how
speed modulates theta in our setup.

Our results were contradictory, with some animals presenting no speed modulation of
theta (Figure 16, Top-Left) and others presenting it (Figure 16, Bottom-Left).  Looking at
the histogram of the rank correlation values we see that modulation of theta frequency
(here we show its inverse, the cycle period) and of theta amplitude varies between a
slightly negative and a slightly positive association, almost centred at zero (Figure 17).
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Figure 15: Left: scatter plots of median CA1 radiatum and DG molecular amplitude 
vs. median CA1 lacunosum moleculare amplitude. Right: ratio of CA1lm amplitude on
CA1 radiatum (Top) and on DG mol (Bottom). (Blue: WT, Red: APPNL-G-F). 



Finally, we need to verify if this lack of correlation was due to a lag between the speed
peak and the increase in theta power (Figure 18).
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Figure 16: Left: joint probability density for two different animals for speed vs. cycle period 
(Top) and speed vs. sink amplitude (Bottom). Right: sink amplitude on cycle period, Colour: 
speed (colour scale from blue (slow) to yellow (fast). The ellipses represent the confidence 
area per different speed percentiles for the same animal as Left. 
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Figure 17: Rank correlation between cycle length and speed (Left) and power and speed 
(Right) for WT (Top) and APPNL-G-F (Bottom) mice. 
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Figure 18: Top: speed peak triggered average of Theta Amplitude in CA1 lm. The thick, 
orange line represent theta amplitude, while the thin lines are its 25% and 75% percentile. 
Bottom: rank correlation for multiple lag values for two different animals



As we can see in the example sessions shown in Figure 18, results can dramatically vary
between  sessions,  with  some  showing  an  increase  of  theta  amplitude  that  has  its
maximum a few milliseconds after the peak in speed (second to last plot) and others in
which not only this peak is not present, but we even ϐind a negative correlation between
speed peak and theta amplitude (last plot).

It  is possible,  that other sources of animal arousal state contribute to the changes of
theta power and frequency.   As shown earlier,  on a coarse time scale  ϐluctuations in
speed, theta power and pupils size are correlated. We investigated whether fast changes
of the speed, associated with stops or accelerations, are also temporally correlated in a
consistent manner with theta frequency and power changes, as well as pupil size. To this
end we detected troughs or peaks of speed and computed average ϐluctuations in all
high-pass-ϐiltered time series of all the variables. To assess how variable the resultant
speed  trough/peak  centred  time-courses  are,  we  performed  PCA  analysis  across  all
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Figure 19: Fine time scale relationship between speed  transients and pupil and theta 
dynamics. Top to bottom, triggered average speed, pupil diameter, theta amplitude and theta 
freq uency (median filtered prior to averaging). Left two columns, first PCA eigenvector for 
averages triggered by troughs in speed and box-plot group statistics of the corresponding 
scores across all sessions (n=30/26). Right two columns, triggered by peak in speed. 



sessions and represented typical response of each variable with the ϐirst eigenvector, and
group data variability with the scores of the ϐirst principal component (Figure 19).

Typical dynamics in most data was that of decrease in pupil size during speed troughs
and  increase  during  peaks,  but  in  both  WT  and  APP  groups  some  animals  showed
opposite dynamics as evidenced by the negative PC score. Interestingly, troughs/peaks of
speed were associated  with delayed and moderate,  on average,  increase/decrease in
theta frequency, comparable between groups. This analysis suggests that detail study of
theta  parameters  might  require  revisiting  our  characterization  of  locomotion  on  the
treadmill  as  non-stationary  behaviour  and  depart  from  simplistic  zero  or  ϐixed-lag
correlations to speed. 

3.3.1.3 THETA POWER AND AVERAGE FREQUENCY

We now move to examine the theta oscillations themselves, looking at their power and
average frequency during periods of locomotion (minimum speed: 2 cm/s). Since the
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Figure 20: Theta frequency, but not its power, in the old APPNL-G-F cohort is lower than in WT 
animals (p<0.00001). This is not true for the younger cohorts.  
Top: frequency vs. power for young (Left) and old (Animals). Lines are linear fit. Bottom Left:  
power for young and old animals. Bottom Right: frequency for young and old animals (Blue: WT, 
Red: APPNL-G-F).



results were equivalent at all speed ranges, Figure 20 is computed for the whole active
state regardless of speed.

For this analysis (and some subsequent ones) the animals were divided into two group:
young (6-8 months old) and old (9-12 months old). We ϐind a signiϐicant decrease in
theta  frequency  in  the  old  APPNL-G-F mice  compared  to  the  WT  cohort.  This  effect  is
present only for the older cohort and not in the younger one, suggesting it as an effect of
continuous neurodegeneration.

To better visualize the difference, we plot the distribution of frequency and power for
the four cohorts (Figure 21).
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Figure 21: Distribution of frequency (Left) and power (Right) of the theta spectrum ordered 
by mean value for young (Top) and old (Bottom) animals. Dots indicate the median value. (for
the dots: Blue: WT, Red: APPNL-G-F).



3.3.1.4 FIRST THETA HARMONIC AND ASYMMETRY

Since theta oscillations aren’t perfectly sinusoidal, they produce harmonics. This can be
useful to quantify their distance from a sinusoidal oscillation. Comparing the theta/1st

harmonic ratio between APP NL-G-F mice and WT mice could thus show us if the shape of
theta is changing between the two cohorts.

There is no signiϐicant difference in the harmonic/theta rate between the two cohorts 
(Figure 22). 

Another useful measure to capture the shape of theta waves is that of asymmetry, which 
we used as deϐined by Belluscio et al. (2012):

log(
ascending phase
descending phase

)

so that a value of zero equals to a symmetric wave-shape.

As seen in Figure 23, we can conclude that there are no signiϐicant differences in the 
shape of theta between APP NL-G-F mice and WT mice.
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Figure 22: Left: PSD showing theta and its first harmonic across depth. Red overlay: spectral
power in CA1lm (Single session example). Top-Right: Scatter plot showing the power of the 
harmonic and the power of theta for the two groups. Each dot represents a session. Bottom-
Right: Harmonic power/Theta power ratio across sessions.  (Blue: WT, Red: APPNL-G-F).



While  the  results  regarding  the  relationship  between  theta  and  the  animal’s  speed
remain inconclusive, we can see a signiϐicant decrease in the average frequency of theta
and no signiϐicant changes in its power, shape and relative strength across layers. We
want  now  to  look  at  events  in  the  gamma  range,  which  can  reϐlect  input  from  the
upstream regions (EC in the case of gamma in CA1lm and DGmol) and local output (in
CA1pyr).
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Figure 23: Top-Left: example CSD traces of multiple theta cycles for CA1 rad, CA1 lm and 
DG mol. Top-Centre: theta triggered CSD for CA1 rad, CA1 lm and DG mol, Top-Right: 
asymmetry distribution for the same session  in CA1 rad, CA1 lm and DG mol. Bottom: 
asymmetry across all sessions, divided between young and old animals.  (Blue: WT, Red: 
APPNL-G-F).



3.3.2 GAMMA

We then performed cross-frequency coupling analysis, as conventionally used in the ϐield
to characterize diverse gamma oscillations.  To this end we computed the strength of
theta  phase  modulation  of  gamma  power  using  power-weighted  resultant  vector,
yielding strength and associated preferred theta phase for each LFP channel.

A  ϐirst  look  at  the  theta-gamma  modulation  of  the  LFP  doesn’t  show  a  qualitative
difference  between  the  two cohorts  (Figure  24).  At  this  level  of  description  we  can
already  identify  various  gamma  modes,  clusters  of  gamma  activity  with  similar
frequency and theta phase preference.

Looking at Figure 24 we can see that the frequency that is more strongly modulated
across the hippocampus is centred around 60 Hz and happens in the descending phase
of theta (blue colour in the phase plot).  The fact that this modulation extends to the
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Figure 24: Theta Gamma modulation (strength and phase) for four different animals  
Phase = π: peak of theta as measured in oriens. (Top: two WT mice, Bottom: two APPNL-G-F 

mice).



cortex is due to volume conductance. In radiatum we can see a less strongly modulated,
but  consistently  present,  gamma mode  at  around 30-40 Hz riding the peak of  theta
(purple-red colour in the phase plot). We can also see strong modulation of fast gamma
(140-220 Hz) in CA1 lm and DG mol, again at the peak of theta (red colour in the phase
plot).

While this analysis could give qualitative assessment of the different gamma oscillations,
there are number of shortcomings associated with volume conduction, mixing between
gamma power and theta modulation of gamma occurrence. Hence we resorted to a more
accurate  method  for  assessing  gamma  dynamics,  treating  gamma  oscillations  as
anatomically and frequency localized transient bursts.

3.3.2.1 GAMMA AS GAMMA BURSTS

As described in the method section, we identiϐied the individual gamma bursts and then
treated them similarly to units: clustering them on the basis of their anatomical location,
preferred theta phase and frequency.

By  doing  so,  we  can  count  the  single  occurrences  and  verify  whether  their  rate  is
changed, ϐinding an increase in the occurrence of slow gamma bursts in CA1 oriens for
old APP NL-G-F mice for both RUN periods (Figure 25) and periods of immobility (Figure
26). During the RUN periods we can see an increase in the gamma occurrences for slow
gamma in oriens, while for immobility periods we see more changes: not only a reduced
occurrence of slow gamma in CA1 lacunosum moleculare and DG molecular, but also of
fast gamma in CA1 pyramidalia (which is not caused by a reduction in SWR, as we will
see in Figure 33) and in CA1 lacunosum moleculare. All these changes seem to appear
only in older animals. We do this by dividing gamma into slow (40-100 Hz) and fast
(100-200 Hz) gamma.

We ϐind different gamma modes, all occurring for both wild type and APP animals. In
Figure 27 we see an example from one of the APP animals, the same represented in the
bottom left of Figure 24. 

From Figure 27 we can see that in most layers of the hippocampus we can identify two
gamma modes: one at high frequency and one for slow gamma, with different preferred
theta phase. Exceptions to this are found in CA1 radiatum, where a third, slower, mode
can be seen (frequencies 30-40 Hz) and CA1 lacunosum moleculare and DG granular
layer where both high and low frequency gamma have the same preferred theta phase.
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Figure 25: Rate of occurrence of gamma bursts divided by anatomical layer for RUN periods 
(Blue: WT, Red: APPNL-G-F).
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Figure 26: Rate of occurrence of gamma bursts divided by anatomical layer for 
quiescent periods (Blue: WT, Red: APPNL-G-F).
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Figure 27: Left: burst power on burst frequency, colour: burst theta phase Center: fraction of bursts
on burst frequency, colour: fraction of bursts. Right: burst theta phase on burst frequency, colour: 
burst power. Top to Bottom: Layers from Cortex to DG mol. 



Figure 28: Theta Gamma Modulation for slow gamma (40-100 Hz). Top: PPC across 
sessions for young and old animals, per layer  (Blue: WT, Red: APPNL-G-F). Bottom: resultant 
length R vs. preferred phase across sessions per layer (Blue: WT, Red: APPNL-G-F; Circles: 
Young, Crosses: Old).
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Figure 29:Theta-gamma modulation for Fast Gamma (100-200 Hz). Top: PPC across 
sessions for young and old animals, per layer  (Blue: WT, Red: APPNL-G-F). Bottom: resultant 
length R vs. preferred phase across sessions per layer (Blue: WT, Red: APPNL-G-F; Circles: 
Young, Crosses: Old).
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Figure 30: Gamma power for RUN periods divided by anatomical layer (Blue: WT, Red: 
APPNL-G-F).
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Figure 31:  Gamma power for quiescent periods divided by anatomical layer.  (Blue: WT, 
Red: APPNL-G-F).



This schema seems common to both APPNL-G-F and WT mice.

We can now look at the Pairwise Phase Consistency (PPC) as a metric of modulation
strength. To better visualize the modulation we also perform a Rayleigh test and take
resultant length and preferred phase for each session (Figures 28 and 29).

While the difference in preferred phase are not signiϐicant, we can see a distinct increase
in  theta  modulation  of  slow  gamma  oscillations  in  CA1  oriens  in  the  case  of  older
animals. 

In  the  case  of  fast  gamma  there  is  no  signiϐicant  difference  neither  in  modulation
strength nor in phase preference for any hippocampal layer,  but there is a decreased
modulation of gamma bursts in cortex.

Overall, regardless of age and genotype, we see that fast gamma bursts are signiϐicantly
less modulated by theta than slow gamma bursts.

We conclude analysing the power of gamma bursts (Figures 30 and 31), not ϐinding any
signiϐicant difference between the two cohorts.

While  there  were  little  changes  during  the  active  state,  we  found  a  very interesting
decrease of gamma occurrences in CA1lm and DGmol during the resting state: gamma in
these areas is  a  proxy of EC activity,  the ϐirst  area affected by AD.  This  reduction in
occurrences could thus be  due to reduced activity in layer 2 and 3 of EC during the
resting state. Armed with this knowledge, let’s now look at what other changes occur
during the resting state
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Figure 32: Mean respiration power and frequency for WT and APP animals. Dotted 
lines are SEM. No significant difference. (Blue: WT, Red: APPNL-G-F).



3.3.3 RESTING STATE

Theta oscillations are not the only rhythm organizing activity in hippocampus. During
resting states, when theta oscillations are not present (we are thus excluding bouts of
snifϐing),  many  neurons  across  the  limbic  system  are  modulated  by  the  respiratory
rhythm  (Karalis and Sirota 2018). In this brain state, in the hippocampus, we can also
observe the sharpwave ripples, a well studied signature signal of this brain region. Below
I  describe  the  results  of  analysis  of  these  two  main  dynamics  with  respect  to
hippocampal activity. 

Before that, we verify that the slow oscillation due to respiration in hippocampus is the
same between APPNL-G-F and WT animals (Figure 32).

3.3.3.1 SHARPWAVE RIPPLES

During resting states we also have the occurrence of SWR. As a ϐirst step, we verify if
their occurrence rate changes in APPNL-G-F animals compared to WT (Figure 33). We don’t
ϐind any signiϐicant change, an interesting result given how in Figure 26 we had seen a
decrease in occurrence rate of fast gamma activity (which includes the frequency range
to which SWR belong). 

Next, we look at the distribution of SWR frequency, power and duration (Figure 34)

Here we ϐind that the frequency of ripples is signiϐicantly, though moderately, decreased
in  APPNL-G-F of  all  ages,  while power and duration of  the ripples increase in the older
cohorts only.  Since the frequency of a ripple, the amplitude of its sharp-wave and its
power are related (Stark et al. 2014), we need to verify that the change in frequency is
not explained away by a change in one of the other two metrics. For this reason we plot
the ripple frequency at  its  peak versus the normalized amplitude of the  sink in CA1

56Figure 33: Ripple occurrence rate for quiescent periods. 
(Blue: WT, Red: APPNL-G-F).



radiatum (Figure 26) and do a linear ϐit of the results, showing clearly how the reduction
in frequency remains once the power reduction is accounted for.
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Figure 35: Left: frequency of the ripple at its peak versus normalized amplitude of the sink in 
CA1 radiatum, where 0 represents deepest sink of the session and 1 the shallowest. Right: 
linear fit.(Blue: WT, Red: APPNL-G-F).

Figure 34: Distribution of the mean of SWR frequency, power and duration. The shadow is the
standard error of the mean (SEM) (Blue: WT, Red: APP NL-G-F).



After a SWR, the next SWR can follow after either a brief (<1000 ms) or a long period of
time.  We  want  to  see  if  the  structure  of  this  inter-ripple  interval  (IRI)  is  altered  in
APP NL-G-F mice. To do so we ϐirst look at the IRI distribution (Figure 36), then we look at
both the length of the IRI for short-interval and long-interval ripples (Figure 37, Top)
and at the probability that the next interval will be short or long (Figure 37, Bottom).

What we ϐind is that in old  APPNL-G-F mice  the length of short IRI is reduced and their
probability is increased, while for young APPNL-G-F mice it is the probability of long IRI that
is signiϐicantly increased compared to WT animals (Figure 37).
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Figure 36: Probability the duration of Inter-Ripple Interval (IRI) will be of a specific length. 
(Blue: WT, Red: APPNL-G-F)



Finally, we’re interested in seeing how strongly modulated by respiration SWRs are, and
if this changes in APPNL-G-F mice. To do so we compute the PPC for young  (6-9 months)
and  old  (10+  months)  animals.  We  ϐind  that  in  older  animals  ripple  modulation
decreases (Figure 38). 
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Figure 37: Duration of Inter-Ripple Interval (IRI) for ripples directly following a ripple 
(Left) or arriving after a long pause (Right). Bottom: Probability of the next interval being
short (Left) or long (Right) (Blue: WT, Red: APP NL-G-F).



We have seen that ripples, while still present, have a reduced frequency and increased
duration, while their rate of occurrences doesn’t change. 

3.4UNIT ACTIVITY

As previously discussed (1.5.3 Unit activity in AD), we expect to see alteration in 
neuronal activity in the hippocampus proper and, potentially, in the cortex above. These 
alterations can be different in nature, starting from differences in the average ϐiring rate 
of the neurons up to more subtle differences in their modulation by theta oscillations.

3.4.1 FIRING RATE AND BURSTINESS

Given that brain activity is correlated to the behavioural state of the animal, we cannot 
simply compute the average ϐiring rate across the whole session, but we instead need to 
compute it separately for running periods and quiescent ones. In the left panels of Figure
39 we can see the value of the ϐiring rate for these two states in the two different 
condition. No signiϐicant difference was found between the two groups.
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Figure 38: Changes in how SWRs are modulated by respiration (Blue: WT, Red: APPNL-G-F).



In the right panel of Figure 39 we can see the percentage of inactive cells (ϐiring rate <
0.2 Hz), normally active (ϐiring rate between 0.2-20 Hz) and hyperactive (ϐiring rate > 20
Hz) cells.  Contrary with what previously reported by  Busche et  al.  (2008) in cortical
neurons,  but in line with what found by  Jun et  al.  (2020) in MEC,  we didn’t  ϐind an
increase of hyperactive cells in the hippocampus of APP NL-G-F mice compared to WT. 

Another measures of cell activity can be given by the “burstiness” of a cell, here deϐined
as the number of bursts divided by the number of action potentials, where “bursts” are
deϐined as being events in which the cell emits a train of three or more action potentials
with an inter-spike interval of less than 6 ms (Figure 40). 

Looking at this metric, what we see is a signiϐicant decrease in burstiness of principal
cells located in the cortex above hippocampus (p < 0.0001), and in interneurons located
in CA1 (p = 0.006) and DG (p = 0.0003) with the ranksum test.
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Figure 39: Right: Firing rate during RUN periods vs. firing rate during quiescent periods for 
cells of CA1 and DG.  (Blue: WT, Red: APP NL-G-F). Left: Proportion of inactive, normally 
active and hyperactive cells in WT and APP animals. The difference between the group is not 
significant. 



We have seen that there are no signiϐicant differences in the ϐiring rate of hippocampal
and  cortical  neurons.  However,  the  average  ϐiring  rate  of  neurons  (even  comparing
different  states)  is  a  very  rough  measurement  of  unit  activity.  Knowing  that  theta
modulates the activity of  units,  it  is  sensible to now look at potential  changes in the
strength and preferred phase of this modulation.

3.4.2 THETA MODULATION OF NEURONS

Another important measure is theta modulation of neuronal activity, since, as discussed,
it has been shown how theta has an important role in modulating hippocampal activity
(Section 1.4.2). Indeed, we found theta-modulated cells in all areas we recorded from,
although this modulation was less consistent in the cortex.  The theta modulation for
some example cells can be found in Figure 41.
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Figure 40: Empirical CDF of bursts/action potentials for interneurons and principal cells in 
Cortex, CA1 and in DG (Blue: WT, Red: APP NL-G-F).



The strength of modulation didn’t vary in CA1 (pyramidal cells: p = 0.85, interneurons:
p=0.51), nor in DG (principal cells: p= 0.67, interneurons: p=0.06) between APP NL-G-F and
WT mice, but in both CA1 and Dentate Gyrus we can see a shift in the preferred theta
phase of units, whose signiϐicance is here calculated using the Kuiper test (Figure 42). 

In conclusion, the overall ϐiring rate did not differ between APP NL-G-F and WT mice, while
burstiness did. The theta modulation of pyramidal cells in CA1 and principal cells in DG
was altered, with cells preferring on average a different phase of theta.
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Figure 41: Theta modulation of example cells from different brain regions: count of spikes in 
one session per theta phase.
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Figure 42: Histogram of preferred theta phases (Blue: WT, Red: APP NL-G-F). 



3.4.3 RESPIRATION MODULATION OF NEURONS

Having access to respiration data via the oscillatory activity of the two Olfactory Bulbs,
we can investigate if and how respiration entrainment of units differs between APP NL-G-F

and WT mice.
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Figure 43:  Histogram of preferred respiration phases (Blue: WT, Red: APP NL-G-F). 



We see that in CA1 pyramidal neurons are less modulated (pyramidal neurons: p= 0.0002,
interneurons:  p=  0.76),  that  in  DG the  modulation  doesn’t  vary  (principal  cells:  p=0.72,
interneurons:  p=0.76),  and  that  in  DG  interneurons  ϐire  at  a  different  phase  of  theta
altogether.

We also see a phase shift in pyramidal neurons in CA1 and in interneurons in DG (Figure
43).

We have seen an interesting shift in preferred phase of theta in principal cells, and of
preferred phase of respiration in CA1 pyramidsl cells. Interneurons in DGmol also had a
shift  in  preferred phase  of  respiration.  It’s  important  to  remember  that  this  doesn’t
necessarily  mean that  the same cells  ϐires  later  than it  normally  would,  but  it  could
instead  mean  that  the  balance  between  the  amount  of  early-ϐiring  and  late-ϐiring
neurons is different.

To summarize, we have seen minimal changes at the system level during the active state,
the most prominent of which is a signiϐicant decrease in the average frequency of theta.
For this reason, if brain activity in the active state contributes to the deϐicit, the changes
can only be at the cellular level. I looked then at the theta modulation of Units and saw
that there is a shift in preferred phase. The resting state has presented more signiϐicant
changes: gamma occurrences in CA1lm and in Dgmol have diminished, which points at a
diminished engagement of EC. Moreover, respiratory modulation of sharp wave-ripples
is diminished. 
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4. DISCUSSION

Our results have shown multiple subtle differences between APPNL-G-F and WT mice.

One  of  our  original  questions  was  related  to  the  differences  in  oscillatory  patterns
between  APP NL-G-F and WT mice,  which we need to  discuss  separating the effects on
theta, those on gamma, and those on sharp-wave ripples.

4.1 THETA

For most of our analysis we have used the CSD rather than the LFP of our signal, since it
gives us more insight into the different pathways by allowing us to see the problem in
terms of sinks and sources of current and to ignore volume conduction.

The results regarding speed modulation of theta remain inconclusive,  given the huge
inter-group variety of responses, with some animals having theta being modulated by
speed and others not. This is in itself interesting if we consider how theta power reϐlects
synchrony of upstream regions,  synaptic connectivity strength, density of local neuronal
populations and placement of the electrode. While the last two cannot be modulated by
behaviour  in  the  observed  timescale,  synchrony  of  upstream  regions  and  synaptic
connectivity strength can be modulated by various factors, including neuromodulatory
state, strength of various external (for example, the optic ϐlow) and internal (vestibular)
inputs  that  are  modulated  by  linear  and  angular  speed  and  acceleration.  While
locomotion in head-ϐixed mice is more controlled than in freely-moving ones, it seems
that there are differences in the behavioural and brain-state dynamics across animals
that  simple  control  of  speed  does  not  provide.  Preliminary  analysis  of  the  speed
transients showed that the pupil dynamics are not consistently ϐluctuating with speed,
suggesting that the dynamics of  neuromodulatory inputs, most likely norepinephrine,
are not consistently correlated with locomotion bouts. In contrast, speed frequency but
not power changes did follow speed transients. Further complex analysis of these joint
sources of variability would be required to assess changes of theta power across groups.

The  multiple  sources  of  variability  of  theta  power  give  rise  to  complex  power
distribution with broader variance than difference between animals and groups. For this
reason, there is no way to conclude if theta power changes in APP NL-G-F mice compared to
WT controls.  This is in line with Nakazono et al. (2017), which showed how power and
emergence of theta did not change in APP NL-G-F mice.

Looking  at  the  decrease  in  theta  frequency (reported also  by Siwek et  al.  (2015) in
5xFAD mice), since it remains in the physiological range it is unlikely that this decrease is
part  of  the  cause  of  impairment.  It  could  however  be  an important  early  marker  of
changes occurring at the level of medial septum, where theta rhythm is generated.
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There  are  multiple  possible  causes:  given  that  the  theta  rhythm  is  generated in  the
medial septum, there could be changes in the GABA-ergic pacemaker mechanism there,
or  changes  in  the  hippocampal  feedback  to  medial  septum.  It  is  also  known  that
cholinergic cells in medial septum are affected early by AD (Francis 2005; H. Ferreira-
Vieira et al. 2016), which leads to the reduction of cholinergic tone and thus a reduction
in  excitation.  Finally,  amyloid  pathology  might  give  raise  to  unreported  changes
hyperpolarization-activated  cyclic  nucleotide-gated  (HCN)  receptors  expressing
GABAergic  cells  in  the  medial  septum,  which  are  amongst  those  responsible  for  the
pacing of theta rhythm (Hangya et al. 2009; Varga et al. 2008).

This frequency change might have a functional role in the decreased performance of APP
animals,  given how it has been shown that reducing hippocampal theta frequency by
cooling the medial septum leads to an increase of errors in spatial tasks  (Petersen and
Buzsáki 2020). This is in line with the reduction of theta frequency in a 5xFAD model of
AD (Siwek et al. 2015).

The  waveshape  of  theta  reϐlects  nonlinear  theta  cycle  dynamics  in  the  upstream
pathways. For this reason, we have investigated it in two ways: ϐirst looking at the ratio
between theta and its ϐirst harmonic, and later looking at its asymmetry coefϐicient. In
both cases, we have not found signiϐicant differences between APP NL-G-F and WT mice.

4.2 GAMMA

We have identiϐied multiple gamma modes in both APP NL-G-F and WT mice. There were
signiϐicant differences between the two cohorts in two areas (slow gamma in CA1 oriens
and fast gamma in the cortex).

The technique that we used, consisted in detecting gamma bursts as localized activity in
the anatomical, frequency and spatial domains.  This gives us a less biased approach to
decompose  gamma  frequency  activity  in  its  components.  In  recent  years  multiple
publications have suggested that gamma bursts detected in dendritic laminae might be
related to  afferent  activity  (Schomburg et  al.  2014; Lasztóczi  and Klausberger 2014;
2016).

In light of these, the modes that we identify (both for  APP NL-G-F and WT mice) in CA1
radiatum  will  reϐlect  activity  in  CA3,  while  the  ones  identiϐied  in  CA1  lacunosum
moleculare and DG molecular layer would respectively reϐlect activity in layer III and II
of the MEC.

While previous studies had already shown reduced gamma oscillations (Iaccarino et al.
2016), thanks to our use of silicon probes we were able to pinpoint the anatomical layers
in which there was a decreased rate of gamma occurrences. Indeed, we have shown a
decrease in gamma  occurrences during quiescent states in CA1 lm (both slow and fast
gamma) and in DG mol (slow gamma). Given that these layers are receiving projections
from MEC our observations are consistent with a degeneration of  this area,  which is
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known to be the ϐirst affected by AD. It is also worth noting that, contrary to Iaccarino et
al. 2016,  we are using multiple animals for our statistical results and not only one per
group, as in their study.

However, we didn't see this decrease during RUN states, which are dominated by theta. It
is known that slow oscillations modulate gamma in CA1 lacunosum moleculare and DG
molecular layer (Isomura et al. 2006). The reason we don't see the decrease during theta
states  might  be  that  septal  dynamics are  sufϐicient  to  entrain  EC  circuits  and  drive
gamma  occurrence,  while  during  sleep  slow  oscillations  (UP  states)  and  gamma
generation are  more  likely  internally  generated  in  EC and thus more  affected  by  its
degeneration.

Interestingly,  we  also  observed  an  increased  theta  modulation  in  APP NL-G-F mice
compared to WT is the slow gamma mode in CA1 oriens. Likely candidates for the origin
of gamma in this layer are inputs from CA2 or CA3.

4.3 SHARP-WAVE RIPPLES

We have also seen a decrease of the ripple frequency. Similarly to what happens to theta,
the slowing down of ripples does not exceed physiological value and thus does not seem
to justify memory loss by itself, but it could be a marker for synaptic alterations in the
hippocampus. However, it indicates a change in the amount of excitation to pyramidal
cells and interneurons in the hippocampus, as indicated by the model in (Geisler, Brunel,
and Wang 2005). 

Contrary to what previously reported by Gillespie et al. (2016), Ciupek et al. (2015) and
Nicole et al. (2016), we didn’t observe any reduction in identiϐied SWR. However, we saw
a decrease in gamma in the ripple frequency when this was not accompanied by sharp-
waves. Studies relying on tetrodes and single electrodes and thus lacking the description
in  the  space  domain  might  have  erroneously  attributed  this  reduction  of  non-SWR
gamma events to SWR.

It has been shown that there is a relationship between ripple frequency, its power and
the amplitude of its sharp-wave (Stark et al. 2014). In our case, even accounting for sink
amplitude we can see that the ripple frequency is reduced in APPNL-G-F mice compared to
WT controls. This is a compelling argument for changes in the input-output conversion
in CA1 cells  and, potentially,  a rewiring of the circuit  such as to cause a shift  in the
excitation/inhibition balance, which in turn would bring a reduction of the frequency. A
similar  reduction  in  SWR  frequency  has  been  previously  reported  in  ageing  rats
(Wiegand et al. 2016).

We also observed a decrease of the inter-ripple interval, together with an increase in
probability of a ripple shortly following another. Recurrence of ripples at 100 ms comes
either from re-entrance loop  (Kloosterman et al.  2003) or sleep spindles  (Sirota et al.
2003), while infraslow (5-10 sec) periodicity of ripples likely comes from system-wide
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Mayer rhythm connected to blood pressure ϐluctuations (Sirota et al 2003). Changes in
the  Inter-ripple-interval  from  slower  to  faster  might  reϐlect  increased  excitability  of
sharp-wave generating CA3 circuit or stronger re-entrance loop.

4.4 RESPIRATION

Respiration  has  been  connected  to  slow  oscillatory  activity  in  the  limbic  system,
providing a scaffolding for the underlying computation and able to modulate SWRs and
UP and DOWN states,  with consequent effects on memory consolidation  (Karalis and
Sirota 2018). In our APP NL-G-F mice we ϐind a decreased modulation of sharpwave ripples
by respiration. This would lead to a reduced coupling between UP states and SWRs, since
this is provided by respiration. Since this entrainment is lively mediated by an unknown
corollary discharge mechanism with long-projecting neurons (Karalis and Sirota 2018) it
is  possible  that  such  long-projecting  neurons  degenerate  in  AD,  similarly  to  long-
projecting neuromodulatory cells.

4.5 SINGLE UNITS

One of the original questions of this study is if and what changes happen in the ϐiring of
signle neurons in the hippocampus and the above cortical area. An important difference
between our ϐinding and current literature is  that we didn’t ϐind hyperactive cells  as
Busche et al. (2008) did. However, the study of the MEC of behaving animals also didn’t
show such hyperactive cells  (Jun et al.  2020). This could be due to the brain area we
decided to study (Busche et al. imaged from the cortex), the animal model used (which
was the same as in Jun et al.,  while Busche et al. Used double-transgenic APP23xPS45
mice, overexpressing both APP and mutant PSEN1) or the fact that in Busche et al. the
animals were anaesthetized.

We have also observed changes in the preferred theta phase of pyramidal neurons in
CA1  and  of  principal  cells  in  DG,  without  a  signiϐicant  change  in  the  intensity  of
modulation.  This  might  affect  the  way  in  which  neurons  engage  in  theta  sequences
organization,  since  integration  of  inputs  from  different  upstream  networks  will  be
shifted. It is important to notice that this change in the average preferred theta phase
doesn’t  necessarily  reϐlect  cells  ϐiring  at  a  different  phase  compared  to  what  they
normally would do, but could also be explained by cells ϐiring in certain preferred theta
phases being more or less active, shifting the balance to a different average preferred
theta phase.

This change in preferred phase reϐlects a change in the balance between theta-coupled
excitatory or inhibitory inputs. Since we have shown that the theta amplitude in CA1
lacunosum moleculare,  CA1 radiatum and DG moleculare did not signiϐicantly change
between cohorts, what is likely to have changed is local inhibition, mostly linked to feed-
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forward disinhibition (arising from the septal drive of local interneurons) and feed-back
inhibition (through, for example, basket cells).

This differs with the results found for respiration, where pyramidal cells in CA1 showed
a clear decrease in modulation, but only DG interneurons showed a change in preferred
phase.

4.6 CONCLUSIONS

 The present study found only very subtle changes in the electrophysiological activity of
the hippocampus during the active state, but stronger changes during the resting one.
What can this mean, given the obvious cognitive deϐicits shown by the animals?

First,  we need to  remember  that  also the  changes  registered during the active  state
might  be  relevant:  the  accumulation of these subtle  changes could bring them to be
functionally relevant. However, given the high variability of metrics such as theta or SWR
frequency within an animal, this seems unlikely.

For this reason, studies concentrating on the active state should look at the connection of
functional  deϐicits  to  microscopic  changes  (for  example  in  synaptic  plasticity,
neuromodulation,  cell  assembly formation,  etc.)  which did not  directly  translate  into
macroscopic changes in the network dynamics. It  is also important to remember that
while studying brain rhythms in connection to memory is useful to understand network
mechanisms, the parameters of these rhythms (power, frequency, occurrence rate) are
affected  by  so  many  variables  that  they  themselves  cannot  be  reliable  metrics  of
cognitive abilities.

Moreover, while many people report correlation between various oscillatory parameters
and cognitive function, the reported correlation might be caused by a common factor
affecting both function and oscillations. A causal link between oscillation parameters and
cognitive function is not actually demonstrated. This applies to theta, gamma and SWRs.
Indeed,  even  studies  suppressing  hippocampal  activity  during  SWR cannot  prove  a
causal  link  between  SWR  and  memory  formation,  since  they  might  be  disrupting
something else.

The last question we asked at the beginning of this study is if there a distinguishable
progression of electrophysiological  changes for mice of  different ages.  Our study has
shown electrophysiological differences between  APP NL-G-F mice of different age groups.
Age is an important factor in the build-up of amyloid plaques and correlates with the
severity of the impairment, as expected for a degenerative pathology. In our case, we can
say that the ϐirst behavioural impairments precede the electrophysiological effects we
are  measuring,  meaning  that  our  ϐindings  might  not  be  useful  biomarkers  for  early
detection of the pathology.
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Given our results,  the  most promising direction of  investigation is  looking at  resting
states,  possibly in a set-up that allows for sleep recordings.  The difference in results
among different brain states also casts doubts on the interpretation of  in vitro studies
and of recordings obtained for anaesthetized animals.
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