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Zusammenfassung

Der schnelle Neutroneneinfangprozess (r -Prozess) ist verantwortlich für die Erzeugung

von ungefähr der Hälfte aller Elemente im Universum mit einer höheren Masse als Eisen.

Während sich seit der ersten multimodalen Beobachtung einer Neutronensternverschmel-

zung durch die LIGO-Virgo-Kollaboration im Jahr 2017 die Erkenntnisse über die viel-

diskutierten astrophysikalischen Schauplätze des r -Prozesses unlängst verdichteten, bleiben

die nuklearen Eigenschaften der beteiligten Isotope, insbesondere um den Wartepunkt bei

der magischen Neutronenzahl von N = 126, noch immer unzugänglich für die konven-

tionelle Beschleunigertechnologie. In Folge dessen entwickelten Habs et al. vor etwa einem

Jahrzehnt die Idee des ‘Fission-Fusion’-Reaktionsmechanismus, welche das Potenzial birgt,

neutronenreiche r -Prozess-Isotope in der Nähe dieses Wartepunkts bei N = 126 mittels

ultradichter, laserbeschleunigter Pulse schwerer, spaltbarer Ionen im Massenbereich von

A ≥ 200 und mit kinetischen Energien um 7 MeV/u zu erzeugen.

Zum Beginn dieser Arbeit lagen lediglich zwei Veröffentlichungen vor, die über die Mes-

sung laserbeschleunigter Schwerionen im relevanten Energiebereich berichteten, mit kinetis-

chen Energien von maximal 2 MeV/u. Diese Dissertation präsentiert die Ergebnisse zweier

Experimentierkampagnen, die darauf abzielten, das Wissen über lasergetriebene Gold-

ionenbeschleunigung zu erweitern und Ionenpulse zu erzeugen, welche die energetischen

Voraussetzungen des ‘Fission-Fusion’-Reaktionsmechanismus erfüllen. In beiden Exper-

imenten wurden die Schwerionenenergien erfolgreich nach oben getrieben, was schluss-

endlich in der Detektion von laserbeschleunigten Schwerionen mit Energien jenseits des

‘Fission-Fusion’-Schwellenwerts von etwa 7 MeV/u resultierte.

Um den Beitrag von Kohlenwasserstoffverunreinigungen auf den Goldfolienoberflächen

zu den laserbeschleunigten Schwerionenpulse zu reduzieren, wurde eine Targetreinigung

mittels optischer Laserstrahlung implementiert. Für die Messung von Schwerionen wurde

ein Thomson-Parabel-Spektrometer konstruiert, dessen Parameter ideal auf diesen Zweck

abgestimmt wurden. Mit Hilfe dieser Diagnostik konnten zum ersten Mal einzelne Gold-
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ladungszustände aufgelöst werden, wodurch eine bemerkenswerte Abhängigkeit von der

Targetdicke ans Licht kam, die nicht auf einfache Art und Weise durch die gewöhnlichen

Ionisationsmechanismen erklärt werden können. Die Daten aus dieser Doktorarbeit stellen

daher einen sehr wertvollen Beitrag für künftige theoretische Betrachtungen der Ionisa-

tionsprozesse von Schwerionen in lasererzeugten Plasmen dar.



Abstract

The rapid neutron capture process (r -process) is responsible for the generation of about half

of the heavy elements beyond iron in the Universe. While knowledge about its long-debated

astrophysical sites converged recently by the first multi-modal observation of neutron-star

mergers by the LIGO-Virgo collaboration in 2017, the nuclear properties of the involved

isotopes, especially around the waiting point at the magic neutron number N = 126, still re-

main inaccessible using conventional accelerator techniques. As a consequence, Habs et al.

proposed about one decade ago the fission-fusion reaction mechanism, which offers the

potential to produce neutron-rich r -process isotopes close to this waiting point at N = 126

applying ultra-dense, laser-accelerated bunches of heavy, fissile ions in the mass range of

A ≥ 200 with kinetic energies around 7 MeV/u.

Only two publications had reported on the measurement of laser-accelerated heavy ions

in the relevant energy range at the beginning of this work, with maximum kinetic energies

of 2 MeV/u. This dissertation presents the results from two experimental campaigns

dedicated to advance the knowledge about laser-driven gold ion acceleration and to generate

an ion bunch which meets the energy requirements of the fission-fusion reaction mechanism.

In both experiments, the heavy ion energies have been successfully pushed towards higher

limits, finally resulting in the detection of laser-accelerated heavy ions with energies beyond

the fission-fusion threshold of 7 MeV/u.

A radiative target cleaning has been implemented in order to reduce the contribution of

hydrocarbon contaminants on the gold foil surfaces to the laser-accelerated heavy ion bunch-

es. A Thomson parabola spectrometer has been designed with parameters that ideally sup-

port the detection of heavy ions. With that diagnostics, individual gold ion charge states

could be resolved for the first time, showing a remarkable target thickness dependency,

which cannot be explained with the common ionization mechanisms in a straight-forward

way. Thus, the data presented in this thesis is highly valuable as input for future theoretical

considerations on the ionization processes of heavy ions in laser-generated plasmas.
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Chapter 1

Introduction

The demonstration of the technique of chirped pulse amplification (CPA) by D. Strickland

and G. Mourou in 1985 [1] paved the way for the development of a new generation of

high-power laser systems. Laser pulses with peak intensities exceeding 1.37× 1018 W/cm2

became available at which electrons are accelerated to relativistic energies within one laser

cycle. These high intensities laid the foundations for the field of laser-driven ion accelera-

tion, introduced by the first observation of laser-accelerated fast protons in 2000 [2, 3].

Laser-accelerated ion bunches exhibit very unique features that fundamentally differ

from conventionally generated ion sources [4–6]. For instance, they have quite broad en-

ergy distributions at initially very short bunch durations and they are, in general, highly

divergent but originate from a remarkably small source. Moreover, multiple ion species

like protons and carbons can be instantaneously accelerated from the very same source,

accompanied by X-rays, neutrons and relativistic electrons. These special bunch charac-

teristics turn out to be very promising for a whole range of applications in various fields

of research [7]. The short ion bunch durations, for example, are advantageous for the

study of fast reaction dynamics in radiation chemistry [8] or for the investigation of DNA

defect creation as a consequence of ion irradiation in radiobiology [9]. Considerable efforts

have been invested into the still ongoing examination of the suitability of laser-accelerated

ion bunches for medical radiotherapy [10,11], especially regarding the cellular response to

the pulsed high doses [12–14], theoretical considerations about ion beam and dose deliv-

ery [15, 16] as well as first attempts towards in-vivo irradiation of vertebrates [17]. High

potential for laser-driven ion acceleration in radiotherapy is particularly seen in the possible

ultra-fast dose delivery (being especially interesting for the concept of FLASH irradiation

which requires dose rates above 100 Gy/s [18]) and in the feasibility of the instantaneous
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production of more than one ion species [19], although there still remains a long path

towards clinical application.

Another high-potential application for laser-driven ion acceleration is related to med-

ical imaging and radiography in general, which exploits especially two properties of this

unique ion source [20]: on the one hand, the generated mixed radiation field can be used

for bi-modal imaging, for example employing both protons and X-rays from the very same

particle source, and, on the other hand, the extremely small source size can be used for

phase contrast imaging along a very short distance. In material science, laser-accelerated

ion bunches are, for example, of great interest for non-destructive material characterization

using ion beam analysis [21], which could benefit from reduced efforts for radiation protec-

tion, an easily tunable energy spectrum (by modification of the laser energy) and reduced

facility sizes compared to the typically employed conventional accelerators. Laser-based

ion acceleration may also serve for the production of bright, ultra-short neutron bunches

with extremely high peak fluxes [22–24], which are generated by nuclear reactions when

protons or deuterons impinge on a converter material like beryllium or lithium fluoride.

The present dissertation work achieved essential milestones towards the realization of

an application idea for laser-driven ion acceleration regarding nuclear astrophysics, which

is aiming at deepening the understanding of the nucleosynthesis of the heaviest elements

in the Universe. Fig. 1.1 shows the chart of nuclides with the stable nuclei (in black)

and the hitherto known isotopes (in yellow). Besides, the most important nucleosynthesis

processes are indicated. Right after the big bang, the primordial abundance structure has

been formed within the first 3− 20 minutes [27,28]. During the big bang nucleosynthesis,

only light elements (4He, D, 3He and 7Li) have been produced (light blue line in Fig. 1.1),

with dominating contributions of hydrogen and 4He, having a primordial abundance of

about 75% and 25%, respectively [29]. Fusion processes in stars are responsible for the

generation of heavier elements up to iron (green line in Fig. 1.1) [30], where the nuclear

binding energy reaches a maximum, which inhibits the fusion to heavier nuclei.

Above iron, nucleosynthesis is dominated by neutron capture processes, which in turn

are balanced by radioactive β−-decay [31–33]. As indicated by the arrows on the bottom

right part of Fig. 1.1, neutron capture leads to an increase of the isotope’s neutron number

(towards the right in the chart of nuclides), while the β−-decay subsequently converts

neutrons to protons (diagonally towards the top left). By this, nuclei with higher proton

number Z are generated while preserving the mass number A, which then can further

capture neutrons, repeating this whole process and leading to the production of heavier
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Figure 1.1: Chart of nuclides with visualized nucleosynthesis processes. The stable nuclei are
shown in black and the known isotopes are displayed in yellow (data taken from the Karlsruhe
Nuclide Chart of 2018 [25]). The magic proton and neutron numbers are shown as blue horizontal
and vertical lines, respectively. The r -process path is illustrated in red (pathway taken from
reference [26]).

and heavier elements.

While the β−-decay rate is solely an isotope-specific property, the rate of neutron

capture strongly relates to the astrophysical environment, namely on the neutron density.

At relatively low neutron densities of about 106 − 1010 cm−3, the neutron capture is slow

compared to the β−-decay (i.e. the average time between two neutron capture events τn

is much larger than the mean β−-decay lifetime τβ: τn ≫ τβ) and the nucleosynthesis

process follows the valley of stability in the chart of nuclides. This is denoted as the slow

neutron capture (s-)process [34], which is indicated by the orange line in Fig. 1.1. The

s-process occurs predominantly at late evolutionary stages of low- and intermediate-mass

stars (≤ 8M⊙, with M⊙ being the solar mass). Lighter isotopes with mass numbers of

A ≤ 90 are also produced by a weak s-process component during neutron-releasing fusion

processes at massive stars (> 8M⊙). The s-process terminates at polonium (210Po), which

decays into lead (206Pb) by α-decay before it captures further neutrons, resulting in a cycle
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around lead, bismuth and polonium [30]. Heavier naturally abundant elements like thorium

(232Th) and uranium (235U, 238U) cannot be generated by the s-process. Instead, they result

from the rapid neutron capture (r-)process [33], which proceeds on the neutron-rich side of

the chart of nuclides, as displayed by the red-coloured isotopes in Fig. 1.1. The r -process

occurs at astrophysical sites with extremely high neutron densities of around 1023 cm−3.

At these neutron densities, neutron capture is fast compared to the β−-decay (τn ≪ τβ)

and the nuclei capture multiple neutrons before they decay to the next higher-Z element,

leading the r -process nuclei away from the valley of stability towards neutron-rich isotopes.

Both s- and r -process contribute approximately equally to the abundances of heavy

elements above iron in the Universe [31–35], as demonstrated in Fig. 1.2 showing the

elemental abundances in the solar system. Obviously, there are elements that are predom-

inantly generated by either the s-process (like strontium or barium) or the r -process (like

xenon, europium or platinum), while others are equally produced by both processes. It is

apparent that each process exhibits three distinct maxima in the abundance distribution

which are indicated by the respective arrows in Fig. 1.2. These abundance peaks can be

ascribed to so-called waiting points in the nucleosynthesis processes at the magic neutron

numbers N = 50, 82 and 126. The magic neutron numbers are associated with closed neu-

tron shells in the nuclei, which result in a reduction of the neutron capture cross sections.

Thus, the further nucleosynthesis of heavier elements is slowed down, which leads to the

Figure 1.2: Abundances of heavy elements in the solar system generated by the s-process (blue)
and the r -process (orange). The y-axis shows the common logarithm of the elemental abun-
dances relative to hydrogen with an offset of 12. The arrows indicate peaks in the abundance
distribution associated with the waiting points at the magic neutron numbers. Figure adapted
from reference [32].
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accumulation of elemental abundances around the waiting points. The r -process nuclei

reach the magic neutron numbers far off the valley of stability on the neutron-rich side

of the chart of nuclides (i.e. at a lower proton number) and undergo β−-decay until sta-

ble isotopes are generated. Therefore, their peaks in the abundance structure are shifted

towards lower mass numbers compared to the s-process.

While knowing that the r -process proceeds in explosive, high-neutron-density environ-

ments, the exact astrophysical sites have been debated for decades [35]. Possible can-

didates are especially neutrino winds of core-collapse type II supernovae and mergers of

two neutron stars. Evidence is growing that the latter are indeed a prime source for the

r -process nucleosynthesis, at least for the heavier isotopes. Together with the ground-

breaking detection of gravitational waves caused by a binary neutron star merger by the

LIGO-Virgo collaboration in 2017 [36], the spectroscopic signatures of a kilonova have

been detected [37,38]. Kilonovae are thermal afterglows which are powered by the energy

released by the radioactive β-decay of the r -process nuclei, which proves the occurrence of

the r -process in merging neutron star binaries beyond any doubt.

Still, the dynamics and physical conditions of the r -process as well as the role of al-

ternative r -process sites prompt yet unanswered questions [39]. This is because the un-

derstanding and simulations of the involved nuclear physics lack precise experimental data

about the nuclear properties (e.g. masses, decay half-lives and β-delayed neutron emission

probabilities) of the neutron-rich isotopes especially close to the waiting point at the magic

neutron number N = 126. The nuclide chart in Fig. 1.1 illustrates the gap between the

known nuclear isotopes as of 2018 and the nuclei which are expected to be involved in the

r -process around the waiting point at N = 126. Up to now, the generation of neutron-rich

isotopes in this region has not been realized with conventional acceleration concepts. Con-

siderable effort is being made in the design and construction of new rare-isotope facilities

with larger-scale accelerators (e.g. FRIB at the Michigan State University in the USA [40],

RIBF at the RIKEN Nishina Center in Japan [41] or FAIR at GSI in Germany [42]), which

aim at the production of neutron-rich isotopes close to the N = 126 waiting point [39].

Laser-driven ion acceleration offers the potential for two alternative, eventually more

cost-effective approaches for gaining knowledge about the nuclear physics involved in the

r -process. One of them, suggested by Chen et al. [43], employs the above mentioned

high-brightness neutron bunches generated by irradiation of a converter material with

laser-accelerated protons or deuterons, which are directed towards a heavy element target.

This offers the potential of the direct measurement of (double) neutron captures and β-
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decay rates, which are of relevance for the r -process, possibly even in laser-generated hot

plasma conditions. The second laser-based approach is the so-called fission-fusion reaction

mechanism, proposed by Habs et al. [26], which is the long-term goal of the research project

this dissertation work is associated with. The fission-fusion reaction mechanism directly

aims at the generation – and the subsequent measurement of the nuclear properties – of

neutron-rich isotopes in reach of the N = 126 waiting point. The idea behind this reaction

scenario is the laser-driven acceleration of heavy, fissile ions which impinge afterwards onto

a solid foil out of the same fissile material, which leads to fission of both heavy projectile

and target ions. After that, the light neutron-rich fission fragments can fuse with each

other and form thereby extremely neutron-rich isotopes close to the desired magic neutron

number (more details are provided in Sec. 2.4).

The fission-fusion reaction mechanism requires the usage of laser-accelerated ion bunch-

es, as they have an unprecedentedly high, almost solid-state-like density. The usage of a

conventional ion source would not yield a detectable amount of fission-fusion products due

to the low cross sections of the involved processes. At the beginning of this thesis work

in 2016, little was known about the laser-driven acceleration of heavy ions in the required

mass range of A ≥ 200. Only two experiments had been documented which delivered

reasonable heavy ion energies: Clark et al. accelerated in 2000 lead ions to energies of

about 2 MeV/u [44] and Braenzel and colleagues reported in 2015 on the acceleration of

gold ions up to energies of 1 MeV/u [45]. Both results were still far away of the kinetic

energies which are required to overcome the fission barrier (e.g. ≈ 7 MeV/u in case of

thorium), which motivated this thesis work dealing with the investigation of laser-driven

heavy (gold) ion acceleration as preparatory study for the realization of the fission-fusion

reaction mechanism.

In the past years, the interest in the study of laser-driven heavy ion acceleration and

in understanding the underlying ionization dynamics has been growing. Petrov et al. pub-

lished in 2016 and 2017 two simulation papers theoretically investigating the acceleration

of gold ions from varying foil thicknesses and implementing diverse pulse parameters from

three different laser systems [46, 47]. In 2019, the results presented in Sec. 4.1 have been

published with improved gold ion energies up to 5 MeV/u [48], being a factor of 2.5 higher

than the above mentioned results from Clark et al. for lead ions. In 2020, an additional

simulation of the acceleration of gold ions with long (500 fs) laser pulses has been published

by Domanski et al. [49]. Furthermore, two experimental papers have been released: one

by Nishiuchi et al. [50] dealing with the acceleration of silver ions including a detailed dis-
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cussion of potentially involved ionization mechanisms and one by Wang et al. [51], further

pushing the gold ion energies to about 6.1 MeV/u and showing for the first time experi-

mentally measured charge state distributions for gold ions above 1 MeV/u, however, still

with limited resolution. The results presented in Sec. 4.2 advance this work showing the

acceleration of gold ions to energies beyond 7 MeV/u, which are required for – and can

thus be judged as the accomplishment of a major milestone towards – the realization of the

fission-fusion reaction mechanism. Additionally, individual gold ion charge states could be

resolved for the first time, providing insight into a remarkable dependency of the charge

state distributions on the target foil thicknesses. As none of the dominant ionization pro-

cesses provides a straight-forward explanation for the occurring charge states, this data is

very valuable for future theoretical investigations of the ionization dynamics.

Outline of the dissertation

The dissertation starts in Chapter 2 with a brief theoretical discussion of laser-driven ion

acceleration, beginning with a description of the dominant ionization mechanisms. Basic

equations for the laser plasma interaction are provided as well as a short overview of the

processes which lead to the absorption of the laser energy by the plasma electrons. The two

most prominent laser-based ion acceleration methods will be introduced before this chapter

ends with a description of the fission-fusion reaction mechanism, being the long-term goal

of this research project.

Chapter 3 provides an overview of the technology essential for the later-on presented

laser-driven heavy ion acceleration experiments. It starts with a brief description of high-

power laser systems, followed by the detectors employed for the detection of the accelerated

charged particles. The principles of the detection with magnetic spectrometers will be

introduced together with details about a specifically designed heavy ion diagnostics. The

chapter closes with a discussion of the radiative target cleaning method which has been

employed for the removal of surface contaminants on the gold target foils.

Chapter 4 is the main part of this dissertation presenting two experimental campaigns

dedicated to the laser-driven acceleration of heavy (gold) ions. The first one has been

conducted at the Texas Petawatt laser (TPW) at the University of Texas at Austin, USA,

resulting in kinetic heavy ion energies which have been a factor of 2.5 higher than published

before. The second one has been conducted at the PHELIX laser of the GSI Helmholtzzen-

trum für Schwerionenforschung (GSI) in Darmstadt, Germany. During this beamtime, the

previously measured heavy ion energies could be overtaken and gold ion charge state dis-
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tributions with a yet unprecedented resolution have been detected.

Chapter 5 summarizes the results obtained by this thesis work and provides an outlook

on the next steps towards the realization of the fission-fusion reaction mechanism.



Chapter 2

Theoretical Background:

Laser-Driven Ion Acceleration

The principle of laser-driven ion acceleration is very simple: a high-power laser pulse is

focused down to a small spot on a solid target. Above certain laser threshold intensities,

the target atoms are ionized and the freed electrons form a plasma. In the following,

the laser interacts with this plasma, which absorbs part of the laser energy resulting in

higher electron velocities. Consequently, some energetic plasma electrons will leave the

target, while the ionized target atoms will initially remain at their original positions. Thus,

immense electric dipole fields in the order of MV/µm emerge that accelerate the target ions

to high energies. This chapter briefly reviews the mechanisms of target ionization (Sec. 2.1),

the principles of laser plasma interaction and the heating of plasma electrons (Sec. 2.2) as

well as the methods of the subsequent acceleration of ions to high energies (Sec. 2.3). The

targeted application of this thesis work, the fission-fusion reaction mechanism, is described

in Sec. 2.4.

2.1 Plasma Generation and Target Ionization

The understanding of the ionization mechanisms of solid targets by high-intensity lasers is

essential for the control of laser-driven heavy ion acceleration, as the realized ion charge

states fundamentally influence the heavy ion bunch characteristics. The relevance of the

ionization dynamics becomes conceivable considering that, on the one hand, the strength

and the spatial extent of the accelerating charge separation field depends on the number and
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the distribution of the freed electrons. On the other hand, the strength of the accelerating

force itself, which acts on the heavy ion, is depending on the particle charge as well.

A major outcome of this thesis is the highly-resolved detection of the charge state distri-

butions of laser-accelerated gold ion bunches, as will be discussed in the end of Chapter 4.

Therefore, the direct ionization by the electromagnetic field of the laser pulse and – as a

direct consequence of the field ionization – the ionization by collisions of the freed electrons

with target atoms are reviewed as expected predominant ionization mechanisms in more

detail in this section.

2.1.1 Optical Field Ionization

The foundations for the theoretical description of the ionization of atoms by high-intensity

laser fields have been laid by L. V. Keldysh in 1964 [52]. He combined the two different

field ionization processes (multiphoton ionization and tunnel ionization) as limiting cases

of the same nonlinear photoionization theory. Both mechanisms can be distinguished by

the Keldysh parameter γ,

γ =
ω0

√
2meIZ
eE

, (2.1)

with e being the elementary charge, E the field strength of the laser, me the electron mass

and IZ the ionization potential of the ion with charge state Z. For γ ≫ 1, multiphoton

ionization (MPI) is predominant. This process is illustrated by Fig. 2.1(a), which shows

in blue the potential of the atomic nucleus and the electron as black circle. The electron

absorbs multiple photons (red) in order to be lifted above the atomic potential. For γ ≪ 1,

tunnel ionization dominates, which is shown in Fig. 2.1(b). The external laser potential

(dashed orange line) modifies the ionic potential in blue and a potential barrier is formed,

here on the right side of the electron, through which the electron can tunnel (green dashed

line).

The meaning of the Keldysh parameter for the differentiation of both mechanisms can

be understood intuitively if one considers classically the time that an electron needs to

tunnel through the potential barrier. We assume that the electron has a kinetic energy of

the order of the ionization potential IZ and has to pass through a potential barrier of width

l = IZ/(eE) [52, 53]. The classical time of flight through the potential barrier (tunneling

time) is then

τT =
l√︁

2IZ/me

=

√︁
meIZ/2

eE
.
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(c)(b)(a)

Figure 2.1: The electron (black circle) is shown in the electric potential of the ion (blue), that
was modified by an external field (potential plotted as orange dashed lines), for three cases:
(a) multiphoton ionization with very fast oscillating electric field (i.e. γ ≫ 1, the electron sees on
average the non-modified ion potential); the electron can be lifted over the potential barrier by
the absorption of multiple laser photons (red),
(b) tunneling ionization with a slowly oscillating, quasi-static electric field (i.e. γ ≪ 1). The
modification of the ion potential lasts long enough that the electron can tunnel through the
potential barrier (green dashed line),
(c) barrier suppression ionization, similar case to (b) but with a higher electric field that suppresses
the potential barrier sufficiently, such that the electron can escape the ionic potential without
tunneling.

The potential barrier is formed by superposition of the atomic potential and the laser field.

As the laser field oscillates, this barrier is only maintained for the duration of half of a laser

cycle, τL/2 = 1/2ω0, before laser field changes its polarity and the surmountable potential

barrier becomes a potential wall. Relating τT with τL/2 delivers [53]

τt
τL/2

=
ω0

√
2meIZ
eE

= γ,

which is the Keldysh parameter. Thus, in the regime of MPI, for γ ≫ 1, the polarity of

the laser field changes too fast (which means that the potential barrier is not maintained

sufficiently long) for the electron to tunnel through the potential barrier. Calculating the

Keldysh parameter for laser-driven heavy ion acceleration delivers γ ≪ 11, which means

1A conservative calculation: A nowadays easily realizable laser peak intensity of I = 1 × 1020 W/cm2

delivers an electric field strength of E =
√︁
2I/cϵ0 = 2.74× 1013 V/m, with c denoting the vacuum speed

of light and ϵ0 the vacuum permittivity. Taking a rather high ionization potential of 21920 eV for 74-
fold ionized gold (which corresponds to the highest gold charge state detected in the scope of this thesis,
compare Chapter 4), and a laser wavelength of 1µm, the Keldysh parameter can be computed to be
γ = 0.03 ≪ 1.
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that MPI is only of minor relevance for the ionization of a target exposed to a high-intensity

laser pulse used for laser ion acceleration.

For γ ≪ 1, the oscillation of the laser field is slow compared to the electron tunnel-

ing time. The potential barrier is maintained sufficiently long for the electron to tunnel

through. If the laser field strength is further increased, the potential barrier is suppressed to

values even below the electron energy level and the electron can simply leave the Coulomb

field of the atomic nucleus, as shown in Fig. 2.1(c). This is called barrier-suppression

ionization (BSI) and can be easily calculated in one dimension [54, 55]: the potential ex-

perienced by the electron is the superposition of the Coulomb potential of the ion with

charge state Z, which is created by the ionization, and the potential caused by the laser

field E, which oscillates very slowly and is thus assumed to be quasi-static,

V (x) = − Ze2

4πϵ0 |x|
− eEx.

The required laser field strength for the electron to overcome the potential barrier can

be calculated by equating the maximum of the potential, Vmax = −
√︁
e3ZE/πϵ0, to the

ionization potential IZ , which delivers a threshold laser field for the BSI of

Ebsi
th =

πϵ0I
2
Z

Ze3
.

This delivers a threshold laser intensity for the onset of ionization of

Ibsith =
π2cϵ30I

4
Z

2Z2e6
,

which reads in an easier usable notation [56]

Ibsith =
2.2× 1015

Z2

(︃
IZ

27.21 eV

)︃4

W/cm2. (2.2)

This simple model describes surprisingly well the measured ionization rates of noble gases

exposed to high-intensity laser pulses [54, 55] and delivers fair estimates for the threshold

intensity. According to Gibson et al. [57] this can be attributed to the opposing influence

of different error sources that cancel out each other.

A physically more accurate description including electron tunneling can be found by

taking the ionization rate WZ (= tunneling rate through the atomic potential barrier) of

a three-dimensional hydrogenlike atom, a “simple atom”, with charge state Z in a static
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electric field E [58, 59],

W sa
Z = 6ω0EZ

(︄
2
3
E

3/2
Z

E

)︄
· exp

[︄
−

2
3
E

3/2
Z

E

]︄
, (2.3)

with ω0 = 4.1× 1016 s−1 denoting the atomic frequency unit, EZ = 2IZ/Eh the ionization

potential of the ion in atomic units and Eh = 27.2 eV being the atomic energy unit, defined

as twice the Rydberg constant. This ionization rate can be applied to oscillating laser fields

by averaging over one laser cycle. Based on this cycle-averaged ionization rate, Chang et

al. derived an expression for the threshold laser field strength for the sequential ionization

of an ion with charge state Z to the charge state Z + 1, which they defined as the field

strength at which the ionization probability is equal to 1% [59],

Esa
th =

2

3
E

3/2
Z Eau · ln

[︃
(6ω0EZ)(2τ/1.76)

0.01

]︃−1

,

with Eau = 5.1× 10−11 V/m being the atomic unit of the electric field and τ denoting the

full width at half maximum of the laser pulse. The cycle-averaged threshold intensity for

the ionization of a hydrogenlike, simple atom with charge state Z to charge state Z + 1 is

thus

Isath =
2cϵ0
9

E3
ZE

2
au · ln

[︃
(6ω0EZ)(2τ/1.76)

0.01

]︃−2

. (2.4)

Ammosov, Delone and Krainov [61] developed an expression for the ionization rate for

complex atoms in static electric fields based upon a quasi-classical approximation [57,59],

WZ = ω0
˜︁C2
nlGlm

EZ

2

(︄
2E

3/2
Z

E

)︄2n−|m|−1

· exp

[︄
−2/3 · E3/2

Z

E

]︄
, (2.5)

where n, m and l are the standard quantum numbers of the electron’s valence shell and [59]

˜︁C2
nl =

(︃
2e

n

)︃2n
32n−1

(2πn)
,

Glm =
(2l + 1)(l + |m|)!

2|m|(|m|)!(l − |m|)!3|m| ,

with e being Euler’s number. This model is also referred to as ADK model in literature

and is the most accepted model for the photoionization of complex atoms, as it includes
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(a)

(b)

Pd-like

Ni-like
Ne-like

Figure 2.2: (a) Ionization potentials for the sequential ionization of gold ions, taken from ref-
erence [60]. The dashed orange lines show charge states at which further ionization requires
a relatively large amount of energy compared to the surrounding charge states. These config-
urations can be assigned to closed atomic shells: 33+ is palladium-like with a closed 4d shell
([Kr].4d10), 51+ is nickel-like with a closed 3d shell ([Ar].3d10) and 69+ is like the noble gas neon
with a closed 2p shell.
(b) Laser threshold intensity for the case of gold for the barrier suppression ionization (blue,
Eq. (2.2)), the simple atom tunneling ionization (yellow, Eq. (2.4)) and the complex atom tun-
neling ionization (red, Eq. (2.6)). The black dotted line indicates the cycle-averaged peak intensity
of the experiment at the GSI using the PHELIX laser (see Sec. 4.2), for which consequently gold
ions with charge states up to 51+ would be expected from optical field ionization.

with the quantum numbers also a species dependency. For the calculation of the ionization

rates, the Glm factor is averaged over degenerate quantum states. Based on the ADK

model, Chang et al. found the cycle-averaged threshold field strength for complex atoms

to be [59]

Eca
th =

2

3
E

3/2
Z Eau · ln

[︄
(ω0
˜︁C2
nlGlm

EZ

2
)(2τ/1.76)

0.01

]︄−1

.

Thus, the corresponding cycle-averaged threshold intensity for complex atoms can be cal-
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culated by

Icath =
2cϵ0
9

E3
ZE

2
au · ln

[︄
(ω0
˜︁C2
nlGlm

EZ

2
)(2τ/1.76)

0.01

]︄−2

. (2.6)

Fig. 2.2(a) shows in blue the ionization potentials, EZ , for the sequential ionization

of gold [60], which was the material of choice for the laser-driven heavy ion acceleration

experiments in this thesis. The dashed orange lines show positions in the charge state

spectrum with significant steps in the ionization potential that occur for closed atomic

shells: 33+ is palladium-like with a closed 4d shell ([Kr].4d10), 51+ is nickel-like with a

closed 3d shell ([Ar].3d10) and 69+ is like the noble gas neon with a closed 2p shell. These

ionization energies have been inserted into Eqs. (2.2), (2.4) and (2.6). The results are

plotted in Fig. 2.2(b), in blue for the BSI, in yellow for the hydrogenlike, simple atom

model and in red for the ADK-based model of complex atoms. The overall behaviour is

very similar for all formulas. Clearly, the large steps in the ionization potential at the

closed shell electron configurations for the gold atoms can also be seen in the threshold

intensity. It is striking that the simple barrier suppression ionization model indeed describes

the laser threshold intensities very well, especially in the charge state range between 52+

and 69+. The dotted black line indicates the cycle-averaged peak intensity, which has been

achieved during the experiment at the GSI Helmholtzzentrum für Schwerionenforschung

in Darmstadt, Germany, using the PHELIX laser, which is presented in Sec. 4.2. It can

be seen, that 51+ is the maximum charge state of gold ions which would be expected for

optical field ionization by all three presented models.

2.1.2 Electron Impact Ionization

The second relevant ionization mechanism is the so-called collisional or electron impact

ionization. An electron e−, that has been liberated by the optical laser field, collides with

a Z-fold ionized atomic nucleus, AZ+, which results in further ionization,

e− +AZ+ → A(Z+1)+ + 2 e−. (2.7)

Generally, this problem of electrons interacting with atomic nuclei requires a quantum-

mechanical treatment [62]. However, there are (semi-)empirical approaches that estimate

the ionization cross sections in reasonable agreement with experimental data. Most widely

used for cross section estimations is the Lotz formula [63], which formed also the basis for

the collisional ionization calculations for the simulations of laser-driven gold ion accelera-
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Figure 2.3: Eq. (2.8) has been evaluated for different ionization steps. Instead the binding
energies, the ionization potentials [60] have been taken for the calculations. The black dashed line
has been determined by calculation with the binding energies for neutral gold from reference [64]
and agrees with the cross section curve for neutral gold in reference [65]. A comparison with the
calculation using the ionization energies shows differences up to a factor of 2.3, but agrees in the
overall shape.

tion by Petrov et al. [46,47], which are of relevance for this thesis. The total cross section σ

for the single ionization of an atom or ion is the summation over the individual ionization

cross sections σei of all electrons, which are bound to the atom or ion [63],

σ =
N∑︂
i=1

qi σei,

with qi denoting the number of all electrons in a subshell i, which are assumed to exhibit

the same individual ionization cross sections. According to Lotz, the total ionization cross

section then reads [63]

σ =
N∑︂
i=1

qiai
ln(E/Pi)

EPi

(1− bi exp [−ci(E/Pi − 1)]) , (2.8)

with ai, bi and ci being empirical subshell-specific constants, Pi the binding energies of the

electrons in the i-th subshell (P1 is the ionization potential of the valence electron) and

E ≥ Pi the kinetic energy of the impacting electron. The underlying assumptions for the

calculation of collisional heavy ion ionization cross sections are given in reference [65], where

also the constants ai, bi and ci are tabulated, which have been “determined by experiment,
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theory, or reasonable guesswork”. For the calculation of the total cross sections N = 3 is

chosen (i.e. only the cross sections of the three outermost subshells are summed up) [66].

The electron impact ionization cross sections for gold ions have been calculated using

the Lotz formula (Eq. (2.8)) for electron configurations with closed shells (33+, 51+ and

69+ as in Fig. 2.2 and 11+ for [Xe].4f14]) and plotted in Fig. 2.3. As the binding energies

for highly charged gold ions were not available, the calculations have been done using the

ionization potentials from reference [60], assuming that this will still be sufficient to get

estimates for the order of magnitude of the ionization cross sections. In order to confirm

this assumption, the cross sections of the neutral gold atom have been calculated once

with the ionization potentials (blue line) and once with the binding energies for neutral

gold given by reference [64] (black dashed line), which results in the cross section curve

for gold in reference [65]. Both curves differ by a maximum factor of 2.3, and are thus

in reasonable agreement with each other. Therefore, it is assumed that the calculations

with the ionization potentials provide decent ballpark estimates for the electron impact

ionization cross sections for highly charged gold.

2.2 Laser Plasma Interaction

The ionization processes from the preceding section create a plasma of free electrons within

the solid target foil. A plasma in general contains charged particles, exhibits collective

behaviour and is quasi-neutral in charge [67]. Collective behaviour means that the particle

motion in a plasma is not dominated by collisions but by long-range electromagnetic forces.

If a charge is inserted into the plasma, its Coulomb field acts on all surrounding plasma

particles. A direct consequence of the collective characteristics is that the plasma particles

rearrange in the presence of this charge and, by that, shield regions further away from the

charge from the disturbing influence of its Coulomb field, which is also known as Debye

shielding. Thus, despite possible variations in the electric or magnetic fields, leading to a

local accumulation or dispersion of electric charges, the overall plasma stays neutral – it is

quasi-neutral. The width of this neutralizing plasma particle cloud, the so-called sheath,

is called Debye length and reads [67]

λD =

√︃
Te

4πnee2
, (2.9)
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with Te being the electron temperature2, ne the electron density and e the elementary

charge. An inserted charge leads to a rearrangement of the plasma particles within a

radius corresponding to the Debye length, while particles outside of this sheath are not

influenced.

The presence of the electromagnetic field of a high-power laser pulse leads to a dis-

placement of the plasma electrons, while the ions remain at their initial position due to

their high mass. As a consequence, a neutrality-restoring electric charge separation field

acts on the electrons. This redirects the electrons to their equilibrium position close to

the positive ion charge. As the electrons experience an accelerating force towards this

equilibrium position, they will overshoot and start to oscillate around that point with the

plasma frequency [67,68],

ωp =

√︄
4πnee2

me

. (2.10)

As long as the oscillation frequency of the plasma electrons is lower than the laser frequency

(i.e. ωp < ω0), the electrons cannot compensate for the incoming electromagnetic field and

the laser can penetrate the plasma. This is reflected in a real refractive index [68],

nr =

√︄
1−

ω2
p

ω2
0

. (2.11)

Consequently, if the plasma oscillations are faster than the laser field oscillations (i.e.

ωp > ω0), the refractive index becomes complex and the laser is reflected at the plasma

surface. The turning point, when ωp = ω0, defines the critical density of the plasma,

ncr =
meω

2
0

4πe2
. (2.12)

The plasma is denoted as overdense for ne > ncr (i.e. when the laser cannot penetrate and

is reflected back) and as underdense for ne < ncr.

The kinetic energy of the oscillating plasma electrons can be approximated by the

ponderomotive potential [69, 70],

Epon = mec
2(γ − 1), (2.13)

2It is worth mentioning, that the plasma temperature is usually given in units of eV. The actual
temperature in units of K can be calculated by division with the Boltzmann constant kB (1 eV corresponds
to ≈ 11600 K). The electron temperature corresponds to the mean electron energy in a two-dimensional
plasma [67].



2.2 Laser Plasma Interaction 19

where γ is the relativistic Lorentz factor, which can be calculated using [69,70]

γ =
√︂

1 + Iλµ/1.37× 1018 Wcm−2, (2.14)

with I being the mean laser intensity in Wcm−2 and λµ the laser wavelength in µm.

The plasma electrons absorb the energy of the laser pulse, before it is transferred to the

target ions, as will be briefly outlined in Sec. 2.3. In the following, the dominating mecha-

nisms for the energy transfer from laser pulses with intensities of Iλ2 > 1015 Wµm2/cm2

to the plasma electrons will be shortly sketched based upon reference [71], which offers a

more detailed description.

Resonance Absorption

Resonance absorption [72,73] requires a component of the electric laser field parallel to the

plasma density gradient of an overdense target. The laser field leads to electron oscillations,

which result in slight density fluctuations along the density gradient. At the critical density,

the plasma electron oscillations are in resonance with the laser frequency and drive a plasma

wave coupling the laser energy into the plasma. This mechanism usually requires obliquely

incident, p-polarized lasers [74].

Brunel Heating

Like resonance absorption, vacuum or Brunel heating [75] requires p-polarized laser pulses

that are obliquely incident on overdense targets. For Brunel heating, the plasma vacuum

interface has to be very sharp, i.e. a plasma density gradient scale length of well below a

laser wavelength is required. Electrons at the target surface are pulled out by the laser

field and get initially accelerated into the vacuum. Following the laser cycle with the

alternating polarity of the accelerating electric field, the electrons turn around and reenter

the plasma. Due to the steep density gradient, the critical density layer is very close to

the target surface. Thus, the laser cannot penetrate the plasma and leaves the reentered

electrons with their gained kinetic energy in the plasma.

Relativistic j × B Heating

The relativistic j × B heating [76] originates from the v × B term of the Lorentz force

(see Eq. (3.5)), which leads at relativistic laser intensities to longitudinal oscillations of the

electrons with twice the laser frequency along the laser propagation direction. Analogous
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to the Brunel heating, a steep plasma density gradient is required, which prevents the laser

from penetrating the target. Thus, it cannot influence the electrons anymore once they

have been accelerated into the target, such that the kinetic electron energy is transferred to

the plasma. As the v × B term leads to an electron movement along the laser propagation

direction – contrary to the two previously presented mechanisms which are due to the

electrical laser field component – j × B heating is most efficient for normally incident

lasers. This mechanism requires linearly polarized lasers, which can lead to a significant

suppression of electron heating for a circular laser polarization.

2.3 Mechanisms for Laser-Driven Ion Acceleration

At presently achievable laser intensities, laser-driven ion acceleration requires electrons as

intermediate step for the energy transfer to the ions. Electron heating as described in the

previous section will always occur when a high-intensity laser interacts with a solid-foil

target. These hot electrons are responsible for the well known mechanism of target normal

sheath acceleration (TNSA), which is introduced in Sec. 2.3.1 and explains the measured

heavy-ion energy spectra in Chapter 4. Another wide-spread acceleration technique called

radiation pressure acceleration (RPA), which is briefly addressed in Sec. 2.3.2, exploits

the light pressure for the direct laser acceleration of electrons, leading to the subsequent

generation of fast ions. The development of heavy ion bunches, accelerated in the RPA

regime, is a prerequisite for the successful realization of the fission-fusion reaction mecha-

nism, which will be addressed in Sec. 2.4. A detailed description of these two laser-based

ion acceleration mechanisms and others, like Coulomb explosion, collisionless shock accel-

eration or the breakout afterburner regime, which are not of particular relevance for this

dissertation, can be found in the respective review papers (e.g. references [4] and [5]).

2.3.1 Target Normal Sheath Acceleration (TNSA)

Answering new experimental findings of the production of high energetic proton bunches

with maximum kinetic energies up to 58 MeV and a high particle number of up to 3×1013

particles by the interaction of high-power laser pulses, focused down to intensities in the

range of about 1020 W/cm2, with thin solid foil targets [2, 3], Wilks et al. developed in

2001 the concept of target normal sheath acceleration (TNSA) [77].

The working principle of TNSA is visualized in Fig. 2.4. A high-power laser pulse is

focused onto a solid foil target with a thickness ranging from some tens of nm up to some
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Figure 2.4: Schematic working principle of target normal sheath acceleration (TNSA).

tens of µm. As the target is overdense, the laser only interacts with the foil surface, where

consequently a plasma is generated. The plasma electrons get heated by the laser pulse as

described in the previous section and leave, due to their gained kinetic energy, the location

of laser plasma interaction. A fraction of the heated electrons traverses the target and

exits at its rear side. The hereby emerging electric fields ionize the atoms at the target

rear side, leading to a charge separation field and to the formation of an electron sheath

of a thickness corresponding to the Debye length λD, which is given by Eq. (2.9). While

some electrons are continuously retracted into the target by the charge separation field,

the sheath is maintained by the arrival of new electrons that have been heated by the laser

plasma interaction at the target front surface. As a consequence of the electron sheath, a

very strong quasi-static electric field acts on the ions at the target rear surface, which are

accordingly accelerated roughly along the target normal direction. The strength of this

sheath field is in the order of TV/m and can be estimated by [4]

Esheath =

√︄
2T 2

e

eNe2λ2
D

=

√︃
8πneTe

eN
, (2.15)

with eN being Euler’s number. Thus, the strength of the accelerating field and the achiev-

able kinetic ion energies, correspondingly, are strongly depending on the density and tem-

perature of hot electrons in the plasma. This motivates the investigation of correlations

between laser-accelerated ions and electrons, as will be suggested by the simultaneous

electron and ion diagnostics presented in Secs. 3.3.1 and 3.3.2. As visible in Fig. 2.4, an
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electron sheath generally emerges also at the target front side, which, however, usually

results in lower energetic ion bunches accelerated in opposite direction of the ions from the

rear side.

Ion bunches that have been accelerated in the TNSA regime exhibit characteristics that

fundamentally differ from any conventional particle acceleration source [4–6]. For instance,

these ion bunches have very broad, exponentially decaying kinetic ion energy spectra up to

a sharp maximum energy cutoff. At the same time, the ion bunch duration is very low in

the order of some picoseconds at the moment of production. Naturally, the bunch duration

broadens already after short propagation distances of some meters to values in the order

of nanoseconds due to the energy-caused bunch dispersion. However, the ions are highly

correlated in time and energy with a very low longitudinal emittance of 1× 10−4 eV s [78],

which in principle allows for a tight refocusing in the time domain.

Similarly, the position and divergence angle of the particles in the bunch are highly

correlated, which is expressed in the normalized transverse emittance, which has been

measured to be below 0.004 mm mrad [78] and, thus, at least two orders of magnitude

superior to conventional accelerators. Hence, despite large divergence half-angles, which

range from some tens down to two degrees (and are generally decreasing with increasing

ion energies) [79,80], such laser-accelerated ion bunches are due to their small source sizes

very well suitable for a tight spatial refocusing [17, 81]. Another fundamental difference

to conventional acceleration techniques is that mixed radiation fields are produced when

high-intensity lasers interact with solid-density plasmas. Relativistic electrons, neutrons

and X-rays accompany the ion bunch, which may consist of one or even several ion species,

depending on the choice and preparation of the target.

2.3.2 Radiation Pressure Acceleration (RPA)

Radiation pressure acceleration (RPA) is based on direct laser acceleration by the light

pressure acting on the particles. This mechanism was first proposed in 2004 by Esirkepov

et al. [82], predicting a required minimum intensity of around 1023 W/cm2 for linearly po-

larized lasers, which still is challenging to be realized for modern high-power laser systems.

For circularly polarized and normally incident laser pulses, when the electron heating de-

scribed in Sec. 2.2 is suppressed, it has been shown theoretically [83] and experimentally

(e.g. [84, 85]) that RPA can occur even at lower laser intensities.

In RPA, the electrons at the surface of the target foil are pushed in forward direction

by the radiation pressure of the laser pulse, while the target ions initially remain at their
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Figure 2.5: Schematic working principle of radiation pressure acceleration (RPA) in the light sail
regime. Figure taken from reference [86].

original positions3. As a consequence, a charge separation field emerges that balances the

radiation pressure, which in turn results in an acceleration of the target ions. This process

is schematically illustrated in Fig. 2.5 for a thin target foil.

Generally, it can be distinguished between two different regimes of RPA. The first one

is the so-called hole boring regime, which occurs for thick target foils. In this case, the laser

‘bores’ into the target like a piston, continuously pushing a compressed layer of electrons

further and further into the foil and by this accelerating also ions from deeper target layers.

The second regime is called the light sail regime, which either occurs for thin (∼ 10 nm)

target foils as in Fig. 2.5 or for long laser pulses, which still continue after the hole boring

phase has been finished (i.e. after the rear side of the target foil has been reached). In this

case, the compressed electron layer acts as relativistic mirror, that is pushed forward by the

laser pulse, thereby absorbing the laser energy and transferring it to the co-moving ions.

The acceleration in the RPA regime exhibits three major advantages compared to

TNSA. First, the energy bandwidth is much lower. While TNSA usually results in broad,

exponential decaying energy spectra with high particle numbers at lower energy, RPA

promises an acceleration that ends up in a narrow kinetic energy band at higher energies

(in TNSA: E ∝
√
I, in RPA: E ∝ I). The final kinetic energy of the ions (independent

of the ion species!) is strongly connected to the velocity at which the laser bores into the

material and/or at which it pushes the electron ‘light-sail’ layer after it has left the target

foil. Second, the conversion efficiency of the laser energy to kinetic ion energy is much

higher in RPA. While for TNSA the maximum hitherto measured conversion efficiency is

around 15% [87], it has been predicted that a transfer of almost all of the laser energy

to the ions is theoretically possible in the case of RPA [82]. Moreover, both light and

3A direct acceleration of the ions in the target foil by the radiation pressure of the laser pulse is also
conceivable, however, requires laser intensities of I = 4.6× 1024 W/cm2 × (1µm/λ)2 and above due to the
high ion mass [82].
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heavy ions are accelerated together with the electron layer and will end up with the same

velocity. Compared to TNSA, where light ions are favourably accelerated, the efficiency

of heavy ion acceleration in RPA is considerably higher. Third, in principle, the foil as a

whole is pushed in forward direction by the laser in RPA. Thus, ion bunches with a very

high, almost solid-state-like density are generated, which is up to 14 orders of magnitude

higher than what is achievable with conventional accelerators [86]. This high density is

the major prerequisite for the fission-fusion reaction mechanism, an application of laser-

accelerated heavy ion bunches related to nuclear astrophysics, which will be covered in

the following section. It should be noted that the laser-driven acceleration of ion bunches

can be dominated by a certain acceleration mechanism, however, the occurrence of other

mechanisms cannot be completely suppressed. Therefore, the generation of ion bunches

based purely upon acceleration in the RPA regime, as would be desirable for the fission-

fusion reaction mechanism, is virtually impossible.

2.4 The Fission-Fusion Reaction Mechanism

A promising application idea for laser-accelerated heavy ion bunches is the fission-fusion

reaction mechanism [26], which aims at the production of extremely neutron-rich isotopes

in close vicinity to the astrophysical r -process waiting point at the magic neutron number

N = 126, still being inaccessible using conventional accelerators. As discussed in the

previous section, this nuclear reaction scheme exploits the unprecedented high density of

laser-accelerated ion bunches. The idea is that such a high-density, laser-accelerated bunch

consisting of heavy, fissile ions like thorium (232Th) hits a target of the same fissile material,

which triggers the two-step fission-fusion reaction mechanism: first, the heavy ions from the

incident ion bunch and from the fissile target will both undergo fission, which results in an

asymmetric mass distribution with light and heavy fission products, as typical for actinide

fission [88]. In a second step, the light fission products fuse with each other and form the

desired neutron-rich isotopes. This fusion stage requires an extremely high density of light

fission products, which can only be provided due to the nearly solid-state-like density of

the incident ion bunch.

A schematic view of a possible target design for the fission-fusion reaction mechanism

is shown in Fig. 2.6 [89, 90]. It basically consists of a production target, onto which

the laser is focused in order to generate the required laser-accelerated, high-density ion

bunch, and a reaction target, that is positioned very closely to the production target
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Figure 2.6: Fission-fusion reaction scheme. Figure similarly published in reference [90].

(at a distance of 100 µm up to a maximum of 1 mm), where incident ions induce the

fission-fusion reaction process. Both targets consist of a thorium layer and, to increase the

fission yield, an additional polyethylene layer. From the production target, thorium ions

as well as deuterium and carbon ions are accelerated towards the reaction target. There,

the laser-accelerated thorium ions fission during the interaction with the light particles

in the polyethylene layer and the incident deuterons and carbons induce fission of the

heavy thorium ions in the subsequent thorium layer. The fission barrier for thorium ions

lies around 7 MeV/u, which necessitates the laser acceleration of the particles from the

production targets to kinetic energies around this value.

The thicknesses of the two layers in the production target, which are proposed in

Fig. 2.6, are based on estimations of the available and required number of laser-accelerated

particles. The thickness of the polyethylene layer in the reaction target (70 µm) is chosen

such that the fission products are decelerated on their way towards the thorium layer to

kinetic energies which optimize the cross section for the fusion of the fission fragments

(∼ 3 MeV/u). In the thorium layer of the reaction target, the light fission products of

the projectile thorium ions from the production target and of the thorium ions from the

reaction target fuse with each other. Hereby, extremely neutron-rich isotopes in reach of

the r -process waiting point at the neutron number N = 126 are generated, which can be

diagnosed behind the reaction target. The here proposed thickness of the thorium layer

(50 µm) covers the energy range of the incident light projectiles from the production target

above the fission barrier in order to maximize the fission yield.

A more detailed description and quantitative considerations about the fission-fusion
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reaction mechanism are provided by the authors of reference [26]. Assuming conventional,

Bethe-Bloch-based stopping of the laser-accelerated ion bunch in the reaction target, they

predict a yield of 1− 2 fusion products per laser shot, which is only reachable due to the

ultra-high density of the ion bunch. However, considering these unprecedented ion bunch

densities, collective effects may gain in importance, that could significantly influence the

stopping behaviour of the incident ions. In case of the interaction of such a high-density ion

bunch with a solid target foil, a reduction of electronic stopping power is expected, as the

foremost ions in the incident bunch, arriving first at the target foil, act like a snowplough

and remove the electrons in the target material. The following ions, representing the

major part of the bunch, are afterwards screened from the electrons, allowing them to

penetrate the target much deeper compared to conventional stopping. This results in

a highly increased number of fission events, therefore delivering much more light fission

products that are available for fusion. The authors of reference [26] predicted a much

higher yield of the fission-fusion reaction mechanism in the order of 104 fusion products

per laser pulse, assuming a reduction of the stopping power by a factor of 100. However,

the influence of collective effects on the stopping behaviour in general has hitherto not been

shown experimentally and depicts one of the major milestones that have to be accomplished

on the way towards the realization of the fission-fusion reaction mechanism.

Besides the investigation of the impact of collective effects, a laser-driven heavy ion

source needs to be developed that matches the requirements of the fission-fusion reaction

scenario. Two main goals can be identified in this context: first, the feasibility of the laser-

based acceleration of heavy ions to kinetic energies required to overcome the fission barrier

has to be shown. This could be accomplished with gold ions in the scope of this thesis,

as will be shown in Chapter 4. These developments enable in general the investigation of

the first step of the reaction mechanism, the fission stage. Second, for the maximization

of the fission-fusion yield, the acceleration in the RPA regime has to be pursued in order

to realize the required high, almost solid-state-like density of the ion bunch as well as the

efficient acceleration of heavy ions, predominantly to energies around the fission barrier.



Chapter 3

Laser Technology and Charged

Particle Diagnostics

This chapter presents the technologies and methods which have been used for the generation

of this dissertation’s experimental results. The relevant high-power laser systems are briefly

introduced in Sec. 3.1, followed by a discussion of the employed detector systems in Sec. 3.2.

The detection principle using magnetic spectrometers is explained in Sec. 3.3, including

the example of a simultaneous electron and ion wide-angle spectrometer, which serves to

demonstrate the data analysis in magnetic spectrometers. Additionally, the design of a new

Thomson parabola spectrometer for the dedicated measurement of heavy ions is presented.

This chapter concludes with a description of the radiative target cleaning mechanism in

Sec. 3.4, employed for the removal of hydrocarbon contaminants on the target surfaces,

which affect adversely the acceleration of heavy ions.

3.1 High-Power Laser Systems

The laser-based acceleration of particles requires the application of short, high-intensity

laser pulses, which became accessible with the invention of chirped pulse amplification

(CPA) in 1985 [1]. CPA circumvents the major limitation for the generation of high-power

laser pulses posed by the damage thresholds of optical components, which get destroyed

above certain laser fluences [91]. It exploits the broad frequency band ∆νL of laser pulses

which comes along with short pulse durations τL (necessary to maximize the laser intensity),

resulting from the time-bandwidth product, e.g. ∆νL τL ≥ 0.44 for Gaussian-shaped laser
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Figure 3.1: Working principle of chirped pulse amplification (CPA): A short laser pulse is
stretched in a first step, resulting in a pulse with a temporally separated wavelength sequence.
The resulting flux is well below the damage thresholds of optical components (e.g. amplifier crys-
tals), which allows in a next step for the amplification of the pulse to higher energies. In a last
step, the laser pulse is recompressed to short pulse durations, delivering a high-power laser pulse
that can be focused to high intensities.

pulses [92]. The working principle of CPA is illustrated in Fig. 3.1. In a first step, an

initially short fs laser pulse is stretched, for instance by a pair of optical gratings. These

introduce a frequency-dependent variation of the optical path length, resulting in a laser

pulse with a spatial sequence of different wavelengths. For example, in the case of so-called

positive group velocity dispersion, the optical path of shorter wavelengths is elongated

compared to that of longer wavelengths [93]. This means that in a positively chirped laser

pulse, longer wavelengths arrive first, as illustrated in the example of Fig. 3.1 (negatively

chirped pulses behave vice versa). Thus, the stretcher generates a temporal separation of

the individual wavelengths in a laser pulse. Consequently, the laser energy is distributed

over a longer period of time, allowing in a next step the amplification of the laser pulse

to higher energies, within the tolerated values for the damage thresholds of the optical

components. In a last step, this higher-energy laser pulse is recompressed to the fs level, for

example by applying an inverted configuration of optical gratings, delivering the required

high-power laser pulses, which can subsequently be focused down to high intensities.

The laser-driven heavy ion acceleration experiments presented in this dissertation have

been performed at two different laser systems: at the Texas Petawatt laser (TPW) [94] at

the Center for High Energy Density Science of the University of Texas at Austin, USA,

and at the Petawatt High Energy Laser for heavy Ion eXperiments (PHELIX laser) [95]

at the GSI Helmholtzzentrum für Schwerionenforschung (GSI) in Darmstadt, Germany.
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TPW PHELIX ATLAS-300 ATLAS-3000
Maximum pulse energy [J] 140 200 6 60
Minimum pulse duration [fs] 140 500 20 – 30 20 – 30
Repetition rate [Hz] 1/3600 1/5400 5 1
Wavelength [nm] 1057 1053 800 800
Main amplification medium Nd:glass Nd:glass Ti:sapphire Ti:sapphire

Table 3.1: Overview of fundamental parameters of the laser systems which are of relevance to
this dissertation.

Both laser systems rely on flashlamp-pumped neodymium-doped glass disks for their main

amplification stage, limiting the repetition rate to about one shot every 60 – 90 minutes,

which is the time period required for cooling down the system.

The TPW delivers laser pulses at a central wavelength of 1057 nm with energies up

to 140 J within durations down to 140 fs [96]. It is a hybrid system with an optical

parametric chirped pulse amplification (OPCPA) [97] stage prior to the main amplification

by two Nd:glass amplifiers, which replaces the conventional amplification medium with a

nonlinear optical parametric amplifier (OPA) [98]1. The TPW can be delivered into two

different target chambers (TCs): in TC1 with a short-focus f/3 off-axis parabola (used for

the experiment presented in Sec. 4.1) and in TC2 with an f/40 focusing optics.

The PHELIX laser system operates at a central wavelength of 1053 nm. Depending on

the choice of the frontend, it provides two different types of laser pulses: the usage of the

ns-frontend results in pulses with an energy of 0.3 – 1 kJ within durations of 1 – 10 ns,

while the fs-frontend delivers pulses with an energy of up to 200 J within durations of

down to 500 fs [99]. The latter was used for the experiment presented in Sec. 4.2. The

laser pulse passes in the fs-frontend through an ultrafast OPA stage, which is optionally

used for contrast enhancement [100], and two Ti:sapphire amplifiers, before it is further

amplified by several Nd:glass modules in the pre- and main amplifiers. The PHELIX laser

can either be directed into the Z6 experimental area, which provides the possibility of the

laser interaction with a heavy ion beam accelerated with the universal linear heavy ion

accelerator UNILAC of the GSI [101], or into a dedicated petawatt target chamber, which

is used for laser plasma experiments as that discussed in Sec. 4.2.

Table 3.1 summarizes the pulse parameters from the different laser systems of rel-

1In optical parametric amplification (OPA), a photon of a pump beam with higher frequency ωP than
the signal beam is nonlinearly converted into two photons, one at the frequency of the signal ωS , which
amplifies the incident signal beam, and one at the difference of both frequencies, ωI = ωP − ωS , which
forms the so-called idler beam, a byproduct of this process.
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evance for this thesis work. Additionally to the Nd:glass laser systems used for the

experiments discussed in Chapter 4, the Advanced Ti:Sapphire Laser (ATLAS) system

in Garching near Munich [102] is presented, which is based upon the amplification by

titanium-sapphire (Ti:sapphire) crystals and operates at a central wavelength of 800 nm.

The ATLAS-300 was located at the Laboratory for Extreme Photonics (LEX Photonics)

from 2014 – 2016, before it was upgraded to the ATLAS-3000 and moved to the Centre

for Advanced Laser Applications (CALA), adjacent to LEX Photonics. The ATLAS-300

was designed to deliver laser pulses with a peak power of up to 300 TW at a maximum

energy of 6 J within minimum durations of 20 fs at a repetition rate of 5 Hz. It was used

for the generation of the experimental data presented in Sec. 3.3.2. The ATLAS-3000 is

designed to provide laser pulses up to 3 PW (= 3000 TW) at a repetition rate of 1 Hz with

pulse energies up to 60 J within pulse durations down to 20 fs. At CALA, a dedicated

beamline for the investigation of laser-driven heavy ion acceleration and preparatory stud-

ies for the fission-fusion reaction mechanism is available. Future experiments applying the

ATLAS-3000 will complement the results presented in Chapter 4 and finalize the study of

laser-driven heavy ion acceleration, initiated with this dissertation work, based upon three

laser systems with different pulse parameters (TPW, PHELIX and ATLAS-3000).

3.2 Relevant Charged Particles Detectors

The interaction of high-power laser pulses with solid matter creates a quite harsh environ-

ment for all involved experimental equipment. In particular, the occurrence of electromag-

netic pulses (EMPs) [103,104] impedes the operation of electronic devices close to the point

of laser plasma interaction, but sometimes also at a supposedly safe distance outside the

vacuum chamber. Thus, state-of-the-art technology is difficult to apply for the detection

of laser-accelerated charged particles.

Imaging plates and CR-39 are offline diagnostics elements without any electronical

components. They have been used as ion detectors for decades and are, owing to their

obvious resistance to EMPs, still firmly established in the laser plasma community. They

were also the detectors of choice during the two experimental campaigns dedicated to the

investigation of laser-driven heavy ion acceleration, which are presented as main part of

this dissertation in Chapter 4. Both diagnostics components are briefly described in the

following two Secs. 3.2.1 and 3.2.2.

The mentioned beamtimes were conducted at the TPW and the PHELIX laser. Both
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are glass laser systems with repetition rates of one hour or even below, where the usage

of an offline diagnostics is reasonable. However, regarding statistical investigations and

applications of laser plasma interaction, higher repetition rates are gaining rapidly in im-

portance. The usage of offline detectors at high-repetition-rate Ti:sapphire laser systems

like the ATLAS-3000 is inconceivable, as they require replacement after each shot, which

implies time-consuming venting and re-evacuation on a regular basis. Handling the pro-

cessing of the offline diagnostics is prohibitive regarding the high number of shots at laser

systems with repetition rates around 1 Hz, like the ATLAS-3000. Therefore, technologi-

cal solutions have been found that withstand the restricting effects of EMPs to a certain

degree.

In Sec. 3.2.3, the CMOS-based RadEye detector is introduced, which has proven to

be quite EMP-resistant and operates as standard diagnostics for laser-accelerated protons

at the Centre for Advanced Laser Applications (CALA) in Garching. Another approach

for online detectors is using a combination of highly sensitive cameras and scintillators,

which is shown in Sec. 3.2.4. Both online diagnostics approaches have not yet been tested

with laser-accelerated heavy ions, but are firmly included in the design of the dedicated

experimental setup in the High Field (HF) beamline at CALA.

3.2.1 Imaging Plates

Imaging plates (IPs) or storage phosphors can store energy deposited by ionizing radiation

in lattice defects in the structure of their materials [105]. By irradiation with a red laser,

this energy be can released long after the initial exposure in form of violet light. This effect

is called photostimulated luminescence (PSL).

For the experiments reported in this work, we applied GE Storage Phosphor Screens

BAS-IP TR 2040 E. The individual layers of the detection screen with the respective

Layer name Thickness [µm] Density [g/cm3]
Surface layer – –
Phosphor layer 50 3.3
Back layer 10 1.4
Base layer 250 1.4
Ferrite layer 80 3.0
Back protective layer 25 1.4

Table 3.2: Composition of GE Storage Phosphor Screens BAS-IP TR 2040 E [106].
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Figure 3.2: Working principle of photostimulated luminescence in IPs, explained with the aid
of the energy level diagram of the IP material BaFBr:Eu2+: electron-hole pairs are created by
incident ionizing radiation. The holes and electrons are trapped in Eu3+ ions and F-centres,
respectively. Red laser light frees the trapped electrons from the F-centres, which can recom-
bine with Eu3+ under emission of photons with an energy of 3.2 eV, corresponding to a wave-
length of 387 nm.

densities are shown in Table 3.2. The peculiarity about the TR-type IP is the absence of

any protective coating covering the photoluminescent layer. Even though the IPs need to

be handled very carefully for this reason, especially because of the required shot-to-shot

replacement, the detection of heavy ions is possible even at low energies, which makes

these TR-type IPs to suitable detectors for the measurement of heavy ions at yet unknown

energies.

The photoluminescent material in the phosphor layer of the IP is europium-doped

barium fluorobromide (BaFBr:Eu2+) [107]. The working principle of PSL can be easily

understood considering the energy level diagram shown in Fig. 3.2. Incident ionizing radi-

ation creates electron-hole pairs in the photoluminescent material, whereby their number

is directly proportional to the deposited energy. The electrons are elevated to the con-

duction band, while the holes get trapped by Eu2+ ions, forming Eu3+. A number of the

freed electrons immediately recombines and does not contribute to the PSL mechanism.

The remaining electrons may be trapped by F+ colour centres. F+-centres are halogen ion

vacancies, that were introduced as lattice defects during the manufacturing process of the

photoluminescent material. The energy of the original ionizing radiation is stored in the

F-centre2 and the corresponding hole.

2An F-centre is an F+-centre trapping an electron. F-centres are so called colour centres. This name
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Later, the signal can be extracted by illumination with red light. The electrons trapped

by the F+-centres absorb this light and are thereby elevated to the conduction band.

From there, they recombine with Eu3+ and fall into an excited state of Eu2+. During the

transition to the ground state, photons with an energy of 3.2 eV are emitted, corresponding

to the violet wavelength 387 nm. The spatial information is preserved by the fixed positions

of the Eu2+ holes, which are not freed by the red light.

For this readout process, special scanners are necessary, which incorporate, on the one

hand, a red laser that enables a targeted excitation of the F-centres while maintaining the

spatial information. On the other hand, a readout module is needed, that is sensitive to the

emitted violet wavelength but not to the incident laser light. In the scope of this work, IP

scanners of the type GE Typhoon FLA 7000 were used. In order to minimize the influence

of fading effects [108] on the comparability between shots from the same beamtime, the

IPs were all read out with the same time delay of 20 – 30 minutes after each exposure.

3.2.2 Solid-State Nuclear Track Detectors: Columbia Resin #39

Solid-state nuclear track detectors (SSNTDs) are thin slices of solid insulators like crystals,

glasses or plastic polymers [109]. In contrast to IPs, the ion detection with a SSNTD is

based on radiation-induced damage of the detector material. Thus, SSNTDs are single-use

detectors, that in addition need laborious processing after being irradiated. However, they

usually have three advantageous features: they provide an outstanding spatial resolution,

they are capable of detecting single ion impacts and they are insensitive to light, X-rays

and electrons.

Columbia Resin #39 (CR-39)3 [111] is one of the most commonly used SSNTDs. CR-39

is a clear plastic polymer made out of polyallyl diglycol carbonate (C12H18O7). Ions travers-

ing the detector material break polymeric bonds along their tracks and thus remove elec-

trons. The trajectory of an ion forms a cylindrical path containing positively charged ions,

which strongly repel and move away from each other. It remains a depleted cylindric region

with a diameter of a few tens of Å, that in principle can already be viewed in an electron

microscope. By etching the CR-39 sheets in sodium hydroxide solution (NaOH), the tracks

originates from the fact that naturally colourless alkali metal halides absorb in the visible spectrum after
introduction of lattice vacancies, the colour centres. By the way, the term F-centre originates from the
German word “Farbe” - colour [68].

3During World War II, the Columbia Southern Chemical Company investigated 180 different compounds
while looking for a new plastic material. “Columbia Resins” was chosen to be the name of this project.
Trial 39 was the most promising – CR-39 [110].
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can be enlarged until they become visible in an optical microscope [109,112].

For our measurements, we employed 1 mm thick CR-39 sheets, manufactured by Track

Analysis Systems Ltd. (TASL)4. The sheets were etched in 6-molar NaOH for time periods

between 40 and 60 minutes at a controlled temperature of 80 ◦C. After the etching process,

the sheets were scanned by an autofocus Zeiss Axiotron II microscope, equipped with

an IDS UI-6280SE-M-GL R3 camera. The automatic scanning process is controlled by

the pattern recognition software SAMAICA, programmed by Elbek-Bildanalyse GmbH in

Siegen. The software fits an ellipsis to each identified track, providing its absolute position,

together with information about the enclosed area (size) of the track, its central brightness

(when being perpendicularly illuminated) and its ellipticity, for further data processing.

A major advantage of CR-39 is that the dimensions of the impact pits are strongly

related to the projectile ions. For example, their ellipticity provides information about the

angle of incidence of the impinging ion [113]. Moreover, their size is depending on the

ion energy [114] as well as on the projectile species [115]. Fig. 3.3(a) shows exemplarily

a microscope image with black dots originating from gold and carbon impacts. They

have been recognized by SAMAICA, which fitted green ellipses around the dots. The

pits originating from heavy gold ions have larger diameters than impacts from the lighter

carbon ions, which is confirmed by the inset showing lineouts through several pits from

both species (in this specific example, the carbon impact diameter is about 15% smaller

than that of the gold ions). Thus, the two ion species can be distinguished from each other.

The relevance of this can be seen from Fig. 3.3(b), which shows a scanned CR-39 image

from a detector in a Thomson parabola spectrometer. As will be explained in Sec. 3.3, this

is a type of magnetic spectrometer that deflects ions with different charge-to-mass ratios on

separate curves. The colourmap refers to the size of the individual ion pits: red pits have

large diameters, while blue pits correspond to smaller diameters. In the present case, three

curves originating from carbon ions with charge states 4+ to 6+ and an additional gold

curve (with no resolvable charge information) are visible. The C4+ line in green overlaps

with the gold ion pits (in red), which is in more detail shown in the inset. The carbon

impacts can still be differentiated from gold ions, which is not possible when employing an

IP or the detectors introduced in the following sections. Furthermore, the dependence of

the ion pit sizes on the kinetic energy can be seen from the figure as well. The spectrometer

is energy selective and deflects carbon ions with a higher charge state more than carbons

with a lower charge state but the same velocity. In case of Fig. 3.3(b), all three carbon lines

4http://www.tasl.co.uk/

http://www.tasl.co.uk/
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Figure 3.3: (a) Microscope image of an irradiated CR-39 sheet. The black dots originate from gold
and carbon impacts and have been registered by the software SAMAICA, which fitted ellipses
around the dots (in green). Carbon and gold ion impacts can be discriminated by their size, which
is confirmed by the inset showing lineouts through several pits of the respective ion species. The
FWHM of the carbon and gold ion impacts in this specific example are about 32 and 38 px,
respectively (not shown in the figure).
(b) Scanned CR-39 image from a detector in a Thomson parabola spectrometer, taken at the
beamtime at the PHELIX laser, which is presented in Chapter 4. Each point corresponds to
an ion impact. The colourmap visualizes the ion pit size in form of the enclosed area (number
of enclosed pixels). The visible structures can be assigned to C6+, C5+, C4+ and gold ions,
respectively. This image shows the dependency of the ion pit size both on ion species (carbons in
green and gold ions in red can be distinguished even in their overlapping region, see inset) and
on the particles’ kinetic energies (see text for explanation).

show different energy ranges. The carbon ions from the C6+ (C5+) line have higher kinetic

energies than the carbons from the C5+ (C4+) curve. As a consequence, they deposit less

energy on the CR-39 surface, which generally results in smaller pit diameters, which can

be seen from the colour code.

3.2.3 RadEye Detectors

The RadEye large area image sensors [116,117] are pixelated silicon detectors based on the

technology of complementary metal oxide semiconductors (CMOS) [118]. Originally, they

have been developed by Rad-icon Imaging Corp for usage in biomedical X-ray radiography,
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(a) (b)

Figure 3.4: Photographs of the RadEye detection system. (a) Image of a single RadEye1 detector
chip, which incorporates the active area (grey) and the corresponding electronics. The active area
can be enlarged by tiling additional detectors to the free three sides. Image taken from [116].
(b) Remote RadEye detection system with four RadEye detectors prepared for the usage in laser-
ion-acceleration experiments. Image taken from [119].

in combination with scintillators5 directly coupled to their surface. However, they have

proven their suitability as diagnostics for laser-accelerated ions [119–123], thereby directly

exposed to the radiation without any supplementary scintillation screen. In the scope of

this thesis, the RadEye detectors have also been employed as electron detectors, inspired

by the original application with the support of a scintillation screen (see Sect. 3.3.1).

Fig. 3.4(a) shows a photograph of a single RadEye1 detector, which incorporates a

smaller electronics part (green) and the active detection region (gray). The active area

consists of 512× 1024 quadratic pixels with side lengths of 48 µm and a pixel fill fac-

tor of above 80% [117]. Therefore, the total detection area in a single RadEye chip

spans 24.6× 49.2 mm2. Additional sensors can be added to up to three sides of a Rad-

Eye1 detector chip, thus further enlarging the detection screen. The active layer is made

of 2 µm thick silicon, covered by a silicon dioxide (SiO2) passivation layer of approximately

the same thickness [119].

The RadEye detectors have shown a linear response over a large dynamic range, from

single proton impacts up to the saturation flux of about 107 protons/cm2/ns at a proton

energy of 20 MeV. The detectors have proven to reasonably withstand fluences of up

5Scintillating materials absorb the energy of incident radiation, by this elevating electrons to higher
energy levels in the material. The absorbed energy is afterwards converted to visible light by the transition
of these electrons to lower energy levels, which results in a signal proportional to the absorbed energy.
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to 1010 protons/cm2, while still comparably responding to incident protons. The detectors

have been calibrated for protons by Reinhardt et al. [120]. The conversion of the detector-

specific analog-to-digital units (ADUs) to proton energy loss in the active layer of the

RadEye chip can be performed using the factor 1.09± 0.12 ADU/keV.

The RadEye1 detectors are operated with the Remote RadEye module, which allows

to simultaneously connect four individual detector chips, as shown in Fig. 3.4(b). Hence,

the maximum active area achievable with one Remote RadEye detection system has a size

of about 10 × 5 cm2. The detector system is operated by an in-house developed software

called CamOuFlage [124].

3.2.4 sCMOS Camera and Scintillators

Scintillators in combination with cameras have been used for the detection of laser-ac-

celerated ions for example in stacked configurations [123, 125–127] or as detectors in a

Thomson parabola spectrometer6 [128], which is also the intended application in our heavy-

ion-acceleration setup at CALA [129]. As camera, we chose the back-illuminated scientific

CMOS camera KURO-1200B, developed by Princeton Instruments, Inc. [130] and equipped

with a zoom objective from TAMRON Europe GmbH 7. The KURO-1200B consists of

1200× 1200 pixels, each having a size of 11× 11 µm with a pixel fill factor of 100%. It

has a selectable bit depth of 12 or 16 bit with a corresponding frame rate of 82 and 41

frames per second, respectively. The quantum efficiency curve, provided by Princeton

Instruments, Inc., is shown in blue in Fig. 3.5.

The camera images the plastic scintillator BC-400B [132], manufactured by Saint-

Gobain Ceramics & Plastics, Inc. The scintillator has a size of 250× 150 mm and a thick-

ness of 200 µm, which is thick enough to completely stop gold ions up to 11.9 MeV/u [133].

This is well above the energy range of interest around the fission-fusion barrier of 7 MeV/u

(see the description of the fission-fusion reaction scenario in Sec. 2.4), while the scintillator

is still thin enough to provide a satisfying spatial resolution. The relative light output

spectrum of the scintillator is plotted in orange in Fig. 3.5. The spectrum has a peak at

423 nm, where the KURO-1200B has still a very high quantum efficiency of about 75%.

The light output of the scintillator in general is quite high with 65% of the output of

anthracene8. As Fig. 3.5 shows, a spectral output at high wavelengths is desirable, as the

6See Sec. 3.3.3 for an explanation of a Thomson parabola spectrometer.
7We employ a TAMRON zoom objective SP 24-70mm F/2.8 Di VC USD [131].
8The light output is traditionally given as percentage of anthracene, which is an organic scintillator

with one of the highest light outputs [134].
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Figure 3.5: Quantum efficiency curve of the sCMOS camera KURO-1200B (blue, data from
reference [130]) and relative light output spectrum of the employed plastic scintillator BC-400B
(orange, data from reference [132]). The quantum efficiency of the KURO-1200B at the position
of the peak of the output spectrum (423 nm) is still very high with 75%, as indicated by the
black dotted lines.

BC-400 BC-404 BC-408 BC-412 BC-416
Light Output [% anthracene] 65 68 64 60 38
Output peak [nm] 423 408 425 434 434
Rise Time [ns] 0.9 0.7 0.9 1.0 –
Decay Time [ns] 2.4 1.8 2.1 3.3 4.0
Base material polyvinyltoluene
Density [g/cm3] 1.023
Refractive index 1.58

Table 3.3: Properties of BC-400 in comparison to other plastic scintillators [132].

quantum efficiency increases with the wavelength in this range. On the other hand, the

scintillator’s light output should be maximized, as a weak signal from the laser-accelerated

gold ions is expected. Table 3.3 shows the scintillator material properties in comparison

to other candidates, indicating why we chose BC-400 as the appropriate detector material,

especially considering the scintillator light output and output peak wavelength.

3.3 Spectrometric Detection Principles

Charged particles traversing a magnetic field B undergo a deflection perpendicular to their

direction of movement and to the orientation of the magnetic field lines. The amount of
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this deflection is depending on the kinetic energies of the particles and can be deduced

from the Lorentz force,

FL = q (v×B) , (3.1)

with q = Z ·e being the particle charge, Z the charge number, e the elementary charge and v

the particle velocity, that directly relates to the kinetic energy. Adequate two-dimensional

detectors, as presented in the preceding section, can measure both the amount of deflection

and the number of particles following the same trajectory. Hence, combined with these

detectors, magnetic fields can be employed for the indirect measurement of the kinetic

energy spectra of laser-accelerated charged particles, which is the parameter of utmost

interest in the laser-ion-acceleration community.

The simplest design of such a magnetic spectrometer consists of a magnetic dipole

field, which is oriented perpendicular to the direction of particle motion. Fig. 3.6 shows

this case schematically. A small fraction of a diverging charged particle bunch, originating

from laser matter interaction, enters a magnetic dipole field of length lB through a thin

pinhole. At the end of the field, particles with the same velocity v0 and mass m have been

deflected according to Eq. (3.1) by yL = qB/(2mv0) · l2B in the non-relativistic case. After a

drift length dB, the particles hit a two-dimensional detector measuring the particles’ total

deflection y from their original direction of motion,

y =
q

m

lBB

v0

(︃
dB +

lB
2

)︃
, (3.2)

that determines the kinetic energy Ekin = mv20/2 beyond all doubt. The corresponding

particle number per energy bin is provided by the employed areal detectors.

Two different types of magnetic charged particle spectrometers have been of relevance

for this work. In Sec. 3.3.1, a wide-angle spectrometer (WASP) is introduced, that was

designed to simultaneously detect electrons and ions with automated online detectors.

Being applicable to all magnetic spectrometers, the method of spectrometric data analysis

will be shown using the example of the proton-detecting WASP. Furthermore, in the scope

of this work, we developed an own approach for electron background separation (Sec. 3.3.2)

in order to acquire more precise electron spectra. The main ion diagnostics component in

the experiments in chapter 4, dedicated to the laser-driven acceleration of heavy ions, were

Thomson parabola spectrometers. Their working principle will be explained in Sec. 3.3.3,

which will also include our design of a TPS dedicated to highly-charged heavy ion detection.
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Figure 3.6: Basic working principle of the simplest magnetic spectrometer design. A charged,
collimated particle bunch enters a magnetic dipole field, perpendicularly oriented to the direction
of particle motion and gets deflected. The amount of deflection y at the detector position is an
indirect measure of the particle energy.

3.3.1 Wide-Angle Spectrometer (WASP) for Electrons and Ions

A wide-angle spectrometer (WASP) directly applies the simple magnetic detection princi-

ple introduced at the beginning of this section. A thin entrance slit parallel to the magnetic

field lines (instead of a pinhole) cuts out a line from the incoming divergent particle bunch,

which enters the magnetic dipole field like a fan beam (instead of a pencil beam). The

replacement of the entrance pinhole by a thin slit allows to measure the charged-particle

energy spectra along different angles, providing the particle bunch profile along one dimen-

sion as additional information.

In its common configuration, a WASP is solely used for the detection of ions which leave

the laser plasma interaction always positively charged and, therefore, are all deflected in

one direction in the magnetic field. However, we make use of the fact that positively

and negatively charged particles are deflected in opposite directions and can be detected

separately. Equipped with RadEye detectors, our WASP design allows for the first time

for a simultaneous, automatic online detection of angularly resolved energy spectra of both

laser-accelerated electrons and ions [121].

Laser-driven ion acceleration is a consequence of immense charge separation fields,

that emerge when target electrons leave the target foil due to the preceding laser plasma

interaction. A direct correlation between the laser-accelerated electron and ion bunch is

thus not surprising and has been predicted by various theoretical models [135, 136] for

TNSA and has also been proven experimentally [137]. An online, high-repetition-rate

measurement of electron and ion spectra at the same solid angle on a single shot basis
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Figure 3.7: Schematic sketch of the electron and ion wide-angle spectrometer [121]. A high-
power laser pulse interacts with a solid foil target and a bunch of negatively charged electrons
and positively charged ions is emitted. After entering the magnetic spectrometer through a
thin slit entrance, the electrons are deflected upwards (yellow) and the oppositely charged ions
downwards (blue). A double slit design is chosen as slit entrance (2 cm thick steel blocks in
dark grey, separated by 1.5 mm, followed by a tooth-like array of 250 µm broad, 1.5 mm thick
aluminum slits in light gray) for electron background separation, see Sec. 3.3.2.

enables the investigation of this correlation in more detail. Full understanding of this

relationship and the identification of reliable, correlating experimental parameters would

pave the way for a non-invasive characterization of ion bunch parameters by detecting

solely laser-accelerated electrons. Such diagnostics is vitally important for a high number

of applications waiting for an unperturbed but well-characterized laser-accelerated ion

bunch.

Fig. 3.7 shows a schematic sketch of our WASP design. Diverging electron and ion

bunches are generated by a high-power laser interacting with a solid foil target. A horizontal

slit entrance cuts a line out of the two-dimensional bunch profile, that further propagates

into the magnetic field. We employed a tooth-like double slit configuration for electron

background separation (see Sec. 3.3.2), as shown in the figure: the first component consists

of two 2 cm thick steel blocks, separated by a 1.5 mm gap. The steel blocks are thick enough

to stop electrons up to 40 MeV [138]. After the steel blocks, a tooth-like, 250 µm broad

slit out of 1.5 mm thick aluminum plates follows, which provides a fair energy resolution

for ion detection.

The magnetic dipole field is formed by two 100 × 100 × 15 mm3 neodymium permanent

magnet blocks, that are separated by a gap of 105 mm. The magnetic field distribution
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was measured with a three-axis Hall magnetometer and roughly amounts to 150 mT in

the center. Entering the magnetic field, the electrons are deflected upwards and detected

within the gap of the magnet yoke. The ions turn downwards and are registered behind the

magnet after an arbitrary drift length. Both particle species are detected by four RadEye

detectors, respectively, that are tiled together in order to form a large detection area of

approximately 5 × 10 cm2. The electron detection is supported by a Kodak BioMax MS

intensifying screen, which has been directly attached to the RadEye surface. Appropriate

aluminum housings have been designed for EMP protection of the detectors [139].

3.3.2 Energy Spectra Generation and Electron Background Sep-

aration in the Electron and Ion WASP

The generation of charged particle energy spectra in a WASP is basically a two-step pro-

cess [121, 139], which is similar for protons and electrons. In this section, the concept is

first explained for protons and afterwards applied to electrons, which require a more so-

phisticated approach regarding the background signal separation. In the first step, each

coordinate point on the employed two-dimensional detector needs to be matched with both

the corresponding particle energy and the respective angle, at which the particle has left

its source. For this, trajectories of protons with predefined energies and angles have been

modeled based on the previously measured magnetic field distribution. Intersecting these

trajectories with the detection plane delivers the desired iso-energy, iso-angle map, which

can be overlaid with the detector raw image, as done in Fig. 3.8(a). For ion detection,

materials of different arbitrary thickness can be introduced in front of the detector in order

to generate energy cutoff lines, as ions below this energy are not able to get through the

material. In case of the data shown here, we used aluminum foils with thicknesses of 45 µm

on the left side, 75 µm in the middle and 275 µm on the right side to achieve cutoff lines

for proton energies of 2.1, 2.9 and 6.2 MeV, respectively. These energy cutoff lines can

be used for a precise overlay of the energy-angle map with the raw data as well as for a

calibration of the magnetic field.

The energy-angle map subdivides the detector image into many tetragons, each of them

enclosed by two adjacent iso-energy and iso-angle lines, respectively. In the second step of

the particle spectra generation, the signal within these tetragons is summed up. For the

generation of the energy spectrum, this signal needs to be divided by the energy difference

between the neighbouring iso-energy lines and by the solid angle, which is enclosed in one

dimension by the iso-angle lines and in the other one by the WASP entrance slit. Using
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Figure 3.8: (a) Overlay of a calculated iso-energy, iso-angle mesh (red) with proton raw data
measured with the RadEye detectors. The y-axis shows the deflection due to the magnetic field
and, thus, corresponds to the proton energy. The x-axis lies parallel to the WASP entrance slit,
thus, giving information about the angle at which the protons left the source. Aluminum foils
of three different thicknesses (from left to right: 45, 75 and 275 µm) were introduced in front of
the detector to generate proton energy cutoffs (2.1, 2.9 and 6.2 MeV) for energy calibration. The
tooth-like entrance slit with the two different thicknesses (250 µm and 1.5 mm) is sketched in
gray for better understanding of the raw image. The rectangle in green shows a region unexposed
to protons, which has been used for the spectral background determination with the constant
background value method. (b) Proton energy spectrum taken at an angle of -0.85◦ (indicated by
the transparent orange region in (a)). Figure similarly published in [121].

the RadEye detectors, the signal needs to be converted from ADU to the absolute number

of protons using

Np =
signal

∆E · 1.09
keV

ADU
, (3.3)

with ∆E being the energy loss of a single proton in the active layer of the RadEye detector.

This energy loss ∆E (E) was simulated with the software SRIM (Stopping and Range of

Ions in Matter) [133].

For the calculation of proton energy spectra, the background signal needs to be de-

termined that originates from different particle species released during the laser matter

interaction or as secondary particles generated by collisions with experimental equipment,

especially the WASP entrance slit and the front plate of the magnet yoke. The background

signal may be assumed to be homogeneously distributed over the proton detector surface,

as this is far away from the magnet yoke and directly facing the front plate, enabling a

homogeneous irradiation. The spectral background information is gained by applying the

same analysis to an artificial detector image, with each pixel having the same constant
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background value, taken as an average from an unexposed region in the original raw im-

age (green rectangle in Fig. 3.8(a)). The angularly resolved energy spectra can be taken

along iso-angle intervals, as indicated by the transparent orange area. After subtraction

of the corresponding background spectrum, the desired proton energy spectrum is finally

obtained, as shown in Fig. 3.8(b).

In principle, the generation of electron energy spectra is identical to the proton case,

but with two exceptions. First, the angle of incidence, at which the particles impinge on

the detector surface, is much larger for electrons compared to protons. Due to the large

angle, the distance which the electrons travel in the active medium is enlarged. This effect

is corrected for by multiplication of the raw data with the sine of the angle of incidence at

the respective position on the detector surface. The angles result as a byproduct from the

trajectory calculations for the generation of the iso-energy, iso-angle map.

Second, the constant background value method used for the spectral background deter-

mination of the protons cannot be applied to electrons. The assumption of a homogeneous

background signal is not valid for the electron detector, as it is positioned within the mag-

net yoke, much closer to the front plate, where secondary particles are generated. This is

aggravated by the fact that, contrary to protons, which have a comparably high energy

deposition in the active layer, the electron detector is similarly sensitive to both primary

and secondary particles.

Instead of using a constant background value, we consider the influence of entrance slits

with varying width d on the electron signal at a position z. Assuming ideal conditions,

this position z corresponds to exactly one specific kinetic energy defined by magnetic

deflection. A prerequisite for the validity of this relation is the possibility to employ an

infinitesimal thin entrance slit, to ensure that only particles with one certain angle ϑ may

enter the spectrometer. Otherwise, electrons with the same energy enter the magnetic field

at different angles, which means that they follow different trajectories and hit the detector

screen at slightly different z values, which is in contradiction with the initial assumption.

Furthermore, a detector with an infinitely small spatial resolution is necessary, in order to

precisely determine the position z (meaning the electron energy E) and not merely measure

a finitely broad range ∆z (meaning an electron energy interval ∆E).

Of course, such ideal diagnostic conditions are unrealistic. A detector signal S(z)

measured with the spatial resolution ∆z will always correspond to a signal S(ϑ,E) that
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Figure 3.9: The figure confirms the linear dependency of the electron signal to the width of the
entrance slit. (a) Electron data measured with a slit with four different widths (0.2, 0.5, 1.0
and 1.5 mm). The electrons are incident from the left, where the entrance slit configuration with
the four different widths is sketched. The black lines show the iso-angle lines in the center of
each slit step. The markers indicate, where the data from (b) is taken from. (b) The signal levels
at three z positions are plotted in dependency of the slit width and confirm the linear behaviour
stated in Eq. (3.4). Figure similarly published in [121].

was emitted into an angular interval ∆ϑd ≈ d/L with a certain energy range ∆E,

S(z) ·∆z = S(ϑ,E) ·∆ϑd ·∆E ≈ S(ϑ,E) · d
L
·∆E, (3.4)

where L denotes the distance from the particle source to the WASP entrance slit. This

equation shows a linear dependency on the entrance slit width d, which can be exploited

for the extraction of the electron primary signal, assuming that the electron spectra for

adjacent slits with different widths vary very slowly. This linear dependency is confirmed

by the electron data shown in Fig. 3.9(a). Unlike the setup description in Sec. 3.3.1,

we employed a slit not only with two but with four different slit widths (0.2, 0.5, 1.0

and 1.5 mm), as is indicated for better understanding in gray of the left side of the figure.

The black curves are the iso-angle lines in the centre of the respective slits. The measured

signal levels S(z) at three z positions (indicated by the markers on the iso-angle lines) have

been plotted against the corresponding slit widths in Fig. 3.9(b), clearly confirming the

linear dependency stated in Eq. (3.4). For pragmatic reasons, we have reduced the number

of different widths in the entrance slit from four to two for all further measurements.

The slope of the linear fits in Fig. 3.9(b) is proportional to S(ϑ,E) · ∆E
∆z

and, thus,

contains the wanted electron energy distribution S(ϑ,E). Fig. 3.10(a) shows the extracted
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Figure 3.10: (a) Electron primary data extracted from the slope after correction for the angular
incidence on the detector surface. The electrons enter the spectrometer from the left, where
the entrance slit with the two widths is illustrated. An energy-angle map is generated (red)
and overlaid with the primary data. The black line indicates the iso-angle line, along which the
spectrum in (b) is taken. (b) Electron energy spectrum from the electron detector at an angle
of 0.875◦. Figure similarly published in [121].

electron primary signal (meaning the original raw data minus the corresponding y-intercept

from the discussed linear fit, which contains the information about the background signal)

from an exemplary shot. Again, the used slit configuration (this time the one described in

Sec. 3.3.1) is illustrated on the left side for a better understanding of the shown signal. The

generation of the electron energy spectra follows from now on the same principles as for the

proton case: an iso-energy, iso-angle grid (red) is generated and overlaid with the detector

image. Summation of the signal within each grid voxel and division by the energy interval

and solid angle delivers the electron energy spectra, as shown in Fig. 3.10(b). Although

the electron detector has not been calibrated for absolute numbers yet, it may be assumed

that the shape of the spectrum is correct, as the electron energy deposition is constant

for energies between 1 and 100 MeV [140, 141]. Hence, the spectrum can already be used

for drawing fair comparisons between different laser shots and for the determination of

important electron parameters, for example the electron temperatures (mean energies).

Application example and impact of the new electron background separation

approach

The WASP presented here was implemented as the standard electron and proton diag-

nostics for all experiments dealing with laser-driven ion acceleration at the Laboratory
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Figure 3.11: Differential total electron energies, integrated from 1 to 25 MeV, plotted versus
the maximum proton energy. The blue diamonds are evaluated with our background separation
approach, while the constant value method was applied for the green rectangles. The error on
the x-axis originates from the spectrometer energy resolution. For the error on the y-axis, an
uncertainty of 20 % was assumed. Figure published in [121].

for Extreme Photonics (LEX Photonics). The 300 TW Advanced Ti:Sapphire Laser 300

Terawatt (ATLAS-300) laser system delivered laser pulses with energies up to 6 J within

durations down to 20 fs with a repetition rate up to 5 Hz. A first example of a measured

correlation between laser-accelerated electrons and protons is shown in Fig. 3.11. The

total differential electron energy (in arbitrary units due to the missing electron number

calibration), which has been integrated from 1 to 25 MeV, is plotted versus the maxi-

mum proton energy for a number of shots on plastic targets with thicknesses between 250

and 1500 nm. A general trend is observable, that higher maximum proton energies come

along with higher total differential electron energies. This encourages to investigate the

electron proton correlation in more detail with more statistics, which becomes possible

with our electron and ion WASP.

The novel approach for background separation does not show any substantial influence

on the electron proton correlation presented here, as shown by the green, unfilled rectan-

gles. However, the spectral shape and important electron bunch parameters like the total

electron number will be extracted more correctly by our method. A direct comparison

with the constant background value method is shown in Fig. 3.12 for three arbitrary shots.

Especially for high electron energies, the difference between both background extraction

methods is evident, where the primary electron signal is comparable to the noise level.
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Figure 3.12: Comparison of the three arbitrary electron spectra evaluated with the method
presented in this section (blue) with the constant background value approach (green). Figure
similarly published in [121].

As this influences electron parameters, in particular the electron temperature, we think

that the application of our background separation approach is essential for the precise

determination of electron energy spectra in future experiments.

3.3.3 Thomson Parabola Spectrometer

A drawback of the WASP presented in the previous section is the difficulty in distinguish-

ing between particles with different charge-to-mass ratios. When aiming at laser-driven

acceleration of protons, where only a single charge-to-mass ratio is expected (1 for pro-

tons), or – if any – only one additional ion species (C6+) appears, the usage of a WASP

is totally sufficient. Though, when accelerating heavy ions, the differentiation between a

high number of charge states is necessary. This can be achieved by adding the Coulomb

force to Eq. (3.1). The Lorentz force reads then

FL = q (E+ v×B) , (3.5)
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Figure 3.13: Working principle of a Thomson parabola spectrometer. A charged, collimated
particle bunch enters through a thin pinhole a region with parallel magnetic and electrical fields,
both oriented perpendicularly to the direction of particle motion. The particles get deflected due
to the magnetic field, which is not shown here but in Fig. 3.6, which shows the perpendicular y-z
plane, and due to the electric field. The amount of deflection x at the detector position, which
occurred due to the electrical field, is an indirect measure of the particle’s charge-to-mass ratio.

with E denoting an electrical field. Clearly, the magnetic fields deflects particles depending

upon their charge and energy, while the deflection due to the electrical field is only depen-

dent on the particle charge. If the particle deflection caused by the different fields can be

oriented into different directions, the effects due to charge and energy can be separated.

Hence, the energy spectra for particle species with different charge-to-mass ratios become

attainable.

A Thomson parabola spectrometer (TPS) [142, 143] makes use of parallelly oriented

electric and magnetic fields. The deflection due to the magnetic field is perpendicular to

the field lines and independent of the electric field. Thus, Eq. (3.2) is still valid. The

deflection due to the electrical field is parallel to the field lines and is likewise independent

of the magnetic field. Analogous to Eq. (3.2), the deflection due to the electric field can

be described as

x =
q

m

lEE

v20

(︃
dE +

lE
2

)︃
, (3.6)

where lE is the length of the electric field and dE the drift distance afterwards. Fig. 3.13

schematically shows the TPS working principle with all involved parameters.

Eqs. (3.2) and (3.6) can be combined, which results in the eponymous parabolic equation

x =
m

q

lEE
(︁
dE + lE

2

)︁
l2BB

2
(︁
dB + lB

2

)︁2 · y2. (3.7)
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Hence, a TPS deflects particles with different charge-to-mass ratios onto parabolic traces,

while the position y within these parabolas defines the corresponding kinetic energy, ac-

cording to Eq. (3.2).

Heavy Ion Thomson Parabola Spectrometer Measuring charge-resolved energy

spectra of heavy ions in the mass range of A ≈ 200 is relatively difficult, since the de-

flection of these heavy ions caused by magnetic and electric fields is – due to their high

mass – low compared to light ions. To compensate the influence of the higher ion mass,

the impact of the respective fields needs to be increased. According to Eqs. (3.2) and (3.6),

this can be done by increasing either the field strength or the field length. However, both

parameters are limited and cannot be arbitrarily enhanced. When using permanent mag-

nets, which is desirable for the given hostile experimental conditions especially regarding

EMPs, the maximum achievable field strength is 1.4 T for neodymium-based materials.

The limited dielectric strength of electrode materials, even in high vacuum environments,

impedes the application of electric fields of the desired high values. Moreover, the geometry

of experimental setups and vacuum chambers, as well as demands on handiness, constrain

the size of magnets and electrodes, thus limiting the field lengths.

MAGNETS: 

ELECTRODES:

DETECTION SCREEN

B ≈ 850 mT
lB = 168 mm
gap: 25 mm

E ≈ 30 kV/cm
lE = 344 – 830 mm
U = 22.5 kV
gap: 15 mm 

x z

y

Figure 3.14: Design of a heavy ion TPS. The neodymium magnets create a dipole field over a
length of 168 mm with a design average field of 850 mT in the center of the gap. The polarity of
the magnetic field ensures an upward deflection of positively charged ions. The electrodes start
at a distance of 1 cm from the front plate and stick out of the magnets. After a certain drift
length, a detection screen measures the expected charge-separated curves. The total length of
the electrodes and the drift length afterwards is setup dependent.
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Figure 3.15: Hypothetical energy resolution of the TPS, provided the magnetic field is exactly
known, for two different pinhole sizes (100 and 200 µm in blue and red) and two different drift
lengths (176 and 988 mm in dashed and solid lines, respectively). Data taken from reference [129].

We have developed a TPS with field parameters which are optimized for the detection

of gold ions with charge states above 30+ and energies ranging from 1 to 10 MeV [129].

Fig. 3.14 shows the design of this TPS. The magnetic field is formed by two times three

adjacent VACODYM 753 TP magnet blocks from the company VACUUMSCHMELZE

GmbH & Co. KG with dimensions of 116 × 56 × 24 mm3 and a magnetization of above

1.4 T, which are separated by a gap of 25 mm. Thus, the total magnetic dipole field

spans over a length of 168 mm. The magnetic design was based on an average design

field strength of 0.85 T. The polarity of the magnetic field ensures an upward deflection

of positively charged ions. Fig. 3.15 shows the energy resolutions for 30-fold charged gold

ions, which could be hypothetically achieved (provided an exact knowledge of the magnetic

field) for two different pinhole diameters of 100 and 200 µm in blue and red, respectively,

and for two different design drift lengths of 176 and 988 mm (dashed and solid lines).

Employing a 100 µm thin pinhole, an energy resolution of below 4% can be achieved at

10 MeV/u, even for a very short drift length of 176 mm [129]. As higher charged particles

undergo a stronger deflection due to Eq. (3.5), the energy resolution is expected to further

improve for increasing charge states.

For the electrodes, a design field strength of 30 kV/cm was chosen. This value gave the

best compromise between the resulting necessary electrode length and physical feasibility

of voltage application, while still keeping the system simple with two conventional elec-

trodes, directly connected to DC high voltage power supplies9. In order to save space, the

9We used two HCP 140-35000 modules produced by FuG Elektronik GmbH as high voltage power
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electrodes start already within the gap between the dipole magnets at a distance of 1 cm

from the yoke’s front plate and stick out of the magnets.

The improvement of the charge state resolution at a given energy, either by increasing

the electric field strength or the electrode length, is always associated with a loss of dynamic

range for the energy detection. For the optimization of the charge state resolution at high

gold ion energies like 10 MeV/u, the gold ion deflection caused by the electric field must be

strengthened. As this deflection is generally larger for lower energies and occurs parallelly

to the electric field lines, lower energetic particles will crash into the electrodes at some

point. Hence, while the charge state resolution is optimized for 10 MeV/u, the detection

of lower energetic ions is not possible anymore. This can be circumvented by shaping the

electrodes such, that lower energetic particles of a certain minimum charge state can just

pass the electrode edges. In case of the experiment at the PHELIX laser, described in

Sec. 4.2, we chose a positive charge state of 35 as minimum and calculated the shape of the

curve, which is formed by intersecting the trajectories of 35-fold positively charged gold

ions with energies ranging from 1 to 10 MeV/u with the y-z plane at the x-position of the

electrode based upon theoretical simulations of the fields. The electrodes were adapted

to the shape of this intersection, as shown in Fig. 3.16. The ions impinge from the left

along the z direction and are deflected upwards in y direction by the magnetic field, while

they are accelerated in x direction (towards the electrode) due to the electric field. At the

point (z = 333.2 mm | y = 27.4 mm), 35-fold charged gold ions with energies of 1 MeV/u

arrive at the electrode plane and can just pass the electrode. Higher energetic particles

arrive at the plane of the electrode at higher z values, which goes along with higher y

values, as they drifted a longer distance. Thus, the electrode can be shaped following this

(z | y) curve, which enables that the electric field acts on the higher energetic ions for a

longer distance. By this, the highest desired charge state resolution for fast gold ions is

ensured, while the slower ions can still escape the electric field and do not crash into the

electrodes. Employing such shaped electrodes, two adjacent gold charge states around 60+

can be theoretically separated up to energies of above 8 MeV/u, when using a pinhole with

a diameter of 100 µm and the longest electrodes, which we have designed for the heavy ion

detection, with a length of 830 mm, followed by a drift distance of 326 mm [129].

For the mentioned beamtime at the PHELIX laser, conventional circuit boards (copper

coating on FR-4 substrates10) were redesignated as electrodes. The calculated shape was

supplies.
10We used circuit boards manufactured by IBR Leiterplatten GmbH & Co. KG with a 1 mm thick

substrate material FR-4 TG135 and a 35 µm thick copper layer.
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580,0 mm

Figure 3.16: Electrode design for the heavy ion TPS using copper-coated FR-4 circuit boards.
The outer shape of the top edge was adapted to the intersect of Au35+ trajectories with the
electrode plane (according to the sketched points, with the beginning of the magnet yoke’s front
plate denoting z = 0 and y = 0 being the height of the laser target interaction point). A 5 mm
margin was freed from the copper material around the substrate. The final electrode is formed
by two FR-4 plates glued together, thus enclosing and insulating the copper electrode.

adapted to the FR-4 circuit board material. An electrode is formed by two accordingly

shaped copper-coated FR-4 plates, which are glued together. One plate is completely

etched (freed from the copper), while the other plate is etched on a 5 mm broad margin

around the substrate, as shown in Fig. 3.16. Thus, the copper electrode is enclosed (and

insulated) by two FR-4 plates with one cable connecting the electrode to the high voltage

power supply. The electrodes have a total length of 580 mm. The field of 30 kV/cm is

formed by a pair of such electrodes with the two copper layers separated by a distance of

15 mm from each other. Thus, a voltage of ± 22.5 kV needs to be applied to each electrode

in order to achieve the design field strength.

3.4 Radiative Target Cleaning

Particles with high charge-to-mass ratio are preferentially accelerated in the sheath fields

generated by the laser plasma interaction. The ever-present hydrocarbon contaminant

layers on high-Z target foil surfaces provide a large pool of light particles that consequently

experience a more efficient acceleration than the heavy particles from subjacent target

layers. It has been found by numerous experiments (e.g. [48,144–149]) that the efficiency of

laser-driven heavy ion acceleration increases (i.e. higher heavy ion energies and/or numbers)

when the contaminant layers are removed before the laser interacts with the target foil.

There are various methods of cleaning the target foil surfaces. The most frequently used

methods are resistive target heating, where a current is applied to the conducting target
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Figure 3.17: Basic setup for radiative target heating with thermal radiation measurement.

foil [144–146] (or to wires attached to the target foil [150]), and radiative target heating,

where a continuous-wave (cw) heating laser with an output power in the range of several

100 mW up to same watts is focused onto the target surface [48,147–149]. There have also

been several experiments using pulsed laser beams for laser ablation [151–153], but also

for laser desorption [154], removing the surface contaminants by exciting electrons which

induce chemical reactions. Successful target cleaning has also been shown by exploitation

of the rising edge of the accelerating main laser pulse [50], which blows off the surface

contaminants before the pulse peak arrives, and by the usage of an argon-ion sputter

gun [155], which enables the efficient cleaning of either the target front or rear side.

We have chosen to clean our targets by a cw laser, which we judge to be the best con-

trollable and easiest-to-realize target cleaning method, especially regarding high-repetition-

rate laser accelerators. Fig. 3.17 shows the basic setup for radiative target heating, which

has been implemented in the experiments for laser-driven heavy ion acceleration presented

in Chapter 4. A green cw laser with a wavelength of 532 nm has been selected, being

the best compromise between the optical absorption properties of gold [156] and the avail-

ability of reasonably-priced commercial lasers. For the experiments in this dissertation,

diode-pumped solid-state lasers (DPSSLs) from Beijing Viasho Technology Co.,Ltd. with

output powers of 1 and 4 W have been chosen11, which turned out to not provide a suffi-

cient quality of the beam profile for the heating process, as will be discussed in Chapter 4.

Consequently, an opus 532 3000 from Laser Quantum GmbH 12 with an output power of up

to 3 W and a considerably superior beam profile has been acquired for future beamtimes

and characterised during a master thesis [157], which still was in preparation at the time

of finishing this dissertation. The laser is focused on the gold target foils (drawn in yellow)

11VA-II-N-532-1W and VA-II-N-532-4W, http://www.viasho.com/
12http://www.laserquantum.com

http://www.viasho.com/
http://www.laserquantum.com


3.4 Radiative Target Cleaning 55

(a)

(b)

Figure 3.18: (a) Raw signal from a heated, 130 nm thick gold foil measured with the NIR
spectrometer for increasing laser power. The signal has been collected by an optical lens instead
of a NIR objective. The signal outside of the dashed black lines is physically not meaningful and
is thus not used for the temperature determination. Data taken from reference [129].
(b) Theoretical Planck curves, calculated with Eq. (3.10), for various temperatures. The grey
region visualizes the location of the spectra shown in (a). The colours in (a) do not refer to the
same temperatures as in (b).

by ordinary bi-convex, uncoated UV fused silica lenses, once it has been expanded by a

zoom beam expander13 to simplify the adjustment of the focal spot size on the target foil.

For the temperature control of the heated target, the thermal radiation is collected and

collimated by a NIR objective14, before it is focused by one or two optical lenses into a

glass fibre with 400 µm core diameter15, which directs the thermal radiation into a NIR

spectrometer16. Alternatively to the NIR objective, the thermal radiation can also be col-

lected by an optical lens, as was done during the TPW beamtime, see Sec. 4.1. However,

the usage of an objective allows to use the same optical path for both the optical focus

diagnostics and the thermal radiation detection. This simplifies the setup and ensures a

more stable alignment of the temperature diagnostics.

An example for the raw data signal in the NIR spectrometer is provided in Fig. 3.18(a)

for different laser output powers [129]. Clearly, for higher laser powers (corresponding to

higher target foil temperatures), the thermal radiation signal measured by the spectrometer

rises as well, as is expected from Planck’s law [158],

13Zoom Beam Expander (1x – 8x) for 532 nm from Eksma Optics, http://www.eksmaoptics.com
14M Plan Apo NIR B 20x Objective from Mitutoyo, https://www.mitutoyo.com/.
15QP400-2-VIS-BX from Ocean Insight, http://www.oceaninsight.com.
16NIRQuest NQ512-2.2 from Ocean Insight, http://www.oceaninsight.com.

http://www.eksmaoptics.com
https://www.mitutoyo.com/
http://www.oceaninsight.com
http://www.oceaninsight.com
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, (3.8)

with uν being the energy density, ν the frequency of the radiation, h the Planck constant,

c the vacuum speed of light, kB the Boltzmann constant and T the temperature. A typ-

ical representation of Planck’s law is in the form of the spectral radiance Bν in units of

Wm−2 sr−1Hz−1 [159],

Bν =
2hν3

c2
· 1

exp
(︂

hν
kBT

)︂
− 1

, (3.9)

which is the energy density given by Eq. (3.8) normalized to the solid angle 4π and mul-

tiplied with c, which considers that the energy density of the emitted thermal radiation

spreads over the full solid angle and that the radiation travels at the speed of light. Eq. (3.9)

can also be expressed in terms of the wavelength λ and reads then [159]

Bλ = −Bν
dν

dλ
=

2hc2

λ5
· 1

exp
(︂

hc
λkBT

)︂
− 1

(3.10)

in units of Wm−3 sr−1, which corresponds to the typical wavelength-dependent Planck

curves, which are exemplarily shown in Fig. 3.18(b), confirming an increasing signal level

for higher temperatures. The grey region visualizes the location of the spectra shown in

panel (a), which demonstrates a reasonable agreement in the spectral shape with increasing

temperature.

However, the shape of the spectrometer raw data necessarily deviates from the theo-

retical Planck curves, as optical components in the thermal radiation beam path (for

instance the objective, the lenses and the fibre), which can deviate from setup to setup,

exhibit a wavelength-dependent transmission and, thus, distort the signal shape. While the

spectrum shown in Fig. 3.18(a) has been detected without the usage of a NIR objective, this

was included in the optical path for the measurement of the spectrometer raw data shown

in Fig. 3.19(a) [129]. It is evident that the transmission characteristics differ. Therefore,

the temperature detection setup needs to be calibrated prior to each measurement, for

example using a calibrated light source17. The application of the calibration procedure

delivers a spectrum that can be used for the temperature determination, as can be seen

in Fig. 3.19(b). The orange curve corresponds to the calibrated spectrum from which the

17We use a HL-3P-CAL light source from Ocean Insight, http://www.oceaninsight.com.

http://www.oceaninsight.com
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(a)

(b)

(c)

Figure 3.19: (a) Raw data collected and collimated by a NIR objective and measured with the
NIR spectrometer. (b) Calibrated spectrometer data (orange). Only a part of the spectrum
(yellow) has been analyzed for the temperature evaluation by fitting a theoretical Planck curve
to the data (dashed violet line). (c) Calculated temperature values as a function of the heating
laser power. All data originate from the same gold target with a thickness of 150 nm and are
taken from reference [129].

yellow part was taken for the temperature evaluation (the inclusion of the remaining parts

of the spectrum did not deliver physically meaningful temperature values; for more details

see reference [129]). For this, Eq. (3.10) has been fitted to the data, delivering temperature

values, that have been plotted as a function of the heating laser power in Fig. 3.19(c) for

the example of a 150 nm thick gold foil. For this plot, the laser power has been increased

until the foil melted, which is well represented in the temperature data that approaches

the melting temperature of gold (1064 ◦C) for the highest laser power values.

The setup and temperature evaluation method presented so far is the status during

the experiments discussed in Chapter 4. The correct determination of the temperature

was highly depending on the choice of the evaluated spectral range (e.g. yellow part in

Fig. 3.19(b)), which differed from foil to foil. Hence, a reliable temperature evaluation was

not feasible for these experiments and the heating laser power was adjusted empirically by

carefully observing the evolution of the measured thermal radiation spectrum in order to

heat the gold foil, based on experience, as close as possible to the melting point.

Problems connected to the temperature evaluation were especially the poor signal-to-

noise ratio, as the measured signal level was generally very low, and a necessary, back
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Figure 3.20: Calibrated thermal radiation spectrum for a 400 nm thick gold foil (orange), which
is irradiated by the green heating laser with an output power of 2.4 W. The yellow part is used for
the Planck curve fit (violet), which yields a temperature of (879±4) ◦C. Data from reference [157].

then unknown, additional empirical factor in Eq. (3.10), considering setup- or material-

dependent characteristics. A subsequent, at the time of completion of this dissertation still

ongoing master thesis work considerably improved the efficiency of the radiative target

heating by optimizing the diameter of the heating laser focus as well as that one of the

freestanding target foil on the target mount. Moreover, the newly developed temperature

evaluation method now enables a controlled target cleaning and a reliable online temper-

ature determination, as will be presented in reference [157]. Fig. 3.20 exemplarily shows

such a thermal spectrum for a 400 nm thick gold foil (orange), which has been recorded

in the scope of the mentioned ongoing master thesis. A much larger part of the spectrum

(yellow) could be included into the temperature determination compared to Fig. 3.19(b).

The evaluated spectral range stays the same for different foils and only the outer spectral

margins are neglected, at which the signal obviously is not physically meaningful. The

Planck fit to the central part of the spectrum (violet) yields a temperature of (879± 4) ◦C

for this example of a 400 nm thick gold foil, which was heated by a 532 nm cw laser

with an output power of 2.4 W. The stated uncertainty results from the mathematical

fitting process of the Planck curve and does not account for experienced fluctuations of the

overall spectral shape from measurement to measurement, which increases the uncertainty

for about half an order of magnitude. These fluctuations are expected to originate from

instabilities in the spectrometer background level and the heating laser output power [157].



Chapter 4

Study of Laser-Driven Acceleration

of Gold Ions

The main goal of this thesis is the investigation of laser-driven gold ion acceleration as

preparatory study for the realization of the fission-fusion reaction mechanism, described

in detail in Sec. 2.4. This mechanism requires highly-dense heavy ion bunches in the

mass range of A≥ 200 with energies around 7 MeV/u. As outlined in Chapter 1, little

was known about laser-driven heavy ion acceleration in the desired energy range at the

beginning of this work. Only two papers presented experimental results demonstrating the

successful acceleration of gold and lead ions up to 1 and 2 MeV/u, respectively [44, 45].

This chapter presents two experimental campaigns, dedicated to extend the availability of

data regarding laser-driven acceleration of gold ions.

4.1 Experiment at the Texas Petawatt Laser

The campaign at the Texas Petawatt laser (TPW) at the University of Texas at Austin in

the United States of America was the first gold ion acceleration experiment in the scope of

this thesis. Besides the realization of a new energy record for laser-accelerated gold ions of

around 5 MeV/u, we identified several aspects regarding target cleaning and ion diagnos-

tics, which were improved for the follow-up experiment at the PHELIX laser, presented in

Sec. 4.2. The key results of this experiment were published in reference [48]. This section

intends to provide access to data beyond the mentioned publication, in order to deliver a

full impression of the data analysis and results regarding the laser-based acceleration of

heavy ions obtained by this experiment.



60 4. Study of Laser-Driven Acceleration of Gold Ions

4.1.1 Experimental Setup

The main experimental components are sketched in Fig. 4.1. The TPW is incident from

the right with a pulse energy of about 110 J within pulse durations around 140 fs at a

central wavelength of 1057 nm. An f/3 off-axis parabolic mirror focused the laser down to

a spot size of about 10 µm. Antireflectively coated, UV fused silica windows from Altechna

UAB1 with a diameter of one inch with a substrate thickness of 5 mm functioned as single

inline plasma mirrors for contrast enhancement. They were positioned by a standard

mirror holder placed on a kinematic base, which enabled an easy and precise replacement

of the plasma mirror after each laser shot, preserving the alignment. An intensity of

(8± 2)× 1020 Wcm−2 was achieved on target.

Gold foils with thicknesses of 50, 100 and 300 nm were employed as laser targets.

The gold foils were produced by the target factory of the Ludwig-Maximilians-Universität

München in Garching by physical vapor deposition. Afterwards, the foils were floated

on conventional silicon wafers, which were previously cut into small pieces of an area

of 25 × 3 mm2. Each piece has two 500 µm diameter holes separated by 1 cm, providing

1http://www.altechna.com

LASER
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parabola

Au target

plasma mirror

Thomson parabola 
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Figure 4.1: Experimental setup of the experiment at the TPW. Figure published in reference [48].

http://www.altechna.com
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(a) (b)

Figure 4.2: (a) Gold foil targets for the TPW experiment packed in the transportation box. The
gold foils are floated on pieces of conventional silicon wafers, each having two 500 µm holes,
providing the free-standing laser target. The dimensions of the target holder (in units of mm)
are sketched on the top right corner.
(b) Expanded heating laser profile after a few laser shots on target. Damaged spots in the center
of the laser profile are evident, degrading the total heating laser output power.

the freestanding foil, onto which the laser is focused. Fig. 4.2(a) shows the gold foil targets

packed and stacked in their transportation box for the delivery to the United States. It

also shows the dimensions of the target holder in the top right corner (in units of mm).

The targets (as well as the plasma mirrors) had to be replaced after each laser shot, which

required venting and re-evacuation of the target chamber. This process took about one

hour, which matches approximately the repetition rate of the TPW.

The surface contaminants were removed as described in Sec. 3.4 by radiative heating

using a 532 nm continuous-wave (cw) laser2 with an adjustable output power of up to 1 W.

The emitted heat spectrum, detected by a near infrared (NIR) spectrometer3, was used

as rough measure for the heating efficiency. The corresponding temperature has not been

determined, however, the gold foils were heated up to the melting point (1064 ◦C) as close

as possible. Hence, it is assumed that temperatures well above 500 ◦C have been achieved.

After a few laser shots on target, damaged spots in the center of the laser beam profile

appeared, as shown in Fig. 4.2(b), which resulted in a degraded heating laser power. As

the heating laser was not shuttered before each shot in the beginning, we suppose focusing

of scattered light from the main laser pulse into the heating laser optics as most likely

reason for this degradation. As a consequence, we employed a locally available blue laser

2VA-II-N-532-1W by Beijing Viasho Technology Co.,Ltd (http://www.viasho.com/)
3NIR-Quest512-2.2 by Ocean Optics, Inc. (now: Ocean Insight) [160]

http://www.viasho.com/
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pointer4 with an output power of 1 W and a wavelength of 445 nm as support for the green

heating laser. As the blue laser’s output power was not controllable and its focusability

was very poor, it was only used to establish a basic constant heating power level, before

the main heating process and the fine adjustment was done with the green laser.

As ion diagnostics, a TPS in target normal direction (corresponding to an angle of 0◦)

was employed. The employed diagnostics was not the TPS presented in Sec. 3.3.3, specially

designed for heavy ion detection. The need for such a diagnostics was one of the outcomes

of this experiment. An entrance pinhole with a diameter of 200 µm collimated the ion

bunch, accepting a solid angle of 2 × 10−5 msr at a distance of 1.12 m from the target.

After passing the entrance pinhole, the ions are deflected by a magnetic field with an

average field strength of 0.55 T over a length of 10 cm and an electric field of about 11 –

12 kV/cm over a distance of 33 cm. The drift lengths after the magnetic and the electric

field were 28.8 cm and 5.0 cm, respectively. CR-39 sheets with a thickness of 1 mm have

been used for the detection of gold and carbon ions. IPs have been positioned directly

behind the CR-39 sheets for the detection of protons. The exact value for the magnetic

field has been determined using the spectrometer’s zero point and the proton energy cut-off

point after passage through the CR-39 at 10.4 MeV [133], as will be described in Sec. 4.1.3.

The value of the electric field has been determined for each shot separately by adapting

the theoretical ion curves to the measured data. The IPs were scanned 20 minutes after

each laser shot using a GE Typhoon FLA 7000 IP scanner.

4.1.2 Processing and Digitization of CR-39 Data

Following the procedure written in Sec. 3.2.2, the CR-39 sheets have been etched for 40 min-

utes. A first visual inspection by eye revealed parabolic curves as expected from a TPS,

as shown in Fig. 4.3. In the region towards higher charge-to-mass ratios (towards the top

right corner of the figure), most CR-39 sheets showed one to three curves, which were thin

and clearly separable. In the lower charge-to-mass-ratio region (towards the bottom left

corner in the figure), only one broad parabolic curve appeared, consistently for all shots. It

stands to reason that the thin curves can be attributed to light ions like carbons (protons

traversed the CR-39 sheets and were detected in the IPs). The thick curves can accordingly

be associated with heavy ions like gold, whose charge states are not resolved with the used

TPS, which explains the broad lines.

4S3 Arctic Series by wicked lasers (http://www.wickedlasers.com/arctic)

http://www.wickedlasers.com/arctic
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broad curve
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B

Figure 4.3: A first glance on the CR-39 sheets revealed up to three thin parabolic curves (here
only one is visible, marked by the red arrow) and one broad curve (green arrow). The magnetic
field deflected to the right, while the electric field deflected downwards. The thin parabola is
closer to the top right corner, which means that it has a higher charge-to-mass ratio than the
broad curve. The figure shows data from a shot on an unheated 300 nm gold foil, which has been
visualized following the procedure described in Sec. 4.1.2. The red and green crosses mark the
positions where the microscope images with the carbon and gold ion pits shown in Fig. 4.4 where
taken from.

The CR-39 sheets were studied with a Zeiss Axiotron II autofocusing microscope. Un-

like stated in Sec. 3.2.2, the pattern recognition software SAMAICA was not available for

the processing of the detectors of this beamtime, which made the track identification more

difficult. The pits from the different types of curves have been examined separately in

order to validate the above assignments to light and heavy ions, respectively. A direct

comparison of pits from the different curves is shown in Fig. 4.4. Clearly, the pits from

the narrow curve, which are presented on the left-hand side of the figure, are much smaller

compared to the pits on the right, originating from the broad curve. This first impression

is confirmed quantitatively by determining the pit diameters. For this, Gaussian curves

have been fitted to ten different pits of the same kind, respectively. This resulted in an

averaged standard deviation of 2σ = 14 ± 3 pixels for the large pits, which are therefore

more than twice as big as the smaller pits with 2σ = 6.5 ± 0.4 pixels. This verifies the

initial assumption that the narrow curves are formed by lighter ions, which will in the

following be referred to as carbon ions, and the broad curves are made by heavy ions,

subsequently called gold ions, which deposit much more energy in the CR-39 material and,

thus, create larger pits.

Lacking the automatic pattern recognition software SAMAICA5, which directly pro-

cesses the collected information, the microscope images had to be postprocessed differ-

ently in order to digitize the information stored in the CR-39 sheets. Therefore, an auto-

5The software SAMAICA became only available for the experiment at the PHELIX laser, presented in
Sec. 4.2.
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Figure 4.4: Microscope image details showing a comparison of pit sizes from (a) a narrow parabolic
curve, which has been attributed to light ions and (b) a broad curve, which was assigned to heavy
ions. The insets show Gaussian fits to the diameter of the ion pits. The standard deviations σ
for the shown Gaussian curves have been averaged over the fits to ten different pits of the same
kind. Clearly, the pits from the thick curve with 2σ = 14 ± 3 pixels are more than twice as wide
as pits from the thin curves with 2σ = 6.5 ± 0.4 pixels. Variations of the pit sizes along the same
parabolic curves (meaning for ions of the same type but with different energy) have turned out
to be negligible compared to the shown difference of pits from the thin and thick curves. The
microscope images in (a) and (b) have the same scale and are from the same unheated shot on
a 300 nm thick gold foil. The positions from which the images were taken are indicated by the
crosses in Fig. 4.3.

matic pattern recognition was implemented using the Trainable Weka Segmentation plu-

gin [161] for the ImageJ-based image processing software Fiji6. Weka stands for Waikato

environment for knowledge analysis and is an open-source machine learning tool, devel-

oped at the University of Waikato in New Zealand [162]. With this tool, it is possible

to train the software which structures in the image can be associated with ions due to

their size and shape and which structures are not of relevance for the further analysis, like

scratches or dust particles or simply the image background, and can thus be discarded7.

For this training process, the relevant areas in the image have to be marked manually, as

shown in Fig. 4.5(a). Two different classes have been defined: one class for the carbon ions

and one background class for all of the remaining image. The user tells the software that

small blue points correspond to the class of carbon ions and marks it in red colour (for

the reader – to get a visual impression – the user has not yet marked all blue carbon ions

in the image), while the remaining area shall be accounted to the background class and is

6Fiji is short for “Fiji is just ImageJ”, http://www.fiji.sc/
7The author acknowledges T. M. Ostermayr for the idea and implementation of the main part of the

Weka-based analysis.

http://www.fiji.sc/
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Background

Carbon ions

(a) (b)

Figure 4.5: (a) The machine learning software has to be trained manually, which structures can
be associated with carbon ions and which parts of the image correspond to a background class,
not related to carbon ion hits. The user marks the respective structures with red, if they are
related to carbon ions and parts of the remaining image with green. Some carbon ion impacts
(in blue) are not registered yet in this image by the user.
(b) An example of a microscope image on the left and the corresponding image after the Weka
tool has been applied to this image. Scratches and other structures, which cannot be assigned
to carbon ions (black), are discarded and assigned to the background class (here in white), as
indicated by the arrows. The scale in (b) is not comparable to (a).

marked in green. The different sizes of the red marks are due to the manual process and

may not be mistaken to correspond to different pit sizes (which would mean different ion

species/energies).

This is repeated with several microscope images, until the machine learning tool can

reliably and independently distinguish between carbon ion pits and unwanted structures.

Afterwards, the program is applied to all microscope images, creating masks showing the

value 0 for pixels, where a carbon ion was registered, and 1 for all other pixels. This

is exemplarily shown in Fig. 4.5(b). The original microscope image is on the left side

with two structures that cannot be assigned to carbon ions, indicated by the arrows.

This image is transferred into a carbon ion mask, where the unwanted structures have

been discarded. In a further step, all objects (black spots) in this mask are located and

listed together with their centre of mass coordinates and their enclosed area using the

Mathematica function ComponentsMeasurements. The final image is generated with a 50×
50 µm2 pixel size, which corresponds to the resolution of the IP images, whereby each object

having centre of mass coordinates within the respective pixel increments the pixel count
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Figure 4.6: Digitized information from a CR-39 sheet, which was exposed to an ion bunch from
a shot on an unheated 300 nm thick gold foil. The result from the carbon ion registration using
the Weka machine learning tool is shown in red. The parabolic C6+ curve is prominent, as well
as the zero point on the top left side. All over the image, structures have been falsely identified
as carbon ions, resulting in the presented red noisy image. The manually registered gold ions are
shown in green. As indicated on the top left, the magnetic field deflected the ions to the right
(energy-dependent axis), while the electric field deflected in downward direction.

by 1. An example for the result of this procedure for the carbon ion registration is shown

in red in Fig. 4.6. The expected TPS curve – in this case only C6+ – is identified sufficiently

well. However, a lot of structures have been wrongly associated with carbon ions, resulting

in the shown noisy image in red colour.

Unfortunately, the presented method using the WEKA machine learning tool could not

be applied to gold ions. As can be seen from Fig. 4.4(b), the shape and internal structure

of the gold ion pits differ from each other. It was not possible to train the software to

consistently recognize the gold ion impacts. Therefore, the gold ion pits on the CR-39

sheet have been registered manually on the microscope images, which was feasible thanks

to the limited total amount of gold particles. The gold ion distribution is shown in green

in Fig. 4.6, which represents the previously mentioned broad parabolic curve, associated

with heavy ions.

4.1.3 Determination of Gold Ion Energy Spectra

For the determination of the gold ion energy spectra, the magnetic and electric field values

must be known very precisely. The protons were detected on IPs, positioned directly

behind CR-39 sheets, and can be used for a calibration of the magnetic field. A typical

proton parabola from an unheated shot is shown in white in Fig. 4.7(a). The protons are

deflected to the right by the magnetic field. The further right they are detected, the lower

is their energy. At a certain point, the proton trace terminates. This point corresponds to

an energy of 10.4 ± 0.1 MeV, which protons need in order to penetrate the 1 mm thick
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Figure 4.7: (a) Proton raw data on an IP from an unheated shot on a 300 nm gold foil. As
indicated, the magnetic field deflected the protons to the right (energy-dependent axis), while the
electric field deflected in downward direction. The distance y between the proton energy cutoff
and the zero point (visible on the top left) can be used to determine the magnetic field strength.
The widespread, irregular white structure in the background appeared on almost all IPs from
shots which had problems with sparking TPS electrodes. Thus, it originates most likely from
radiation emitted during the sparking process of the electrodes and is no real signal from the
laser matter interaction. (b) Final raw data image after coregistration and rotation of the IP and
CR-39 sheet. The calculated parabolas perfectly match the measured data.

CR-39 layer in front of the IP [133]. Protons with lower energies, which would appear

further right on the IP, are stopped within this CR-39 layer. Inserting the distance y

between this proton cutoff point and the zero point, which is visible on the top left, into

Eq. (3.2), directly provides the average magnetic field B that deflected the protons to

this cutoff point. The distance y has been measured to be 4.02 ± 0.03 cm, including a

rotational uncertainty of ± 2◦ due to slight positioning errors of the IP and an uncertainty

of up to ± 3 pixels for the determination of the exact coordinates of the zero and cutoff

points. Together with the TPS dimensions given in Sec. 4.1.18, the average magnetic field

strength amounts to

B = 0.550± 0.025 T.

In contrast to the magnetic field, which is generated by permanent dipole magnets, the

8An uncertainty of ± 0.1 cm was assumed for the measurement of the TPS dimensions.
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electric fields can vary from shot to shot, as the TPS electrode voltage needed to be turned

off and re-applied after each shot due to the venting and re-evacuation process for target

replacement. Thus, the exact value has to be determined for each shot separately. This

requires an iterative process, which involves the coregistration of CR-39 and IP images and

the overlay with the theoretical TPS curves defined by Eq. (3.7). The zero point, which is

visible on both detector types, serves as fix point for the image coregistration and is the

intersection point for the individual parabolas. As the detectors were facing each other

and the parabolas are plotted in the detection plane, only one degree of freedom is left: the

rotation around the zero point. Knowing now the magnetic field strength, the parabolic

TPS curves can be calculated using Eq. (3.7) with an initial assumption for the electric

field (≈ 11− 12 kV/cm). The calculated lines were chosen to be fixed, as this scenario

corresponds to a horizontal deflection by the magnetic field. For the identification of the

electric field value, the CR-39 image was rotated around the zero point and the electric

field parameter was iteratively adapted, until the overlay of the theoretical parabolas with

the measured carbon lines was optimized9. Afterwards, the rotation of the IP was adapted,

until the proton curve matched its theoretical prediction as well, as shown in Fig. 4.7(b).

With the magnetic and electric field strengths, all relevant parameters for the calcu-

lation of the gold ion parabolas using Eq. (3.7) are known. These parabolas are needed

for the generation of a mesh which can be overlaid with the measured data, like it was

done in Sec. 3.3.2. As a TPS resolves energy and charge states, instead of energy and

angle of emission, the mesh in this case is formed by iso-energy and iso-charge-state lines.

Fig. 4.8 shows the resulting mesh, which is overlaid with the gold data. The two red lines

correspond to the minimum and maximum charge states between which the gold signal has

been detected. The green dashed lines indicate the energy intervals, which are defined by

equidistant steps on the detector surface. The width of these steps is given by the geomet-

ric size of the projection of the TPS entrance pinhole on the detection screen (in this case

about 350 µm). The blue lines enclose exemplarily the area between two adjacent charge

states, the yellow lines enclose the area corresponding to one specific energy interval. As

the inset visualizes in orange colour, tetragons are formed by two adjacent charge states

and the energy interval boundaries. The signal within these tetragons is summed up and

saved together with the corresponding energy and charge state information.

As the parabolas overlap and are not separable from each other, the gold ion energy

9The available number of carbon lines varied from shot to shot. In Fig. 4.7(b), only the C6+ line
appeared. Up to three lines (C4+ – C6+) were visible in other shots, as can be seen in Figs. 4.9 to 4.11 in
the following section.
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Figure 4.8: The gold ion raw data is overlaid with an iso-energy, iso-charge-state mesh for the
determination of the gold energy spectra. The red lines correspond to the minimum and maximum
charge states, between which the gold ions have been detected. The green dashed lines depict to
the energy intervals, defined by equidistant steps on the detector surface with a width given by the
projection of the entrance pinhole. As enlarged in the inset, tetragons are formed by neighbouring
charge state lines and the energy interval boundaries. The signal within the tetragons is saved
together with the information about the respective charge state and energy. As indicated, the
magnetic field deflected the ions to the right (energy-dependent axis), while the electric field
deflected in downward direction.

spectra for one distinct charge state cannot be extracted from the data. Therefore, the

spectra shown and discussed in the following section are integrated over all charge states,

meaning the summation of all tetragons within one energy interval (area enclosed by yellow

lines in Fig. 4.8). However, it is still possible to extract charge-dependent information

from the intensity distribution of the signal across the gold ion parabola band, even if

single charge states are not distinguishable. Hence, the following section will show such

charge state distributions. This information needs to be interpreted very carefully, always

considering the shown error bars, which result again from the projection of the entrance

pinhole onto the detection screen. As the gold parabolas get closer towards higher energies,

these error bars naturally increase.

4.1.4 Experimental Results and Discussion

In total, seven shots on gold foils were recorded on CR-39 during this beamtime: two

on 50 nm, three on 100 nm and two on 300 nm thick gold foils. For each thickness, one

unheated shot is available, allowing to draw conclusions about the influence of the target

heating. In Figs. 4.9 to 4.11, the raw data of the seven shots is shown. The data has been

prepared as discussed in Secs. 4.1.2 and 4.1.3. The green data points correspond to gold
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Thickness heated
SC Sp Ekin p+ Ekin C6+ Ekin C5+ Ekin C4+

[#carbons] [a.u.] [MeV] [MeV/u] [MeV/u] [MeV/u]
50 nm no 1.3 × 104 – – 4− 10 3− 8 –
100 nm no 1.6 × 104 41 10− 37 3− 10 3− 7 –
300 nm no 1.9 × 104 109 10− 31 2− 9 – –
50 nm yes 5.7 × 103 – – 6− 12 5− 9 5− 5
100 nm yes (a) 6.0 × 103 6 16− 23 6− 11 5− 8 –
100 nm yes (b) 7.9 × 103 3 16− 20 5− 13 5− 10 5− 6
300 nm yes 7.5 × 103 6 16− 22 6− 14 6− 12 –

Table 4.1: The table documents the total number of registered carbon ions SC and the proton
signal on the IP, Sp, which has been measured between 16 and 20 MeV in a narrow region
of ± 7 pixels around the centre of the protons trace. Additionally, the proton and carbon energy
ranges are shown in MeV/u and with an uncertainty of at least 10%.

ion impacts, while the red data points represent the carbon data. The proton data on

IPs, where available, is plotted in white. The proton and carbon signal has been modified

for each shot individually in order to achieve an optimal illustration of the geometric ion

curves. Thus, the signal levels of protons and carbon ions may not be directly compared

in Figs. 4.9 to 4.11.

A first glance at the raw data images immediately reveals that the heating indeed has

an influence on the measured ion distributions. All gold traces from heated shots extend

further left compared to data from unheated shots, meaning that the target cleaning results

in higher energies. The gold ion energy spectra and – as much as possible due to the limited

resolution – their charge distributions will be discussed below in more detail.

The proton and carbon ion data will not be quantitatively analyzed in detail, as they

are only a byproduct of this experiment. However, the effect of heating is obvious for those

two ion species as well. In order to get a rough measure of the ion fluence, the proton and

carbon signals, SP and SC, have been summed up, respectively. The results are documented

in Table 4.1. For the carbon ions, all as such identified pits have been counted all over

the CR-39. Thus, the summation delivers the total number of detected carbon ions for a

shot. As discussed in Sec. 4.1.2, a relatively large amount of structures have been falsely

assigned to the class of carbon ions by the machine learning tool. Therefore, the carbon

numbers are overestimated, however, in a comparable way for all shots.

For the protons, the unheated shots are superpositioned with a background structure

caused by sparking electrodes. Thus, only a narrow region of ± 7 pixels around the centre

of the parabolic trace on the IP has been taken into account to minimize the effect of this
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Figure 4.9: Raw data from (a) heated and (b) unheated shots on 50 nm thick gold foils. The
green data points correspond to gold ions, the red data points to carbon ion data. For the shots
on 50 nm, no IP data is available. The carbon ion signal levels have been adjusted for each image
separately, in order to achieve a better illustration.
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Figure 4.10: Raw data from (a) heated and (b) unheated shots on 300 nm thick gold foils. The
green data points correspond to gold ions, the red data points to carbon ion data. The proton
signal, detected by IPs, is shown in white. The proton and carbon ion signal levels have been
adjusted for each image separately, in order to achieve a better illustration.
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Figure 4.11: Raw data from (a), (b) heated and (c) unheated shots on 100 nm thick gold foils.
The green data points correspond to gold ions, the red data points to carbon ion data. The
proton signal, detected by IPs, is shown in white. The proton and carbon ion signal levels have
been adjusted for each image separately, in order to achieve a better illustration.
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radiation background. Since the signal was not transferred into absolute proton numbers,

the energy dependency needs to be considered. To reduce this influence, only the region

between 16 and 20 MeV was included, as in this energy range (which corresponds to a

specific geometric region on the detector) proton signal was measured for all shots. Despite

these uncertainties, it is evident that the proton signal from unheated shots is much higher

than that from shots on heated foils. Also the carbon numbers are at least a factor of

two higher for unheated shots. This points out that, apparently, the proton and carbon

numbers are much lower for heated shots than for unheated ones. This demonstrates

the efficiency of the heating, even though the proton and carbon numbers have not been

decreased to zero.

Noteworthy are also the energy ranges for the protons and carbon ions, which are

documented in Table 4.1 as well. The respective energy cutoff positions have been identified

by eye and not algorithm-based, as it was shown in Sec. 4.1.3. Hence, the energy values

have to be interpreted with an uncertainty of at least 10%. The maximum proton energies

for the heated shots are observed to be lower than for unheated shots. This initially appears

contradictory, as the accelerating field remains the same and only the proton number is

reduced, but has also been observed in several former experiments (e.g. references [144,

145, 148]). This observation possibly indicates an effective heating at the laser target

interaction point, where protons indeed might have been completely removed, as they

would be accelerated to the same energies. It has been shown that protons with lower

energies originate from rings surrounding the central laser interaction spot with diameters

of several hundreds of µm [163], where in this case the heating might not have been sufficient

enough to remove all protons.

The gold ion energy spectra, which have been calculated following the procedure in

Sec. 4.1.3, are presented in Fig. 4.12. Shots on unheated gold foils are displayed in blue,

while the red and yellow lines are spectra from heated shots. Obviously, the target cleaning

had indeed the desired effect and heated shots have achieved higher gold ion energies than

unheated ones. The energy range appears to be independent of the target thickness. The

achieved maximum gold ion energy of about 5 MeV/u was at the time of data publication

the highest hitherto measured laser-accelerated heavy ion energy that was reported in

literature [48]. Compared to the light ion energies in Table 4.1, it is striking that the

carbon ion energies start at 5− 6 MeV/u for the heated shots, right at the gold ion energy

cutoff point. The carbon ions achieve energies of up to 11 − 14 MeV/u, where soon the

protons take turns at energies of 16 MeV up to 20 − 23 MeV. The energy spectra of the
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Figure 4.12: Gold ion energy spectra for shots on heated (red, yellow) and unheated (blue) target
foils of thickness 50, 100 and 300 nm (from top to bottom). The energy spectra are integrated
over all charge states. Figure published in reference [48].
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(a)

(b) (c)

Figure 4.13: (a) Number of recorded gold ions that have been accelerated in target normal
direction, plotted versus the target thickness. Red diamonds are from heated, blue squares from
unheated shots. (b) Fraction of measured gold ions which were accelerated into the highest energy
interval around 5 MeV/u, plotted versus the target thickness. (c) Mean charge state of detected
gold ions plotted versus the target thickness.

light ions exhibit a pretty narrow bandwidth and it seems as if the ion species alternate

with one another.

Comparable ion energy distributions with a spectral separation of the individual ion

species have been shown experimentally and in simulations for circularly polarized, short

laser pulses (30− 40 fs, 1 J) on Formvar targets [164, 165], but also for linearly polarized,

long laser pulses (700− 900 fs, 200 J) on copper foils [85]. All target foils had a thickness

of a few tens of nanometers. The authors of the respective studies concluded that the

spectrally separated, narrow-bandwidth features, which they observed in their energy dis-

tributions, indicate the predominant acceleration in the (light sail) RPA regime, after an

initial separation of the ion species due to their different charge-to-mass ratios in an early

acceleration phase. The heaviest of three simultaneously accelerated ion species showed an

exponentially decaying, TNSA-like spectrum [85, 165], which is also seen in Fig. 4.12 for

the gold ions of this experiment.

The number of gold ions that are accelerated in the target normal direction decreases

with increasing target thickness, which is shown in Fig. 4.13(a): for 50 nm thick gold foils,

ion numbers between 1600 and 2700 have been accelerated in target normal direction. For

100 nm, this number dropped to 1000 − 1600 and, for 300 nm, only 450 − 600 gold ions

have been registered in the TPS. At the same time, the slopes of the spectra from the

heated gold targets seem to flatten with increasing target thickness. This means, that the

fraction of gold ions that have been accelerated to maximum energy increases, as depicted

in Fig. 4.13(b), while the total gold ion number declines. For 50 nm, this fraction is 0.5%

(15 gold ions within the highest energy interval). For 100 nm, it is 2.1% and 2.6% (23
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and 41 gold ions) and for 300 nm 10.9% (50 gold ions), showing that not only the relative

fraction but also the total number of gold ions, that have been accelerated to maximum

energies in target normal direction, increases with the target thickness.

The energy-dependent charge state distributions are plotted in Fig. 4.14, exemplarily

for one heated shot on each target thickness. The charge state distributions did not differ

for heated and unheated shots. The charge state distributions are plotted for each energy

interval separately, starting from lower energies on the bottom towards higher energies

in the upward direction. The corresponding energy interval and the uncertainty of the

individual charge states are annotated next to each curve. The mean charge state for

each energy interval is indicated together with the uncertainty of the individual charge

states. The total mean charge state, averaged over all gold ions of a shot, independent

of their energies, is depicted by the orange dotted line. The ”S”-like fluctuation of the

energy-dependent mean charge states around this line (the total mean charge state) has

been observed for all shots. It is most likely a systematic error introduced during data

analysis and not a real fluctuation in the charge state distributions. Apparently, thicker

foils delivered gold ions with higher charges, which is also shown in Fig. 4.13(c). This

could possibly be an explanation for the larger fraction of gold ions at higher energies,

which has been observed for thicker foils, as higher charged particles generally experience

a stronger acceleration in electromagnetic fields. However, the limited data statistics and

spectrometer resolution do not allow for more than those coarse interpretations.

4.1.5 Concluding Remarks

The presented campaign at the TPW laser was the first experiment of our group dedicated

to the investigation of laser-driven heavy ion acceleration. The detected maximum gold ion

energy around 5 MeV/u marks an important step towards the envisaged realization of the

fission-fusion reaction mechanism. The gap between the energy threshold for this reaction

scheme at about 7 MeV/u and formerly achieved heavy ion energies of up to 2 MeV/u

could be significantly reduced by a factor of 2.5. Beyond that, it is difficult to draw

reliable empirical conclusions about the properties of the laser-accelerated gold ions, as the

resolution of the employed TPS was very limited. A general trend towards higher charge

states for thicker target foils could be observed. However, the exact distribution of charge

states and the potential observation of any specially pronounced charge states, like Au51+

in the simulations shown in references [46, 47], cannot be extracted from the data. This

information would be crucial for an understanding of the underlying ionization processes
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Figure 4.14: Charge state distributions for heated shots on 50, 100 and 300 nm targets as a
function of the ions’ kinetic energy (rising from bottom to top). The respective mean charge
state for one energy interval is indicated together with the corresponding uncertainty of the
charge states. The overall mean charge state, averaged over all energies, is indicated by the
orange dotted line.
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and, hence, the mechanisms of laser-driven heavy ion acceleration. As a consequence, a

TPS has been developed, whose magnetic and electric fields have been designed with careful

consideration of the heavy ion deflection properties, as presented previously in Sec. 3.3.3.

Furthermore, the beamtime revealed the need for an improvement of the target cleaning

mechanism. Indeed, as has been shown, the heating of the target foils had the desired effect

of proton signal reduction and an increase in the gold ion energies. However, the protons

could not be entirely removed. It was discussed in the previous section that the still existent

protons might originate from outer regions surrounding the laser matter interaction region.

It stands to reason that heating a larger area could further reduce the proton number,

potentially even to zero. For the irradiation of a larger area, a more powerful laser is

needed in order to achieve the same heating intensity. Therefore, a new laser was acquired

after the beamtime, which could deliver light up to 4 W at a wavelength of 532 nm10.

A major issue during this experiment was the damage of the heating laser as shown

in Fig. 4.2(b). As a direct optical path between the interaction point of the main laser with

the target and the heating laser exists, scattered light from the laser matter interaction

is most likely focused into the heating laser head. This can be prevented by blocking

this beam path prior to each shot on a target. For this purpose, a fast shutter has been

purchased11 for the usage in future beamtimes. A rapid closing time of below 2 ms ensures

that the heating can be maintained as long as possible before the target is shot. Thus,

the time is minimized for any residual particles and/or molecules in the vacuum to re-

accumulate on the target surface.

Room for improvement is also in the surveillance of the heating procedure itself, as it

was only controlled by watching the shape and amplitude of the measured NIR spectra.

The actual behaviour and condition of the gold foil has not been monitored. An optical

control would provide information about the deformation of the foil, which is an inevitable

side effect of the targeted application of heat. This becomes essential, once the deforming

target would move out of the laser focus, which needs to be corrected. Besides, such an

optical target control could be used for the identification of good quality foil surface spots

with little wrinkles or dirt, which might differ from the initial, unheated target. Hence, an

additional optical surveillance of the target surface during the heating process for example

by including the focus diagnostics in the design of the heat spectrum measurement, would

be beneficial for a better target control and to establish reproducible conditions.

10VA-II-N-532-4W by Beijing Viasho Technology Co.,Ltd (http://www.viasho.com/)
11Uniblitz Laser Shutter LS6S2Z1 by Vincent Associates Inc. (http://www.uniblitz.com)

http://www.viasho.com/
http://www.uniblitz.com
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4.2 Experiment at the PHELIX Laser

The second experiment dedicated to laser-driven gold ion acceleration, which is presented

in this thesis, was performed at the PHELIX laser at the GSI in Darmstadt, Germany.

The improvements suggested in Sec. 4.1.5 have been implemented and resulted indeed in

higher gold ion energies and in individually resolvable gold ion charge states. After the

description of the experimental setup and procedure and the data processing and analysis,

the results will be shown and discussed in detail at the end of this section.

4.2.1 Experimental Setup and Procedure

A schematic overview of the experimental setup is provided in Fig. 4.15. The PHELIX laser

delivered pulses with energies ranging between 170− 200 J and within durations of 500 fs at

a central wavelength of 1054 nm. The beam is focused down by an f/1.6 off-axis parabolic

mirror to a spot size of about 14− 15 µm2 (FWHM), which contained around 23% of the

laser energy. As done for the experiment at the TPW, antireflectively coated, UV fused

silica windows from Altechna UAB12 with a diameter of one inch and a substrate thickness

of 5 mm have been used as single inline plasma mirrors for contrast enhancement. Again,

they have been mounted on a mirror holder positioned on a kinematic base, enabling an

alignment-preserving plasma mirror replacement after each laser shot. The cycle-averaged

intensity on target is estimated to be about (2.9 ± 0.6) × 1020 Wcm−2 within the FWHM

area and around (4.1± 0.9) × 1020 Wcm−2 at the peak value13.

Gold targets with thicknesses of 100, 300 and 500 nm (± 10%) have been prepared by

the LMU target factory using physical vapor deposition. Steel frames with holes of 3 mm

diameter served as target holder for the gold foils. Additionally, the target laboratory

of the GSI provided gold foils with thicknesses of 25 nm (45 − 50µg/cm2) and 45 nm

(85 − 95µg/cm2) on steel frames with larger diameters. The targets have been cleaned

radiatively by two green cw lasers at a wavelength of 532 nm. The very poor beam profile

of the heating laser with a power of 4 W, which was acquired as a consequence of the

findings of the TPW beamtime, cancelled out the advantage gained by the higher output

power compared to the previously used 1 W heating laser. Therefore, the latter has also

been installed as support for the target heating. The laser with the higher output power

12http://www.altechna.com, Product ID: CM-1-OS-2-0254-5-[6R27-63]
13A transmission of (72 ± 1)% through the beamline [166], a reflectivity of (70 ± 5)% of the plasma

mirror [167] and an uncertainty of ± 5% for the laser pulse duration have been assumed for the intensity
calculation.

http://www.altechna.com
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Figure 4.15: Schematic of the experimental setup at the PHELIX laser.

was focused onto the front side of the foil, facing towards the ion diagnostics, while the

laser with the lower output power was heating the rear side. A simultaneous irradiation of

both front and rear side turned out to provide the best heating efficiency, which led for two

shots even to the desired total removal of the proton signal in the energy range detectable

by the applied ion diagnostics.

As suggested in Sec. 4.1.5, the thermal spectrum measurement was included in the

focus diagnostics. A Mitutoyo 20x Plan Apo NIR objective collected the thermal radiation

from the irradiated target. The signal was guided to the outside of the vacuum chamber

through a vacuum window. By means of a flippable mirror, it could be selected either to

measure the thermal radiation emitted from the target with the NIR spectrometer or to

inspect the target surface with a CCD camera, which was also used for focus diagnostics.

As could be observed by using this camera, an increase in the laser power led to a flattening

of the gold foils and a substantial removal of dust particles on the foil surface. Drifts of the

foil position out of the focal plane of several tens of µm due to the deformation/flattening

of the gold foil could be monitored and corrected by this optical surveillance. The point of

melting was clearly recognizable on the camera images, when the laser heating exceeded

the melting point of gold (1064 ◦C), as the foil surface started swirling until small, fast-

growing holes have been formed. A reliable online calculation of the temperature values
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Figure 4.16: An extension vacuum chamber has been connected to the main vacuum chamber of
the PHELIX laser via a 100 mm long drift tube with a diameter of 160 mm in order to fit the
heavy ion TPS into the vacuum. The electrodes reach from the TPS magnet yoke in the main
chamber into the extension chamber, where also the detection screen is placed. The extension
chamber has been accessed through a blank flange after each laser shot for the replacement of the
used offline detectors (CR-39 and IP). The dimensions of the vacuum chambers and the distances
shown in the image are not to scale.

from the heat spectrum was not feasible during the beamtime. However, the shape and

amplitude of the thermal spectrum reacted similarly on an increase of the laser power for

different foils with varying thickness. Thus, the targets were heated empirically as close as

possible to the melting point by carefully increasing the laser power, while watching the

thermal spectrum and regularly checking the surface images using the microscope camera.

As ion diagnostics, the newly developed heavy ion TPS described in Sec. 3.3.3 has

been installed at the direction of target normal. It has been equipped with a pinhole

of 100 µm diameter at a distance of 72.2 cm to the target, resulting in a detected solid

angle of 1.5 × 10−5 msr. The detection screen has been positioned at a distance of 86.4 cm

to the pinhole, which ensured a sufficiently long drift distance while optimally using the

size of the detection screen. The length of the PHELIX laser vacuum chamber was not

sufficient for the TPS due to the length of the electrodes and the required drift distance

for the ions before their registration in the detection screen. Therefore, as displayed in

Fig. 4.16, an extension vacuum chamber was connected to the main chamber via a circular
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Figure 4.17: Detector unit used as ion diagnostics in the heavy ion TPS. Left: view from the
front, right: view from the rear. IP (blue) and CR-39 sheets (yellow) are used as passive detectors.
The skew edges in the left top and right bottom corners (view from the front) serve no other
purpose than to support the CR-39 sheets. Tilting of the detectors within the detector holder is
prevented by indentations, which exactly fit the detector dimensions, visible in the bottom of the
rear view on the right side of the figure.

drift tube with a diameter of 160 mm and a length of 100 mm. The TPS electrodes start

within the magnet yoke and reach into this extension chamber, where also the detection

screen is placed. The positively charged ions will be deflected upward by the magnetic

field of the TPS. Hence, ions with higher energies will hit the detection screen at lower

y positions, while the trajectories of lower energetic ions, which generally experience a

stronger deflection, will end up at the detector at higher y positions. Below a certain

kinetic energy (depending on the respective particle species and charge state), the ion

trajectories start to intersect with the drift tube. Thus, the circular shape of the rear edge

of the drift tube will be projected onto the detector images. This will be of relevance in

Sec. 4.2.2 for the consistent alignment of CR-39 nuclear track detector sheets from different
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laser shots along the y dimension.

Fig. 4.17 shows the detection screen used in the heavy ion TPS with IPs14 and 1 mm

thick CR-39 track detectors15 as passive ion detectors. The IPs have been scanned 30 min-

utes after irradiation with a GE Typhoon FLA 7000 IP scanner. The IPs and CR-39 sheets

have been positioned by the shown detector holder, which consists of an aluminum plate

at the rear and an aluminum frame at the front side. The detector holder was positioned

with two kinematic bases, which enabled the reproducible placement of the detector holder

after the passive diagnostics have been exchanged. The IPs have a size of 10 × 20 cm2,

while the CR-39 sheets are slightly smaller with a size of 9.5 × 20 cm2. Two versions of

CR-39 detectors have been used in the experiment: a conventional, simple sheet without

any modifications and a slotted version (see Fig. 4.17) with 2.5 mm broad slots without

material, that are separated by 3 mm broad stripes of CR-39 material. The latter version

has the advantage that gold ions can be alternately detected by both CR-39 and IP, which

enables the calibration of IPs for the detection of gold ions, which is, however, beyond the

scope of this thesis. The detectors are aligned by indentations with the respective widths

in the front side of the detector holder (see the rear view of the detector holder at the

right side of Fig. 4.17), which prevents a tilt of the detectors within the holder. As can be

seen in the figure, the only left degree of freedom is a displacement along the y dimension.

The skew edges at the bottom right and top left corners (seen from the front) of the front

side of the detector holder serve as locating surfaces, on which the CR-39 sheets rest. In

contrast to the CR-39 sheets, the IPs have been wrapped in 12 µm thick aluminum foil for

the protection from ambient light, which is why they did not fit exactly into the dedicated

indentation, leading to slight tilts of the IP with respect to the intended position in the

detector holder. A further rotational error could have been introduced by the positioning

of the IPs in the IP scanner. For this reason, the shadow of the “rails” in the front plate

supporting the IPs and the mentioned locating surfaces for the IP detectors are used for a

rectification of the IPs, as will be described in Sec. 4.2.2.

14Storage Phosphor Screen BAS-IP TR 2040 E from Cytiva, formerly GE Healthcare Life Sciences,
http://www.cytivalifesciences.com

15The CR-39 nuclear track detectors have been manufactured by Track Analytics Systems Ltd. (TASL),
http://www.tasl.co.uk

http://www.cytivalifesciences.com
http://www.tasl.co.uk


84 4. Study of Laser-Driven Acceleration of Gold Ions

y

x

-x

signal

𝝉

projection

along y

Figure 4.18: The IP images are rectified using the shadow of the detector holder (red polygon).
The region inside this polygon was exposed to the signal plus background radiation. The latter
was blocked by the holder in the outside area (dark blue area). The alignment of the IP images
along the direction of magnetic (y) and electric (x) deflection, respectively, is ensured by fitting
an error function to the projection along a clearly visible, horizontal edge (here the bottom edge,
as indicated by the orange region) and minimizing the width τ of the error function.

4.2.2 Data Processing

Rectification of Image Plates

For a consistent data analysis of the various diagnostics elements (IP, CR-39 track de-

tectors), the signals from different shots, and thus different passive detection media, need

to be aligned in the same, comparable way. While the detector holder is mounted on two

kinematic bases, ensuring its precise, reproducible positioning, the orientation of the IPs in

this holder as well as in the IP scanner for the subsequent signal readout may vary slightly

from shot to shot, as discussed in the previous section. Hence, the IPs need to be rectified

before using them for data analysis. Typically, as described in Sec. 4.1.3 for the TPW

experiment, the zero point serves as fixed rotation point and the detector is finally aligned

by superposition of the measured TPS curves with the predicted theoretical parabolas.

However, for this beamtime, the zero point could not be identified on the detector screens.

The occurrence of the zero point was actually expected, as a free optical path from the

TPS pinhole to the detection screen was ensured. Its absence complicates the rectification

of the IPs.
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As the detector holder is precisely positioned by kinematic bases, the shadow of its

frame may be used to align the IP detector images. Fig. 4.18 shows an IP image, which

was recorded without CR-39 in front of it. The red polygon corresponds to the detector

holder frame, which encloses the irradiated area. Almost no background signal was detected

outside of this region, since any kind of radiation was blocked by the detector holder frame.

The detector holder was aligned such, that the vertical red lines on the left and right side

in the figure (which corresponds to the bottom and top edge of the detector holder frame)

matched the horizontal orientation of the magnetic and electric fields of the TPS. Thus,

the IPs need to be rotated until the edges of the detector holder frame shadow, which is

always visible on the images, are in vertical (for the left und right red lines) or horizontal

(for the top and bottom red lines) orientation. Then it is ensured, that the deflection due

to the magnetic field is (only) along the y dimension and the deflection due to the electric

field (only) along the x dimension.

In order to align the IP images in the respective orientation, the projection along a

clearly visible, horizontal edge has been taken. In Fig. 4.18, the projection along the

bottom edge was chosen, as indicated by the yellow area on the bottom, and displayed in

the inset graph. An error function,

signal = a · erf
(︃
x− b

τ/2

)︃
+ c, (4.1)

was fitted to this projection and its width, here defined by τ , was minimized. In this

case, the transition from the irradiated region towards the unexposed area is as short as

possible, meaning that the edge is oriented along the direction of the projection. By this,

all analyzed IP images have been rotated into the same orientation. In a last step, they

are moved into the same position. This is done by fitting error functions to the projections

of a horizontal and a vertical edge and correcting for the respective axial displacement b

from Eq. (4.1). As a result, the absolute x and y coordinates of all IP images are the same

and directly comparable, within an estimated uncertainty of ± 1 pixel.

Digitization of CR-39 detector sheets

The CR-39 sheets have been etched in six-molar NaOH for 45 minutes and 80 ◦C and after-

wards scanned with the autofocus Zeiss Axiotron II microscope and the pattern recognition

software SAMAICA. The software fits ellipses to the registered structures and returns the

coordinates of the pit positions. Additionally, information about the ellipses’ central bright-
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Figure 4.19: Result of the scanning process with the autofocus Zeiss Axiotron II microscope and
the pattern recognition software SAMAICA. The colourmap refers to the size of the ion pits. The
data is taken from a shot on an unheated 500 nm thick gold foil. The directions of deflection due
to the electric field E and the magnetic field B, respectively, are indicated by the arrows.

ness, about their ratio of minor to major semi-axis and about the area which is enclosed

by the ellipses is saved. The result of such a scan with SAMAICA is exemplarily shown

in Fig. 4.19. The colourmap in the figure refers to the enclosed area and, hence, visualizes

the ion pit size. Clearly, individual curves are visible on the scanned CR-39 image, which

can be attributed to ions with different charge-to-mass ratios, as typical for TPS measure-

ments. However, the signal is superimposed by a noisy background all over the image,

which impedes the data analysis.

To minimize this background, the various fit result parameters of the CR-39 scan can

be exploited as filter conditions. The fit parameters are expected to behave comparable

for ion pits of the same species. Histograms of the three parameters (enclosed area, cen-

tral brightness and semi-axis ratio) are plotted exemplarily for a shot on a 500 nm thick,

unheated gold foil in Fig. 4.20(a)-(c). Both the central brightness and the ratio of minor

to major semi-axis show one distinct peak, which contains the majority of the ion signal.

As expected for almost normally incident ions, the peak for the ratio of minor to major

semi-axis approaches 1, which means that the ion pit ellipses are close to perfect circles.

The enclosed area exhibits four peaks. The lowest one around zero originates most likely

from very small, noisy structures, which are not related to particle impacts. The other

three peaks suggest the occurrence of three different ion species, as the pit size is depen-

dent on the particle mass. The peaks are broadened due to the expected poly-energetic,
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(b) (e)

(c) (f)

Figure 4.20: (a) - (c) Histograms of three selected pit parameters resulting from automatic elliptic
fits applied by SAMAICA to scanned CR-39 data. (d) - (f) Correlations can be identified when
the pit parameter are plotted versus each other. The data is taken from a shot on an unheated
500 nm thick gold foil.
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(a) (b)

(c)

Figure 4.21: The background of the scanned CR-39 detector data can be reduced if only pits
are accepted, whose ellipse parameters lie within certain boundaries, that can be attributed to
ion signal. In total, three filtering stages have been applied to the CR-39 data. The accepted
data points in (a) are drawn in black. In (b), the ion species can be separated by their pit
sizes: orange refers to gold ions, violet to oxygens and yellow to carbons. (c) shows the last
filtering step for the example of gold ions. The accepted data points are displayed in green. The
two-dimensional gate conditions in each step have been defined by hand. The selected regions
around the parameter correlations were chosen as small as possible in order to exclude a maximum
number of background data points, but large enough that no correlated patterns related to the
observed ion curves – especially for heavy ions – appeared in the discarded data (see Fig. 4.22(a)).

exponential ion energy distribution, resulting in slightly different pit sizes, but also due to

small uncertainties of the ellipse fit parameters.

In Fig. 4.20(d)-(f), correlations between the parameters are plotted in order to identify

different signal signatures and enable efficient filtering. Clearly, visible correlations confirm

the accumulation of signal in certain parameter regions. Filtering these correlations by two-

dimensional gate conditions in the offline analysis significantly reduces the background
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signal, as exemplarily shown by Figs. 4.21 and 4.22. All analyzed CR-39 images have

been filtered in a three-fold sequential procedure as described in the following for the

example of the 500 nm thick, unheated gold foil. First, in Fig. 4.21(a), the semi-axis

ratio is plotted against the central brightness. The region containing all ion signals is

identified by hand (drawn in black) and the respective data points within this region are

extracted. Thereby, the boundaries have been chosen as small as possible to exclude a

maximum number of background data points. However, the selected region has to be large

enough that no correlated patterns related to the observed ion curves – in particular for

heavy ions – appeared in the discarded data, which would indicate the false identification

of good ion data as background events. After this first filtering stage, the corresponding

enclosed area parameters are plotted against the minor-to-major semi-axis ratios, as shown

in Fig. 4.21(b). Doing this, a separation of different ion species is possible: the heavy gold

ion data points can be identified as the data points drawn in orange, while the oxygen ion

data is contained in the area marked by violet points and carbon ion data are localized

in the region showing the yellow points. Such a clear separation between oxygen and

carbon ion parameters, as displayed here, was not observed for all shots. Therefore, it was

usually only differentiated between light and heavy ions. In a last filtering step, shown in

Fig. 4.21(c) for gold ions, the enclosed area is plotted against the central brightness and,

again, the data points identified nearby the correlated area were extracted.

All discarded data points, representing the identified background contribution, are

shown in Fig. 4.22(a). The control of the discarded data points after each filtering stage

was essential for the manual choice of the boundaries, as these were chosen as close as

possible around the correlation regions, however, without discarding real ion data points.

The resulting light ion signal is plotted in Fig. 4.22(b) and the heavy ion signal, which

is lateron used for the determination of the quantitative gold ion spectra, is displayed in

Fig. 4.22(c). It is striking that, besides the expected gold ion curves in the lower part of the

image, large-sized pits have been measured in the higher charge-to-mass ratio region (to-

wards larger x coordinates), where exclusively light ions would be expected. This has been

observed for all shots and will be further discussed in Sec. 4.2.7. However, a convincing

and consistent explanation for this phenomenon still has to be found.

After the ion signal has been discriminated from the background, the correct superpo-

sition of the scanned CR-39 data with the IP images has to be ensured. The orientation

and x position was already defined by the design of the detector holder, as the x dimension

of the CR-39 sheets fitted exactly into the detector holder (top and bottom red lines in
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Figure 4.22: CR-39 data points from an unheated shot on a 500 nm thick gold foil after the
filtering process as displayed in Fig. 4.21. After each filter stage, the discarded pits are inspected.
In (a), all rejected data points are shown, clearly indicating the uncorrelated distribution of
ion tracks. (b) shows the filtered light ion signal and (c) the heavy ion signal originating from
large-sized pits. The directions of deflection due to the electric field E and the magnetic field B,
respectively, are indicated by the arrows.
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Figure 4.23: (a) Cumulated ion signal from six different laser shots measured on IP. Each shot
is displayed in different colour. The laser-accelerated ions traversed a short drift tube before
they hit onto the detection screen. Below certain energies, the trajectories of the ions, which
are upward deflected by the magnetic field of the TPS, intersect with the drift tube. Thus, the
circular shape of the tube’s rear edge was projected onto the detector. This can be used for an
exact positioning of the CR-39 sheets along the y dimension. The slotted structure for some shots
is due to CR-39, which was partly covering the IP. The circular cutoff is clearly visible and has
been traced by hand (red dashed line).
(b) Heavy ion data points from six different shots on CR-39. The data from five shots (black)
have already been aligned to the circular cutoff curve. One shot still needs to be shifted to its
correct position (blue). The y shift of the shown data in blue is slightly exaggerated for a better
illustration.

Fig. 4.18). Since the detector holder was precisely and reproducibly positioned by kine-

matic bases, it can safely be assumed that the x position and the orientation of the CR-39

sheets match sufficiently well with the projection of the detector holder on the IPs. The

only remaining degree of freedom is the positioning along the y-axis. The detection screen

was mounted in an extension vacuum chamber, that was attached to the main chamber

using a tube with a diameter of 160 mm and a length of 100 mm. The magnetic field of

the TPS deflected the ions in upward direction. Naturally, below certain ion energies, the

deflection causes the ion trajectories to intersect with the drift tube. Thus, the circular

shape of the edge of this tube was projected by the ions onto the detector as a round,

geometric cutoff curve. In Fig. 4.23(a), the ion signal from six different laser shots on

IPs is shown, each shot is plotted in a different colour. The periodic structure, which is

visible for some shots, is due to slotted CR-39, which was partly covering the IPs. The

red, curved dashed line visualizes the cutoff curve, which was traced manually from the

data on the IPs. This cutoff curve can be used to find the correct position of the CR-39

data by shifting along the y-axis, as shown in Fig. 4.23(b). The black points correspond
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to the heavy ion data from five different shots on CR-39 that already have been shifted to

their correct y position. The blue points visualize the data from a sixth shot on CR-39,

which is not yet on its correct y position. By this, the CR-39 sheets can be aligned with

an accuracy of about ± 5 pixels along the y dimension.

4.2.3 Energy Calibration

The magnetic dipole field of the TPS is calibrated using two different proton energy cutoffs

by introducing differently thick copper layers in front of the detector for two consecutive

shots. The magnetic field strength can be concluded from the distance between the po-

sitions of these proton energy cutoffs along the energy-dependent dimension y. In pan-

els (a) and (b) of Fig. 4.24, the respective parts of the proton traces behind 998 ± 1 µm

and 793 ± 1 µm copper are shown. The respective energies, that protons need to pass

through the copper material and the subsequent aluminium foil with a thickness of 12 µm,

that was wrapped around the IPs for ambient light protection, have been determined using

the Monte-Carlo-based software TRIM [168]. By simulating 99999 particles each, it was

found that protons with energies of 22.73 and 19.92 MeV reached on average to the end

of the aluminium foil. Therefore, these energies are taken as proton energy cutoffs for

the energy calibration. Regarding the respective average straggling of 37 and 31 µm for

protons with these kinetic energies, the thickness uncertainties of the copper layers have

been neglected in the following.

The proton traces are broadened due to scattering in the copper, which complicates

the identification of the exact cutoff positions. Hence, the images of these traces were

projected along the non-energy-dependent x dimension, as illustrated in blue colour in

Figs. 4.24(c) and (d). Error functions as in Eq. (4.1) have been fitted to the relevant

parts of the projections (yellow) and are drawn in orange in the figures. The proton energy

cutoff positions are defined to be at the inflection points of the fitted error functions, where

the signal has decreased to a level of 50% of the maximum signal with respect to the

background level. These cutoff positions are indicated as black dotted lines in the figure.

The amplitude of the error function fit strongly depends on the arbitrarily chosen data

range (yellow in the figure): if more (less) data points toward lower (higher) pixel values

are included into the fit, the amplitude will be lower (higher). Nevertheless, the level of the

background signal will not change by varying the data range and the error function will

still resemble the shape of the decaying signal. If the amplitude is increased (decreased)

by a different choice of the data point range, the position of the inflection point moves
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Figure 4.24: Panels (a) and (b) show the proton traces after passage through 998±1 and 793±1 µm
thick copper layers, respectively. They have been recorded by IPs without preceding CR-39 sheets
and aligned as described in Sec. 4.2.2. The corresponding projections onto the y-axis are plotted
in blue in (c) and (d). The data shown in yellow has been used to fit an error function (orange)
in order to define the energy-dependent y position of the proton cutoff, which is defined as the
inflection points of the error functions (black dotted lines). This position is highly dependent on
the data range used for the error function fit (yellow). Therefore, an error margin is defined for
the inflection points and shown here by the grey bars. As indicated in (c), this error margins
are defined by the y positions, at which the error function fits are between 40 and 60% of the
maximum signal. In (d), the cutoff position from (c) is also indicated, in order to visualize the
distance along the energy-dependent axis y between the two proton energy cutoff points, which
is used for the energy calibration of the TPS.

leftwards (rightwards), which needs to be accounted for. Therefore, the actual position of

the inflection point is assumed to be within the range between 40 − 60% of the maximal

signal level (see Fig. 4.24(c)). Including the IP positioning uncertainty of ± 1 pixels, as

stated in Sec. 4.2.2, the cutoff positions of protons with energies of 22.73 and 19.92 MeV

have been by that determined to be at 3144±5 and 3347±5 pixels, respectively. Thus, the

distance between the intersection points of the two proton trajectories with the detection

plane is

d = 203 ± 10 px (4.2)

in the direction of magnetic, energy-dependent deflection (along the y-axis).

Knowing the distance d, a calibration factor for the magnetic field distribution, which

has already been simulated during the design of the heavy ion TPS (see Sec. 3.3.3), can be

determined. Protons with the two energy values have been tracked using the tracking code

from reference [139] based on the MATLAB function ode23 applying the Runge-Kutta
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Figure 4.25: Section of a raw data image taken with an IP. The dark blue stripes are from a
slotted CR-39 sheet in front of the IP. Ion signals are visible in form of yellow stripes. The
topmost trace could be identified as C6+. Special about this shot is, that the carbon ions were
energetic enough to penetrate the 1 mm thick layer of CR-39, which requires a minimum energy
of 18.87 MeV/u. The red area illustrates the range (1775 to 1857 pixels), in which the position
of this carbon ion energy cutoff could be. This can serve as an additional data point for the
energy calibration. The vertical dashed black line indicates the y position, at which carbon ions
with the stated cutoff energy would impinge when tracking using the calibration value given by
Eq. (4.3), which is well within the allowed y range. However, the error bar for this position
towards higher y values exceeds this allowed range. Therefore, the error margin of the calibration
factor b may be adapted for physical reasons, as carbon ions with these energies would be visible
behind the CR-39. As indicated on the top left, the magnetic field deflected the ions to the right
(energy-dependent axis), while the electric field deflected in downward direction.

algorithm. A calibration factor b for the magnetic field has been introduced and iteratively

changed, until the distance between the two intersection points of the respective proton

trajectories with the detection plane was equal to the value from Eq. (4.2). It was found

that the magnetic field needed to be corrected by a factor of

b = 0.903 ± 0.040. (4.3)

This calibration factor can be confirmed by an additional shot, for which carbon ions

were detected on an IP after passage through a 1 mm thick layer of CR-39, as shown in

Fig. 4.25. The IP was covered by a slotted sheet of CR-39, which explains the stripes

without ion signal in the figure. Dark blue parts were covered by CR-39, the remaining

parts were directly exposed to the impinging ions (except for a 12 µm thick aluminum foil

protecting the IP from ambient light). The yellow lines are ion traces, with the topmost

being the C6+ curve, which starts to appear even behind CR-39 at a certain energy (the

energy increases towards the left of the figure, with decreasing y). The cutoff energy for

carbon ions for the passage through 1 mm of CR-39 (and a subsequent layer of 12 µm thick
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aluminium) has been simulated as described above with TRIM [168] and was determined

to be at 18.87 MeV/u [133]. The exact cutoff point cannot be determined on Fig. 4.25, as

it might be at a position, where the IP was not covered by CR-39. Therefore, as indicated

in red in the figure, only a range can be defined, within which this carbon energy cutoff

must be located: 1775 to 1857 pixels.

This additional data point can be used for a validation of the calibration factor b, as

carbon ions with the cutoff energy must impinge at y positions within the indicated red

region. For this, the C6+ energy cutoff position is calculated via the tracking code and

extracted as relative distance to the y position of the 19.92 MeV proton energy cutoff.

The absolute y position of the C6+ energy cutoff on the detector plane can be calculated

knowing the position of this proton cutoff, which was given above. Indeed, as indicated

by the black dashed line in the figure, which shows the impact position of carbon ions,

the tracking through the magnetic field distribution, which has been calibrated using the

factor b delivers plausible results. However, the error bar towards increasing y exceeds the

allowed range for the impact position of these carbons ions. This is physically meaningless,

as carbon ions would have been detected at these positions behind the CR-39. Therefore,

the error for the calibration factor b may be adapted and reads now

b = 0.903+0.040
−0.007. (4.4)

Based on this calibration factor and the y position of the 19.92 MeV proton cutoff,

the gold ion trajectories have been tracked for charge states ranging from 30 to 79 and

for energies between 0.5 and 10 MeV/u. For each charge state, all energy values can be

assigned to distinct y coordinates on the detector plane, which is fundamental for the

determination of the gold ion energy spectra, once the charge states have been identified.

This calculation has been repeated for the outside margins of the error range (b = 0.943

and b = 0.896). This will be used to determine the spectral error due to the magnetic field

uncertainty. The uncertainty of the proton energy cutoff point, which is used as fixpoint

for the superposition of the calculated y positions with the experimental data, will be

accounted for as additional positioning error, as will be described in Sec. 4.2.5.

4.2.4 Identification of Gold Charge States

Usually, the TPS ion traces are theoretically calculated using Eq. (3.7) and are afterwards

superimposed with the measured data in order to identify the mass-to-charge ratios of the
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Figure 4.26: Schematic drawing of the ion deflection in the heavy ion TPS. Lower-energetic ions
leave the electric field earlier than higher-energetic ions. Therefore, the parabolic TPS equation
Eq. (3.7), which requires that all ions have experienced the same fields along the same lengths,
is not applicable to this situation. However, this prerequisite is fulfilled for all ions impinging
at the detector at a certain y coordinate (meaning they leave the electric field at the same
position z). The deflection x due to the electric field is thus linearly dependent on the mass-to-
charge ratio m/q, assuming a constant electric field E.

individual parabolas, as it was done in Sec. 4.1.3. The computed parabolas form also the

basis for the two-dimensional iso-energy, iso-charge-state mesh, which is necessary for the

generation of the ion energy spectra. Due to the electrode geometry of our heavy ion TPS,

which allows some ions to escape from the electric field earlier than others, Eq. (3.7) cannot

be directly applied anymore. In case of inhomogeneous field distributions, the particles

need to be tracked through the simulated and/or measured magnetic and electric fields

before the ion curves can be overlaid with the detector image, as discussed in Sec. 3.3.1 for

a WASP. However, this approach failed for the analysis of this experiment’s data, which

motivated a closer look into the behaviour of the ion curves recorded on the detectors.

As mentioned above, the inhomogeneity in case of our heavy ion TPS is due to ions with

lower energy leaving the electric field earlier than higher-energetic ions, as drawn schemat-

ically in Fig. 4.26. Thus, the distance lE in the electric field as well as the subsequent drift

length dE are depending on the respective ion energy, which is why Eq. (3.7) is clearly not

applicable to this case. However, all ions registered at a specific y coordinate on the detec-

tion plane, independently of their mass and charge state, traversed both the same length

of the electric field, as demonstrated by the side view in Fig. 4.26, followed by the for both
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Figure 4.27: (a) Data acquired with CR-39 track detectors from a laser shot onto a 500 nm thick,
unheated gold foil. The individual ion curves have been traced by hand, generating the solid black
lines. The light ions can directly be assigned to distinct mass-to-charge ratios, supported by the
different sizes of the carbon and oxygen ion pits on the CR-39 sheets. The x coordinate, which
relates to the deflection xdefl due to the electric field, has been plotted in (b) versus the mass-to-
charge ratio for four selected y positions marked by vertical dashed lines in panel (a), which should
result in a linear relationship according to Eq. (4.5). However, linear fits through light (dashed)
and heavy (dotted) ion points show significantly different slopes, which is in contradiction to the
theoretical prediction.

same drift length. Also, the experienced magnetic field and the corresponding distances

lB and dB are approximately the same for all ions at a given y coordinate. Assuming a

constant electric field E between the electrodes, Eq. (3.7) reduces to a linear dependency

of the ion deflection due to the electric field, xdefl, merely on the mass-to-charge ratio m/q,

xdefl =

(︄
y2defl · lEE

(︁
dE + lE

2

)︁2
l2BB

2
(︁
dB + lB

2

)︁2
)︄

·
(︃
m

q

)︃
= c ·

(︃
m

q

)︃
(4.5)

with c being constant.

This simple relation is tested with the shot on a 500 nm thick, unheated gold foil, which

is already known from Sec. 4.2.2. In Fig. 4.27(a), the individual ion curves have been traced

by hand (black lines). The light ions could be assigned to distinct mass-to-charge ratios,

supported by the different sizes of carbon and oxygen ion pits on the CR-39 sheets. The

x coordinate has been taken at four different, equidistant y positions (marked in panel (a)

by vertical dashed lines) and plotted against the mass-to-charge ratio in Fig. 4.27(b). It

is important to note, that the x coordinate may not be mistaken with the deflection due

to the electric field, xdefl = x0 − x, with x0 being the offset of the x coordinate from the

unknown zero point. Still, x is expected to behave linearly with the mass-to-charge ratio
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m/q. The dotted lines are linear fits through the gold data points and the dashed lines

visualize linear fits through the light ions data points. The mass-to-charge range for the

gold ions, which are not known yet, has been chosen arbitrarily around the expected region,

as the exact charge state values are not relevant for the main message of this figure: light

and heavy ion data points are apparently not in a common linear relationship, which is

in contradiction to Eq. (4.5). Instead, the deflection towards higher mass-to-charge ratios

reduces. The most likely reason for this behaviour lies in the electric field, which collapsed

after each laser shot, probably due to the negative influence of the EMP. The reduced

deflection in the x direction is more pronounced for lower y values, which depict lower

energetic ions in this case. As particles with lower energies experience the electric field for

a longer period of time, they see on average lower fields than higher energetic particles and

are less deflected, which is in agreement with the assumption of a collapsing field.

In order to compensate this and to identify the corresponding gold ion charge states,

we allow for an additional nonlinear term and use the updated equation,

x = a ·
(︃
m

q

)︃2

+ c ·
(︃
m

q

)︃
+ d, (4.6)

as a fit function for the data points in Fig. 4.27(b). The charges, which are assigned to the

traced gold ion curves on the detector, are varied until the overall deviation of the data

points from the fitted curve is minimized. As fits are naturally best for a high number of

included data points, especially the regions with the maximum available information were

considered. Fig. 4.28(a) shows as solid lines the R-squared parameter16 from the Goodness-

of-fit statistics provided by the employed MATLAB function fit for the y positions with

the highest number of available data points. Additionally, the R-squared parameters are

plotted for the y positions at which all light ion curves are accessible (dashed lines). For

an R-squared value close to 1, the fitted curves resemble the data point distributions

16The R-squared parameter or coefficient of determination is the ratio of the sum of the ‘Sum of Squares
Explained’, SQE =

∑︁n
i=1 (ŷi − ȳ), which describes the sum of the squares of the deviations of the points ŷ

of the fitted function from the mean value of the observed data points ȳ and the ‘Sum of Squares Total’,
SQT =

∑︁n
i=1 (yi − ȳ), which is proportional to the variance of the data und describes the deviation of

the measured data points yi from their mean value. As the SQT is the sum of the SQE and the ‘Sum of
Squares Residuals’, SQR =

∑︁n
i=1 (yi − ŷi), the coefficient of determination,

R2 =
SQE

SQT
=

SQE

SQE + SQR
,

can only take values between 0 and 1. A model fits the data points best for R2 values as close as possible
to 1, as the residuals are minimal for this case [169].
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(a) (b)

Figure 4.28: (a) R-squared factors that describe the deviation of the data points from the fitted
function (Eq. (4.6)) are plotted versus the y coordinate. Each y position corresponds to an
individual fit of Eq. (4.6) to the x coordinate as a function of the mass-to-charge ratio. Only y
positions are plotted at which a sufficient amount of data points is available, meaning either the
maximum number of data points (solid line) or at least all light ion curves (dotted). The shown
lines correspond to three different charge ranges that have been assigned to the manually traced
gold ion curves from Fig. 4.27: 55+ − 63+ (orange), 57+ − 65+ (blue) and 55+ − 63+ (blue).
(b) Data points and fit functions at different y positions. As expected, the fit fails if not enough
data points are available, as is the case at y = 7 cm with no light ion data. This hinders the
reconstruction of the ion traces in this region, which is necessary for the generation of the iso-
energy, iso-charge-state mesh for the spectral analysis.

best. Three different cases are drawn: orange colour corresponds to an assignment of the

manually traced gold ion curves in Fig. 4.27(a) to the positive charge state range of 55− 63,

blue corresponds to the charge state range of 57 − 65 and yellow to 59 − 67, respectively.

Although all three cases exhibit quite high R-squared values, the most favourable behaviour

is observed for the blue line. Therefore, the charge states of the traced gold ion curves are

considered to be most likely between 57+ and 65+, which will be confirmed further below.

Fig. 4.28(b) shows the quadratic fits resulting from Eq. (4.6). The fits represent the

data very well for y positions with a high number of available data points. However, if

the amount of data points is reduced, as in the low mass-to-charge region, the nonlinear

fit function does not allow for an extrapolation into the region where no data points are

available, as can be seen from the green line, which is taken at a y position of 7 cm. This

is also visible in the fit parameters a, c and d, plotted in blue in Fig. 4.29 as a function

of the y coordinate. In regions with little information, for y < 3 cm and y > 6 cm, the

curve of fit parameters exhibits discontinuities, which is contradictory to the continuous

ion traces observed on the detector. Using these fit parameters, the reconstruction of the

ion traces, which is needed for the generation of the iso-energy, iso-charge-state mesh for
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(a) (b) (c)

Figure 4.29: (a) Fit parameter a, (b) fit parameter c and (c) fit parameter d from Eq. (4.6) for dif-
ferent y positions. The blue curves are the parameters from the free fit, shown in Fig. 4.28. Espe-
cially in regions without a sufficient amount of data points (here for y < 3 cm and y > 6 cm), the
fit parameters are quite discontinuous. As the ion curves are continuous along the y coordinate,
this discontinuity is due to insufficiently well fits. Therefore, a y position with a large number of
data points is chosen as fit starting point. The fit parameters of adjacent y positions are bounded
and only small variations are allowed. The orange curves show the result of this fitting process,
which is much more continuous than the free fit. For the reconstruction of the ion traces for
the iso-energy, iso-charge-state mesh, the fit parameter curves have been smoothed by applying
a Gaussian filter (yellow dashed lines).

the determination of the ion energy spectra, does not deliver the actually measured traces.

Therefore, it needs to be ensured that also fits at y positions with little information

can profit from fits with a high amount of data points. Hence, the fit parameters are

stabilized by allowing only small deviations between fit parameters derived at adjacent y

positions. In order to achieve this, an initial fit is performed at a starting point providing

the maximum number of available data points, indicated in Fig. 4.29 by the black trapezoid.

Beginning from there, the function shown in Eq. (4.6) is fitted consecutively to all other

y positions. When proceeding along the y direction, only small variations of the fitting

parameters from adjacent y positions are allowed. The maximum accepted deviation of the

parameters differs from shot to shot (between 10−2 − 10−5) and has to be chosen as small

as possible in order to avoid discontinuities, but still large enough that the fit parameter

curves still resemble their original appearance. The resulting parameters are plotted in

orange in Fig. 4.29. For the reconstruction of the ion traces, the smoothed, yellow dashed

lines have been used. The outcome of this reconstruction procedure is shown in Fig. 4.30(a)

for the charge state range 57+ − 65+, which matches the measured ion traces best. The

detailed views in Figs. 4.30(b) – (d) confirm the very good overlay between reconstructed

und recorded curves.
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(a)

q = 57+ - 65+

p+

C6+

O7+

C5+

Au65+

Au57+

(b)C6+

C5+

O7+

(c) (d)

Au65+

Au60+Au59+

Au65+

Figure 4.30: Reconstructed ion curves for the assignment of the manually traced curves (see
Fig. 4.28(a)) to the charge state range of 57+ − 65+. (a) shows the complete CR-39 detector
image with the superimposed curves. (b) shows only the light ion data and (c) and (d) show
details of the heavy ion data.
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(a)

q = 54+ - 62+

C6+

O7+

C5+

(b) (c)Au62+

Au56+

Au62+Au57+

Figure 4.31: Details of the reconstructed curves for the assignment of the manually traced ion
curves to the charge state range of 54+ − 62+, which does not fit the measured data sufficiently
well, as is highlighted at prototypical cases by the red and blue arrows. (a) shows the light ion
data only, (b) and (c) show heavy ion data.

However, as shown in Fig. 4.28(a), the assignment of the charge state range 57+ − 65+

might not be unambiguously correct. Slightly different charge state ranges result as well in

fits of comparable quality according to their R-squared factors. In order to determine their

uncertainty, the charge state ranges are varied until the reconstructed curves obviously

do not fit the recorded traces anymore. Figs. 4.31 and 4.32 show the resulting lower and

upper cases for the charge state ranges 54+ − 62+ and 61+ − 69+, respectively. The arrows

indicate some exemplary positions, where the trace reconstructions obviously do not fit the

measured curves anymore. Thus, it is assumed that these charge state intervals are just

outside the error margins of the actual charge state distribution. As a result, the manually

traced curves are assigned to the charge state interval 57+ − 65+ with an uncertainty

of ∆q =+3
−2 for this shot on a 500 nm thick, unheated gold foil.

4.2.5 Generation of Gold Ion Spectra

The reconstruction of the gold ion traces in the preceding section enables the transformation

of each pair of (x | y) coordinates to a pair of (y | q), the y positions with the corresponding

charge state q. Using the information from Sec. 4.2.3 about the charge-dependent energy
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q = 61+ - 69+
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Figure 4.32: Reconstructed curves for the assignment of the manually traced curves to the charge
state range of 61+ − 69+, which does not fit the measured data sufficiently well, as is highlighted
at prototypical cases by the red and blue arrows. (a) shows the light ion data only, (b) and (c)
show heavy ion data.
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high Ekin

low Ekin

Aumin+

Aumax+

Figure 4.33: Superposition of the iso-charge-state, iso-energy mesh in blue with the raw data
corresponding to the shot on the unheated, 500 nm thick gold foil. For reasons of clarity, only a
part of the total image is shown. The green lines exemplarily enclose an ion curve corresponding
to a distinct charge state. The summation of the signal within the green lines delivers the total
ion number with the respective charge state, that has been detection in the applied diagnostics,
independent of their kinetic energy. The yellow lines exemplarily enclose the ion signal within a
specific energy interval. The summation of the signal within the yellow lines delivers the total ion
number with kinetic energies within this interval, independent of their charge state. The orange
tetragons visualize how the signal has been summed up and stored for the data analysis: the ions
corresponding to a specific charge state have been counted in dependency of their energy.

distribution, this can be further transformed to pairs of (q |Ekin). Summing up the respec-

tive signal on the detector delivers the desired gold ion energy spectra as a function of the

charge states.

Fig. 4.33 shows a part of the iso-energy, iso-charge-state mesh in blue, which is generated

based on the reconstructed ion traces from the preceding section. It was overlaid with the

corresponding heavy ion data from the CR-39 detectors. For the analysis, only data points

close to the ion curves have been considered, as the data points outside this region are most

likely noise and would falsify the result. The discarded data points are drawn in grey in

Fig. 4.33. The green lines visualize exemplarily two lines, that enclose an ion curve with a

specific charge state. These lines are the centerlines between two adjacent reconstructed ion

curves, as shown in Fig. 4.30. The summation of the signal within these green lines delivers

the total number of ions with the corresponding charge state, that has been detected on

the detection screen, independent of the kinetic energy. The yellow lines enclose the ion

signal within a specific energy interval. The summation of the signal within the yellow

lines delivers the total number of ions with kinetic energies within this energy interval,
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that has been detected in the applied diagnostics, independent of their charge state. The

width of the energy steps is defined by the size of the entrance pinhole projection onto the

detector. The ion signal corresponding to a specific charge state is saved in dependency of

the kinetic energy for the later data analysis, as visualized by the orange tetragons, within

which the signal is summed up. The final energy spectrum, which will be shown below, is

shown as integral over all charge states.

Three sources of experimental uncertainties have been identified in the previous sec-

tions: (i) the determination of the calibration factor b to be applied to the magnetic field,

as discussed in Sec. 4.2.3, (ii) the charge state range corresponding to the measured gold

ion traces, and (iii) the correct overlay of the iso-energy, iso-charge-state mesh with the

measured CR-39 data, depending both on the position of the 19.92 MeV proton cutoff, as

discussed in Sec. 4.2.3, and the superposition of CR-39 and IP data, which was addressed

in Sec. 4.2.2. Additionally, the intrinsic energy uncertainty of the magnetic spectrometer

has to be considered: each point in the spectrum is calculated by summation of all ions

within a corresponding energy interval, whose width is depending on the projection of the

TPS entrance pinhole onto the detection screen. The influence of these four sources of

uncertainties was calculated separately and is depicted in Fig. 4.34.

The error margin in Fig. 4.34(a) shows the uncertainty due to the magnetic field cali-

bration factor b = 0.903+0.040
−0.007. As mentioned in Sec. 4.2.3, the y positions, at which gold

ions with a certain charge state and energy would impinge, have been calculated for the two

extremal values of the calibration factor given by the uncertainty. This is transformed into

energy values by calculating the energy of the ions, that would arrive at these lower and

upper y positions, when using b and the proton energy cutoff point, which also serves as

fix point for the superposition of the iso-energy, iso-charge-state mesh with the detectors.

The here described energy error margin is charge dependent: the lower the charge, the

higher the uncertainty. The shown spectrum is a summation over all charge states. Hence,

the corresponding energy error has been averaged over all occurring charge states in an

energy interval. The uncertainty of the calibration factor is especially relevant for higher

energies, as expected for magnetic spectrometers. The error margin shows the typical be-

haviour for magnetic spectrometers and increases strongly with the energy. Fig. 4.34(b)

shows the limitation due to the energy resolution of the spectrometer, as discussed above.

In Fig. 4.34(c), the error margin was determined by calculating the energy spectrum for

the extreme cases of the possible charge state range. As deduced in Sec. 4.2.4, the un-

certainty for the charge state range for this example of the unheated, 500 nm thick gold
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(a) (b)

(c) (d)

Figure 4.34: The gold ion energy spectrum is shown for a shot onto an unheated, 500 nm thick
gold foil with four individual sources for experimental uncertainties, which have been identified
during the data analysis: (a) the uncertainty due to the determination of the magnetic field
calibration factor, (b) the intrinsic energy resolution of the TPS, (c) the uncertainty due to the
assignment of the gold ion traces to a charge state range and (d) the uncertainty due to the
superposition of the iso-energy, iso-charge-state mesh with the ion traces on the CR-39 detectors.

foil is ∆q =+3
−2. For these calculations, the same reconstructed ion curves and, thus, the

same iso-energy, iso-charge-state mesh have been used as for the spectra calculation in

the ideal case, but the respective ion curves have been differently assigned to the shifted

charge state range. The error margin shown in Fig. 4.34(d) is due to the superposition of

the iso-energy, iso-charge-state mesh with the gold ion traces measured on CR-39 detec-

tors, which has two contributions: first, the mesh is superimposed with the IP detectors by

aligning the intersection point of the 19.92 MeV proton trajectory with the detection plane

with the respective energy cutoff point on the IP from the calibration shot, as outlined in

Sec. 4.2.3. This energy cutoff point could be determined with an uncertainty of ±5 pixels

along the energy-dependent y dimension. Second, the data from the CR-39 detectors need

to be overlaid with the IPs. This was done by aligning the ion traces along the circular

geometric cutoff, which was visible on both CR-39 sheets and IPs. The precision of this

alignment was estimated to be within ±5 pixels as well, which delivers a total uncertainty
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Figure 4.35: The final kinetic gold ion energy spectrum of the shot onto an unheated, 500 nm thick
gold foil is shown with the sum of all sources of uncertainty in order to obtain a conservative
estimate of the error margins. Additionally, an uncertainty of 5% has been allowed for the
registered number gold ions, which is shown in yellow, to account for possible counting errors in
the SAMAICA software.

of ±10 pixels for the superposition. Again, the spectra for the extreme cases have been

determined, in this case by shifting the CR-39 sheet for ±10 pixels along y, in order to

obtain an estimate for the largest possible error.

All these error sources have been added up for the final error margin in order to achieve

a very conservative estimate of the spectrum’s uncertainty. The result is shown in Fig. 4.35.

Additionally to the four previously discussed errors, an uncertainty of 5% was allowed for

the particle numbers to account for possible counting errors in the pattern recognition

software SAMAICA. These happen, for example, if two gold ions are too close to each

other and are therefore counted as a single gold ion (‘clustering’) or if structures appear

on the CR-39, that are accidentally mistaken as gold ions, for instance dust particles of

similar size and shape as the gold ion pits on the CR-39. This additional error is illustrated

in yellow. It is obvious that the determination of the calibration factor for the magnetic

field and the assignment of the measured gold ion traces to a certain charge state range

have the greatest impact, while the other three sources of uncertainty show only a minor

influence. In the presentation of the results in Sec. 4.2.7, the individual error sources will

not be distinguished anymore by the choice of different colours.
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∆q=
+3
−2

Figure 4.36: Gold ion charge distribution, integrated over all kinetic energies, for the shot on a
500 nm thick, unheated gold foil. The dark blue region shows the charge distribution including
an uncertainty of either 1 ion count or ± 5% of the gold ion number (whatever is bigger). Due to
the uncertainty of the identification of the charge state region (see Sec. 4.2.4), this distribution
might also be shifted – in this case for ∆q =+3

−2 – as shown by the light blue distributions. The
thick, dotted orange line represents the mean charge state of the total distribution. The thin,
dotted orange lines show the respective mean charge states of the shifted distributions.

4.2.6 Investigation of the Gold Charge State Distribution

As discussed above, the here presented gold ion energy spectra are integrated over all

charge states, which is exemplarily shown for a single energy interval by the yellow lines in

Fig. 4.33(a). Likewise, it is possible to present the total charge distribution, integrated over

all energies, when summing up along the second dimension, visualized by the green lines in

the mentioned figure. The resulting charge distribution for the shot on an unheated, 500

nm thick gold foil is shown in dark blue in Fig. 4.36. In this case, a logarithmic scale was

chosen for the ordinate, which facilitates the determination of the width of the charge state

distribution. The corresponding mean charge state is marked by the thick, dotted orange

line. As the charge state region can only be identified within an uncertainty – in this case

∆q =+3
−2 – this distribution may also be shifted along the abscissa. The two extreme cases

of distributions shifted to the outer margins of the error range are drawn in light blue with

their corresponding mean charge states indicated by the thin dotted orange lines.

While the shown charge state distribution from this shot on an unheated, 500 nm

gold foil might be shifted, its overall shape does not change, as the gold ion traces, each

corresponding to a distinct charge state, were separable for all energy values. However,

this turns out to be an exception, as the gold traces of the other investigated shots blur
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Figure 4.37: Top: Raw data from a shot on a heated, 300 nm thick gold foil. In the high (green)
and low (blue) energy regions, projections along the ion traces were taken and are shown in the
bottom. Clearly, the charge state resolution of the TPS is energy dependent, as the traces from
the low energy region can be easily separated, while the traces from the high energy region are
not resolvable.

when reaching higher energies and cannot be distinguished anymore. Fig. 4.37 shows this

for the example of a heated shot on a 300 nm thick gold foil. The projection along the gold

ion traces in the low energy region well below 3 MeV/u (blue) proves that the individual

curves can be well separated. However, the same projection in the high energy region

above 4 MeV/u (green) does not result in a resolvable structure. Thus, as expected for a

TPS, the charge resolution degrades towards higher energies.

In Fig. 4.38, the charge state distribution is examined as a function of the kinetic

energy. Each panel shows the number of gold ions within the stated energy interval as

a function of their charge states. Here, the ordinate is linearly scaled, which facilitates

the investigation of the shape of the ion distribution rather of its width. The ion number

was normalized to the maximum of the respective distribution, which is declared in each

panel (’norm = X’). The kinetic energy increases from the bottom to the top, which is also

visualized by the face colours of the single distributions (blue means low energy, red means

high energy). The respective mean value has been marked by an asterisk (*) for each

charge state distribution. The error bars in the four topmost panels indicate the charge
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Figure 4.38: Energy dependent gold ion charge state distributions for a shot on a heated, 300 nm
thick gold foil. The energies of the energy intervals in which the ion signal was integrated
are increasing from the bottom to the top, which is also visualized by the face colours of the
distributions (blue means low, red means high energy). The ion numbers of each distribution were
normalized to their respective maximum, which is stated for each panel individually (’norm = X’).
The respective mean value has been marked by an asterisk (*) for each charge state distribution.
The error bars in the four topmost panels indicate the charge state resolution within the shown
distribution. The total charge state mean value, averaged over all kinetic energies, is indicated
by the dotted, orange line. In the topmost plot, the uncertainty of the charge state range itself
is indicated by the orange error bar surrounding the total mean charge state.

state resolution within the shown distributions. For the energy intervals of the remaining

panels, the individual gold ion traces were separable. Hence, the overall shape and width

of these charge state distributions are known very precisely, while the shape and width of

the four topmost distributions could be slightly different in reality, as the charge states of

the gold ions could only be determined with an accuracy of ∆q = ±1. The criterion for

the resolution of single ion traces within an energy interval was, that the separation of the

ion curves had to be at least as large as the size of the projection of the pinhole on the

detection screen. The total charge state mean value, averaged over all kinetic energies, is
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indicated by the dotted, orange line. In the topmost plot, the uncertainty of the charge

state range, which has been discussed in Sec. 4.2.4, is indicated by the orange error bar

surrounding the total mean charge state. This uncertainty would only cause a shift of the

charge state range towards higher or lower charge states, but not change the overall shape

and width of the individual charge state distributions, especially where single ion traces

were separable.

4.2.7 Experimental Results and Discussion

In total, the accelerated ions from six laser shots on gold foils with varying thickness have

been detected on CR-39 sheets. The raw data of these detectors are shown in Fig. 4.39

after they have been digitized and processed as described in Sec. 4.2.2. The orange points

correspond to pits, which have been assigned to heavy ions due to their size. The blue points

have been identified as light ions like carbon or oxygen ions. The red dashed circularly

curved line on the right side of the raw data images depicts the geometric cutoff line, which

has been used for the alignment of the CR-39 detectors along the y-axis (see Fig. 4.23). In

each image, the iso-energy lines starting from 2 MeV/u up to 7 MeV/u (depending on the

achieved energy for the respective shot) are indicated by black dotted lines.

For all six shots, heavy ion traces have been detected in the light ion region. The

numbers of heavy ion pits in this region vary from shot to shot and show neither a clear

dependency on the foil thickness nor on a preceding removal of hydrocarbon surface con-

taminants by cleaning the target foil with the heating laser. The curvature and overall

shape of these ion traces agree very well with that of the adjacent light ion curves. There-

fore, it is assumed that they do not originate from a different source position in the target

and that they did not enter the spectrometer through a second, potentially unnoticed pin-

hole. In all shots, heavy ion traces have been observed between the C6+ and the O7+ lines

(the two topmost blue curves in the raw data images), requiring a mass-to-charge ratio of

at least 2.3. The shots on the 300 and 500 nm thick gold foils show heavy ions traces close

to or even overlapping with the C6+ line, having a mass-to-charge ratio of 2. In none of the

shots, heavy ion traces have been detected in the unphysical region below a mass-to-charge

ratio of 2. This and the clear, narrow shape of the traces, similar to the identified real

TPS curves, allow to argue against scattering of heavy ions in the entrance pinhole, as a

broad, blurred structure would be expected in this case that would not necessarily show a

sharp boundary at a mass-to-charge ratio of 2 and could extend into lower mass-to-charge

ratio regions. A misinterpretation of light isotopes of carbon, nitrogen or oxygen as heavy
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Figure 4.39: CR-39 raw data after filtration of the background, as described in Sec. 4.2.2, for shots
on gold foils with different thickness. In all images, the iso-energy lines starting from 2 MeV/u
up to 7 MeV/u are indicated by black dotted lines. These lines are exemplarily labelled for the
shot on the 300 nm gold foil. The red circularly curved dashed line depicts the curve, which was
used for the alignment of the CR-39 detectors along the y-axis, as described in Sec. 4.2.2.
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ion impacts is very unlikely, as the individual traces are very close to each other. If these

heavy ion pits originate from one species, the ion mass has to be very high in order to

allow for such slight differences in the mass-to-charge ratio (as the ion charge is discrete).

Moreover, no light isotopes were found whose traces could be superimposed to all of the

measured curves. Concluding, many causes can be excluded, however, an explanation for

these detected heavy ion traces still has to be found.

The resulting gold ion energy spectra (integrated over all charge states) for all six shots

are shown in Fig. 4.40. The grey error margin includes all sources of uncertainty that

have been discussed in Sec. 4.2.5. While from the thickest targets (500 nm) gold ions

have been accelerated up to kinetic energies around 4 MeV/u, shots on all other foils have

reliably delivered maximum gold ion energies above 6 MeV/u. The best results come from

the shots on foils with a thickness of 100 nm and 25 nm, for which the energy barrier

of 7 MeV/u for the fission-fusion reaction mechanism has most likely been achieved. Thus,

the realized kinetic gold ion energies of around 5 MeV/u from the beamtime at the TPW

(see Sec. 4.1.4) have been exceeded and a main goal of this thesis – the demonstration of

laser-accelerated gold ions around 7 MeV/u in preparation for the fission-fusion reaction

mechanism – has been accomplished.

The target heating process, with a simultaneous radiative heating of the front and rear

side of the target (see Sec. 4.2.1), can be judged as similarly or slightly more effective

than what was achieved during the TPW beamtime. Again, the potential for further

improvements has been identified, as will be discussed in Sec. 4.2.8. Nevertheless, the

proton signal was significantly reduced for all heated cases. For the shots on the heated

foils with a thickness of 300 and 500 nm, even no proton signal at all was detected on

the IPs. However, in contrast to the findings of the TPW experiment and further former

experiments (e.g. [144, 145, 148]), no positive influence of the target foil cleaning on the

gold ion energies could be observed. In fact, the highest energies were achieved for the

shot on the unheated, 25 nm thick gold foil. The only available thickness which allows for

a direct comparison of heated and unheated shots is 500 nm. Both shots on foils of this

thickness delivered gold ions with the same kinetic energies, with a slight tendency – if any

– towards higher energies for the unheated shot.

A similar result for the effect of target cleaning on the maximum gold ion energies is

presented in a recent simulation paper [49]. The authors simulated the interaction of a

PHELIX-like laser pulse (500 fs pulse duration, 60 J laser energy and a peak intensity

of 2.4× 1020 W/cm2) with gold foils of the same thickness (500 nm) as the discussed shots
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Figure 4.40: Gold ion energy spectra for shots on gold foils with varying thickness, integrated
over all charge states. The grey error margin includes all sources for uncertainties from Sec. 4.2.5.
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above, with and without a hydrogen contamination layer. Similar to our results, they

also ended up with maximum gold ion energies that were equal or even slightly higher for

the unheated, contaminated foil. However, they predict a significantly lower mean energy

for the unheated shot, which is obviously not the case in the here presented spectra from

the 500 nm thick gold foils, as the gold energy spectrum from the heated shot drops faster

and has a lower ion number at high energies than that from the unheated shot. The reason

for the contradicting finding in the simulations lies in the charge state distribution, which

in this case exhibits a very prominent peak at 51+ for the heated case (this distribution

is shown in Fig. 4.42(b)) and a rather broad distribution peaking around 25+ − 30+ for

the unheated case. The difference in their resulting mean gold ion energies is thus not

surprising.

This example reveals the necessity of a deeper understanding of the underlying ioniza-

tion dynamics, as the strength of the acceleration (caused by the Lorentz force) obviously

depends on the particle charge. Additionally, the charge separation field is built up by the

electrons which have been removed from the target atoms. Thus, the number and position

of ionization events substantially influence the magnitude and distribution of this field

and thus also the ion acceleration. The gain in knowledge about the involved ionization

mechanisms requires the availability of a sufficiently large pool of experimental data. The

here presented experiment at the PHELIX laser delivers for the first time data from laser-

accelerated heavy ions in the mass range of A≈ 200 with a very high charge state resolution,

up to the possible discrimination of single charge states. Fig. 4.41 shows the charge state

distributions for the six analyzed shots. Both the distribution with the blue face colour

and the red curve show the same charge state distribution, once on a logarithmic and once

on a linear scale. The width of the charge state distribution increases towards thinner

targets. The lowest measured charge state is (36+2
−3)

+ for a foil thickness of 25 nm, while

the highest is (74+2
−3)

+ from a 100 nm thick gold foil, which reaches the recently published

record ionization value of 72+, being the highest charge state of gold that has been realized

in experiments [170]. A significant difference between the charge state distributions from

heated and unheated foils, as found in the previously mentioned simulation paper [49], is

not observed. Striking is that each of the charge state distributions – even the broad ones

for thinner target foils – has a clear maximum, which becomes particularly visible on the

linear scale. Prominent peaks are also visible at individual charge states in the respective

distributions of the relevant simulation works [46, 47, 49] and can be attributed to large

steps in the ionization potential.
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Figure 4.41: Gold ion charge distributions for shots on gold foils with varying thickness. The
curve with the blue face colour is logarithmically scaled with the corresponding ordinate on the
left side, while the red curve are the same values in linear scale with the ordinate on the right
side. The dotted orange line shows the mean charge state of the total distribution with the error
bars denoting the overall uncertainty for the charge state range.
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(a)

(b)

Pd-like

Ni-like

Ne-like

Figure 4.42: (a) Ionization energies for the sequential ionization of gold, taken from reference [60].
The thick, dashed orange lines show charge states with large steps in the ionization potential,
which are associated with closed atomic shells, as already introduced in Fig. 2.2: 33+ is palladium-
like with a closed 4d shell ([Kr].4d10), 51+ is nickel-like with a closed 3d shell ([Ar].3d10) and 69+

is like the noble gas neon with a closed 2p shell. The thin, dotted orange lines visualize charge
states, where the energy for further ionization is slightly higher (at least a factor of 2) than for
the surrounding charge states.
(b) Charge state distribution from the simulation presented in reference [49] for the interaction of
a PHELIX-like laser pulse with an uncontaminated, 500 nm thick gold foil. The distribution peaks
at the steps in the ionization potential with a predominant occupation of the charge state 51+.

The ionization potentials for the sequential ionization of gold [60] have already been

introduced in Sec. 2.1.1 and are shown once more in Fig. 4.42(a). The thick, dashed

orange lines show charge states related to closed atomic shells, which result in large steps

in the ionization potential, as already shown in Fig. 2.2. Additionally in this figure, the

thinner, dotted orange lines visualize smaller steps in the ionization potential with step

sizes (differences between ionization energies at charge states z+1 and z) that are at least

a factor of 2 higher than the sizes of the surrounding steps. In Fig. 4.42(b), the already

mentioned charge state distribution from reference [49] for the simulation of a PHELIX-

like laser interacting with an uncontaminated (heated), 500 nm thick gold foil is presented

on a logarithmic scale (contrary to the usual presentation of charge state distributions in
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linear scale in simulation papers). The relevance of the charge state 51+ is evident at

first sight, as the corresponding ion number is at least one magnitude higher than for the

other appearing charge states. However, also the smaller steps in the ionization potential

show an effect on the population of the charge states in the simulation, as peaks in the

charge state distribution occur at all of the dotted lines, which becomes evident by the

logarithmic presentation. All mentioned simulations of laser-driven gold ion acceleration

show charge state distributions with peaks at these small steps in the ionization potential

and a predominant occupation of the charge state 51+.

This motivates a comparison of the peak positions of the here presented gold charge

state spectra with the steps in the ionization potentials, which is done in Fig. 4.43. The

distributions in blue show the ion numbers integrated over all energies for one charge state,

while for the distributions in green the ions have been integrated between 1.8 and 3.9

MeV/u, where individual ion charge states could be resolved for the majority of the shots.

Despite this single-charge-state resolution, the peaks in the measured distributions are not

as sharp as in the simulations, where distinct charge states stand out compared to the

neighboring charge states. Instead, the measured maxima are broadened and distributed

over a width of at least three to four charge states. Nevertheless, these peaks coincide –

within the allowed uncertainties for the charge state range – very well with the positions

of the steps in the ionization potential and show a remarkable thickness dependency: the

charge state distributions of gold ions from thinner foils (< 50 nm) peak around the charge

state 51+ with a rather broad underlying charge state distribution, while the gold ions

from thicker foils are quite closely spread around maxima at much higher charge states.

The distributions for the two shots on 500 nm thick gold foils are in excellent agreement

with each other and the highest populated charge state lies around 61+ for both cases.

For decreasing gold foil thicknesses, the widths of the charge state distributions increase

and their peak positions move towards higher values, all coinciding with larger steps in

the ionization energies (around 65+ for 300 nm and 69+ for 100 nm). At a gold foil

thickness of 100 nm, a uniform distribution at lower charge states between 51+ and 65+

arises additionally to the peak at 69+. This appears to be the onset of a transition to the

charge state spectra from thinner gold foils with thicknesses of 45 and 25 nm, which are

relatively broad compared to the thicker foils and located at much lower charge states.

The exact interplay of the ionization mechanisms, which are responsible for the produc-

tion of these high heavy ion charge states, is yet unknown. The two processes presented

in Sec. 2.1, tunnel ionization and collisional electron impact ionization, are expected to be
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Figure 4.43: Comparison of the measured gold ion charge states from shots on gold foils with
varying thickness with the positions of steps in the gold ionization energy. The blue distribu-
tions show the gold ion numbers for each charge state integrated over all energies. The green
distributions display the number of gold ions integrated between 1.8 and 3.9 MeV/u, for which
the individual charge states were resolvable for most of the shots. The yellow point depicts the
mean charge state of the green distribution with an error bar showing the uncertainty of the
total charge state range. The distributions are normalized to the respective maximum of the
blue curves.
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dominant. There is growing evidence from the still sparsely available experimental data

that the occurrence of collisional ionization could depend on the target thickness. Braenzel

et al. [45] and Wang et al. [51] have focused short-pulsed Ti:sapphire lasers on thin gold

foils with a thickness of 14 nm and 150 nm, respectively. Both did not find evidence for

collisional ionization and could explain their measured charge states with optical field ion-

ization. Nishiuchi et al. [50] accelerated silver ions from silver foils with thicknesses ranging

from 50 to 500 nm with a Ti:sapphire laser. They deduced that optical field ionization is

only of relevance for thinner targets, as the laser field cannot penetrate through a thicker

target and does not reach its rear side. The authors state that the ionization for thick

targets is thus dominated by electron impact ionization, caused not by the laser-heated

hot electron plasma but by the electrons in the neutralizing return current. Hollinger

et al. [170], who demonstrated the above mentioned record ionization for gold, used a

short-pulsed Ti:sapphire laser as well, which was focused on a gold foil with a thickness

of the order of µm. They also attributed their high charge states to collisional ionization

processes.

The laser intensity thresholds for optical field ionization of gold atoms have been plotted

in Fig. 2.2. As can be seen in the figure, gold ion charge states up to 51+ can be reached

with the peak intensity of 4 × 1020 Wcm−2, which has been realized in our experiment.

Hence, none of our charge state distributions could be explained by tunneling ionization,

as all exhibit charge states above this value. However, the here expressed peak intensity is

the cycle-averaged peak intensity,

I = cϵ0E
2 · 1

T

∫︂ T

0

cos2
(︃
2π

t

T

)︃
dt⏞ ⏟⏟ ⏞

=1/2

, (4.7)

which is in reality a factor of 2 lower than the instantaneous peak value. Furthermore,

considering the long laser pulse duration, it is possible that the target foil surface expands

and becomes relativistically transparent before the laser pulse has ended. In this case, the

laser penetrates the foil until it faces deeper target layers with densities above the critical

value, at which the laser is reflected back. As a consequence of the superposition of the in-

and outcoming wave, a standing wave is formed with an electric field amplitude twice as

high as the original one, which could further push the laser intensity up to a factor of 4.

With that, the real laser peak intensity potentially reaches values up to 3× 1021 Wcm−2,

which would already be sufficient to ionize gold up to charge states of 61+ to 65+.
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When the target density drops down to below or near the critical density, relativistic

self-focusing of the laser pulse in the plasma becomes conceivable [171–173]. This effect

can be understood considering the relativistic mass increase of the electrons, me = γme0,

which leads to a modification of the refractive index, nr =
√︁

1− ne/γncr (see Sec. 2.2). As

the Lorentz factor γ is increasing with the laser intensity, the refractive index of the plasma

rises towards the center of the laser focus, which leads to further focusing of the laser. If

this mechanism occurs, the peak laser intensity could be tremendously enhanced and the

ionization of gold via the laser field up to charge states of 69+, requiring an intensity of

about 7× 1021 Wcm−2, and even above becomes viable.

For the assessment of the relevance of collisional ionization, the estimated cross sec-

tions σ for the electron impact ionization from Fig. 2.3 are used. Based on these estima-

tions, the probability of an ionization event can be evaluated,

P =
Neσ

A
, (4.8)

withNe being the number of available electrons and A the irradiated area, which is assumed

to be the FWHM area of the laser focus given in Sec. 4.2.1, AFWHM = 15µm. Both electron

numbers and cross sections are depending on the energy. Therefore, the product Neσ is

integrated over the whole energy range with the values for σ from Fig. 2.3. An exponential

distribution is crudely assumed for the electron number,

Ne(E) =
N

Epon

· exp
(︃
− E

Epon

)︃
, (4.9)

with N being the total electron number and Epon = 6 MeV the ponderomotive potential,

which has been calculated using Eq. (2.13) and is taken as the mean electron energy [69,70].

The total number N of electrons has been estimated by the available number of free

electrons in the foil contained by the FWHM spot of the laser

N = Z · mAu

MAu

= Z · V ρAu

MAu

, (4.10)

where it is assumed that all atoms have been Z-fold ionized and with the foil volume

V = AFWHM · d with d being the gold foil thickness, ρAu and MAu the mass density and

atomic mass of gold, respectively. Assuming a gold foil thickness of 500 nm, we derive an

total electron number of N = Z ·4.4×1011 and end up in a probability of about 4% for the
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ionization from 51+ to 52+ and about 0.6% for the ionization from 69+ to 70+17. Of course,

these results have to be regarded as very unprecise, as neither the cross sections nor the

electron numbers (including their energetic distribution) are known very well. Furthermore,

the influence of a possible return current from regions surrounding the focal spot, which

could potentiate the number of contributing electrons and thus the ionization probabilities,

has not been considered. Nevertheless, these estimates demonstrate that ionization of gold

atoms to these high charge states via electron impacts is certainly possible.

Thus, both of the presumably dominating ionization mechanisms have the potential to

ionize gold atoms up to the measured high charge states. However, neither the remarkable

thickness dependency nor the narrow width of the charge state distributions for thicker gold

foils can be explained in a straight-forward way by these ionization processes. Therefore,

this data certainly is a valuable input for further theoretical investigations to analyze the

exact contributions of different ionization mechanisms in laser-generated plasmas.

Figs. 4.44 and 4.45 present the gold ion charge state distributions as a function of the

kinetic energy of the ions. It is striking that the gold ion charge states decrease with

increasing kinetic energy, especially for energies exceeding 4 MeV/u. At a first glance, this

appears counterintuitive, as ions with lower mass-to-charge ratio are generally exposed to

higher acceleration forces. Consequently, ions with higher charge states should actually

end up with higher kinetic energies after the same acceleration time. However, the authors

of reference [49] have observed in their simulations a similar behaviour of their ion bunches

compared to our measurements and found as well higher kinetic energies from ions with

lower charge states. They explained their finding by the sequential nature of the ionization

dynamics in combination with the relatively long laser pulse: initially, all ions in the high

laser field region are similarly ionized. However, faster particles leave the high-ionizing-field

area relatively early and thus keep their lower charge state during their acceleration, while

slower particles remain in the high-field region, where they get further ionized to higher

charge states. Despite their more efficient acceleration, these particles cannot catch up

with the lowly charged particles due to the limited remaining acceleration time. Certainly,

this is a reasonable explanation for the results of this experiment showing highest energies

from lower ion charge states. However, further simulations would be desirable in order to

find a sound answer to this issue.

A comparison of some general thickness-dependent trends from the beamtime at the

PHELIX laser with the earlier experiment at the TPW is drawn in Fig. 4.46. In panel (a),

17The probability is linearly dependent on the foil thickness and accordingly smaller for thinner foils.
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Figure 4.44: Energy dependent gold ion charge state distributions for shots on gold foils of varying
thickness. The ion numbers of each distribution were normalized to their respective maximum,
which is stated for each panel individually (’norm = X’). The respective mean value has been
indicated as an asterisk (*) for each charge state distribution. The error bars in the four topmost
panels indicate the charge state resolution within the shown distribution. The total charge state
mean value, averaged over all kinetic energies, is indicated by the dotted, orange line. The
uncertainty of the charge state range itself is indicated by the orange error bar surrounding the
total mean charge state in the topmost plot.
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Figure 4.45: Energy dependent gold ion charge state distributions for shots on gold foils of varying
thickness. The ion numbers of each distribution were normalized to their respective maximum,
which is stated for each panel individually (’norm = X’). The respective mean value has been
indicated as an asterisk (*) for each charge state distribution. The error bars in the four topmost
panels indicate the charge state resolution within the shown distribution. The total charge state
mean value, averaged over all kinetic energies, is indicated by the dotted, orange line. The
uncertainty of the charge state range itself is indicated by the orange error bar surrounding the
total mean charge state in the topmost plot.
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(a)

(b)

Figure 4.46: (a) Number of gold ions that have been accelerated in target normal direction
for the experiment at the PHELIX laser (blue, left ordinate) and the TPW beamtime (orange,
right y-axis), plotted versus the target thickness. The ion numbers have been normalized to the
respective solid angle that was accepted by the TPS: 1.51 × 10−5 msr for the PHELIX laser
and 2.25 × 10−5 msr for the TPW. (b) Mean charge state of detected gold ions that have been
accelerated in target normal direction, plotted versus the target thickness.

the number of gold ions detected in target normal direction (normalized to their solid angle)

is plotted against the target thickness. The data from the experiment at the PHELIX laser

is displayed in blue (left ordinate), while the results from the TPW beamtime are plotted

in orange (right ordinate). The ion number values on the right y-axis are about four times

lower than these from the left ordinate, which means that the number of detected gold

ions was accordingly higher for the experiment at the PHELIX laser. As can be seen, the

general trend of an increasing ion number within the target normal direction for thinner

targets can be confirmed for target foil thicknesses below 100 nm, while the ion number

remains pretty much on the same level for the remaining foil thicknesses. In panel (b)

of Fig. 4.46, the mean charge states of the ions with energies between 1.8 and 4 MeV/u

(yellow points in the green distributions in Fig. 4.43) have been plotted against the target

thickness, showing the thickness dependency discussed above. As a comparison, the mean

charge states from the TPW data are displayed in orange. A fair comparison is of course

not valid due to the lack of charge state resolution in the TPW experiment. However, in

both experiments is observed that the foils with thicknesses below 100 nm show the lowest

mean charge states.

4.2.8 Concluding Remarks

After the beamtime at the TPW, which was presented in Sec. 4.1, this beamtime at the

PHELIX laser was the second experiment of our group aiming at the study of laser-driven
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acceleration of gold ions. The success of this campaign can be summarized in two major

results: first, the maximum hitherto published gold ion energies could be further increased

from 5 MeV/u at the TPW and 6.1 MeV/u in reference [51] to beyond 7 MeV/u. The

required energy barrier for the fission-fusion reaction mechanism has been reached for the

first time with laser-accelerated heavy ions. Second, the charge state distribution of laser-

accelerated gold ions could be measured experimentally with an unprecedented resolution.

However, the distributions of the charge states cannot easily be explained with the known

ionization mechanisms, which motivates further theoretical simulations in order to acquire

a deeper understanding of the underlying ionization and acceleration mechanisms.

The drawbacks that have been identified in the setup of the experiment at the TPW,

as outlined in Sec. 4.1.5, have been significantly improved. Most importantly, both energy

and charge state resolution have been enhanced in the heavy ion diagnostics. However,

the design goal (see Sec. 3.3.3) was not fully reached for both parameters. The energy

resolution suffers especially from the unprecise calibration method for the magnetic field,

which deteriorates the intrinsic energy resolution of the TPS considerably (compare panels

(a) and (b) in Fig. 4.34). Originally, it was intended to apply the same calibration method

as for the TPW experiment using the zero point and the proton energy cutoff after the 1 mm

thick CR-39 layer on the IP. However, both points were not visible on the IPs. Contrary

to the experiment design, the trajectory with the respective proton cutoff energy clipped

at the drift tube connecting the main vacuum chamber with the extension chamber for the

ion detector. And the zero point has not been detected, although a free optical path from

the TPS pinhole to the detection screen was ensured. In future beamtimes, more time

should be allowed for the zero point measurement and to deal with unexpected geometric

restrictions, which hindered the measurement of the proton cutoff point behind the CR-39

layer in this experiment.

Another issue related to this campaign’s TPS was the electric field, which collapsed after

each shot. As a result, the gold ion charge states could only be identified within specific

uncertainties, which varied from shot to shot due to the uncontrollable breakdown of the

electric field. Though the determination of the relative charge distribution was hardly

affected, the absolute charge states could not be ascertained with the intended accuracy

of ≤ 1. As shown in Fig. 4.34(c), this had as well a severe impact on the energy resolution

of the applied TPS, depending on the shot-specific uncertainty of the charge state range, as

the particle deflection due to the Lorentz force in the magnetic field is depending not only

on the kinetic energy, but also on the charge. The most likely reason for the collapse of the
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electric field lies in the EMP accompanying the laser target interaction. The high voltage

supplies were placed outside, but still close to the vacuum chamber and have not been

encased by a Faraday cage and thus could have been affected by the EMP. An appropriate

housing for the high voltage supplies has to be designed for future experiments. Shielding

of the electrodes (respective the whole TPS dipole magnet including electrodes) and the

cables in vacuum should be considered as well.

Compared to the TPW experiment, a more effective target heating has been realized:

in two shots the complete proton signal in the energy range detectable by the TPS was re-

moved. The surveillance of the target surface by a camera throughout the heating process

was enabled by the simultaneous usage of the optical path for the temperature measure-

ment and the focus diagnostics employing a flippable, remotely controllable mirror. As

supposed after the beamtime at the TPW (see Sec. 4.1.5), it was observed that the target

foil indeed deforms and moves slightly out of the focus during the heating. Thus, the

position of the target along the laser axis had to be corrected for several tens of µm as

a consequence of the foil deformation due to the heating process. However, the heating

procedure and temperature control still allow for improvement. The heating setup needed

to be adapted and advanced during the beamtime, until satisfying target cleaning results

have been achieved. A reliable calculation of the target temperature from the thermal

spectrum was not feasible. Thus, more knowledge about the heating characteristics and

the temperature determination has to be gained to ensure an effective, controlled and re-

producible target cleaning in future experimental campaigns, which was addressed by a

subsequent master thesis work [157], which was still in preparation at the time of finishing

this dissertation.





Chapter 5

Conclusion and Outlook

The availability of data regarding laser-driven acceleration of heavy ions in the mass range

of A ≈ 200 was very sparse at the beginning of this dissertation. The necessity of such

high-density, laser-accelerated heavy ion bunches for the realization of the fission-fusion re-

action mechanism motivated this thesis work with the declared goal of substantial progress

towards the required bunch properties. In this dissertation, two experimental campaigns

have been presented which pushed the heavy ion energies into the regime relevant for the

fission-fusion reaction mechanism (≈ 7 MeV/u). The first one at the Texas Petawatt laser

at the University of Texas at Austin, USA, resulted in kinetic gold ion energies of 5 MeV/u,

being a factor of 2.5 higher than the maximum measured heavy ion energies which had

been published back then. The gold ions generated during the second campaign, per-

formed at the PHELIX laser of the GSI in Darmstadt, Germany, exceeded the energy

barrier of 7 MeV/u, which is the first experimental proof of kinetic laser-accelerated heavy

ion energies in the required range for the fission-fusion reaction mechanism. Furthermore,

the gold ion charge state distributions have been measured with a very high resolution,

which enabled the distinction of individual charge states of laser-accelerated heavy ions for

the first time. The standard ionization mechanisms, which are expected to be dominant,

do not deliver a straight-forward answer to the recorded charge state distributions. There-

fore, the measured data raise new questions and are a valuable input for further theoretical

investigations regarding the ionization dynamics in laser-generated plasmas.

With the laser-driven acceleration of heavy ions to kinetic energies above 7 MeV/u, a

first major milestone towards the realization of the fission-fusion reaction mechanism has

been accomplished. Starting from here, further studies are required in preparation for the

pursued generation of neutron-rich r -process isotopes applying this reaction scheme. First,
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the laser-driven heavy ion source needs to be advanced. A central goal is the realization of

the acceleration in the RPA regime, as this results in a more efficient energy transfer to the

heavy ions and, in particular, in a narrow-bandwidth energy distribution, which potentially

could be tuned to be located around the fission-fusion barrier. This is essential, as only a

small fraction of the exponentially decaying TNSA-like spectra is above this barrier. This

substantially affects the fission-fusion yield, as the bulk of the laser-accelerated ions does

not contribute. Further, the acceleration of heavy ions, which has been practiced with

gold in this dissertation due to its ease of use, needs to be adapted to radioactive thorium

targets, which need special care with respect to radioprotection measures. However, the

relative mass difference between thorium and gold ions is rather low, which is why a

similar acceleration dynamics may be expected, although the target cleaning will gain in

importance regarding the high degree of oxidation at thorium surfaces.

Second, the fission of laser-accelerated heavy ions at light target ions and fission of heavy

target ions induced by laser-accelerated light ions has to be investigated. The first proof-

of-principle experiment showing the latter has recently been published in reference [174].

The authors induced fission of uranium ions by laser-accelerated protons and extracted

the fission products using a fast gas-flow transport system. This technology needs to

be adopted and further advanced in preparation for the measurement of laser-induced

fission products and, later on, fission-fusion products. The demonstration of fission of

laser-accelerated heavy ions at light target ions requires first the development of the laser-

based acceleration of ions heavier than gold (e.g. thorium), as the fission barrier of gold is

around 22− 23 MeV/u [175], which is still far above the results achieved in this thesis.

Third, the influence of collective effects needs to be investigated that potentially ac-

company the interaction of the laser-accelerated, ultra-dense ion bunch with the target

material. Habs et al. assumed in reference [26] an ion range enhancement by a factor

of 100 due to a reduced stopping power of such a ion bunch impinging on a solid foil,

which would allow for a 100 times thicker reaction target, possibly resulting in a fission-

fusion yield increased by four orders of magnitude. On the other hand, if these ultra-dense

particle bunches interact with gaseous targets, the stopping power could be enhanced by

some orders of magnitude due to collective deceleration by resonantly driven plasma wake

fields, which could lead to a significant reduction of the size and costs of beam dumps [176].

At the Centre for Advanced Laser Applications (CALA) in Garching near Munich, the

“High Field” (HF) beamlime has recently started operation. This beamline is dedicated

to research towards the realization of the fission-fusion reaction mechanism and will tackle
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Figure 5.1: Experimental setup at the HF beamline at CALA with technology based on refer-
ence [17]. The ATLAS-3000 is focused by an off-axis parabolic mirror onto heavy ion target foils,
positioned by a nano-foil target positioning system (orange) [177]. The laser focus is diagnosed
and overlaid with the target by an optical microscope (yellow). Surface contaminants can be
radiatively removed by a green cw laser (green), as described in Sec. 3.4. As ion diagnostics,
the heavy ion TPS introduced in Sec. 3.3.3 will be used, together with the scintillator/sCMOS
camera combination presented in Sec. 3.2.4.

the outlined topics. The basic experimental setup at this beamline has been substantially

advanced during this thesis work and is sketched in Fig. 5.1, combining the technological

improvements required for laser-driven heavy ion acceleration, as elucidated in Chapter 3.

At this beamline, the technology for the production and measurement of the fission-fusion

products will be developed, before it will be applied at the new 2 × 10 PW high power

laser at the Extreme Light Infrastructure – Nuclear Physics (ELI-NP) in Măgurele near

Bucharest with envisaged intensities of up to 1023 W/cm2 [178]. These high intensities

are expected to be favourable for the RPA-based acceleration of heavy ions, promising the

successful application of the fission-fusion reaction mechanism with the generation of the

desired neutron-rich r -process isotopes.





Index of Abbreviations

ADK Ammosov Delone Krainov

ADU analog-to-digital unit

ATLAS Advanced Ti:Sapphire Laser

ATLAS-300 Advanced Ti:Sapphire Laser 300 Terawatt

ATLAS-3000 Advanced Ti:Sapphire Laser 3000 Terawatt

BSI barrier-suppression ionization

CALA the Centre for Advanced Laser Applications

CMOS complementary metal oxide semiconductor

CPA chirped pulse amplification

CR-39 Columbia Resin #39

cw continuous-wave

DPSSL diode-pumped solid-state laser

ELI-NP Extreme Light Infrastructure – Nuclear Physics

EMP electromagnetic pulse

GSI GSI Helmholtzzentrum für Schwerionenforschung

HF High Field

IP imaging plate

LEX Photonics the Laboratory for Extreme Photonics

NaOH sodium hydroxide solution

NIR near infrared

OPA optical parametric amplifier

OPCPA optical parametric chirped pulse amplification
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PHELIX laser Petawatt High Energy Laser for heavy Ion eXperiments

PSL photostimulated luminescence

RPA radiation pressure acceleration

SSNTD solid-state nuclear track detector

TC target chamber

Ti:sapphire titanium-sapphire

Ti:sapphire laser titanium-sapphire laser

TNSA target normal sheath acceleration

TPS Thomson parabola spectrometer

TPW Texas Petawatt laser

WASP wide-angle spectrometer
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