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ABSTRACT

The arms race between host and pathogens through evolution shaped a tightly connected and
complex defense network. The innate immune system provides essential mechanisms capable to
efficiently inhibit invading pathogens. Central mechanisms of the innate immune system, such as
pathogen recognition and regulation of defense responses, require complex systems to be balanced, fast
responding and effective. The interferon system consisting of pattern recognition receptors, signaling
molecules and cytokines, is a defense system that gets activated very early after virus infection and
proved to be extremely powerful to inhibit virus replication and spread. Interferons induce the
expression of a whole arsenal of specific proteins called Interferon stimulated genes (ISGs), which serve
a wide array of different activities, including direct inhibition of viruses and initiation of upstream
defense mechanisms that facilitate long lasting adaptive immune responses. However, viruses frequently
target the interferon system to block cellular defense responses and thereby evade the immune system.
In recent years antiviral properties of ISGs were mainly studied by gain and lack of function
experiments, which allowed insights into their specificity and effectivity to inhibit viruses. However,
only a few antiviral ISGs were studied in detail on the molecular level so far and the mode of action of
the majority of ISGs remained enigmatic.

During my PhD, I worked on different projects which focused on host-pathogen interactions. I used
large scale affinity enrichment followed by mass spectrometry (AE-LC-MS/MS) experiments to study
protein-protein interactions between cellular proteins and more than 100 functionally well-defined
ISGs. The generated data allowed me to functionally validate and mechanistically explain the mode of
action of several ISGs including the novel negative innate immune regulator LGALS3BP, the G-protein
coupled nucleotide cell surface receptor P2RY6, and the ISG ANXA2R which unexpectedly engages the
CCR4-NOT complex to fulfil its antiviral activity. I also investigated the functional consequence of the
association between the ISG IFIT1 and the 2°0O unmethylated RNA cap structure, which is a key
element in the antiviral potential of IFIT1. Furthermore, I contributed to the identification of a novel
type of cell death, called oxeiptosis, which is induced by reactive oxygen species (ROS) and commonly
generated during intoxications or pathogen encounter. In an additional collaborative project, I revealed
the function of the immune-regulating E3 ubiquitin ligase FBXO3 in RVFV infection and identified the
cellular cofactor GBF1, which is required for the antiviral activity of the ISG viperin against flaviviruses.
My work, as shown in this thesis, significantly contributed to our understanding of virus-host

interactions in regards to virus infections and pathology.
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1  INTRODUCTION

The constant and ubiquitous presence of pathogens forced organisms to acquire a diverse range
of defense mechanisms in order to combat these confrontations through evolution. Although
modern medicine provides effective drugs and vaccination strategies to control a number of
different pathogens, most viruses cannot be targeted by therapeutic treatments. This is in part due
to insufficient knowledge on how to target viruses in general but also complicated by the ability of
viruses to adapt specific mutations, which cause structural rearrangements at the drug-target
interphase "2 Therefore, effective and long lasting medical protection against many viruses still
remains challenging. Current strategies focus on targeting host cell machineries, which are

essentially required for virus replication :

Evolutionary shaped host defense systems provide a whole arsenal of different inhibitors that
viruses could not completely overcome by their mutational evasion strategies. Among these
immune derived defense mechanisms is the Interferon (IFN) system, which represents one of the
most central cellular components that determines the success to control virus infections. As part of
the innate immune system, the IFN induced defense mechanisms inhibit a broad range of different
pathogens. Successful application of IFN based therapies against persistent virus infections, as for
example hepatitis C virus (HCV) infection, highlighted the efficiency of this system to fight virus

infections *. However, severe side effects limit the applicability of IFN based therapies .

This thesis illuminates recent advances in the dynamic field of host-pathogen interactions and
focuses on the molecular interplay between viruses and the innate immune system. The first part of
the introduction discusses the innate immune system with emphasis on the IFN mediated defense
response and its basic roles in context of viral infections. Virus-host interactions and their
contribution to virus replication are highlighted in the second part. The third part of the
introduction emphasizes state of the art technologies and mass spectrometry based approaches
applied to study the innate immune system on a global level. These technologies contributed

significantly to study the complex network of virus-host interactions in recent years.



11 THE IMMUNE SYSTEM

The immune system includes cellular processes that protect organisms from foreign substances
in toxins, particles, small organisms or pathogens. The immune response encompasses two major
systems, namely the innate- and the adaptive immunity. Both systems go hand in hand and execute a
variety of different tightly regulated, time coordinated defense responses that act in concert to
guarantee a fast, long lasting and highly specific protection against invading pathogens. The innate
immune system covers passive physical defense barriers such as epithelial monolayers or secreted
body fluids and specified innate immune cell types, cytokines and signal pathways that act early
during infection ° It tightly interacts with the adaptive immune system and significantly contributes
to its initiation and activation. The adaptive immune system involves cellular components that aim
to elicit a highly specific defense response against pathogen-characteristic structures, so-called
antigens. It is responsible for the elimination of pathogens at the late stage of infections and to

establish long-term protection (Figure 1) 7.

Pathogens Innate Immunity Adaptive Immunity
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Figure 1: Structure of the immune system. The scheme represents the immune system consisting of innate and
adaptive immune processes. The innate immune system serves as the first-line of defense against invading pathogens by
physical barriers and innate immune cells. The adaptive immune system delivers highly specific defense responses
against pathogen-specific antigens and is responsible for the establishment of long term resistance. Secreted chemokines
and cytokines act as immune messengers which coordinate and activate the immune cells.



1.1 The immune system

Immune cells originate from pluripotent stem cells in the bone marrow and differentiate into
various cell types with specific functions. These immune cell populations encompass cells of the
innate and adaptive immune system which closely interact with each other. The following
paragraphs briefly describe immune cell types with important functions in antiviral defense

responses.

1.1.1 Cells of the immune system

All nucleated cells are capable to execute basic innate immune functions and participate in
antiviral defense responses by either releasing or responding to soluble paracrine and endocrine
acting factors such as chemokines and cytokines during infections. However, specialized immune
cells exist that exert tailored regulatory or executing immune functions, too. The following
paragraphs briefly describe selected immune cells of the innate and adaptive immune system that

contribute significantly to defense responses against viruses.

Neutrophils are the most frequent immune cell types in the blood. They exhibit a highly
characteristic segmented structure of the nucleus and are among the first immune cell species at the
site of infection. They limit virus infection by phagocytosis and by releasing anti-microbial factors at
the infected site through degranulation. Additionally, these cells form specific extracellular

structures capable to bind and trap foreign species 5

Macrophages represent key players in the complex system of immune cells. These cells infiltrate
infected tissue through leukocyte extravasation in response to chemotaxis and perform phagocytosis
of virus-infected cells. During this process, macrophages synthesize and secrete massive amounts of
IFN and other cytokines, leading to signal amplification and activation of further innate and adaptive
immune responses. Moreover, macrophages also serve as antigen presenting cells (APCs). They
activate T-cells by presenting foreign antigens on major histocompatibility complex (MHC) class I
molecules at their cell surface. Additionally, specialized macrophage subsets such as M2

macrophages exhibit important functions that control and resolve inflammation after infection %10

Dendritic cells belong to innate immune cells and execute a central communication function by
presenting antigens to T-cells. Dendritic cells capture, process and present antigens and
subsequently migrate to the lymph nodes to activate T-cells " Specialized matured dendritic cells,
such as plasmacytoid dendritic cells (pDCs), contribute significantly to cytokine levels, especially
IFNs during viral infection 2 Additionally, dendritic cells interact closely with natural killer (NK)

cells and contribute to the expansion of antiviral acting NK cells during viral infection .



1.1 The immune system

Natural killer (NK) cells are lymphocytes and exhibit a pivotal cytotoxic function against
infected cells. Hence, they contribute significantly to the inhibition of virus replication during
infection. NK cells can be divided into two major groups, namely (i) the cytotoxic NK cells
expressing CD56 as well as CD16 and (ii) the regulatory NK cells expressing CD56 exclusively.
The regulatory NK cells, as the name intends, secrete cytokines upon virus detection and act
regulatory thereby " In humans, about 90 % of the NK cell population represents cytotoxic NK
cells. In contrast to cytotoxic CD8+ T-cells, cytotoxic NK cells are capable to lyse infected cells
independent of specific antigens presented by MHC class I on the cell surface of virus-infected cells.
However, to prevent random NK cell mediated lysis, NK cell activation requires a combination of
molecular signals in order to guarantee specificity. Commonly, it necessitates the absence of
inhibitory proteins such as HLA-A and HLA-B proteins and the presence of NK cell activators such

. . 15,16,17
as receptors and several co-stimulatory proteins at the cell surface ™.

T-cells are lymphocytes and belong to the adaptive immune system. They have the ability to
recognize specific immunogenic peptide structures, so called antigens, presented at the cell surface
by MHC molecules through their T-cell receptor (TCR). The somatic recombination of the variable
antigen binding TCR domain and a highly specific selection process in the Thymus determines the
T-cell specificity to the presented antigen and prevents the recognition of self-antigens. This
complex process allows the generation of an almost unlimited arsenal of differently expressed and
exposed TCRs with potential binding affinities to antigens of foreign origin. Dependent on the
affinity of the TCR to either MHC class [ or MHC class II presented antigens and the expression of
respective co-receptors at the cell surface, T-cells can be categorized into CD8+ cytotoxic- ,

CD4+ inflammatory- or helper-T-cells.

CD8+ cytotoxic T-cells bind to antigens presented on MHC class I molecules. Co-activation of
CD8+ cytotoxic T-cell relies on CD3 and CD8 dependent signaling, which in turn triggers the
release of cytotoxic substances (granzymes) towards the infected cell. The released granzymes in

turn lead to the induction of apoptosis of the targeted virus-infected cell.

In contrast to CD8+ T-cells, CD4+ T-cell activation requires the presentation of foreign
antigens by MHC class Il molecules. APCs, such as dendritic cells and macrophages, take up foreign
molecular structures of pathogens and offer these at the cell surface. The APC mediated
presentation process includes the uptake of foreign proteins by phagocytosis, processing of the
peptides in the lysosome, loading of pathogen-derived antigens to MHC class Il molecules and their

presentation on the cell surface. These APCs migrate to lymph nodes to present their antigens.
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Subsequent recognition of these MHC class II presented antigens by CD4+ T-cells lead to the

secretion of cytokines and to the activation of antigen presenting B-cells.

Similar to T-cells, also B-cells are part of the adaptive immune system. They depend on
pathogen-derived antigens to establish their long lasting immune memory function. Immune
memory by B-cells encompasses the detection of the respective antigen either by binding through
the B-cells itself or through the presentation by APCs. In response to the antigen binding, B-cells
proliferate and generate two B-cell populations, namely antibody producing plasma cells and B-
memory cells. During this process, B-cells require additional support by T-helper cells, which
provide essential cytokines for their co-activation and the subsequent production and secretion of

. .18
immunoglobulins .

1.1.2 The innate immune system

The immune system encompasses and links several multi-layered and tightly regulated processes
to protect from foreign pathogenic species as described above. Within this system, the adaptive
immune system depends on the activation of the T- and B-cells in an antigen dependent manner, a
time consuming process that guarantees the correct differentiation of self- from foreign-molecular
structures in order to prevent autoimmune reactions. Contrary to that, the innate immune system
represents the first line of defense against pathogens such as viruses, bacteria and fungi. Its major
task is to control infections until the adaptive immune system has acquired the power to specifically
target and eliminate the pathogen " The innate immune system consists of three essential key
steps, namely (i) activation of the innate immune system, (ii) signal transduction and amplification
and (iii) initiation of early cellular antiviral responses. The following paragraphs briefly describe

these three topics.

1.1.2.1 Activation of the innate immune system

Activation of the innate immune system requires several consecutive molecular processes. These
include the binding and sensing of pathogen associated molecular patterns (PAMPs) and danger
associated molecular patterns (DAMPs), the activation of signaling cascades through cellular adapter
proteins and expression and secretion of pro-inflammatory cytokines or the induction of cell death.
The following chapters focus on the activation of the innate immune system through viruses in

humans and will briefly describe the associated molecular processes.
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Sensing of viruses

A critical task of the innate immune system represents the initial differentiation between self-
and foreign molecular structures. Therefore, specific cellular pattern recognition receptors (PRRs)
bind to their respective PAMPs. These PAMPs represent unique molecular structures present in the
host during the replication process of the pathogen. In most cases, recognition of specific genomic
structures by the host cell facilitates the detection of viruses during infection " These genomic
structures do naturally not occur in the host cell or are at least inaccessible for the respective PRR

201 For example, single stranded

through cellular compartmentation under normal conditions
DNA or DNA-RNA hybrid structures are not present in the cytosol of uninfected cells as synthesis
of ribonucleic acid sequences commonly occurs in the nucleus, thereby isolated from the cytosol
through compartmentation. Hence, cytosolic PRRs cannot directly face such nucleotide sequence
species, although they regularly appear temporarily during replication and transcription in the
nucleus. In line with DNA-, also RNA-synthesis follows highly ordered rules, as in the transcription
by Polymerase II (Pol-II) that generates precursor transcripts with a 5’ triphosphate (5° PPP)
modification in the initial step. 5" PPP RNA structures serve as preferred binding target for PRRs
such as Retinoic acid-inducible gene I protein (RIG I). These PRRs would induce the auto-
activation of the innate immune system in case of mislocalized 5° PPP-RNA that leaks into the

1 °”. However, under normal conditions, consecutive modifications of the cellular 5’ PPP

cytoso
RNA precursors by the capping process prevents the recognition of such RNA species by RIG-I in
the cytosol. Capping of mRNA precursors is performed by fusing a guanosine nucleotide to the
triphosphates 5’ end. Further chemical modifications include the methylation of the guanosine and
the first two ribose molecules at the N7 and the 2’ O position » These co-transcriptional
modifications are prerequisites for the export of matured 5’ capped RNA from the nucleus into the
cytosol and limits the presence of host cell derived 5> PPP-RNA in the cytosol. In turn, exported
capped transcripts remain unrecognized by cytosolic localized PRRs after nuclear export. In
contrast, as mentioned before, viruses regularly expose genomic sequences which lack one or
multiple characteristics of their cellular counterparts during replication in the host. Hence, cells

20,24,25

cornrnonly exhibit a variety of different PRRs against such viral PAMPS . The following table

provides an overview of cellular PRRs, their localization and binding target of virus derived

molecular patterns.
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Table 1: Common PRRs that sense virus derived PAMPs 2?7

Sensor Family PRRs Cellular Location Target structure
TLR3 Endolysosome dsRNA
TLR4 Plasma membrane Viral Glycoproteins
TLRs TLR7 Endolysosome ssRNA
TLRS8 Endolysosome ssRNA
TLR9 Ensolysosome CpG-DNA
RIG-I Cytoplasm 5'triphospate RNA, short dsRNA
RLRs MDAS5 Cytoplasm Long dsRNA
LGP2 Cytoplasm dsRNA
AIM2 Cytoplasm dsDNA
ALRs DAI Cytoplasm DNA sequence specific
cGAS Cytoplasm DNA sequence specific
IFI16 Nucleus dsDNA

This thesis focuses on virus-host interaction; hence, the following section mainly depicts the sensing
of viruses through Toll-like receptors (TLRs), RIG-I-like receptors (RLRs) and AIM2-like receptors
(ALRs).

PRR — dependent induction ofcez]] death

Sacrificing infected cells for the benefit of the cellular community represents a popular defense
strategy to limit infection. Induction of cell death is especially effective in viral infections, as the
replication of viruses completely depends on the host cell. Nod-like receptors (NLRs) such as the
cytosolic double stranded DNA (dsDNA) sensing Absent in Melanoma 2 (AIM2) protein and the
viral RNA sensor NACHT, LRR and PYD domains-containing protein 3 (NLRP3) are potent

activators of the inflammasome. This high-molecular multi-protein complex leads to cell death by

pyroptosis and converts the inactive Interleukin-1 (IL-1) precursor pro-IL-1p into its bioactive form

29,30,31,32

by a caspase-1 dependent process . The inflammasome is also sensitive to indirect, virus-

mediated stimuli such as elevated levels of reactive oxygen species (ROS) that are generated during

. . . 31,33
virus infections .

Another strategy that can results in cell death of virus infected cells is cellular interference with
protein synthesis. Members of the oligoadenylate synthase (OAS) family act directly by activating
RNase L. OAS proteins catalyze the second messengers 2'-5'-oligoadenylates in response to dsRNA
binding, which in turn activates RNase L. The endoribonuclease activity of RNase L mediates

cleavage of viral and cellular transcripts, inhibits translation and leads to apoptosis of the infected

34,35
cell 7.
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Another PRR that affects the cell’s translation machinery in response to PAMP sensing is the
eukaryotic translation initiation factor 2-alpha kinase2 (EIF2AK?2, also known as PKR). Its binding
to dsRNA in the cytosol results in the phosphorylation of the alpha subunit of the eukaryotic
initiation factor 2 and causes the inhibition of the translation initiation which finally leads to the
breakdown of the cellular translation machinery . Comparable to the translation inhibition through
OAS proteins, activation of PKR results in cell death of the host cell and to the restriction of virus

replication on an organismal level.
PRR mediated secretion of cytokines

Sensing of viruses by PRRs, as described above, results either in cell death and/or in the
inhibition of host cell molecular processes that are essential for viral replication. However, effective
defense responses against viruses require the activation of antiviral programs in order to limit virus
spread and to control infection in the host organism. Therefore, messengers and signaling pathways
are of central importance to transduce the signal elicited by activation of PRRs through incoming
viruses. These messengers and signaling pathways are essential for the expression and subsequent
secretion of pro-inflammatory cytokines. Cellular adaptor proteins, such as MyD88, MAVS,
STRING and TRIFs, link PRRs to signaling cascades of the innate immune system. The following
paragraphs summarize several pivotal signaling pathways, which are essential for the innate immune

defense against virus infections.
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MyD88 and TRIF mediated innate immune activation through Toll-like receptors (TLRs)

TLRs are transmembrane domain containing PRRs localized at either the plasma- or the
endosomal membrane. Binding of specific ligands to the outward facing leucine-rich repeat domains
leads to receptor dimerization and initiate the formation of signaling complexes that assemble
around adaptor proteins. TLR3 for example, senses double strand RNA (dsRNA) present in the
endosome and initiates signaling through binding and subsequent oligomerization of the adaptor
protein TIR domain-containing adapter molecule 1 (TICAM-1, also known as TRIF) to its TIR
domain (Figure.2). The oligomerized TRIF proteins are capable to interact with three proteins to
distribute signals by three distinct pathways. Association of RIPKI to the oligomerized TRIF
adaptor, for example, activates a caspase dependent cell death pathway. Interaction with TNF
receptor-associated factor (TRAF3) protein, in contrast, results in phosphorylation, dimerization

and subsequent translocation of IRF3 into the nucleus. Finally, association of TRAF6 to TRIF

oligomers activates the transcription factors Nuclear factor kappa B (NF-KB), Activator protein 1
(AP-1) and cAMP response element-binding protein (CREB) through both, the Mitogen-activated
protein kinase (MAPK) and TAK1/IKK pathway. Other members of the TLR family also trigger

pro-inflammatory responses through NF-KB, AP1 and CREB pathways.
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Figure 2: Sensing of foreign virus-derived nucleotide structures through TLR signaling. Binding of viral

ssRNA and dsRNA to TLR7 and TLR3, respectively, initiates the associated downstream signaling through MyD88 and
37,38
> ).

TRIF, resulting in the transcription and subsequent induction of IFN and cytokines in the cell (adapted from:

Contrasting to TLR3 however, these TLR family members signal mainly through the adaptor
protein Myeloid differentiation primary response (MyD88), which forms, together with IL-1
receptor-associated kinase (IRAK) 1, IRAK2 and IRAK4, the Myddosome, a large signaling

complex attached to the cytosolic TIR domain of TLRs that assembles after PAMP binding ¥ Virus
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sensing through TLRs include several different TLR family members, which commonly lead to the

induction and secretion of IFN—B and pro—inﬂarnrnatory cytokines during virus infection.

MAVS mediated innate immune activation by RIG-I like receptors

RIG-I like receptors (RLRs) are virus RNA sensors located in the cytoplasm. They exhibit a
characteristic domain structure composed of two N-terminal caspase recruitment domains
(CARDs), a central DEAD box helicase/ATPase domain and the regulatory domain located at the
C-terminus of the proteins. The RLR family covers three members, melanoma differentiation-
associated gene 5 (MDAS), Probable ATP-dependent RNA helicase DHX58 (also known as LGP2)
and RIG-I. RIG-I binds viral genomic RNA or viral derived RNA intermediates present during
replication (Figure 3). It recognizes PPP-RNA and short dsRNA motives at the 5’ end 2 After
binding of respective PAMPs, RIG-I requires additional modification of the N-terminal CARD
domains by K63-linked poly-ubiquitination through the E3 ubiquitin ligases TRIM25 and RNF135
* After activation, RIG-I re-localizes to the mitochondria and interacts with its adaptor protein
Mitochondrial antiviral-signaling (MAVS) protein. The association of the exposed CARD domain of
RIG-I to the CARD domain of the adaptor protein stabilizes the interaction and induces the
formation of a signaling platform by clustering of multiple MAVS proteins. In a subsequent step, the

MAVS signaling platform attracts TRAF proteins, which in turn activates Interferon regulatory
factor 3 (IRF3), NF-KB and MAPK. These activations result in the expression and secretion of IFN-

B and pro-inflammatory cytokines.
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Figure 3: Activation of the innate immune system through RIG-I like receptors. Binding of viral RNA to
RIG-I and MDAS5 activates the downstream signaling cascade through MAVS. This leads to the expression of IFN and
pro-inflammatory cytokines. LGP2 regulates the activities of RIG-I and MDAS5 in the initial PAMP recognition step
37,38

> ).

(adapted from:
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1.1 The immune system

MDAS5 also signals through MAVS to activate the innate immune system. MDAS binds to long
dsRNA species present in the cytosol during infection of positive-strand RNA viruses. It forms long
oligomerized, filament-like structures along the bound dsRNA ligand. During binding, MDAS

exposes its CARD domain which subsequently interacts and activates MAVS HALS

In contrast to RIG-I and MDA5, LGP2 lacks the characteristic CARD domains and is therefore
not able to trigger MAVS mediated signaling directly. However, recent studies clearly showed an
important regulatory function of LGP2 in RLR signaling by boosting MDA5 activity while inhibiting
RIG-I in the presence of long viral dsRNA. It binds dsRNAs at the 5" end and potentially competes
with RIG-I binding. At the same time, however, it still allows MDAS5 to bind along the dsRNA

sequence to form its activated oligomerized, filament-like structure .

Innate immune activation through the cGAS-STING pathway

The cGAS-STING pathway activates the innate immune system in response to dsDNA. cGAS is
localized in the cytosol and acts as PRR that catalyzes the synthesis of cGAMP, a 2°-5’ linked
ATP/GTP dinucleotide second messenger *. The synthesized 2°-5" cGAMP second messenger
subsequently binds to the stimulator of interferon genes (STING) protein, a transmembrane protein
localized in the ER (Figure 4). After cGAMP binding, STING translocates to the Golgi and serves as

a potent signaling platform that activates serine/threonine-protein kinase TBK1. TBK1 activation
results in IRF3-mediated induction of IFN—B and expression of pro—inﬂammatory cytokines via NF-

KB activation through the IKK complex. Interestingly, innate immune activation through the cGAS-
STING pathway is not limited to the infected cell only, as cGAMP is capable to shuttle to
neighboring cells through gap junctions *_ This allows the activation of the signaling pathway

downstream of STING in cells in close proximity to the infected site.
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Figure 4: Activation of the innate immune system through the cGAS STING pathway. The binding of viral
dsDNA to cGAS results in the synthesis of the secondary messenger cGAMP in the cytosol. cGAMP binds and activates

STING in the cell, leading to the expression of IFN and pro-inflammatory cytokines through IRF3 and NF-KB, or it

exits the cell via Gap junctions resulting in STING activation and subsequent secretion of IFN and pro-inflammatory

cytokines in the cells in close proximity to the infection (adapted from: **").

Activation of the innate immune system through PRRs results in a surprisingly small number of

activated transcription factors (NF-KB, IRFs, and AP1) and consequences in the induction of pro-
inﬂarnrnatory genes and IFN. The next chapter brieﬂy describes the signal amplification and how
antiviral signals spread from the site of infection to the whole host organism. It focuses mainly on

IFN and its role during virus infection, as this is the central aspect in this thesis.

1.1.2.2  Antiviral signal transduction and amplification

Virus infected cells release a cocktail of immunologically active factors early after recognition of
the pathogen. Among some directly acting proteins, such as members of the complement system,
most factors attract and coordinate several different, highly specialized immune cells to the site of
infection. Chemokines, for example, are secreted small factors which mediate immune cell
infiltration into the tissue by leukocyte extravasation and guide immune cells such as macrophages,
dendritic- and NK cells to the site of infection *. Through the phagocytic uptake of infected
material, macrophages secrete massive amounts of immune modulatory molecules such as pro-
inflammatory cytokines, chemokines and IFNs (Figure 5). At this stage, these cells amplify the
defense signals and boost the immune system. Furthermore, they cross-activate other immune cells,

most importantly cells of the adaptive immune system. The communication between signal sending
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and receiving cells forms a complex inter cellular information network, which coordinates the

antiviral defense response in the host -,
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Figure 5: Activation of the innate immune system. Schematic representation of virus-induced innate immune
activation and resulting defense responses. Innate immune activation encompasses the initial sensing of PAMPs or virus
infection associated DAMPs, expression and secretion of pro-inflammatory cytokines and IFNs, activation and attraction
of immune cells through cytokines and chemokines as well as signal activation and expression of ISGs through binding of
IFNs to their respective receptors of signal receiving cells during infection.

Several released factors act as warning signals for uninfected cells in an autocrine and paracrine
manner. They boost the expression of antiviral acting proteins and trigger processes that
successfully limit virus replication in the host. Of central importance are pro-inflammatory
cytokines and members of the IFN-family. The following paragraphs describe both, the
inflammation processes and the initiation of early cellular antiviral responses by IFNs, with the

primary focus on the IFN system.
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1.1 The immune system

Inflammation during virus infection

Recognition of PAMPs by PRRs triggers inflammation during virus infection. However,
inflammation also appears in response to DAMP sensing. Such DAMPs often originate indirectly
during virus infection and are potent pro-inflammatory stimuli. Lytic virus replication for example
locally increases the amount of free nucleotides present in the extra-cellular space at the site of
infection. These free extracellular localized nucleotides serve as bioactive molecules capable to

trigger inflammation through specific receptors present on the surface of surrounding cells .

Typically, virus infection activates the NF-KB pathway and results in secretion of pro-
inflammatory cytokines, such as TNFQ, TGFB, IL-1P and IL-6 *%*! The NF-KB family consists of
the five structural related transcription factors NF-KB1 p50, NF-KB2 p52, RELA p65, RELB and c-

REL °’. NF-KB signaling occurs through two distinct pathways called “the canonical” and or “the

non-canonical” pathway (Figure 6). The canonical pathway acts downstream of PRRs and results in
rapid but only short lasting NF-KB activation >3 Initial activation occurs through TGFf-activated
kinase 1 (TAK1), which in turn induces the formation of the trimeric IKB kinase (IKK) complex
(IKK0, IKK[ and IKKY) by phosphorylation. The activated complex subsequently ubiquitinates the

REL-p50 inhibitory complex subunit IKBQO, causes its degradation through the proteasome and

thereby releases the p50-p65 heterodimeric transcription factor. The released transcription factor

shuttles into the nucleus, binds its consensus KB elements in the genome and induces the expression

of target genes **. In contrast, members of the TNF receptor superfamily, activate the non-

canonical NF-KB pathway. Receptors such as lymphotoxin 3 receptor (LTBR), RANK and CD40
activate the heterodimer complex RELB-p52 transcription factor to mediate the expression of
target genes. This signaling pathway uses NF-KB-inducing kinase (NIK) to phosphorylate the RELB
inhibitory IKB-like molecule p100. In turn, p100 ubiquitination and proteasomal degradation

releases RELB, which forms the heterodimeric RELB-p52 transcription factor, subsequently 2336037,
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Figure 6: Canonical and non-canonical NF-KB activation. Schematic representation of NF-KB activation and
canonical / non-canonical signaling cascade downstream of TNF receptors and PRRs.

Central mediators in both, the canonical and non-canonical NF-KB pathway, are members of the
TRAF family. This protein family consists of seven family members (TRAF1-TRAF7), which
interact with receptors and signaling mediators through their TRAF domains. In addition, all
TRAFs, except of TRAF1, exhibit E3 ubiquitin ligase RING domains that are essential for signal
transduction downstream of the receptors. They serve as a group of high variable proteins capable
to link several different PRRs to a relative small number of conserved inflammatory signaling
pathways. For example, TRAFs regulate the level of NIK through ubiquitination and subsequent

proteasome degradation and contribute directly to a balanced inflammation response during non-
canonical NF-KB activation *°. Interestingly, the canonical and non-canonical NF-KB pathways do

not act independently. Crosstalk at several steps leads to the activation of both NF-KB pathways
during virus infection and results in a strong inflammation response that results in the secretion of

51,59

pro-inflammatory cytokines and chemokines such as IL-1f3, IL-6 and TNFa,
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1.1 The immune system

Interferons

The Interferon (IFN) system is among the best-studied and most effective defense response
system against viruses in the early stage of infection. Its activation starts with the secretion of IFNs
into the periphery of infected cells. IFNs bind to their corresponding, cell surface exposed receptors
which subsequently trigger the JAK-STAT pathway, resulting in the expression of IFN-stimulated
genes (ISGs) *. These ISGs represent a group of hundreds of genes which encode for proteins with

direct antiviral and essential regulatory function in the innate immune system.

IFNs represent a distinct family of secreted messengers that can be classified in three types
according to their corresponding receptor at the cell surface (Type-I, II and III IFNs). Type-I IFNs
are the most prominent innate immune messengers during antiviral response. They bind to the
heterodimeric receptor complex consisting of the IFN-O receptor 1 (IFNART) and the IFN-Q

receptor 2 (IFNAR2) chain (Figure 7). The binding of type-I IFNs (such as IFN-Q, IFN-B, IFN-g,

IFN-T, IFN-K, IFN-0 and IFN-() through IFNAR? at the cell surface induces dimerization of both
receptor chains and forms the IFNAR1/2 receptor complex. During dimerization, the tyrosine
kinase 2 (TYK2) and Janus kinase 1 (JAK1), which are both attached to the cytosolic domains of the
IFNAR1 and IFNAR2 respectively, get in close proximity to each other which causes their
reciprocal activation through phosphorylation. The activated kinases in turn phosphorylate the
signal transducer and activator of transcription (STAT) 1 and 2. Upon phosphorylation, STAT1 and
STAT2 dimerize, attract the interferon regulatory factor 9 (IRF9) and form the heterotrimeric
transcription factor complex IFN-stimulated gene factor 3 (ISGF3) thereby. ISGF3 in turn, shuttles
into the nucleus, binds to ISRE motives in the genome and activates gene expression L6283 I
parallel, type-I IFN also mediates phosphorylation and dimerization of STAT1, which results in
phosphorylation of the IFN-Y-activated factor (GAF) and mediates its binding to Y-activated

sequences (GASs) in the nucleus **. In addition, dimerization of the IFNAR2 chains activates the

mitogen-activated protein kinase / c-Jun amino-terminal kinase (MAPK/JNK) pathway .

Type-II IEN signaling is activated downstream of the IFN-Y receptor (IFNGR) by its respective

ligand IFN-Y. Binding of IFN-Y results in dimerization and subsequent phosphoryiation of STAT1
through IFNAGR1 and IFNAGR2 bound JAK1 and JAK2. Phosphorylated STATs form the

transcriptional regulatory complex GAF after dimerization and activate gene expression 6.

Type-III IFNs (IFN—?\,l—‘I-) signal through the IFN-A receptor 1 composed of the low-affinity

receptor subunit IL-10R2 and the high—affinity type-III IFN receptor subunit (IFNLR1). Similar to

16



1.1 The immune system

the IFNARI receptor in response to type-1 IFN, IFN-A signals through the JAK-STAT in a TYK2

67,68

and JAK1 dependent manner
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Figure 7: IFN signaling. Binding of IFNs (type I, II and III) through their respective cell surface receptors results in
the activation of the downstream JAK-STAT pathways and induces the expression of ISGs through binding of the
activated transcription factor complexes ISGF3 and GAF to their respective promotor elements (ISRE and GAS) in the
nucleus (adapted from ).

1.1.2.3 Interferon stimulated genes

Interferon stimulated genes (ISGs) encompass a group of 300-400 genes which are expressed to
elevated levels in response of IFN. Depending on their function, ISGs and their corresponding
protein products can be categorized into three main groups: (i) ISGs with IFN-sensitization and co-
activating function, (ii) ISGs with direct effector functions against pathogens and (iii) ISGs, which

balance or down—regulate the IFN system.

ISGs with IFN-sensitization and co-activating function

Many ISGs encode for proteins with key regulatory functions within the IFN-system or other
defense response processes such as inflammation. Prominent members of this group are PRRs, such
as RIG, MDAS5, TLRs, and signaling proteins that transmit signals elicited by PRRs as for example
MyD88, STATs, JAK and IRFs % Most cells express these factors at baseline levels, which enable

cells to sense and activate the innate immune system in case of a virus infection. In response to IFN,
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these factors are significantly up-regulated in the cell, which results in higher overall sensitivity
against pathogens. ISGs belonging to this group share the ability to reinforce and co-activate defense
pathways of the host to inhibit pathogen replication early after infection ° Systematic functional
studies based on overexpression of single ISGs, revealed that a considerable number of ISGs in this
group exhibit broad antiviral activity and are therefore of central importance for innate immune
mediated antiviral defense strategies . Expression and subsequent activation of IRF1, for example,
was shown to occur in parallel to PRR mediated PAMP/DAMP sensing in cells and directly induces
expression of selected ISGs independently of the JAK-STAT pathway. This IRF1-mediated ISG
expression is believed to act as an emergency system to activate ISG expression even if JAK-STAT

signaling is inhibited through pathogen induced evasion strategies 6670

ISGs with direct effector functions against pathogens

Another group of ISGs represents a class of IFN-induced effector proteins, which directly inhibit
viruses. Functional overexpression studies of individual ISGs of this group showed high antiviral
activity against viruses with similar molecular and structural properties. This points towards a highly
selective, evolutionary shaped adaption of such antiviral factors to inhibit specific virus classes .
The following paragraphs briefly describe selected ISGs with pivotal protective functions against

virus infections.

Among the longest and best-studied ISGs are members of the murine myxovirus (Mx) resistance
gene family, namely Mx1 and Mx2. Both are present in the cytoplasm of human cells after IFN
stimulation and share structural homology with proteins of the dynamine and dynamine-like
GTPase family. Although Mx1 inhibits numerous different viruses such as Rift valley fever virus
(RVEV), La Cross virus (LACV), Hepatitis B virus (HBV) and Crimean-Congo hemorrhagic fever
virus (CCHFV), its antiviral function is best studied in the context of infection with Influenza A
virus (FluAV), a member of the orthomyxoviridiae family. During FIuAV infection, Mx1 interacts
with the nucleoprotein complex during the viral uncoating process and prevents the import of the
viral ribonucleotide protein complex (VRNP) into the nucleus, which leads to an efficient block of

1-73

FluAV replication ’

Interestingly, characterization of Mx2 revealed only limited activity against Mx1 targets. Instead,
Mx2 exhibits highly specific inhibitory functions against herpesviruses and HIV at a pre-nuclear
entry step. Mutational analysis of the HIV-1 capsid protein suggests that the antiviral activity of Mx2
against HIV-1 depends on the Mx2 interaction property to the capsid structure of HIV-1 virus
particles. This hypothesis is in line with the observation that Mx2 fails to inhibit HIV-1 with

mutated capsid structures "7 In contrast, the pan-herpesvirus restriction by Mx2 depends on the
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GTPase function of Mx2 as shown by inhibition experiments of herpes simplex virus 1 and 2 (HSV-

1/-2) with intact and mutated, GTPase inactive Mx2 variants """,

The interferon-induced protein with tetratricopeptide repeats (IFIT) protein family is highly
diverse in mammals and contains four members IFIT1, -2, -3 and 5 in humans. They are localized in
the cytosol and are among the highest induced ISGs in response to IFN stimulation. IFITs exhibit
antiviral activity against numerous viruses including VSV, RFVF, West Nile virus (WNV) and HCV
%0 The antiviral activities of IFIT proteins rely on two major mechanisms. IFIT proteins inhibit
HCV, a positive-stranded RNA virus, by targeting viral mRNA translation. Translation of HCV
mRNA through its viral internal ribosome entry site (IRES) is strictly dependent on the recruitment
of the cap-independent translation initiation complex. Human IFIT1 and IFIT2 interact with eIF3E
and elF3C. This interaction in turn blocks the assembly of the cap-independent translation initiation
complex at the IRES motives present on viral mRNA and thereby prevent its translation 183
Similar to RLRs, IFITs bind to virus-specific structures on the 5 'prime end of viral RNA with high
affinity as for example to 5"-ppp RNA ”. During this binding process, IFIT1 recruits IFIT2 and
IFIT3, which subsequently results in the 5'-ppp RNA IFIT1/-3 complex formation. Antiviral
activity of IFITs is dependent on the complex formation, as depletion, but not the ectopic
expression of individual IFIT proteins affects the IFN mediated inhibition of virus replication in
cells. Interestingly, antiviral activity of IFIT1 against the human papillomavirus (HPV), a DNA
virus, has also been reported. In contrast to the antiviral mechanisms against RNA viruses described
before, a direct interaction of IFIT1 with the viral E1 helicase causes inhibition of HPV replication,

which results in the local depletion of this essential HPV factor from the viral replication site B85

The virus-inhibitory protein, endoplasmic reticulum-associated interferon-inducible (viperin)
protein inhibits various RNA and DNA viruses. Viperin is highly evolutionary conserved and
associates to ER-derived lipid droplets under normal conditions in the cell %It limits replication of
numerous enveloped viruses by different molecular mechanisms. During FluAV and HIV-1
infection, for example, viperin inhibits the enzyme activity of farnesyl diphosphate synthase (FDPS)
and reduces membrane fluidity at the plasma membrane, which in turn limits the release of the
newly synthesized virus particles 7% Antiviral activity against HCV relies on viperin's interaction
to the HCV non-structural protein 5A (NS5A) and to the cellular vesicle-associated membrane
protein-associated protein A (VAP-A). The interaction of viperin to VAP-A disturbs HCV

replication complexes on lipid droplets and causes the inhibition of viral replication thereby 89.90
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Bone marrow stromal antigen 2 (BST2, also known as Tetherin) is a membrane-associated ISG
that inhibits a variety of different enveloped viruses. BST2 associates to membranes through its two
GPI-anchors. One of the two GPI-anchors integrates into the lipid layer covering the newly formed
enveloped virus particles while the second GPI-anchor remains attached to the lipid layer of the
plasma membrane. Thereby, BST2 tethers the infectious particle to the cell and prevents virus
release. Hence, BST?2 functions as a biological trap and mediates the formation of long chain-like

structures that consist of interconnected, non-released virus particles °'. More recently, BST2 was
shown to activate the NF-KB pathway during virus replication. Although, the exact molecular

mechanism that links BST2 to the NF-KB pathway remains speculative so far, this finding
characterizes BST2 as a direct antiviral acting ISG with an additional immune-stimulatory
function 2.

Beside the selected ISGs descripted above, numerous less well characterized ISGs with potent
antiviral activity against specific viruses were identified in several ISG overexpression studies 69,9395

Notably, the diverse distribution of ISGs in cells indicates that these proteins are able to face viruses

at different subcellular localizations and act at several stages of the viral replication cycle.

ISGs which balance and down—regulate the IFN system

Constant activation of the innate immune system correlates with various autoimmune
phenotypes and overshooting, harmful reactions. To limit such negative effects, the immune system
needs to be balanced carefully. Therefore, it requires mechanisms capable to reverse inflammation

and to down-regulate the IFN system after pathogen elimination.

IFN de-sensitization occurs immediately after activation of the IFN system by endocytosis and
subsequent lysosomal degradation of the IFN receptor “. However, some ISGs also contribute
actively to the IFN desensitization processes by inhibiting JAK-STAT signaling. The suppressor of
cytokine signaling (SOCS) proteins, for example, binds to JAK proteins and IFN receptors at
phosphorylated tyrosine residues and efficiently blocks STAT phosphorylation. Another negative
regulator of the IFN system is Ubl carboxyl-terminal hydrolase 18 (USP18) protein. It is the major
de-ISGylation enzyme and balances the pool of free and covalently bound ISG15, a ubiquitin-like

. . . . . . 96-98
modifier with various known regulatory innate immune functions

. Interestingly it was shown,
that USP18 inhibits activation of the IFN system in a de-ISGylation independent mechanism, by
interacting with the IFNAR2 receptor and competing with JAK1 binding sites. Thereby USP18

blocks downstream JAK-STAT signaling and downregulates the activation of the innate immune

99
system .
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Viruses are among the most abundant class of pathogens on earth and strictly depend on host
organisms for their own replication ' Viruses are known to infect highly diverse lifeforms ranging
from prokaryotes to plants and mammals. In human, virus infections are responsible for a huge
proportion of the overall diseases worldwide. These virus infections lead to various disease forms in
infected individuals including relatively harmless outcomes such as a common cold but also life-

101103
. Furthermore, several

threatening reactions such as hemorrhagic fever and encephalitis
persistent virus infections such as for example by human papillomavirus (HPV), human T-
lymphotrophic virus (HTLV), Epstein-Barr virus (EBV) and hepatitis C virus (HCV), are known to
cause cancer in human and are estimated to be responsible for approximately 15 % of all cases

104

worldwide . Additionally seasonal recurring virus infections and pandemics such as by influenza

105,106

virus are accountable for high numbers of deaths and economical losses worldwide . Especially
immune suppressed individuals suffer from severe viral infections which are commonly well
controlled in healthy, immune competent individuals. This highlights the central importance of the
immune system during virus infections. Unfortunately, only a limited number of antiviral treatment

options are available, which inhibit specific viral infections efficiently. A pan antiviral drug that

inhibits a broad range of different viruses still remains elusive.

Their ability to adapt to their environment resulted in an incredible versatility of diverse viruses.
Viruses can be categorized into numerous groups and families dependent on their genome structure
(e.g. negative and positive stranded RNA, DNA, segmented genomes), structural properties (e.g.
enveloped and un-enveloped) and their degree of genome similarity. Viruses per definition rely on
the molecular machineries of their hosts, which provide and support obligate processes for virus
replication. This dependency is a consequence of the limited viral genome capacity and necessitates
sophisticated manipulation strategies to conquer the molecular machineries of their hosts. Viruses
commonly encode for proteins that secure the successful formation of infectious, replication-
competent particles. It includes structural proteins and viral polymerases that are required for viral
genome replication. Additionally, viruses encode for highly variable proteins that serve as adaptor
proteins and interact with cellular machineries to control and manipulate the host. A typical viral
replication cycle includes three steps: i) viral entry, ii) viral genome replication, protein synthesis

and assembly and iii) maturation and budding of the new infectious viral particle.
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Figure 8: Virus replication cycle during infection. Schematic representation of key steps during virus
replication. Viruses enter the host by attaching to specific cell-surface factors and enter the cell by membrane fusion or
by endocytosis. Virus particles escape the endosome during the acidification process by structural rearrangements of pH
sensitive viral proteins. Alternatively, virus derived ribonucleoprotein (vVRNPs) complexes are directly released into the
cytosol after membrane fusion. After uncoating of viral genome-associated structures in the cytosol, cellular factors
(green) attach to the viral polymerase (yellow) and genome structure to support genome replication and transcription
of virus encoded open reading frames. Virus transcripts are supplied to the cellular translation machinery and assemble
with their newly synthesized genomes at different subcellular compartments or directly at the plasma membrane of the
cell. Finally, virus particles are released through a budding process or by lysis of the host cell.

1.2.1 Virus entry

Viruses commonly enter their hosts through exposed viral structures which attach to the surface
receptors of their host cells. This process subsequently triggers the uptake of the infectious particle
through endocytosis or fusion of the viral coating lipid layer at the plasma membrane. Several post-
uptake processes occur, which include escape strategies from endosomal vesicles, uncoating of viral
capsid structures and the translocation of the viral genome to its preferred replication site. During
this entry process, the virus relies on several supportive host factors and protein complexes.
Essential host factors in this regard encompass cell-surface receptors that are highly specific to
individual viruses, viral classes or — families and are required for the initial attachment of the viral

. 107,108
particle "

. Several viruses enter the host cell by endocytosis and require V-type proton ATPase
pumps such as ATP6AP1 to escape from the endosome. These proton pumps facilitate the influx of
hydrogen ions into the endosome and lead to endosomal acidification, which in turn causes

structural rearrangements of viral glycoproteins, disrupts the endosome-covering lipid layer thereby
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and delivers the viral capsid into the cytoplasm. This escape process is important to prevent

subsequent lysosomal degradation of the infectious particle 109,110

1.2.2 Viral genome replication, protein synthesis and assembly

Replication and transcription of the viral genome occurs at defined sites within the cell. Some
viruses such as members of the orthomyxoviridae, herpesviridae and retroviridae, replicate in the nucleus
and depend on the active transport through the nuclear pore complex or on the breakdown of the
nuclear structure during cell division to enter the nucleus. Other viruses, such as the flaviviridae

family members, replicate in specified structures at the endoplasmic reticulum (ER) or directly in

111-113

the cytosol such as filoviridae and hantaviridae . Although viruses encode for their own

polymerases, they depend on cellular proteins which support replication and transcription of their

genetic information by adding specific modifications or even misuse whole cellular complexes like

114-116

the spliceosome . Additionally, all viruses strictly depend on the host’s translation machinery

for protein synthesis. Therefore, viruses evolved multiple strategies to feed-in their transcripts into

the cellular system. They either use internal ribosomal entry site (IRES) elements or modify their

117,118

transcripts accordantly to the demands of the translation machinery . Viruses also make use of

cellular factors that support correct folding by co- or posttranslational processes to ensure

119-12

functionality of their proteins . To complete their replication cycle, viruses need to form new

infectious virus particles to leave their host cell. Therefore, viruses recruit cellular machineries that

122

transport viral genomes and proteins to distinct cellular sites At these sites, the high

concentration of virus-encoded proteins and virus-derived nucleic sequences result in a self-

assembly process, which is supported by cellular factors 1o

1.2.3 Maturation and budding of new viral particles

Viruses utilize two mayor release strategies to leave the cell after their replication cycle. They
either rely on the lysis of the host cell or bud from the cell surface into the extracellular space 12T
The release mechanism is dependent on the virus type. Enveloped viruses for example
predominately bud from cellular membranes in order to generate their coating lipid layer and
initiate their release. Hence, many enveloped viruses require the support of cellular factors such as

8 Interestingly,

the ESCRT complex to efficiently separate from the lipid bilayer of their hosts
virus budding is not limited to the cell surface. Viruses of the flaviviridae family for example bud

into the ER to mature and to subsequently leave the cell through the trans-Golgi network (TGN)
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129130 " Other viruses such as members of the herpesviridae family bud from the nucleus into the

perinuclear space before they finally leave the host cell through exocytosis 131

1.2.4 Viral innate immune evasion strategies

Extensive recruitment of cellular factors at multiple steps during replication is characteristic for
virus infections. Among others, viruses control gene expression, cell cycle, energy metabolism and

107132 Cellular defense

cell death pathways in host cells to optimize their replication efficiency
strategies are particularly in the focus of viral manipulation strategies as they determine significantly
to the success of the viral replication. In fact, all viruses capable to infect and replicate in humans,
exhibit a multitude of different virus-specific strategies that aim to limit the host’s defense system.
Central targets of viral proteins are cellular proteins and pathways that are involved in antiviral

defense systems such as the innate and adaptive immunity 12

. These acquired strategies operate
in a collaborative manner and manage to prevent virus recognition and subsequent immune

activation. The following paragraphs provide a brief overview of such virus-mediated strategies

capable to control the IFN response during infection.

1.2.4.1 Viral immune evasion through mutation and adaption
Viruses commonly adapt quickly to their environment due to their high mutation rates and short
replication times. This enables most viruses to escape neutralization through antibodies or to escape

135,136
>*° Therefore,

the activity of therapeutic drugs by acquiring mutations in the drug target site
viruses with particularly high mutation rates such as HIV and FluAV manage to evade medical
treatment and/or vaccination strategies in short time. FluAV for example is able to escape
neutralizing antibodies by rapidly changing the molecular patterns of its accessible glycoproteins
exposed at the surface of the virus particle by gene drift and shift strategies "7 Other viruses such as
HIV-1 for example, evolved strategies to keep exposed proteins variable in order to reduce
recognition and elimination by neutralizing antibodies P Additionally, viruses regularly mask huge
parts of their protein- and genome-structures by their lipid bilayers and form capsid structures
which effectively shield potential immune targets from their respective cellular sensors. However,
after entering their host cells, viruses disassemble and their genomes become accessible during
replication. Consequently, viral genes encode for proteins that are dedicated to suppress the

immune system of the host. These proteins exhibit direct or indirect immune modulatory functions

to guarantee efficient production of new infectious virus particles. Common viral targets of the
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innate immune system represent sensing of PAMPs by PRRs, inhibition of signaling pathways
downstream of PRRs, cellular transcription, translation and cell death pathways. The following
paragraphs focus on these frequently targeted processes and describe representative viral strategies

to inhibit innate immune responses.

1.2.4.2  Virus modulation to disrupt pathogen sensing by PRRs
Sensing of viruses through PRRs is a key process in the activation of the innate immune system.
Therefore, many viruses target this early step to evade recognition. They interact directly with the

PRRs or inhibit signal transduction of the associated downstream signaling pathways.

Protein kinase R (PKR) and oligoadenylate synthase (OAS) represent cellular sensors that

recognize dsRNA in the cytosol. The FluAV encoded NS1 protein interacts with both, PKR and

OAS, to inhibit RNaseL and eif20 activation, respectively, which in turn prevents inhibition of
translation and guarantees continuous synthesis of virus-derived proteins during infection. To
suppress PKR activation even more, NS1 additionally binds and blocks the association of PKR to
dsRNA structures in the cytosol P10 Interestingly, viruses target PKR regularly, which points
towards an evolutionally highly conserved antiviral mechanism. For example, RVFV encoded NSs,
E3L of Vaccinia virus (VACV) and TSRI1 of Human Cytomegalovirus (HCMV) prevent PKR

activation during infection. The RVFV derived NSs protein for example recruits the F-box proteins

FBXW11 and BTRCP1, which fuse ubiquitin to PKR and facilitate its degradation through the

141,142

proteasome . In contrast, VACV E3L binds and sequesters dsRNA to prevent PKR activation

and HCMV TSR1 inhibits PKR activation by trapping it in the nucleus of the cell I
Additionally, VACV K3L, sigma3 protein of Reovirus and NS5A of HCV are also potent viral

effectors which effectively inhibit PKR activation ¥,

Viral factors often interact with members of the RLR- and TLR-pathways to control virus
sensing. The Z protein of Arenavirus and NS2 of the Human Respiratory syncytial virus (HRSV)
inhibit RLR signaling by preventing the interaction of RIG-I with MAVS #51% The NS1 of FluAV
was also shown to inhibit activation of the RIG-I. It prevents the TRIM25 mediated ubiquitination
of the CARD domain, a process that is essential for the interaction of RIG-I with its adapter protein
MAVS "°. Several other viral factors such as PB1-F2 of FluAV, HBX of HBV, NS3/4A of HCV act
downstream of RIG-I and interact directly with MAVS or with cellular factors downstream in the
signaling cascade to prevent innate immune activation. For example, they block phosphorylation,

dimerization and nuclear translocation of IRFs such as by the Ebola virus encoded VP35 protein to
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151155

disrupt downstream signal transduction . Notably, targeting of IRFs by viruses also affect other
PAMP sensing pathways such as TLRs and cGAS. Therefore, it represents an attractive, central
target for viral immune modulatory strategies. Further virus proteins that interfere with the
function of IRF family members include BGLF4 of EBV and NSP1 of Rotavirus for example. Both

initiate IRF3 and IRF7 degradation by the proteasome to inhibit innate immune activation 136,157,

A viral target of the TLR pathway represents its central adaptor protein TRIF. The HAV
encoded 3CD and the VACV encoded A46R proteins both induce the degradation of TRIF by

binding and cleaving this central TLR adapter protein 198,159

. Additionally, numerous viral proteins
were identified recently, that target and inhibit selective steps of the cGAS/STING pathway. These
virus-mediated cGAS/STING inhibition strategies include the disruption of ligand binding, blockage

of protein interactions and inhibition of posttranslational modifications which are required along the

signaling pathway 10,

1.2.4.3 Viral modulation of cell death pathways

Programmed cell death (PCD) pathways are capable to sacrifice cells for the benefit of the
remaining cell community within an organism. PCD pathways, which include apoptosis,
necroptosis, necrosis and pyroptosis, act in response to a number of different cellular events such as
DNA damage caused by radiation or other mutagenic substances, external signals such as by Tumor
necrosis factors (TNFs) or in response to pathogen sensing during virus infection. Viruses
commonly inhibit PCD in order to gain time to complete their replication cycles. However, some
viruses also profit from cell death and even promote the activation of PCD pathways ! In both
cases, viruses try to influence cell death programs by manipulating key mechanisms within PCD

pathways.

Viruses manipulate PCD at the levels of regulatory factors such as for example caspases, RIPs
and mitochondria associated processes '°'. These factors function as central platforms for signal
transduction and determine the progression of cell death to a large extent. One common strategy
represents the expression of virus encoded proteins with high sequence similarity to central
regulatory apoptosis factors such as viral BCL2 (vBCL2) and viral FLIP (vFLIP) proteins. They
mimic the properties of their cellular counterparts and modulate apoptosis for the demand of the
virus. The viral FLIP homolog for example, potently inhibits the cleavage of the inactive pro-
caspase 8 (ProCASP8) precursor into its processed, activated form and prevents caspase induced

162,163

apoptosis . Other viral mimetics such as vBCL2s block the cytochrome C release by affecting

the mitochondrial membrane permeability, which also prevents the caspase-mediated cell death
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activation. Kaposi's sarcoma-associated herpesvirus (KSHV), VACV and adenoviruses for example

express such homologs during infection to prevent cell death fe4-166

. Caspases are among the most
frequently targeted cell death factors during virus infection, pointing towards their central function
during virus infection. The HCMV encoded vICA protein, for example, binds to the ProCASP8 and
prevents its cleavage-mediated activation. In contrast to the vFLIP protein described before, vICA
does not show high sequence homology to the cellular FLIP protein and is likely to represent an
independent evolutionally shaped HCMV strategy to inhibit caspase dependent activation during
infection '*’. Additionally, viral proteins of the poxviridae family were shown to inhibit apoptosis by

168,169

preventing caspase 8 activation, too . Although CASPS8 represents a major target for viruses in

cell death regulation, other viral proteins like KSHV encoded K7 and the VACV encoded BCL2

170,171
. In contrast,

homolog F1L prevent caspase-mediated cell death by inhibiting CASP3 and 9
HIV, LGV (Langat virus) and HPV express proteins that directly activate caspases. This enhanced
activation of the host’s cell death program is highly regulated and was shown to support the release

of newly synthesized viral particles at a late stage of infection 17T

Another important PCD pathway that affects virus replication is necroptosis. This PCD pathway
relies on signal transduction through the Receptor-interacting serine/threonine-protein kinases
(RIPK) RIPK3, RIPK1 as well as through MLKL proteins and represents a caspase-independent cell
death pathway '”_ Herpesviruses inhibit necroptosis during infection through their viral inhibitor of
RIP activation (vIRA) protein. The vIRA protein binds to RIPK3 and prevents its polymerization
and subsequent activation '"°. Further cell death inducing factors represent reactive oxygen species
(ROS). Elevated ROS levels are regularly observed during virus infection and result from an

179,178

imbalanced cellular redox environment during infection . Although the molecular mechanism

of ROS induced PCD is not yet examined in detail, a recent study points towards a central function

of the Superoxide Dismutase 1 (SOD1) protein, an enzyme which is capable to reduce ROS in cells

during FluAV infection '”.

1.2.4.4 Virus modulation of NF-KB and Interferon signaling

According to their central importance in pathogen sensing and initiation of defense responses,
viruses inhibit IFN signaling and the NF-KB pathway through a whole arsenal of different
mechanisms. For example, viruses modulate NF-KB activity by preventing IKK degradation. They
encode for IKK like proteins, which directly inhibit NF-KB activation and block the translocation of

the activated NF-KB complex into the nucleus 180181 The Epstein-Barr virus-encoded EBNAI
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protein for example inhibits IKK phosphorylation and prevents its ubiquitination and subsequent

2

degradation by the proteasome thereby "2 The Rotavirus nonstructural protein NSP1 also

antagonizes NF-KB activation. It stabilizes IKK by forcing beta-transducin repeat containing protein

(B-TrCP) into proteasomal degradation. 3-TrCP is a central component of an E3 ubiquitin ligase

complex, which mediates ubiquitination and subsequent degradation of IKK "

Although several specialized virus proteins inhibit NF-KB activation, some viruses activate NF-
KB to prevent apoptosis during infection. The human respiratory syncytial virus (HRSV) protein

M2-1 for example associates with RELA and activates NF-KB to evade death of the host cell during

184-186

HRSYV replication

IEN triggers the major defense response against viruses during early stages of infection. Viruses
developed diverse strategies to suppress IFN activation and subsequent IFN regulated genes (ISG)
expression in their hosts. Therefore, viruses inhibit IFN signaling either by interacting directly with
their respective PRRs or by interfering with the signal transduction along the associated
downstream signaling cascades. The KHSV encoded K3 and K5 proteins for example downregulate
the gamma interferon receptor from the cell surface during infection "7 Other viral factors such as
VP40 of Marburg virus, EBV encoded LMP1 and the NS5 protein of Japanese encephalitis virus

8191 - Other viral factors

(JEV) interact with the kinases JAK1 and TYK2 to prevent IFN signaling
modulate JAK/STAT signaling further downstream by interfering with the phosphorylation,
dimerization and translocation of STAT proteins and by inducing the degradation of other essential
cellular signaling factors required for signal transduction along the JAK/STAT pathway '™ . All

these strategies aim to avoid the expression of the restrictive ISGs. The next paragraph encompasses

common molecular mechanisms that allow viruses to prevent the expression of ISGs.

1.2.4.5 Viral modulation of the host’s gene expression

Although viruses affect NF-KB and IFN signaling as described before, these viral strategies are
not sufficient to suppress innate immune responses effectively along the whole time of infection.
Hence, viruses acquired mechanisms which potently shutoff the gene expression in the host. They
successfully modulate protein expression at different levels such as transcription, mRNA transport,

. . . 197-199
sphcmg and translation .

Viruses affect the function of the RNA polymerase II (RNAP II) to modulate the gene

transcription in the host. The non-structural small (NSs) proteins of the bunyaviridae family

28



1.2 Viruses

members RVFV and Bunyamwera virus (BUNV) for example target the RNAP II complex by

200201 This TFIIH subunit is an essential

initiating the degradation of the TFIIH subunit p62
component of the transcription factor 2 and recruits RNAP II to the promotor region of genes.
Other viral strategies include the disruption of the pre-initiation complex by the immediate early
protein 63 of VZV (IE63) and the ubiquitination and degradation of the cellular RNAP II by the

202,203

FluAV polymerase . These viral interventions in transcription efficiently suppress host protein
expression and prevent elevated levels of ISGs that would accelerate an effective antiviral response

in the cell.

Several virus-encoded proteins interfere with the cellular mRNA transport mechanisms to
control the host’s gene expression on a post-transcriptional level. Among the best-studied viral
proteins in this regard is NS1 of FluAV. It inhibits mRNA polyadenylation and nuclear export of
host cell transcripts. The structure of NS1 contains an N-terminal RNA-binding domain as well as

200205 The effector domain interacts with

an effector domain located at its C-terminus of the protein
the cellular cleavage and polyadenylation specific factor-30 (CPSF30) and inhibits pre-mRNA
processing. This in turn traps cellular transcripts in the nucleus, stops the translation of host
transcripts and suppresses the expression of defense response genes like ISGs during infection 206-208
Notably, FluAV performs polyadenylation of transcripts by its own viral RNA-dependent RNA
polymerase (RdRp) and is therefore not affected by the NS1-mediated mRNA export blockage

209219 " This mechanism effectively reduces the amount of competing host mRNA for translation and

efficiently blocks the expression of cytokines and antiviral proteins such as ISGs at the same time 2
Interestingly, FluAV mediated mRNA export blockage seems to exclude selected transcripts of
housekeeping genes. These selected transcripts encompass cellular factors which contribute to
oxidative phosphorylation and are believed to maintain the required high energy level in the cell for

209

effective FluAV replication Other viruses, such as members of the picornaviridae and

rhabdoviridae, mainly inhibit host protein expression by controlling nuclear export through the

212-214

nuclear pore complexes . The M protein of VSV, for example, interacts with Rael, a central

mRNA export factor and disturbs Real-Nup98 interaction. This in turn blocks the nuclear

215,216

Rael/ rnrnp4-1 mRNA export pathway

Herpesviruses such as HHV1 and HHV2 control protein expression through their 1CP27
proteins at the posttranscriptional splicing step. ICP27 interacts with cellular spicing factors and
affects pre-mRNA processing which results in reduced host protein translation 2172 The HIV-1
encoded accessory protein VPR highjacks the pre-spliceosome in a comparable process *° Both

viral proteins bind to the essential splicing factor SAP145 and disturb the subsequent complex
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formation steps which lead to the blockage of the pre-spliccosome and results in incomplete pre-
mRNA processing. Alternatively, several herpesviridae family members encode for proteins, which
lead to the degradation of the host’'s mRNA through their RNase activity. These viral factors
include the VHS protein of HSV, the SOX protein of KSHV and the Epstein—Barr virus (EBV)
encoded BGLF5 protein 2

Next to the alteration of splicing mentioned above, viruses also interact and inhibit translation
directly at the eukaryotic translation machinery 2 Eukaryotes require a set of additional,
supportive proteins to initiate, elongate and terminate translation. The high molecular weight
translation initiation complex provides essential functions during this process and serves as target
for several viruses. Among other picornaviruses, the Foot- and mouth disease virus (FMDV)
encodes for a protease which specifically cleaves elF4G, a central component of the cap binding
complex elF4F, which is responsible for the recruitment of mRNA to the ribosome during

. e e . 225,226
translation initiation

. Commonly, viruses that target eIlF4G rely on alternative translation
initiation strategies, such as internal ribosomal entry sites (IRES), to be independent of the elF4F

complex-mediated cap—binding function during the translation of viral proteins.

Another viral target represents the canonical translation initiation factor poly(A)-binding protein
(PABP). Depletion of PABP in cellular extracts revealed dramatically reduced translation rates,
which were rescued by adding wt PARP but not by adding a mutated PARP variant that is incapable

227

of interacting with elF4G “'. Viral factors such as 3C Proteases of picornaviridae family members

cleave PABPs enzymatically. This prevents PABP binding to the polyadenylated sequences at the

228-230
. Protease 3C cleaves

3"end of host transcripts and causes inhibition of host protein translation
several other cellular factors with central function within the eukaryotes’ translation machinery
which underlines the importance of the translation control for the replication of picornaviridae family

230,231
members .

In summary, viruses and their host cells are highly interconnected and virus replication
necessitates a variety of different cellular processes. Detailed knowledge about this complex virus-
host interplay is pivotal for the understanding of the virus-host relationship and could provide
important novel information that could help to develop more efficient treatments of viral infections
in the future. Improvements of assays and screening technologies already helped to gain momentum
in resolving this high complexity in the host-pathogen interaction field. The next chapter focuses on
tools, strategies and methods, which contributed significantly to the understanding of the molecular

interplay between viruses and their hosts in recent years.

30



1.3 RECENT ADVANCES IN VIRUS-HOST INTERACTION
STUDIES

For a long time, molecular virus-host interaction studies were limited to hypothesis-driven
approaches and relied on elaborate in vitro and in vivo experiments. Recombinant virus systems
enabled the manipulation or even deletion of viral open reading frames (vORFs) with high
efficiency, which facilitated the characterization of viral proteins and their functions during
infection. However, the identification of relevant host factors for virus infections was still limited,
as complementary genetic technologies for mammalian cells were still not available. More recently,
improvements in “omics” technologies and genome wide screens revolutionized the virus-host
interactions research field. The following paragraphs concentrate on approaches that contributed to

the current understanding of the virus-host interaction system.

1.3.1 Genome wide functional screen applications to study virus-host

interactions

Genetic screens allow a detailed view of virus replication required and restricting host factors.
Initially, genome wide studies were based on gain of function screens as availability of appropriate
reverse technology for loss of function studies was inaccessible for a long time. The following
paragraphs describe recent in vitro methods, which are used to study and link genes to their function
in virus replication. In these screens, gene functionality is commonly assessed by the observed virus
replication rate in presence or absence of a specific host gene. Traditional methods that evaluate
virus growth such as plaque counting depend on time-consuming and work-extensive protocols that
are not suitable for genome-wide applications. Consequently, genome-wide functional screens are
commonly limited to recombinant reporter virus systems. Such viruses typically encode fluorescent
proteins or enzymes, which accumulate during infection and directly correlate with viral replication
rates *’. Detection of such signals can be performed in highly parallelized and automated formats

capable to deal with genome wide applications.

1.3.1.1 Gain of function studies to analyze virus-host interactions
Gain of function studies rely on the overexpression of single genes in the host cell. Traditionally,
cDNA libraries of virus-permissive cell lines were transferred to cell lines, which resisted virus

infection. Assessing virus replication in these modified cells enabled the identification of crucial
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cellular factors such as receptors that are used by viruses to enter the cell 2323 This approach was
also extensively used to study the function of ISGs. Almost 400 different ISGs were expressed
individually in cells and replication rates of different viruses were monitored subsequently. These
experiments contributed significantly to our understanding of the function of ISGs during virus

69,94,95

infections Moreover, cDNA library based gain of function screens were of central

importance for the discovery and characterization of key innate immune factors such as RIG-I 6,
Gain of function screens can be also applied in a pooled format. However, pooled screens
necessitate a traceable system to reliable quantify the genotypes of the surviving cells after virus
infection. Additionally, pooled gain of function screens are biased towards identification of cellular

restriction factors, since overexpression of restriction factors potently inhibit virus infection which

results in prolonged overall survival of these cells.

1.3.1.2 Loss of function screens to study virus-host interactions
Loss of function screens require the depletion of selected proteins in the host cell to connect
gene function to replication phenotypes during virus infection. During recent years, the following

techniques were applied to study virus-host interactions.

RNA interference (RNAi) is regularly used to deplete selected proteins in cells in order to study
gene function. Two technologies are commonly applied, which use either small hairpin RNA
(shRNA) or small interfering RNAs (siRNA) to direct the mRNA-cleaving RISC complex to its
target transcript. In a genome wide format, this strategy allows to identify three categories of
proteins: restriction factors, essential host factors and proteins that do not alter virus replication.
Within the last decade, numerous research groups used RNAi knock down screens to define such
protein groups for different viruses. These screens provided hundreds of candidates per studied
virus, including flaviviruses such as HCV and WNV, VSV-G pseudotyped HIV and several FluAV

. 107,237-240
strains among others

. Interestingly, most siRNA screens tend to identify considerable more
virus-essential host factors compared to virus restriction factors. This trend is a consequence from
the applied assay formats and from the nature of antiviral acting genes, which often are regulated in
their expression levels during virus replication and therefore might not be depleted sufficiently H
Additionally, RNAi screens of different research groups commonly result in a low overlap of
identified candidates. Low standardization of assay designs and data analyses contributed to this low
conformity between different RNAi screens. Analyzing such screens in a combined format,

however, significantly increases overlaps of the identified candidate groups 1972#2 "RNAI screens

identified multiple cellular factors with central importance for the replication of viruses. For

32



1.3 Recent advances in virus-host interaction studies

example, several studies identified a group of vATPases as essentially required host factors for
FluAV replication 107, Additionally, RNAi screens contributed valuable information about the
uptake of HCV into its host cell. EGFR and EphA2 were identified as cell surface proteins that are

required for this initial step in HCV infection o

In contrast to RNAi based knock-down screens, other assays rely on gene knock-out
technologies to study the interplay between viruses and their hosts. Such technologies generate
phenotypes that are more pronounced and exhibit a better signal-to-noise ratio compared to
conventional knock-down screens ***. Two major technologies were extensively used to study

virus-host biology in recent years.

Screens in haploid cell lines rely in the knock-out of target genes by lenti- or retroviral gene
traps, which insert splice acceptor sites into the host genome. This process leads to truncated
mRNA transcripts and loss of gene function. Screens are commonly performed in a pooled format
by applying retroviral gene traps to a population of haploid cells. These gene traps integrate into the
genome of cells and lead to the loss of gene function. Infection of such a mutated mixed cell
population results in the relative enrichment of cells that resist virus induced death. Subsequent
sequencing allows to map and quantify these respective cells S0 far, genome wide screens in
haploid cell lines identified several host factors, which are essentially required for virus replication.
A prominent example is Niemann-Pick C1, a cholesterol transporter protein essential for the entry
of Ebola virus into its host cell **. Haploid screens also identified several other entry receptors.
These include important proteins for adeno-associated-, Lassa- and Rift-valley fever virus entry
processes M2 However, these assays are limited as only a few haploid or near-haploid cell lines
are available that guarantee reliable knock-out efficiency by lenti- or retroviral gene traps. This
limits its application to viruses that are capable to replicate within these cells lines. Recently
however, gamete manipulation resulted in the generation of human haploid embryonic stem cell
(haESC). These haESCs exhibit characteristics comparable to human pluripotent stem cells which
makes them a perfect cell system for loss of function studies that are very close to the physiological

. 250,251
condition in human ~

. Furthermore, the high number of gene traps that hit a single gene in this
kind of screens result into studies with statistical power that commonly outperforms alternative

genetic approaches .

CRISPR-Cas9 gene editing technology enjoys increasing popularity in the host-pathogen
interaction research field recently. Its high efficiency and broad application spectrum makes
CRISPR-Cas9 gene editing perfectly suitable for genome-wide loss of function screens. The

technology is derived from the prokaryotic CRISPR-Cas defense system and was reengineered to
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knock-out genes in almost any mammalian cell type 252,253

. CRISPR-Cas9 requires a designed single
guide RNA (sgRNA) to align and direct the endonuclease Cas9 to its target site in the genome. It
introduces double-strand breaks at its target site in the genome, which is repaired by non-
homologous end joining (NHE]). The double-strand repair process frequently causes frameshift

252254
. Recent

mutations that result in the expression of non-functional or truncated proteins
CRISPR-Cas9 based screens focused on the flaviviridae family. These studies resulted in a
comprehensive and detailed understanding of the biological processes that drive replication of

.. . 255258
flaviviruses in cells

. Other examples include the identification of CLM1 as an entry receptor
of the murine Norovirus and the identification of cellular factors important for early steps in the
infection process of CD4+ T-cell lines by HIV-1 *>*° Other CRISPR-Cas9 applications include

the identification of cellular factors with functional relevance for Toll-like receptor signaling o

This study revealed several so far unknown cellular factors, which contribute to TLR 4 signaling.

Another regularly used technology in the virus-host interaction field is mass spectrometry based
proteomics. The following paragraphs describe its applications in this research field, including a

brief introduction into the basic principles of the technology with focus on recent advances.
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1.4 APPLIED MASS SPECTROMETRY BASED PROTEOMICS
IN HOST-PATHOGEN INTERACTIONS

The ability to identify and reliably quantify a broad range of cellular products made mass
spectrometry the technology of choice to study complex biological systems. Although the basic
principle of mass spectrometry is known since decades, the analyses of complex samples such as cell
extracts remained challenging. These limitations were overcome by key technological
improvements, such as soft ionization methods as for example by electrospray ionization (ESI) and

262,263

matrix-assisted laser desorption ionization (MALDI) . Another necessity that improved

tremendously is the availability of genome sequence data, which is essentially required for mass

spectra interpretation by software algorithms 264,265

. Proteins, as the major executing molecular unit
in the cell, are of particular interest as they determine most phenotype-relevant processes 2 Mass
spectrometry based proteomics allows to access this central step directly and in an unbiased way.
Furthermore, it can analyze proteins on multiple molecular levels, including investigation of protein
abundance, post-translational modifications (PTMs), protein interactions, protein stability and even

. . 267-269
structural properties of proteins .

However, even after huge advances in recent years, acquisition of high quality mass
spectrometry spectra and identification of the entire proteome is still challenged by the incredible

high complexity and dynamic range present in the samples 270271

. This high complexity leads to
technical challenges in practice. High identification rates and reliable quantification by bottom-up

proteomics makes it the method of choice to study such complex proteome samples 7

1.4.1 Bottom-up proteomics

Bottom-up proteomics relies on the detection of proteolytic digested peptides. The enzymatic
activity of trypsin for example, a highly active and specific protease which is commonly used in

bottom-up proteomics, results in a pattern of pre-defined peptide fragments 267

. A typical bottom-
up proteomics workflow consists of the following consecutive steps: i) experimental design and
sample preparation, ii) mass spectrometry based data acquisition and iii) data analysis and

interpretation. All these individual steps contribute to the performance and quality of a proteomic

study.
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1.4.1.1 Experimental design and sample preparation

The success of a scientific study depends on the experimental design. Most proteomic studies
rely on the relative quantification between experimental- and control conditions. Therefore,
proteomic experiments require a set of suitable references. The required amount of starting
material needs to be considered, too. Analysis of post-translational modifications (PTMs) for
example often relies on elaborative enrichment steps and requires relatively high amounts of
starting material. Therefore, the minimum amount of material for each experimental setting needs
to be considered, which can be a limiting factor in particular when analysis of primary cells or
tissues should be performed. Furthermore, a sufficiently high number of independent replicates
needs to be considered for the analysis to gain enough statistical power in order to discriminate real
proteome changes from random noise.

Detergents like sodium dodecylsulfate (SDS) or strong chaotropic reagents such as Urea or

273,274
. For some

Guanidinium—hydrochlorid are commonly used to destabilize the structure of cells
experiments, including affinity enrichment (AE) and affinity purification (AP) analyses, mild
detergents such as NP40 or digitonine are used to preserve the structural conformation of proteins
and the integrity of protein complexes 7527 The addition of dithiothreitol (DTT) or tris(2-
carboxyethyl)phosphine (TCEP) to the lysate reduces disulfide bonds. The subsequent incubation of
the reduced peptide mixture with iodoacetamide (IAA) or chloroacetamide (CAA) chemically
modifies the reactive cysteine side chains by alkylation and prevents the formation of disulfide bonds
in the sample lysate " Proteases, like Trypsin and LysC, digest the proteins by proteolysis into
defined peptides % These peptides carry a positive charge at the N-terminus and an additional
positive charge at the amino acid side chain of either arginine or lysine located at the C-terminus.
The charge-state of peptides can be used to distinguish contaminants from digested peptides.
Therefore, uncharged and single charged signals are commonly excluded from subsequent mass
spectrometry analysis. Furthermore, the double charged state of the peptides is favorable as it
results in highly informative MS/MS spectra after peptide fragmentation *”. However, different
chemicals, such as detergents, interfere with subsequent steps in the analytical workflow and have
to be removed completely. This can be achieved by protein precipitation, filter assisted sample
preparation (FASP) and affinity based single-pot solid-phase-enhanced sample preparation (SP3)
protocols *”. Before applying the sample to the LC-MS/MS system, peptides have to be desalted,
enriched and eluted into small volumes which can be loaded onto the small diameter analytical

column of the LC system 280,
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1.4.1.2 Mass spectrometry based data acquisition

Bottom-up proteomics analyses require three online-coupled units to fulfill the following basic
processes: i) separation of sample complexity, ii) transition of ionized analytes into the gas phase
and iii) identification and quantification of the peptides. The following sections focus on these three

basic processes and describe common instrumental solutions.

The separation of the peptides in time and space is essential for high quality and reproducible
results. This is especially important for complex proteome samples, which exceed the scan

281,282

capacities, even of modern mass spectrometers . Peptides are commonly separated at the front

end of the mass spectrometer by coupled units 283,284

. Most state of the art systems use online-
coupled High Pressure Liquid Chromatography (HPLC) columns, which elute and separate peptides
by linear gradients over time 7, Ideally, these HPLC units de-complex the peptides to an extend

that the mass spectrometers can analyze the eluting peptides without exceeding their technical

limitation.

Separation efficiency of liquid chromatography methods depends on several parameters such as
column length, column diameter, resin bead diameter and several other physical properties of the
stationary phase such as its specific affinity to the analytes. Mobile phase parameters like viscosity,
flow rate as well as environmental factors, such as the temperature and pressure in the system, also
affect peptide separation % C18 resin packed analytical columns are most commonly used for
bottom-up proteomics applications. The bead size of the CI18 resin and the diameter of the
analytical column correlate reversely with the separation efficiency of the peptide mixture. A small
column diameter limits vertical diffusion events and a small bead size leads to an overall increased
accessible interaction surface area. The column length correlates directly with the separation
efficiency since a longer stationary phase increases the possible interaction surface between the
stationary phase and the peptides in solution  However, longer columns increase the dead
volume and the back pressure dramatically and lateral diffusion events along the analytical column
can lead to peak broadening that impairs peptide separation efficiency. Heated, tightly controlled
temperature regulating devices such as column ovens help to keep the backpressure of the analytical

. . 286,287
columns in a tolerable range even at high flow rates ™.

They additionally increase the
reproducibﬂity of methods by keeping the analytical column temperature in a defined narrow
range. The increasing concentration of organic volatile liquids such as acetonitrile in the mobile

phase leads to the elution of peptides along the gradient.

At the interface of modern LC-MS/MS systems, the electrospray ionization (ESI) unit links the

LC to the mass spectrometer. ESI is capable to ionize peptides in solution and is therefore applicable
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to LC coupled mass spectrometry systems. lonization is performed by applying a high electrostatic
potential to the tip of the analytical column. The analytes elute from the LC column and form
highly dispersed liquid droplets as a consequence of the electrostatic repulsion between the liquid
droplets ?* The ionization of the solubilized analytes occurs during the evaporation process before
and within the initial entry step into the mass spectrometer. During this process, the charges
distribute equally along the surface area of the spray droplets until a maximal electronic charge
density, the so called Rayleigh-limit, is reached. Liquid evaporation over time increases the charge
density of the droplets until the Rayleigh-limit is exceeded which leads to the formation of smaller
droplets. This increases the relative droplet surface area and relaxes the charge density again.
Repetition of this cycle finally transfers the electrostatic potential to the analyte 2 An alternative
ionization method is matrix-assisted laser desorption/ionization (MALDI). However, in contrast to
ESI, MALDI cannot ionize peptides in solution efficiently and is therefore preferentially used to

analyze low complex samples 03

Mass spectrometers have to guide, fragment, analyze and detect peptides in bottom-up
proteomics applications. Guidance of ionized peptides in bottom-up proteomics needs to be fast,
efficient and gentle. Therefore, mass spectrometers use different kinds of ion optics to direct
ionized analytes through the high vacuum space and to ensure fast and gentle transmission. By using

electromagnetic fields, ions can be guided similar to light by optical devices.

In the widely used bench top Exactive systems (Thermo Fisher Scientific) for example, the so
called s-lens gradually focuses ions to a defined ion beam at the front end of the instrument. The
injection flatapole transfers the ion beam to the bent flatapole. The bent flatapole forces ions into a
90° curved trajectory and separates ionized analytes from uncharged contaminations that co-
transmit into the system 2, Subsequently, the ions enter the Quadrupole which stabilizes specific
ions according to their mass to charge (m/z) ratio. Therefore, the Quadrupole changes its radio
frequency (RF) potential and applies a direct current (DC) potential along the rods. Opposing rod
pairs of the Quadrupole exhibit the same electrostatic potential, while the neighboring opposing rod
pair exhibits an electrostatic potential in the opposite charge state. Changing these pairwise settings
periodically between the rod pairs stabilizes ions in a narrow m/z range, which depends on the
applied RF and DC potential " Therefore, Quadrupoles can serve as extremely versatile mass
filters. Finally, specific peptide species are collected and stored in the C-trap before they are

distributed into the higher-energy C-trap dissociation (HCD) collision cell 520
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In bottom-up proteomics, identification of peptides relies on the detection of characteristic
atomic masses derived from fragmented peptides by so called MS/MS scans. The peptide
fragmentation follows the Roepstorff-Fohlmann-Biemann nomenclature and represents a series of a,

. 288,291,29
b, cand x, y, z-ions "7

. In Orbitrap instruments, collision induced dissociation (CID) and the
related HCD are commonly used. They predominately generate peptide fragments according to the
lowest energy pathway, which results in the cleavage of the amino bonds along the peptide
backbone ***. The collision with an inert gas phase, such as nitrogen, causes a series of fragment

derived, highly informative, singly charged b- and y-ions which bear positive charges at the N-or C-

terminal sites from the parental peptide 3

An alternative fragmentation method represents electron transfer dissociation (ETD). In contrast
to CID and HCD, ETD primarily generates c- and z-ions and induces fragmentation by transferring
electrons from radical ions to the peptide in the fragmentation cells. Although ETD, and its parental
method electron capture dissociation (ECD), provide less peptide fragmentation efficiency at small
double-positively charged peptides, it outperforms collision-based fragmentation methods when
analyzing long and multiple charged peptides and preserves labile posttranscriptional modifications

(PTMs). It is therefore the method of choice for top-down proteomic approaches **,

Detection of peptides and corresponding peptide fragments is carried out in the mass analyzer.
Mass analyzers can be separated according to their basic working principle into two groups, namely
the beam- and the trap-based analyzer types. Time-of-flight (TOF) and Quadrupole analyzers
belong to beam-type analyzers as both continuously scan incoming ions. lon trap analyzer, Fourier-
transform ion cyclotron resonance and Orbitrap mass analyzer belong to trap-type analyzers, which
determine m/z ratios of captured ion species. The individual mass analyzers differ significantly in
regards to their scan speed, sensitivity, resolution and mass accuracy. Orbitrap instruments
commonly use Orbitrap mass analyzers alone, in combination with linear ion traps or make use of
the incredible scan speed of a selection Quadrupole such as in the state of the art Exactive

295,296
system .

Linear ion traps (LIT) are regularly used in mass spectrometers as they are capable to trap,
select, fragment and analyze the masses of ions directly. LITs deduce m/z values based on the ion
trajectory stability in oscillating electric fields and consist of hyperbolic Quadrupoles with a central
section that is flanked by trapping units at both ends. In contrast to Quadrupoles, which periodically
scan through the mass range and stabilize ions with specific m/z ratios, LITs operate on the
principle of resonance ion ejection and subsequently detect the ejected ions by electron

multipliers 7 LITs exhibit high sensitivity and relatively high sequencing speed but are limited in
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the resolution and mass accuracy compared to other mass analyzers. Hence, LITs are commonly
used in modern hybrid mass spectrometry instruments to complement their functions and increase

the flexibility of the analytical platform %9

The highest resolving—power of mass analyzers is achieved by using Fourier-transformation for

the interpretation of oscillating ion signals 298300

. This Fourier-transformation based principle is
used in Orbitrap analyzer to deduce mass information from the ionized analytes. The Orbitrap
analyzer work-principle is based on an electrostatic trap and provides high resolution (~ 150.000),
high mass accuracy (2-5 ppm) combined with a high dynamic range o Basically, the Orbitrap cell
consists of a spindle-like shaped inner and outer electrode. The special orientation and shape of the
electrodes as well as the electrostatic field inside the Orbitrap forces ions into an orbital trajectory
around the inner electrode. The ions are accelerated to high kinetic energies in an ion trap unit
called C-trap before they are pulse-injected asymmetrically into the Orbitrap cell. The applied
electronic fields on each side in the Orbitrap initiate the oscillation of the injected ions along the
spindle-shaped inner electrode, while attraction of the inner electrode counter-balances the
centrifugal forces of the ions and stabilizes the orbital trajectory around it. The frequency of the
axial ion oscillation across the neutral area between the axial electrostatic fields in the center of the
Orbitrap depends on the m/z ratios of the ions. The oscillating signal is measured by the outer
electrodes and is interpreted by a fast Fourier-transformation algorithm to deduce the m/z values of

. L 289
the c1rcu1at1ng ions

1.4.1.3 Data analysis and interpretation in mass spectrometry based bottom-up
proteomics

With the advances in mass spectrometry based proteomics applications, the increased

complexity and quantity of the generated data require automated workflows, which are able to deal

with the increasing amount of acquired data. These computational pipelines need to fulfill certain

criteria to successfully link the information of the observed mass spectra to the corresponding

peptides.

Implemented algorithms in these computational pipelines need to interpret peptide signals which
appear as peaks along the elution gradient. These peaks are defined by the m/z ratio of the peptide
and by the signal intensity which represents the abundance of a peptide or peptide derived fragment
at a given time. Algorithms need to find and define these peaks and must be capable to separate
peptide derived signals from background noise. During peptide identification, the signals are

interpreted. Therefore, the sequence information is deduced on the basis of the obtained mass
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spectra from the fragmented peptides (MS/MS) “*. Mapping of the MS/MS spectra to its
corresponding peptide is performed through a target-decoy principle. Therefore, an implemented
search engine compares the observed MS/MS spectra to a set of expected theoretical fragment ions.
These expected theoretical fragment ions are deduced from reference proteomes of the respective
organism as for example provided by UniProt FASTA files. The algorithm compares the theoretical
fragment ions to the observed mass spectra and calculates the probability for their match based on
the signal characteristics. These probabilities are controlled by a false discovery rate (FDR)
threshold based on the nonsense peptide sequence information which is commonly deduced from
the reversed amino acid sequences of the used reference proteome from a decoy database 285,503,308,
Search engines such as Mascot, SEQUEST and the MaxQuant embedded Andromeda algorithm
perform these calculations and match spectral information to the best fitting peptide in the
reference database. Subsequently, algorithms map identified peptides to their corresponding
proteins. This protein assembly step is particularly challenging in case of non-unique peptides,
which regularly occur during the proteolytic digest. This is especially difficult in case of closely
related proteins and protein isoforms. Therefore, software solutions, such as offered by MaxQuant,
generate protein groups, which contain identifiers of multiple protein isoforms and of closely
related proteins. Finally, algorithms calculate the protein intensities by integrating and summarizing

305,306 . . o
. However, several different protein quantification

the peptide signals over the elution time
strategies can be applied. These differ substantially from each other and are briefly described in the

following section.

1.4.1.4 Protein quantification by mass spectrometry
Reliable quantification methods are essential for the interpretation of most biological
experiments. Depending on the application, protein quantification by mass spectrometry needs to

fulfill certain requirements and can be separated into label-dependent or label-free methods 07

In label-dependent methods, quantification necessitates either metabolic or chemical labeling of

the analytes to compare different experimental settings 308,309

. In classical SILAC based experiments
for example, cells grow in medium that contains fully substituted 13C-labeled lysine and arginine
amino acids. These stable isotope substituted amino acids differ in their mass from their natural
occurring counterparts and integrate into the newly synthesized protein pool of cells over time.
This results in synthesis of protein species, which exhibit peptides with defined mass shifts in their

306,310,311

mass spectra . In the classic experimental design, each labeled sample represents a defined

experimental condition. At the beginning of the sample preparation process the differently labeled
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samples are pooled and processed together to prevent introduction of variation by sample handling
in subsequent steps. During bioinformatics analysis, the samples are distinguished by their

. o 310
respective mass shifts in the observed mass spectra

. However, despite of low sample variation
and high reproducibility, SILAC based methods face some limitations. Multiplexing capacity of this
method for example, is strictly dependent on the number of available isotope labeled amino acids.
Additionally, sample complexity multiplies with the number of used SILAC channels. The increased
sample complexity commonly results in less overall identification rates compared to analogous
label-free experimental designs. Finally, and most importantly, classical SILAC experiments require
complete label efficiency in cells, which limits its applications mainly on fast proliferating cell lines.
However, special adapted workflows such as Super-SILAC and Absolute-SILAC approaches serve as
alternative SILAC-based quantification strategies, which overcome these limitations for primary

. 312,313
cells and tissues ~ 7.

In contrast to metabolic labeling, chemical labeling relies on coupling of traceable mass-tags to
reactive sites along the amino acid sequence of proteins by highly specific chemical reactions i
Recent advances in chemical labeling strategies encompass different molecules with overall equal
masses. These molecules however, differ in terms of their chemical structure and can be used to
label proteins and peptides by a unique mass-tag per experimental condition principle. After the
chemical labeling of several samples, the different reaction mixtures are pooled and analyzed in one
combined LC-MS/MS run. During fragmentation, these so called isobaric mass-tags break into

315

characteristic reporters which are distinguishable through MS/MS This information is

. The major drawback of

subsequently used to compare the different samples with each other
most chemical labeling methods remains the ratio compression phenomenon. This phenomenon
describes signals of co-eluting peptides contaminating the MS/MS spectra, which co-fragment and
thereby impair quantification. Especially in complex samples, this phenomenon can lead to severe

L 317,318
over- and under-estimation of the real values * .

Label-free methods, in comparison, use computational based approaches to quantify peptides
and proteins measured by mass spectrometry. Applications of label-free quantification methods do
not depend on any pre-requirement on the sample side and are therefore particularly suitable to
study the proteomes of primary tissue and cells. Especially for discovery-based experiments, recent
methods provide sufficient quantification accuracy to reliable identify changes in protein levels of
different experimental settings. Spectral count based methods, for example, simply rely on the

319,320

number of observed peptide-specific MS/MS events during the analysis . However, such

methods provide only a rough estimate of the actual protein abundance levels 316 Recent label-free
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quantification methods commonly use more accurate signal-intensity-based approaches to relatively
quantify different experimental conditions. These methods monitor the peptide signals along the LC
gradient and deduce intensities by determining the area under the curve of the individual peptide
profiles over the elution time. Label-Free Quantification (LFQ) by the MaxQuant software
package, for example, by default considers at least two peptide pairs per protein group to compare
and relatively quantify proteins between different mass spectrometry runs. Additionally, the
algorithm assumes equal amounts of the overall protein concentration in the samples and accounts
for it by normalization 2 Theoretically, label-free quantification methods can compare an almost
indefinite number of different conditions. However, the computational demand increases
dramatically with the sample size and limits the number of conditions that can be analyzed in
parallel in practice. Furthermore, label-free methods necessitate highly reproducible workflows to
minimize variations introduced by sample preparation and during LC-MS/MS analysis. However,
even highly optimized protocols until now do not reach comparable mass accuracy that can be
achieved by label-based methods. Hence, label-free quantification based experiments commonly

need more replicates to allow a comparable statistical power in the subsequent data analysis 32

An alternative to relative quantification methods represent absolute quantification strategies.
Several different approaches such as absolute quantification (AQUA), Protein Epitope Signature Tag
(PrEST) and FlexiQuant are available, which rely on reference peptides or proteins which are
spiked into the sample during the sample preparation process. Absolute quantification is mainly
used in context of pharmaceutical- and clinical applications, which require high quantification
accuracy for the interpretation and are less common in discovery based experimental settings 3
Some label-free algorithms like absolute protein expression measurements (APEX), protein
abundance index (PAI), intensity-based absolute quantification (iBAQ) and the ‘proteomic ruler’

also provide estimates for the absolute protein quantification 323325

1.4.2 Applications of mass spectrometry based proteomics in virus-host

interactions and innate immunity

The unbiased quantitative analysis of several thousand proteins and its high application flexibility
makes bottom-up proteomics the method of choice to study complex molecular systems in biology.
In recent years this technique contributed significantly to the understanding of virus-host

interactions.
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Most cellular responses to environmental changes and stimuli affect the proteome in the cell. A
prototype example of such characteristic changes represents the cellular response to IFN. The
detection of IFN at the cell surface results in increased levels of a defined group of proteins, the so
called ISGs. However, during infection, viruses rearrange the host’s proteome massively through
transcriptional, posttranscriptional and posttranslational mechanisms. Especially virus caused
interference of the proteome homeostasis by posttranslational mechanisms cannot be studied by
transcriptome based approaches, such as microarray of next-generation-sequencing (NGS).
Therefore, bottom-up proteomics remains the method of choice to reliably detect such alterations
on the molecular level. It allows to evaluate time resolved virus-mediated proteome changes when
several selected time-points are considered 2697 The observed changes between the different time
points or in comparison to an uninfected control represent a blueprint of the virus-mediated
manipulation strategies during infections and can pave the way for so far undiscovered viral
alterations. Such proteome changes can be identified by protein profiles that show characteristic

trends along the replication cycle of the virus and form clusters of co-regulated protein groups.

As a response to virus infection, cells commonly secrete cytokines and chemokines to distribute
warning signals within the host organism. These essential mediators regulate, coordinate and
balance immune responses to achieve effective pathogen restriction and to prevent overshooting and
harmful reactions at the same time. Studying the communication between different immune cells
remains a key challenge to understand the immune system. Mass spectrometry based proteomics
can reliable identify and quantify secreted proteins by analyzing the supernatant of cells in culture or
in the blood plasma during infection 2931 LC-MS/MS analyses identified several cellular factors
that accumulated dynamically in the supernatant of isolated macrophages in response to

33

lipopolysaccharide (LPS) treatment 2 Although the functional role of the majority of these

identified secreted factors have still to be confirmed, these group of proteins might contain
important novel key factors that coordinate immune regulation. A complementary study recently
elucidated the communication between cells of the immune system by generating and mining
information about the expression of immune receptors and immune messengers among different
immune cell populations. This study contributed significantly to our understanding of underlying

intercellular communication networks between different primary immune cell types 333

Many innate immune response mechanisms and virally encoded proteins target the cellular

translation machinery and affect protein synthesis to limit virus protein production or to escape the

330,334

IEN response . Pulse experiments are the methods of choice to study protein synthesis by mass

335,336

spectrometry . These methods rely on the incorporation of metabolically labeled amino acids
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such as arginine and lysine used for SILAC experiments. Transferring cells into medium containing
’heavy’ or 'medium’ labeled amino acids results in the incorporation of the traceable amino acids
into the newly synthesized proteins. In pulse chase labelling experiments, the cells are challenged
with different labels, which allow to deduce protein stability . Among several studies which
elucidated protein turnover rates in cells, a SILAC pulse chase approach was also used to monitor

32433833 The data revealed that

the effects of LPS on the protein turn over in dendritic cells
approximately half of the observed proteome changes originate from impaired translation or by
degradation in dendritic cells during LPS induced stimulation % Another recent study investigated
the degradation of cellular proteins during human cytomegalovirus infection by a quantitative
pulsed SILAC/TMT approach and identified 35 actively degraded restriction factors 7 The
observed data indicated for example, that HCMV induces degradation of HLTF, a helicase-like

transcription factor that potently inhibits HCMV gene expression early during infection.

Many proteins act in concert with other proteins or execute their functions as part of high
molecular weight complexes 0 Mass spectrometry based proteomics provides different strategies,
which help to elucidate protein interactions. Classical affinity purification coupled to LC-MS/MS
analysis (AP-LC-MS/MS) uses specific antibodies or affinity-tags fused to the protein of interest to
facilitate binding, enrichment and purification of the targeted protein (called bait) and associated
factors (called preys) at immobilized stationary phases such as protein G sepharose or magnetic
beads. In a subsequent step, prey proteins sticking at the bait are identified by LC-MS/MS based

bottom-up analysis.

This method was extensively used to detect interactions between proteins and other cellular
products such as nucleotide sequences. Recent methods use sophisticated statistical models to
identify specific enriched proteins based on the signal intensities observed in the experiment. Such
approaches were used to study protein-protein interactions between viruses and the host cell and
led to a detailed understanding of host proteins and protein complexes as viral targets HLIB A
comprehensive AP-MS/MS study for example, which included 70 different viral open reading
frames (vORFs) revealed that viruses predominantly interact with cellular targets at central
positions in cellular signaling pathways. Several of these targets were associated with key signaling
pathways that initiate antiviral defense response in cells "’ However, AP-LC-MS/MS is not limited
to determine protein-protein interactions only. It can be used to study interactions between
different biological structures and proteins. For example, it was successfully used to identify novel

protein interactions to viral genome structures such as triphosphates at the 5’end of viral RNA

(pppRNA) genomes. This experiment identified relevant host defense factors such as IFIT proteins
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which interact with viral pppRNA species 78 An extension of the AP-LC-MS/MS analysis
represents affinity enrichment coupled to LC-MS/MS analysis (AE-LC-MS/MS). This approach
benefits from less stringent washing conditions and preserves even low affinity interactions. It
identifies interacting proteins based on the relative intensity-based enrichment compared to
unspecific-bound background proteins in a statistically controlled analysis strategy f Recently, this
approach was applied in an orthogonal proteomic study in the context of Zika virus infection. This
data was complemented with deep proteome and phospho proteomics data to form a
comprehensive integrated network, which represents the molecular nature of Zika virus infection in
neuronal cells **. A thematically related study combined AP-LC-MS/MS with interaction data
derived by proximity-dependent biotin identification (BiolD) to characterize the global Zika virus
interactome’**. Both studies provided important information regarding the Zika virus-mediated

targeting strategies of cellular factors and organelles.

Taking together, mass spectrometry provides a powerful toolbox to delineate complex
biological systems such as in virus-host interactions. It helps to understand signaling pathways by
elucidating protein abundance, stability, interactions and post-translational modifications. Recent
studies integrate data from different proteomics and other “omics” applications to generate
blueprints of the virus-host biology at different molecular levels 30 This might help to identify so
far unknown key players in cellular defense responses and factors which are essentially required for

the replication of respective viruses.

46



1.5 AIMS OF THE THESIS

Recent comparative loss and gain of function screens revealed numerous cellular factors with
high relevance for virus replication. Especially the characterization of ISGs and their ability to
counteract viral infections elucidated many candidates with broad and highly-specific antiviral
activities. However, the molecular functions of these factors largely remain poorly understood and
further information about these factors might be of high value for novel broad antiviral strategies in

the future.

The aim of my thesis was to expand these functional screens by molecular protein-protein
interactions and to link these antiviral active host factors to their underlying molecular processes in
the cell. With this, I intended to illuminate novel molecular interactions and processes which
control virus infections and the innate immune response. Therefore, I used state of the art bottom-
up proteomic approaches to identify novel key factors in the virus-host interplay. Based on the
observed proteomic results, I deduced hypotheses and proofed their value by tailored functional
tests in targeted experiments. Thereby, I systematically generated proteomics data, mined relevant
information and further characterized proteins, complexes and pathways that I could link to the

innate immune system and to viral perturbation strategies.

I elucidated protein-protein interactions of 104 functionally predefined ISGs, studied the binding
capacity of IFIT1 to nucleic acid sequences, actively supported the characterization of a novel ROS
induced cell death pathway, identified a cellular factor that supports the antiviral activity of viperin
against tick-borne encephalitis virus and studied the function of SCF ubiquitin ligases in the RVFV

NSs induced innate immune control.
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2 RESULTS

21 PUBLICATION 1: A PROTEIN INTERACTION NETWORK OF
INTERFERON STIMULATED GENES EXTENDS THE INNATE
IMMUNE SYSTEM LANDSCAPE

In my main project I elucidated the cellular protein-protein-interaction (PPI) network of ISGs
relevant for the replication of a diverse set of different viruses. I collaborated with the “Laboratory
of Virology and Infectious Disease” headed by Prof. Charles Rice at Rockefeller University (New
York, USA), a pioneering research group, which extensively uses gain of function screens to
systematically characterize the relevance of individual ISGs in the context of virus infections. Based
on the data of their two most comprehensive studies, I selected 104 ISGs with high virus specific,
pan-antiviral or pro viral functions.

I generated stable cell lines expressing tagged, functional active ISGs and investigated their
interactions by a tailored AE-LC-MS/MS workflow. Based on this data, I was able to generate a
representative ISG interaction network. This ISG PPI network links ISGs to their underlying,
potential functional relevant cellular factors in the cell. Through the integration of functional data
from external sources, this ISG interaction network serves as a valuable starting point for targeted
hypothesis-driven experiments in the future.

I tested the value of these combined information together with the laboratory of Prof. Martin
Schwemmle (Institute of Virology, Medical Center University of Freiburg). We identified cellular
proteins that interact with FluAV particles in an early post entry step. Therefore, we infected cells
with a recombinant PB1 Flag-tagged FluAV strain and identified the viral ribonucleoprotein (vRNP)
associated cellular proteins by AE-LC-MS/MS. Comparing these vRNP associated proteins with the
ISG interactome resulted in an unexpected high number of matching cellular factors. These shared
factors potentially link ISGs to the virus derived structures during infection and might contribute to
an early cellular response during infection. This hypothesis is supported by an overall increased
antiviral activity of these indirectly linked ISGs against FluAV compared to the remaining set of ISGs
studied in this project.

Among several hundreds of novel interactions, I focused on the interaction of the interferon
stimulated gene ANXA2R with the CCR4-NOT complex, investigated the regulatory function of
the highly connected LGALS3BP protein within the IFN response and studied the P2RY6 mediated

NEF-KB activation.
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A protein-interaction network of interferon-
stimulated genes extends the innate immune

system landscape

Philipp Hubel', Christian Urban?, Valter Bergant?, William M. Schneider?, BarbaraKnauer',
Alexey Stukalov'?, Pietro Scaturro'?, Angelika Mann', Linda Brunotte*®, HeinrichH. Hoffmann?,
JohnW. Schoggins ©3¢, Martin Schwemmle’, Matthias Mann©#, Charles M. Rice? and

Andreas Pichlmair®"2°*

Interferon-stimulated genes (ISGs) form the backbone of the innate immune system and are important for limiting intra- and
intercellular viral replication and spread. We conducted a mass-spectrometry-based survey to understand the fundamental
organization of the innate immune system and to explore the molecular functions of individual ISGs. We identified interactions
between 104 ISGs and 1,401 cellular binding partners engaging in 2,734 high-confidence interactions. 90% of these interac-
tions are unreported so far, and our survey therefore illuminates a far wider activity spectrum of ISGs than is currently known.
Integration of the resulting ISG-interaction k with published datasets and functional studies allowed us to identify regu-
lators of immunity and processes related to the im Y Given the extraordinary robustness of the innate immune sys-
tem, this ISG network may serve as a blueprint for therapeutic targeting of cellular systems to efficiently fight viral infections.
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engagement of cellular proteins with antiviral properties.

Germline-encoded pattern-recognition receptors sense the
presence of pathogens and initiate a signaling cascade leading to
the induction of antiviral cytokines, including type-I interferons
(IFN-a/). IFN-a/B bind to the IFN-a/f receptor (IFNAR), initiating
signaling that culminates in the expression of interferon-stimulated
genes (ISGs). In summary, viral infection triggers the expression of
several hundred proteins covering a wide range of biological activi-
ties. Among these proteins are pattern-recognition receptors (for
example RIG-I, MDAS5 and Toll-like receptors), signaling molecules
(for example, MYD88 and MAVS), transcription factors (for exam-
ple members of the interferon-regulatory family (IRFs) and mem-
bers of the signal transducer and activator of transcription family
(STATSs)) and proteins with direct antiviral functions (for example,
Mx proteins and interferon-induced proteins with tetratricopeptide
repeats (IFITs)), as well as negative regulators of immune responses
(for example suppression of cytokine signaling proteins, DAPK1)
that prevent overshooting of immune reactions. ISGs are thus a het-
erogeneous group of proteins that serve different purposes related
to direct antiviral defense and immune regulation.

Although some ISGs have been studied in detail, the modes of
action of a large majority of ISGs are still unknown. Much knowl-
edge on their functional activities has been gained from overex-
pression screens in which single ISGs were expressed and their
antiviral activity was tested against different viruses'~. Even though
these studies identified antiviral effects for individual ISGs, most

Defense against viral infections relies on rapid and massive

of the underlying molecular mechanisms remained unknown. It is
accepted that many proteins must interact with one or more other
cellular factors to achieve full activity. In line with this notion, some
ISGs form multiprotein complexes to attain optimal antiviral effi-
ciency. Examples are IFIT1, IFIT2 and IFIT3, which show only
marginal antiviral activity when individually expressed. However,
co-expression of IFITs leads to the formation of large heteropro-
tein complexes that recruit additional cellular proteins and together
confer potent antiviral effect. Similarly, interferon-induced E3 ubiq-
uitin ligases, such as the RIG-I activating protein TRIM25, require
constitutively expressed E2 and El ubiquitin ligases. In addition,
TRIM25 requires ZC3HAV1 (ZAP) to efficiently mediate RIG-I
ubiquitination and activation’. Although the importance of ISGs
for the antiviral response of the host is well accepted, the cellular co-
factors associating with ISGs have not yet been systematically stud-
ied. Here we conduct a survey on the basis of affinity proteomics to
systematically chart the ISGs protein-interaction network. We aim
to illuminate the molecular mechanisms underlying their antiviral
potential and to identify additional cellular factors that are critically
required by the innate immune system.

Results

Identification of novel ISG binding partners using mass spec-
trometry. To select ISGs that represent a wide range of antiviral
activities, we performed a meta-analysis of single ISG overexpres-
sion studies conducted in 5 cell types that covered 20 viruses from
9 virus classes (Supplementary Table 1). We identified proteins that
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have antiviral activity against a wide range of viruses (for example
IRF2, IRF7 and MAP3K14) as well as proteins specific to a single
virus class (for example TCF7L2 and DDX60) (Supplementary
Table 1). Among these proteins, we selected 104 ISGs with diverse
antiviral properties (Supplementary Fig. 1a), expressed them as
Strep-II-Hemagglutinin (SH)-tagged fusion proteins in doxycy-
cline-inducible HeLa-FlpIn or HEK-FlpIn TREX cells and vali-
dated their expression by immunoblotting. We confirmed that this
expression system preserves functionality of the ISGs by testing the
antiviral activity of MxA and MAP3K14 in comparison to an inac-
tive MxA (M527D) mutant for their ability to impair vesicular sto-
matitis virus (VSV) replication (Supplementary Fig. 1b).

To determine binding partners for these 104 ISGs, we estab-
lished an affinity enrichment with quantitative liquid chro-
matography-tandem  mass  spectrometry (AE-LC-MS/MS)
workflow that allowed identification of proteins associating to ISGs
(Supplementary Fig. 2a). By combining 439 mass-spectrometry
runs we identified 2,734 high-confidence interactions between 104
ISG baits and 1,401 cellular proteins (Fig. 1a and Supplementary
Table 2). The majority of the ISGs (70 out of 104) formed a con-
nected network (Fig. 1a). Ten percent of the interactions identi-
fied here were already reported in public databases (Supplementary
Fig. 2b). As well as confirming many reported ISG interactors (for
example FBOX6, PSMB9 and JADE2), we additionally character-
ized the cellular interactomes of a number of ISGs that have not yet
been comprehensively studied (for example IRF2, IRF7 and NOD2)
(Supplementary Fig. 2c). We confirmed the reliability of this
approach further by validating a subset of these novel interactions
through co-immunoprecipitation with immunoblotting. OASL
interacted with the helicase LARP7, known for its ability to unwind
RNA and its involvement in RNA degradation (Supplementary
Fig. 2d). The RNA helicase LGP2 co-precipitated the DNA sensor
IFI16. Interferon stimulatory protein C14ORF166 bound RTCB, a
protein involved in tRNA splicing and elF3e interacted with the
ISGs DDX60 and CD74 (Supplementary Fig. 2d).

On a global level, these data allowed us to infer previously unde-
scribed ISG-related biological processes. Only 30% of the Gene
Ontology (GO) terms enriched in our network were directly or
indirectly associated to the analyzed ISGs, according to semantic-
similarity clustering’ (Fig. 1b and Supplementary Table 3). In par-
ticular, many of the new ISG interactors identified here are involved
in apoptotic processes, NF-kB regulation and the innate immune
response (Fig. 1¢).

Among cellular proteins that were specifically targeted by ISGs,
we identified proteins involved in innate defense mechanisms, cell
cycle, and protein metabolism (Fig. 1d and Supplementary Table 3).
In particular, this analysis confirmed known interactions but also
revealed novel interactions between ISGs and proteins involved in
NF-kB regulation (Fig. 1¢ and Supplementary Fig. 2e). Moreover, a
prominent group of ISGs associated with proteins involved in intra-
cellular transport (Fig. 1d), indicating that ISGs have a major effect
on intracellular trafficking. We also found unexpected interactions
between ISGs and proteins involved in energy metabolism, sug-
gesting that ISGs influence cellular metabolic activity (Fig. 1d and
Supplementary Fig. 2f). For instance, apoptosis facilitator Bcl-2-like
protein 14 (BCL2L14) associated with succinate dehydrogenase
(SDHB) and succinate-Co-A ligase complex members (SUCLGI,
SUCLG2, SUCLA2), as well as members of the ubiquinone oxido-
reductase complex (NDUFAF4, NDUFS2), suggesting regulation of
complex-II activity in mitochondria (Supplementary Fig. 2f).

This comprehensive analysis allowed us to evaluate the over-
all organization of the ISG protein-protein interaction network.
Nearly half of the interactors identified (694 proteins) were found
to interact with one individual ISG, while 707 proteins interacted
with more than one ISG bait (Figs. 1a and 2a and Supplementary
Table 2). Strikingly, two proteins were interacting with as many as
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nine baits: LGALS3BP and COPBI. This analysis uncovered inter-
actions between ISGs mediated by cellular proteins (Fig. 2b), as
well as direct interactions between ISGs (Supplementary Fig. 3a
and Supplementary Table 2). For instance, we could confirm pre-
viously described IFIT1-IFIT3 and ATF3-JUNB interactions
(Supplementary Fig. 3a). Of particular interest are novel interac-
tions, such as IRF2-TRIM25, which point towards a role for ubiq-
uitination in IRF2-mediated gene transcription (Supplementary
Fig. 3a). Furthermore, our data identified a novel interaction
between BST2 (also known as tetherin) and the NF-xB modula-
tor NOD2 (Supplementary Fig. 3a,b), which may explain reports
describing BST2-mediated NF-kB regulation’*’.

Proteins connected to multiple ISGs were implicated in pro-
tein folding, endoplasmic reticulum (ER)-to-Golgi transport,
neutrophil degranulation as well as viral processes (Fig. 2¢ (red)
and Supplementary Table 4). Notable examples of highly con-
nected proteins, recently described as host-dependency factors
critically required by diverse viruses*'’, are the transport pro-
tein COPB1 and UBR4, which is involved in protein degradation
(Supplementary Fig. 3c). ISGs also prominently engage members
of the nuclear pore complex that are reported to have antiviral
activity, these include XPO1 (also known as CRM1), NUP210 and
NUP155. We validated CSEIL (also known as exportin-2) and
KPNBI (importin-B1) binding to five and six individual ISGs,
respectively (Supplementary Fig. 3d,e).

Notably, proteins specifically binding to a single ISG bait were
often associated with signaling pathways related to immune sys-
tem modulation (TNF signaling pathway, T cell signaling pathway,
C-type lectin signaling pathway, MAPK cascade) (Fig. 2¢ (blue) and
Supplementary Table 4). The data from the ISGs tested here, indi-
cate that some ISGs have a particular role in regulation of the anti-
viral immune response.

ISGs associate with viral ribonucleocomplexes through cellular
factors. ISGs are the frontline of cellular antiviral responses, thus
they have to directly or indirectly associate with viral components
to limit viral spread. To study whether ISGs or their interactors
associate with viral proteins, we used a recombinant influenza A
virus (FluAV) expressing an affinity-tagged PB2 subunit, a central
component of the viral ribonucleoprotein (VRNP) complex. AE-
LC-MS/MS analysis identified 58 proteins bound to the FluAV
VRNP complex during the initial phase of infection (Fig. 3a,
Supplementary Fig. 3f and Supplementary Table 5). Although we
did not identify direct interactions between ISGs and the vVRNP,
34 of the 58 VRNP interactors were part of the ISG interactome
(Fig. 3a). These 34 vVRNP binders associated with 26 ISGs, which
showed significantly higher antiviral activity against FluAV
compared with the remaining 78 ISGs in our study (Fig. 3b and
Supplementary Table 1). These 26 1SGs included five (IFITM3,
MX1, NOD2, DDX60 and TCF7L2) of the six ISGs that showed
highest specific anti-influenza activity in previous overexpression
studies' (Fig. 3¢ and Supplementary Table 1). This suggests that
to target VRNP complexes, ISGs use proteins that are not neces-
sarily regulated by type-I interferons. These data might explain
the specificity of some ISGs, such as DDX60, which are active
against FluAV but not against other viruses upon overexpression
(Supplementary Table 1). DDX60 and FluAV-vRNP both interact
with PPP6R3, a subunit of the cellular serine/threonine protein
phosphatase 6 (PP6) complex that is required for influenza virus
replication and VRNA nuclear export''. Similarly, TCF7L2 shares
six proteins interacting with influenza vRNPs, including ANP32B,
PDCD6, STUBI, which have known functions in either virus rep-
lication or immune processes'*''. Therefore besides the reported
ability of some ISGs to directly interact with viral structures, our
data suggest that ISGs engage cellular proteins that are important
for virus replication.
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Fig. 1] Identifying interactions between ISGs and cellular proteins using mass spectrometry. a, ISG network derived from AE-LC-MS/MS experiments
in this study. b, GO terms enriched among ISG interactors: matching to the terms of ISG bait (known), similar to the terms of the bait (related to known)
or novel. ¢, Interactions between ISGs and proteins implicated in the specified processes and pathways. Known, published interactions (BioGrid) between
ISGs and cellular proteins of the respective GO term. Novel, newly identified interactions. d, Pathways most frequently targeted by ISG baits (top 33
Reactome pathways). Each node represents a specific pathway, node size indicates the number of interactions to individual ISGs. Edge thickness between
nodes represents the number of ISG-interacting proteins shared by both pathways. Halos group closely related pathways. Boxes show ISGs targeting at
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Hochberg FDR < 0.05 and enrichment factor of at least twofold was set as a threshold. Only pathways significantly enriched among the interactors of at

least four individual ISGs and baits with at least three interacting proteins were considered.

Data intersection identifies the lectin-binding protein
LGALS3BP as an immune regulator. Intersecting our ISG net-
work with complementary immunity-related datasets revealed a

NATURE IMMUNOLOGY | VOL 20 | APRIL 2019 | 493-502 | www.nature.com/natureimmunology

strong enrichment of cellular proteins targeted by viral immune-
modulatory open reading frames (VORFs) (Fisher’s exact test
unadjusted P=2.92x10"%)" and influenza A virus replication
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factors previously identified by functional genome-wide RNA
interference knockdown screens (Fisher’s exact test unadjusted
P=8.01x10"")’, whereas the other ISGs were represented not so
prominently (Fisher’s exact test unadjusted P=0.00392)" (Fig. 4a

and Supplementary Table 6). Overall, the ISG interactome was sig-
nificantly enriched with the proteins reported in these public data-
sets compared with the remaining human proteome (Fig. 4b,c). Six
proteins (KPNB1, LGALS3BP, MYH10, NAP1L1, TUBB2A and
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VCP) were present in all four independent datasets (ISG network,
VORF interactome, siRNA screens and Interferome DB), suggest-
ing a central role in antiviral immunity (Fig. 4c and Supplementary
Table 6). LGALS3BP, a protein that exists both in secreted and non-
secreted forms'”"*, was highly connected in the ISG interactome
(Figs. 2a and 4c). Importantly, we validated binding of LGALS3BP
to six intracellular proteins by co-immunoprecipitation assay
(Supplementary Fig. 4a). Furthermore, LGALS3BP depletion in dif-
ferent cell lines reduced FluAV-driven renilla luciferase (Ren) and
VSV-driven firefly luciferase (Luc) expression to a similar extent as
ATP6VOD], a subunit of the ATP proton pump absolutely required
for productive FluAV entry (Fig. 4d and Supplementary Fig. 4b,c).
An influenza A virus replicon system, which selectively tests for
the activity of the viral polymerase and reporter gene expression,
was also affected by LGALS3BP depletion, suggesting a mecha-
nism of inhibition that is independent from virus entry or assembly
and does not produce significant cytotoxic effects (Supplementary
Fig. 4d,e). To gain additional insights into LGALS3BP antiviral
activity, we compared the total proteomes of FluAV-infected and
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non-infected HeLa cells lacking LGALS3BP. LGALS3BP knock-
down led to a significant upregulation of proteins linked to antiviral
immunity, most notably ISGs (Fig. 4, Supplementary Fig. 4f,g and
Supplementary Table 7). Short interfering RNA (siRNA)-mediated
depletion of LGALS3BP, but not of control proteins, led to sponta-
neous expression of IFIT3 (Fig. 4f), and positively stimulated ISGs
expression, as indicated by global analysis of proteome expression
(Supplementary Fig. 4h,i and Supplementary Table 7). Collectively,
these data suggest that LGALS3BP negatively regulates the inter-
feron response, explaining its broad antiviral activity on diverse
virus genera. This example shows how integration of the ISG inter-
actome with other datasets can accelerate the search for novel pro-
teins critically required for virus growth and immune regulation.

Cell-death modulating ANXA2R interacts with the RNA-
degrading CCR4-NOT complex. Proteins assemble into func-
tional complexes to form operative units. Therefore we mined
the ISG interactome for protein complexes that are enriched by
individual or multiple ISGs (Fig. 5a and Supplementary Table 3).
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In summary, we identified 80 protein complexes. Although the
proteasome complex, the eukaryotic translation initiation fac-
tor complex and the spliceosomal complex were targeted by two
or more ISGs, other complexes predominantly bound individual
ISGs. MAP3K14, TNFSF13B and ATF3, for instance, very specifi-
cally co-precipitated protein complexes related to their described
functions (Fig. 5b). A subset of ISGs associated with cellular com-
plexes that were not previously linked to innate immunity (Fig.
5¢ and Supplementary Fig. 5a). Notable examples within this
dataset were annexin-2 receptor (ANXA2R), GCH1 and OASL.
Among these, the largely unstudied ANXA2R was unique in its
specific enrichment for components of the CCR4-NOT complex
(Fig. 5¢), a key player in RNA degradation. We confirmed the

498

potent interaction between ANX2R and CNOT]1, a core compo-
nent of the CCR4-NOT complex, using co-immunoprecipitation
with immunoblotting (Supplementary Fig. 5b). Furthermore, as
predicted by our meta-analysis (Supplementary Fig. 1a), ANXA2R
exhibited strong antiviral activity in virus replication assays using
a doxycycline-inducible cell line (Supplementary Fig. 5¢). In line
with previous publications”, persistent ANXA2R expression led
to cytotoxic effects (Supplementary Fig. 5d), a phenotype that has
also been reported in cell lines that were depleted for CNOT]I, a
critical component of the CCR4-NOT complex’. To rule out
possible pleiotropic effects resulting from cell death, we induced
ANXAZ2R expression for very short time frames, using conditions
that had no detectable detrimental effects on cell viability. Under
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21-23

these conditions, replication of VSV was significantly reduced, subset of genes”~". Notably, ANXA2R expression specifically led
confirming a direct antiviral role of ANXA2R (Supplementary to a prominent re-distribution of CNOT1 to perinuclear areas,
Fig. 5e,f). The CCR4-NOT complex regulates expression of a  suggesting a potential perturbation of CCR4-NOT activity in
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Flpln TREX cells and HEK-FlpIn TREX P2RY 6 cells were infected with RVFY Clone 13 for 18h (m.o.i. =0.1) or not infected and used for AE-LC-MS/MS
analysis. d, Enrichment of P2RY6-associated proteins in uninfected (x axis) and infected conditions (y axis) relative to the background. Dashed lines
correspond to +3.5x log;(fold change of association strength between the infected and non-infected conditions) and define the proteins that, upon RVFV
infection, associate more strongly (red) or more weakly (blue) to P2RY 6. Dot size corresponds to the significance of infection-dependent association
changes. Two-tailed Welch's t-test, permutation-based FDR=0.05, S,=1, n=3. e, LFQ intensities of the selected proteins in the affinity enrichments
using non-infected or RVFV (Clone 13)-infected P2RY 6-expressing or empty control cells. f, HEK293 cells were co-transfected with a NF-kB-Luc reporter
construct, an EIF1a-Ren control and a plasmid expressing P2RY 6 for 20 h. Where indicated, cells were either treated with the P2RY6-specific ligand
MRS2957 (250nM) alone or in combination with a CD40-RAF6 specific inhibitor (3-[(2,5-dimethylphenyl)amino]-1-phenyl-2-propen-1-cne, 1 uM) for an
additional 8 h. Shown are luciferase/renilla activity ratios (mean+s.d., n=4 inrelation to GFP control transfection; one representative experiment of three
is shown). *P <0.0001 on the basis of a one-way ANOVA with Dunnett's multiple comparisons test. g, The proposed mechanism of P2RY6-mediated
NF-kB and AP1activation through TRAF6.
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the presence of ANXA2R (Supplementary Fig. 5g). To investigate
this hypothesis further, we used LC-MS/MS analysis of control
or CNOT1 siRNA-depleted cells to identify the subset of proteins
that are regulated in a CNOT1-dependent manner. This analysis
led to the identification of 95 significantly up- and 36 downregu-
lated proteins (Supplementary Fig. 5h and Supplementary Table 7).
We compared these data with time-resolved proteome expression
analysis of ANXA2R-expressing HeLa cells (Supplementary Fig.
5i,j and Supplementary Table 7). Notably, proteins upregulated by
CNOT]1 depletion were generally also upregulated upon ANXA2R
induction (Supplementary Fig. 5h-j). Conversely, CNOTI-
dependent proteins—including CNOT1 itself—were specifically
downregulated in the presence of ANXA2R (Supplementary Fig.
5i,j). Altogether, these data indicate that ANXAR2 expression leads
to impairment of CCR4-NOT function. Moreover, these findings
exemplify that the ISG interactome can resolve targeting of indi-
vidual complexes engaged in the innate antiviral response, thereby
expanding our current knowledge of the innate-immune-regulated
cellular machinery.

ISG interaction partners suggest antiviral functions. Although
most of the ISG interactors we identified are not interferon-stim-
ulated, ISGs could interact with these proteins to modulate their
activity. To test this hypothesis, we asked whether ISGs target pro-
teins that have been reported to modulate influenza virus growth
in genome-wide siRNA knockdown screens (Fig. 6a, gray inset).
We identified 15 ISGs, which showed a significant enrichment of
FluAV modulatory proteins (Fisher’s exact test unadjusted P<0.01;
P2RY6, CD74, UNC93B1, SLC15A3 and MAB21L2 showed the
highest P-value) (Fig. 6a and Supplementary Table 6). We focused
our attention on P2RY6, a plasma-membrane-bound G-protein-
coupled nucleotide receptor, which has not been studied in detail
in the context of antiviral immunity. In line with ISG overexpres-
sion studies, doxycycline-driven expression of P2RY6 in HEK-
FlpIn TREX cells potently inhibited replication of Semliki forest
virus (SFV), VSV and FluAV (Fig. 6b and Supplementary Fig. 6a,b).
Antiviral activity could be further boosted by the specific P2RY6
agonist MRS2957 (Fig. 6b and Supplementary Fig. 6¢). To assess
the potential function of P2RY6 and its agonist, we performed total
proteome analysis in P2RY6-expressing cells. These data indicated
that P2RY6 expression leads to differential expression of a subset
of proteins (Fig. 6¢, Supplementary Fig. 6d and Supplementary
Table 7), which were associated with AP1 and NF-xB signaling
(Supplementary Fig. 6e). Indeed, the activation of NF-xB by P2RY6
expression could be confirmed by reporter assays (Supplementary
Fig. 6f) as previously suggested”. The ISG interactome data sug-
gested binding of P2RY6 to ubiquitin-conjugating enzyme E2 vari-
ant 1 (UBE2V1) (Supplementary Fig. 2e and Supplementary Table 2),
which is a central component for K63-dependent ubiquitination of
TRAF proteins in response to pathogen sensing and inflammatory
signal amplification™. To assess potential molecular mechanisms of
P2RY6-dependent inflammatory signaling we performed AE-LC-
MS/MS experiments in virus-infected cells. Using MAP3K14 as a
prototypic case confirmed feasibility of this approach; infection with
a cytokine-inducing clone 13 of Rift Valley fever virus (RVFV)* led
to a dissociation of NF-kB inhibitory components from MAP3K14
precipitates (Supplementary Fig. 6g and Supplementary Table 8).
Similar experiments with P2RY6 as bait identified JUNB, an AP1-
specific transcription factor, and TRAFDI, which is involved in
TRAF6-mediated NF-xB signaling, as RVFV infection-dependent
P2RY6 interactors (Fig. 6d,¢). Conversely, P2RY6 lost its interaction
to UBE2V1in presence of RVFV (Fig. 6¢ and Supplementary Table 8).
Therefore, these data corroborated that P2RY6 directly triggers
NF-kB activation through regulation of TRAF6-mediated signal-
ing. To test this hypothesis we used a TRAF6 inhibitor and tested
its influence on P2RY6-dependent NF-kB activation. Notably,
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inhibition of TRAF6 completely abrogated P2RY6-dependent
NF-kB activation (Fig. 6f). Altogether, the data indicate engagement
of a specific signaling pathway in response to P2RY6 activation.
P2RY6 engages the E3 ubiquitin ligase UBE2V1 under steady-state
conditions, and virus infection drives binding of the negative regu-
lator TRAFD1 to P2RY6, which might facilitate TRAF6-mediated
activation of NF-xB and AP1 signaling (Fig. 6g). Collectively, these
data demonstrate that the ISG interactome provides entry points for
hypothesis-driven characterization of specific signaling events that
are activated during virus infections.

Discussion

The evolutionarily shaped antiviral immune system is highly effi-
cient and relies on the function of ISGs that employ multiple
pathways and act together to control a wide variety of pathogens.
However, the influence of ISGs on the cellular landscape and their
engagement of cellular proteins is only partially defined. The ISG
interactome presented here allows several considerations regarding
the organization of the innate immune system. For instance, some
of the ISG interactors were previously found to be relevant for virus
replication. The affinity to such proteins may allow ISGs to target
viral replication hotspots, and would enable the cells to neutralize
a wide variety of pathogens with a limited set of ISGs. Conversely,
integrating interaction data from other pathogens with the ISG inter-
actome might prove an effective strategy to pinpoint ISGs with spe-
cific antiviral activity. Diverse ISGs share a few common interactors,
suggesting a central role for these proteins in ISG-mediated antiviral
functions. For instance, LGALS3BP—the most connected protein in
the network—functions as a potent negative regulator of the inter-
feron response. Such highly connected proteins in key positions of
the innate immune network may have as-yet-unappreciated roles in
regulating the antiviral immune response. In summary, the combi-
nation of pleiotropic and specific interactions within the antiviral
defense system might provide an extraordinary flexibility, enabling
high efficacy against a broad range of pathogens. Furthermore, mul-
tiple interconnections with pre-existing cellular machinery reduce
energy limitations, allowing the response to proceed more rapidly
than if new molecular infrastructure were required'-.

The ISG interactome complements functional data from over-
expression and genome-wide gene-depletion studies, facilitating
the identification of activities and functions of individual ISGs and
their binding partners. Integration of diverse datasets highlights
central hubs with particular antiviral potency. For instance, the
identification of P2RY6 and the downstream pathway signaling
through NF-kB and AP1, demonstrates how this resource could
be used to guide further functional and mechanistic studies on
individual ISGs. ISG activity often depends on cellular proteins,
which serve as essential co-factors for viral replication or are them-
selves targets of ISGs. Since susceptibility to ISGs varies between
viruses, the data presented here may allow identifying vulnerability
hotspots for pathogen-centric therapies. In personalized medicine,
the individual susceptibility is taken into account to maximize
therapeutic efficiency of drugs. By analogy, considering the I1SG
interactome and activities of ISGs against specific viruses should
help the development of pathogen-centric therapies providing
highly specific and efficient treatment against individual viruses
and virus classes.

Online content

Any methods, additional references, Nature Research reporting
summaries, source data, statements of data availability and asso-
ciated accession codes are available at https://doi.org/10.1038/
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Methods

Cells, plasmids, viruses and reagents. HEK293T, HeLa, HEK-FlpIn TREX,
HeLa-FlpIn TREX, Vero E6 cells were described previously' "'+, A549 cells were
akind gift from G. Kochs. Cell lines were maintained in DMEM medium (PAA
Laboratories) supplemented with 10% fetal calf serum (GE Healthcare) and
antibiotics (100 Uml ' pemcullm, IOOugml ! streptomycin) and regularly tested
to be free of M) Doxycycline-i ible cell lines were
generated as described"”. Expresslon constructs for N-terminal SII-HA tagged
ISGs were generated by Gateway cloning of ISGs cDNA into pTO-SII-HA-GW ",
The NF-kB reporter assay was performed as described before'". The FluAV mini
replicon system (based on WSN strain) was provided by G. Kochs. Reporter
assays were normalized to a co-transfected pBS EFla-Ren construct kindly
provided by E. Giirlevik. siRNAs were purchased from Qiagen or Dharmacon (see
Supplementary Table 9). A/SC35M-NS1-2A-Renilla-2A-NEP (FluAV-Ren)”
and VSV-Luc were gifts from G. Zimmer, SFV-NanoLuc and SFV-gLuc were
gifts from A. Merits. Generation of Influenza A virus (WSN strain) encoding

an N-terminal SII-tagged PB2 was described earlier”. Streptavidin beads were
purchased from IBA (2-1201-010, Strep-Tactin Sepharose). The following
antibodies were used: rabbit anti-IFIT3", rabbit anti-LGALS3BP was a kind gift
form A. Ullrich, mouse ami actin antibody (Santa Cruz; sc-47778), anti-HA-

tag from rabbit (Cell Sigs g; 3724), h dish idase (HRP)-coupled
mouse antibody against HA (Sngma Aldrich; H6533), mouse anti-VSV-G (Santa
Cruz Biotechnology; sc-66180), HRP-coupled mouse against c-myc (Roche;
11814150001), rabbit anti-CSE1L (Proteintech; 22219-1-AP), mouse anti-KPNB1
(Abcam; ab2811), rabbit anti-CNOT]1 (Cell Signaling Technology; 44613), HRP-
coupled secondary antibody against mouse IgG (Sigma-Aldrich; RABHRP2) and
against rabbit IgG (Cell Signaling Technology; 7074). Transfection of nucleic acids
was performed using Metafectene Pro (Biontex). Dual-luciferase reporter assay
system, cell viability assay (CellTiter-Glo) and Luciferase substrate d-Luciferin
(E1602) were from Promega. Resazurin reduction assay was performed as
described earlier’'. The renilla substrate Coelenterazine (no. C2230) and the CD40
TRAF6 Inhibitor (3-[(2,5-dimethylphenyl)amino]-1-phenyl-2-propen-1-one; no.
SML1160) were obtained from Slgma -Aldrich, while the MRS2957 was obtained
from Tocris (no. 4260).

AE-LC-MS/MS analysis. Expression of ISGs in HeLa- and HEK-FlpIn TREX cells
was induced by doxycycline (1 pgml~') treatment for 48 h. For affinity enrichment,
two 15cm dishes per replicate were used. Cells were scraped off, washed in PBS,
precipitated, and pellets were lysed on ice using TAP lysis buffer (50mM Tris pH 7.5,
100mM NaCl, 5% (v/v) glycerol, 0.2 % (v/v) Nonidet-P40, 1.5mM MgCl,,
1pgml~' Avidin (2-0204-015; IBA) and protease inhibitor cocktail (EDTA-free,
cOmplete; Roche)) for 15 min followed by a 5min sonication step at 4 °C. Strep-
Tactin agarose was added to the clarified cell lysates and incubated for 3h at 4°C
on a rotary wheel. Beads were washed four times in TAP lysis buffer to reduce
the concentration of unspecific proteins and to separate specific binders from
background ones. Samples were washed five additional times with TAP washing
buffer (50mM Tns pH 7.5, 100mM NaCl, 5% (v/v) glycerol 1L.5mM MgCl ) to
Beads were d in 20 pul guanidi
chloride buffer (6M deCI 10mM TCEP, 40mM CAA, 100 mM Tris/HCI pH 8),
boiled at 95°C for 5min and digested by adding 20 ul LysC-Protease-Mix (100 mM
Tris/HCI pH 8 and 0.5 ug LysC (WAKO Chemicals)) for 3h at 30°C. Samples were
diluted 1:5 with Trypsin-Protease-Mix (100 mM Tris/HCI pH 8 and 1 pg trypsin)
(Promega) and incubated for 12h at room temperature. TFA and acetonitrile was
added to a final concentration of 0.6% and2 %, respectively. Peptides were desalted
and concentrated using C18 Empore filter discs (3 M) . After elution, peptides
were analyzed using an EASY-nanoLC system (Thermo Fisher Scientific), which
was directly coupled to a LTQ-Orbitrap XL mass spectrometer (Thermo Fisher
Scientific). Peptides were loaded on an analytical 15cm C18 column (Reprosil-
Pur 120 C10-AQ, 3puM; Dr. Maisch) and eluted using an 115 min acetonitrile
gradient starting with 5% to 30% (85min), 30% to 95% (15min), a wash out period
of 5min at 95% and a re-adjustment phase to 5% of organic acetonitrile buffer
(80% acetonitrile, 0.1% formic acid) (10 min) at a constant flow of 250 nlmin~'.
Proteomic analysis was performed as dcscnbcd carher “. In brief, the mass
was used in a data-d ition mode with one full mass-

spec(rome\ry scan at a resolution of 60,000 at 400 m/z in the Orbitrap, followed by
10 tandem-mass-spectrometry scans in the linear ion trap (target ion value = 1,000,
isolation width =2 m/z, CID fragmentation mode with normalized collision
energy=40) of the highest reported peaks obtained in the full MS scan before. Raw
files were processed with MaxQuant version 1.5.3.34 or 1.6.0.15, using label-free
quantification (LFQ) and match between run options and searched against forward
and reverse sequences of the human proteome (UniprotKB, release 03.2016) by
the built-in Andromeda search engine . Carbamidometylation was set as fixed,
methionine oxidation and N-acetylation as variable modification. Precursor ions
with a mass tolerance of 6 ppm and fragmented ions with a mass tolerance of
0.5Da were accepted. Peptide and protein identification was controlled by a False
Discovery Rate (FDR) of 0.01. Perseus version I.5.3.0 or 1.6.0.7 was used to analyze
the output of MaxQuant". Protein groups id; d as known i or
reverse sequence matches were excluded from the analysis. Only proteins with a

of two LFQ ifications in at least one group of replicate experiments
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(n=3) for a specific ISG bait were considered for the analysis. Missing values were
imputed using normal distribution, whose standard deviation was defined as 30%
and the mean was offset by —1.8 5.d. of the data distribution of the real intensities
observed in the corresp 'y run, respectively. To identify
true interactors of ISG baits and ehmmate unspecific (false positive) binders,
statistical data analysis was performed as follows: on the basis of the similarity

of their protein content, mass-spectrometry runs were classified into 7 groups

of 15 ISG baits each and complemented with a fixed set of control experiments
(see Supplementary Table 10, ‘ISG bait groups’). Within each resulting subset,

the significance of the protein enrichment in the pulldowns of a specific ISG bait
versus the other baits and control experiments was determined using a t-test (two
sided, equal variance, S,=0.5) and corrected for multiple hypothesis testing using
permutation-based FDR statistics (FDR=0.05, 250 permutations) as described
previously*"". The groups of ISG baits were determined by co-cluster analysis
using the Spearman’s ranked correlation of protein abundance (LFQ) profiles as
the similarity measure. The complemented set of control experiments included
AE-LC-MS/MS experiments of tagged GFP, and experiments defining precipitated
background binders obtained in cell lysate without tagged protein, measured in
parallel with the AE-LC-MS/MS runs for ISG baits.

FluAV vRNP interactions: A549 cells were infected with a recombinant
FIuAV (strain WSN) expressing SII-tagged PB2 for 3h at m.o.i.= 30 and
affinity enrichment was performed as described above. Results are shown in

1 y Table 2 and Supp y Table 5 (FluAV vRNP interactors)
and 'selected AE-LC-MS/MS experiments were blotted as volcano plots by using
Perseus and R (https://www.r-project.org, version 3.3).

We performed direct comparison of protein interactions to ISGs in uninfected
and RVFV clone 13 infected HEK293T FlpIn TREX cells. Cells were infected 30 h
after doxycycline induction with RVFV clone 13 for 18 h at m.0.i.=0.1. Affinity
enrichment, sample preparation, LC-MS/MS analysis and processing of raw
data were performed as described before. Statistical analysis was performed as
follows: for the comparison, only the experiments from infected and non-infected
samples of a specific ISG bait and the controls were considered. In a first step,
we excluded infection-induced changes in a background proteome. For this, the
dataset was separated into two groups. The first group covered AE-LC-MS/MS
runs of infected samples and controls, the second group consisted of the same
set of samples and controls, which were not infected with RVFV clone 13. These
two groups were compared to each other by multiple equal variance t-tests with
permutation-based FDR statistics. Protein groups that changed significantly
(FDR <0.0001) were identified as common RVFV clone 13-mediated changes and
excluded from the subsequent analysis steps (830 protein groups were identified
and excluded). In a second step, we addressed I1SG-specific, significant interactors
in infected versus non-infected cells by performing multiple equal variance t-tests
with permutation-based FDR statistics of the individual infected or non-infected
replicate experiments of a specific ISG bait against the entire pre-filtered data
matrix (as described in the previous step). Results of differential binding profiles
were combined and direct comparisons are accessible in Supplementary Table 8,
and selected comparisons were plotted using R.

Total proteome analysis. After depletion of LGALS3BP in HeLa cells or CNOT1
depletion in HeLa-FlpIn TREX IFIT3 cells or doxycycline-induced expression of
P2RY6 in HEK FlpIn TREX or HeLa FlpIn TREX ANXAZ2R cells, the total cellular
was dand ¢ d to the p of control cells. For each
rephcale, 10° cells were used. Cells were washed with PBS, lysed in 200 ul SDS lysis
buffer (4% SDS, 10mM DTT, 55mM IAA, 50mM Tris/HCI pH 7.5) and boiled
at 95°C for 5 min. Samples were sonicated until a homogeneous suspension was
achieved (20 min at 4°C; Bioruptor). Protein concentration was determined by
DC Protein Assay (BioRad) and protein concentration was adjusted accordingly
to a final concentration of 1 pgul~" with SDS lysis buffer. Per replicate, 200 ug of
protein was precipitated using pre-chilled acetone (=20 °C) at a final concentration
of 80% acetone (v/v) and incubated for 3h at —20°C. Precipitates were pelleted
and washed once with 80% acetone. Pellets were air dried at room temperature
and resolubilized by adding 80 l thiourea buffer (6 M urea, 2 M thiourea (U/T) in
10mM HEPES, pH 8.0) followed by sub ication until a homog
suspension was achieved (10 min at 4°C; Bloruptor) For protein digestion, 25% of
the resolubilized protein mixture was used and digested with LysC and trypsin as
described above. After peptide clean up on C18 stage tips, purified peptides were
loaded onto a 50 cm reverse-phase analytical column (75 um column diameter;
ReproSil-Pur C18-AQ 1.9 um resin; Dr. Maisch) and separated using a 120 min
(P2RY6) or 180 min (LGALS3BP) gradient (80% acetonitrile, 0.1% formic acid)
(120 min gradient: 5% to 30% (90 min), 30% to 95% (20 min), wash out at 95% for
5min, readjustment to 5% in 5 min; 180 min gradient: 5% to 30% (150 min), 30%
to 95% (20 min), wash out at 95% for 5 min, readjustment to 5% in 5min) at a flow
rale of 350 nlmin~' using the EASY-nLC 1200 system (Thermo Fisher Scientific).
ides were analysed on a Q Exactive HF mass spectrometer (Thermo
Flsher Suenufc) The MS instrument was set to a data-dependent acquisition
mode with repeating cycles of one MS1 full scan (300-1,600 m/z, R=60,000
at 200 m/z) at an ion target of 3 X 10%, followed by 15 MS2 scans of the highest
abundant isolated and higher-energy collisional di: (HCD) d
peptide precursors (15,000 at 200 m/z). For MS2 scans, collection of |solated
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peptide precursors in the C-Trap was limited by a ion target of 1 X10°and a
maximum injection time of 120 ms to ensure high quality MS2 spectra and the
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annotations (GO CC) and the numbers of ISGs, which interact with at least one
complex member in the ISG network, were determined. In a second step, the LFQ

dynamically adaption to the sample compl, In-line repeated isol and
fragmentation of the same peptide precursor was eliminated by dynamic exclusion
for 20s. The isolation window of the quadrupole was set to 1.4 m/z and HCD was
set to NCE to 27% and underfill ratio of 20%. Identified spectra were analyzed
using MaxQuant as described for AE-LC-MS/MS experiments.

The analysis of proteins differentially regulated between HeLa-FlpIn TREX
ANXAZ2R and control (IFIT3) cells was performed in R (version 3.5.1) and
Rstudio (version 1.1.456) using a generalized random effects linear model:
log,(intensity) « doxcycline X time X cell line.

The significance of ANXA2R induction contribution and the significance of
the difference between ANXA2R and IFIT3 induction contribution were estimated

of the complex members in the pulldown experiments of a specific ISG
bait were compared to their intensities in the rest of the dataset. The subnetworks
of the six complexes showing high specificity to a single ISG bait were generated
(see Fig. 5b,c).

Overlapping the ISG network and vRNP interactors. Interactions between

ISG binders and influenza vVRNP-associated proteins were grouped according

to their cellular localization (GOCC) and their overlap with the ISG network.

For subsequent analysis, ISGs that bind one or more VRNP-associated proteins
were defined as one group and the remaining ISGs in the network as the second
group We mappcd the information about ISG-mediated effects on influenza virus

by the general linear hypothesis test using the glht fi from the mul pR

" to these two groups and compared these two populations by

package (version 1.4-8)". A protein was considered specifically regulated, if it was
both significantly regulated by ANXA2R induction (estimate k2 in Supplementary
Table 7) and this effect was significantly different than upon IFIT3 induction
(estimate k1 in Suppl y Table 7) (t ided P values were adjusted using the
Benjamini-Yekutieli method™ with P=0.001 significance cut-off). For visualization
purposes, P values of zero were replaced with 0.5 of minimal finite P value.

Bioinformatics analysis. The list of specific ISG-protein interactions identified at
the previous step was imported into Cytoscape (version 3.3.0) for further analysis.
The resulting interaction network consisted of 104 ISG baits and 1401 binding
partners. The connectivity between the two ISG baits was defined as the fraction

of shared interactors among all interacting proteins of the ISG pair. The number of
novel interactions was defined by intersecting interactions in the ISG network with
the interactions reported in BioGrid (release August2017). GO Terms and Reactome
pathways enrichment analysis was performed using Fisher’s exact tests (Benjamini-
Hochberg-adjusted P<0.05, minimum twofold enrichment of the annotated genes
in comparison to the remaining background) using the annotations of interactors
(http://www.pantherdb.org, May 2017) of individual ISGs. The enrich were
calculated against the set of all proteins previously identified as interactors in
comparable AE-LC-MS/MS experiments'* and background binders identified

in this study. In case of total proteome analysis, functional annotation enrichments
were calculated against all the proteins identified in a given experiment, using
Fisher’s exact tests or by one-dimensional annotation enrichment analysis*.

Functional annotation of ISG network. The enriched funcnonal annotauons

of every individual ISG interactome were ¢ d to functi

of the corresponding ISG bait itself (QulckGO database, release July 2017). We
used the REViGO analysis platform to estimate the relation between the two
groups of annotations: interactome GO terms that matched exactly to the reported
GO terms of the ISG bait were classified as ‘Known) interactome GO terms that
formed a defined cluster with the bait GO terms were defined as ‘Related to
known’ (REVIGO, allowed similarity threshold = 0.5; Supplementary Table 3), the
remaining interactome GO terms could not be associated with the GO terms of the
ISG bait and were classified as ‘Novel.

To determine the frequently targeted pathways we counted how often
individual Reactome pathways were enriched in the interactomes of individual
ISGs. We isolated Reactome pathways, which were targeted by at least three
different ISGs. Then we connected the selected pathways to each other, weighting
each pair of pathways proportionally to the number of ISG interactors they shared.
Highly connected modules were clustered according to their weighted connections
and manually defined into functional modules.

To evaluate which functional annotations correlate with the number of ISG
baits interacting with the given protein, we first identified annotations significantly
enriched among all ISG interactors in comparison to the background set of
proteins defined above (Fisher’s exact test, Benjamini-Hochberg-corrected
P<0.05). We then subsequently reduced the group of ISG interactors, considering
only the ones interacting with two, three or more ISG baits. At each step we
calculated the relative enrichment factor of the term against the set of all
interactors in the ISG network (Supplementary Table 4).

Intersecting ISG network with the public data. To intersect the ISG-interaction
network with functionally relevant datasets, the proteins identified in this study,
confirmed candidates of siRNA screens’, identified vORF interactors'* and genes
dynamically regulated by the interferon system'* (fold change > 2 in at least three
independent experiments) were mapped using ENSEMBL database to the UniProt
accession codes of reviewed human protein sequences. Proteins were classified
into three groups: ‘ISG interactors, ‘ISG baits’ and ‘Background: Significance of the
overlap between one of the defined groups and the external sets was determined
by Fisher’s exact test and corrected for multiple hypolheses using a Benjamini-
Hochberg FDR against the g human d. The overlap
between the interactomes of individual ISG baits and the conﬁrmed candidates of
siRNA screens was analyzed similarly.

Protein complexes targeted by specific ISGs. Significantly enriched protein
complexes were isolated on basis of their Gene Ontology cellular compartment

Mann- -Whitney test.

RNA interft knockdown, ion, virus and luciferase
assays. HeLa or A549 cells were !ransfccted with siRNA (30 pmol per 2x10°

cells) for 48 h using Metafectene Pro (Biontex) according to the manufacturer’s
instructions. HeLa FlpIn and HEK-FlpIn T-REX cells were treated with
doxycycline to induce ISG expression for 24 h. Cells were infected with reporter
viruses, which express either renilla or luciferase as reporter genes. Infected cells
(1X10° to 2% 10° cells) were lysed 20 h to 24 h after infection and enzyme activity
was measured using an Infinite 200 PRO micro plate reader (Tecan). To determine
the impact of the protein depletion on FIuAV replication, we treated cells with
siRNAs for 48 h and transfected a mini replicon system for 36 h. Replication
capacity was determined by calculating firefly luci renilla luciferase activity
using a dual-luciferase reporter assay system (Promega). To assess the influence

of ISGs on NF-kB activity, we co-transfected ISGs (100 ng) with pNFxkB-luc
(100ng) and pBS EFla-Ren (15ng) in 1x 10° HEK293T cells and cultured cells for
additional 16 h. Cell pellets were lysed in passive lysis buffer and firefly luciferase/
renilla luciferase activity ratios were determined as described above.

Where indicated, CD40-TRAF6 specific inhibitor (3-[(2,5-dimethylphenyl)
amino]-1-phenyl-2-propen-1-one) (1 M) was added to cells together with the
P2RY6 Ligand MRS2957 8 h before lysis. Cell viability was tested by CellTiter-Glo
or resazurin reduction assay”’.

Co-i ipitation and i fl i For validati
of ISG interaction panners, HEK293T cells were seeded al 5% 10° cells per
10cm dish and d with plasmids for the expression of SII-HA-tagged

bait proteins. Twenty-four hours after transfection, cells were collected in 1 ml
lysis buffer (50 mM Tris-HCI pH 7.5, 0.2% NP-40, 5% glycerol, 100 mM NaCl,
1.5mM MgCI2 and protease inhibitor cocktail (cOmplete, Roche)) and clarified
lysates were incubated with 20 ul Strep-Tactin agarose for 3h at 4°C. After three
washing steps with lysis buffer, co-immunoprecipitated proteins were analyzed
by immunoblot analysis. LGALS3BP interaction partners were validated using

a LUMIER assay. HEK293T cells were seeded at 6 x 10° cells per well in six-well
plates and the next day plasmids expressing SII-HA-tagged bait proteins were co-
transfected with a Renilla~-LGALS3BP fusion protein expressing plasmid. Lysis
in 250 ul lysis buffer and co-immunoprecipitation was carried out as described
above, followed by two additional washing steps with lysis buffer lacking NP-40.
Suspension of the washed agarose in renilla-substrate-buffer (100mM K3PO4
pH 7.6, 500 mM NaCl, I mM EDTA, 25mM thiourea, 0.01 mM coelenterazine)
enabled the quantification of LGALS3BP binding via luminescence following
coelenterazine conversion by the renilla enzyme.

For immunofluorescence analysis HeLa FIpIN TREX cells expressing Strep-
HA-tagged IFIT3 or ANXAR2 were seeded in 24-well plates (5% 10* cells per
well) and 24 hours later treated with doxycycline (1 pgml™) for another 24 h. Cells
were fixed with 4% PFA, permeabilized with 0.1% (v/v) Triton X-100 in PBS and
unspecific binding sites were blocked with PBS containing 5% BSA for 1 h at room
temperature. Cells were then subjected to immunofluorescence staining using
anti-HA and anti-CNOT]1 antibodies. Secondary staining was performed with

donkey anti Alexa568- d and goat anti-rabbit Alexa488-conj d
antibodies. Nuclear DNA was stained with 4’ 6 d:amndmo 2- phenylmdole (DAPl)
(Molecular Probes). Ci lips were din Fl G

medium (Southern Biotechnology Associates). Fluorescence images were acqulred
with a FluoView1000 confocal microscope (Olympus, Hamburg, German) using a
63X water objective.

Reporting Summary. Further information on research design is available in the
Nature Research Reporting Summary linked to this article.

Data availability

The MS-based p data were dep d at the P Xchange
consortium (http://proteomecentral.proteomexchange.org) via the PRIDE partner
repository under followmg accession codes: PXD012274, PXD012275, PXD012276,
PXD012277 and PXD012278. The protein interactions from this publication

have been submitted to the IMEx consortium (http://www.imexconsortium.org)
through IntAct and has been assigned the identifier IM-26691.
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Supplementary Figure 1
Bait selection and testing bait functionality.

(a) ISG proteins ranked by average antiviral activity in published gain of function virus replications studies. ISGs selected for AE-LC-
MS/MS experiments are highlighted (blue circles). Top 10 ISGs showing highest and lowest antiviral activity are listed. (b) Validation of
antiviral activity of selected ISGs in HEK-FIpIn TREX cells. ISG expression was induced by increasing concentrations of doxycycline
(Dox) for 24h followed by infection with VSV-expressing firefly luciferase (VSV-Luc; MOI=0.01). Graphs show luciferase activity 18h
post infection. Lysates were used to determine protein expression levels of the ISG transgene (HA), VSV-G and B-Tubulin by
immunoblot analysis. The histogram shows average luciferase activity +s.d. n = 3 independent samples, one representative experiment
of three is shown. * p-value < 0,0002, ** p-value < 0,0001, ns: not significant. One-way ANOVA with Dunnett's multiple comparisons
test. One representative experiment of three is shown.
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Supplementary Figure 2

AE-LC-MS/MS procedure and identified interactions.

(a) AE-LC-MS/MS workflow and data analysis strategy. (b) The number of already reported and novel interactions identified by AE-LC-
MS/MS experiments in this study. (c) The number of known and novel interactions for selected ISG baits, colors as in (b). (d) 293T cells
were transfected for plasmids expressing SlI-HA-tagged control (GFP, THYN1) or bait proteins (OASL, LGP2, RTCB, DDX60, CD74)
together with Myc-tagged prey proteins (LARP7, IFI16, C140RF166, elF3e). Cell lysates of HEK293T cells were used for SllI-
immunoprecipitation and probed with antibodies against HA or Myc. One representative blot of three is shown. (e, f) Binary matrix of
interactions between ISG baits (columns) and proteins (rows) with reported functions in NF-kB signaling (e) and in energy metabolism

.

65



66

ISG-ISG Interactions

[11 1 L1111 ]]]‘lll]l

|CSE1L

[ T L 1|
.H

| | TRIM25
n u Bom
]
oA
I .—‘“‘[ | ccnps
n . e,
H N > S RN
EM e R "’,#‘ o S T
RNF213 A o
SAMHD1 ™ ‘00 ‘#‘w- “&"y &
RO S R
_JLcALs3 150
g H )
Q. 70|
§ <5
f s PB1
JPA
%s
]
24
i B2
2 ] NP
NS
‘.
o O e——
-10 0 10

LFQ fold change (log2)
FIUAV vs FIUAV-PB2-SII

Supplementary Figure 3

Identification of ISG-ISG interactions and FIuUAV VRNP interactors.

(a) Binary matrix of ISG-ISG interactions identified in this study. Only ISGs listed in Supplementary Table 1 were considered. Bait ISG
(columns), Prey ISG (rows). (b) BST2-centric NF-kB subnetwork. ISG baits (large circles) interacting with BST2 (red triangle) plus the
other bait interactors (small balls) implicated in NF-kB signaling (based on GO BP annotations). (c) Identified ISG interactors with
known functions in viral processes. Size and color intensity correspond to the number of interacting ISG baits (shown in callout boxes).
(d, e) Co-immunoprecipitation of Sll-HA-tagged control (THYN1, IFIT3) or bait proteins (NS4A4A, P2RY6, TNFSF13B, UNC93B1,
VAMPS5, CD74, and MAP3K14) and endogenous proteins (CSE1L, KPNB1). Cell lysates of 293T cells were used for SlI-
immunoprecipitation and probed with antibodies against HA-tag, CSE1L or KPNB1. One representative blot of three is shown. (f)
Identification of FIuAV vRNP-binding proteins by AE-LC-MS/MS analysis. A549 cells were infected with Sll-tagged viral polymerase
subunit 2 (PB2) expressing FIUAV or untagged virus and anti-Sll precipitates were analyzed by AE-LC-MS/MS. Volcano plot shows the
average enrichment of a protein in PB2 pulldown compared to the control enrichments and the corresponding p-value (N = 4, two tailed
t-test, unadjusted) with significantly enriched cellular (red) and viral (blue) proteins (permutation-based FDR = 0.05, Sp = 1, n = 4)
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Supplementary Figure 4

Identification of LGALS3BP as an immunomodulatory protein.

(a) Co-immunoprecipitation of N-terminal-renilla-tagged LGALS3BP with non-transfected control (Mock), Sll-HA-tagged control (GFP),
or bait proteins (BCL2L14, FBXO6, MXA, SAMHD1, TNFRSF10A, VAMPS5) in 293T cells. The graph shows mean #s.d. relative
luminescence unites (RLU) of streptavidin co-immunoprecipitated renilla-LGALS3BP normalized to the corresponding input renilla
expression. Graph is based on technical triplicates (dots) of one representative biological repeat of three. * p-value < 0.01, ** p-value <
0.001. Immunoblot analysis shows the enrichment of SlI-HA-tagged proteins following Sll-immunoprecipitation, probed with a HA-
specific antibody. (b-e) HeLa cells were treated with siRNA against LGALS3BP, ATP6VOD1, ADAM17 or control siRNA (siCtrl) for 24h.
The cells were (b) infected with FIuUAV-Ren (MOI=0.05), (c) infected with VSV expressing firefly luciferase (VSV-Luc), (d) transfected
with plasmids that encode for the FIUAV replication complex driving luciferase expression, (e) left untreated. (b, c, ) 24h , (c) 36h later
(b) renilla, (c, d) firefly luciferase or (e) cell titer glow activity were measured. Histograms show average +s.d. of three (b-d) or nine (e)
technical replicates, representative experiments of at least three independent biological experiments are shown. ** p-value < 0.001, ***
p-value < 0.0001, ns: not significant based on one way ANOVA with Dunnett’s multiple comparisons test. (f, g) Proteome analysis of
Hela cells treated with siRNA targeting LGALS3BP or Control (siScr) for 24h and subsequently infected with FIuUAV (MOI=0.05). (f)
Protein expression in siLGALS3BP-treated FluAV-infected HelLa cells in comparison to siScr. Significantly enriched proteins are
highlighted in red (two-tailed Welch's t-test, FDR < 0.01, S0 = 0.1, n = 4 independent measurements). (g) Top 5 GOBP terms enriched
among the proteins significantly changed in (f) (Fisher's exact test, Benjamini-Hochberg FDR < 0.05, enrichment factor = 2). (h)
Proteome changes in LGALS3BP- (X axis) and ATP6VOD1- (Y axis) depleted HelLa cells in comparison to the non-targeting siRNA
control (siScr). Red dots: ISGs upregulated in LGALS3BP-depleted cells. (i) Top 10 GOBP terms enriched among the proteins changed
in (h). Histogram displays enrichment factors representing the mean LFQ based protein abundance distribution for each significant
category, relative to the overall LFQ abundance distribution in the proteome. (Benjamini-Hochberg FDR < 0.05).
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Supplementary Figure 5

Functional effects of protein complex targeting.

(a) Selected protein complexes (based on GOCC) targeted by individual ISGs (Fisher's exact test, Benjamini-Hochberg FDR < 0.001,
enrichment factor > 3). Shown protein complexes have < 1 interactions of protein complex members to other ISGs in the network. Bar
shows —logio p-value of enrichment of the protein complex by the ISG against the background. (b) SlII co-immunoprecipitation of
endogenous CNOT1 with transfected SlI-HA-tagged IFIT3 (control) or ANXA2R in 293T cells. One representative blot of three is
shown. (c) HeLa-FlpIn TREX cells expressing the indicated transgene were left untreated or treated with doxycycline (1pg/ml) and at
the same time infected with SFV-gLuc (MOI: 0.2). The graph shows mean luciferase activity +s.d. of four independent samples 36h
after infection. One representative experiment of three independent biological repeats is shown. p-values: Two way ANOVA with
Tukey’s multiple comparisons test. * p < 0.0001, ns: not significant. (d) HeLa FlpIn TREX ANXA2R or Ctrl (IFIT3) cells were treated
with doxycycline or not and cell viability was tested by resazurin reduction assay after the indicated time point. 12 individual samples
per condition and timepoint were measured. One representative experiment of three independent biological repeats is shown. p-values:
Two way ANOVA with Tukey's multiple comparisons test. * p < 0.0001 between Mock and +Dox condition, ns: not significant. (e, f) As
(c) but VSV-Luc (MOI: 1) was used for infection. (e) Mean luciferase activity +s.d. of quadruplicate measurements 6h after infection. (f)
Cell viability as measured by resazurine conversion assay 6h after infection. p-values: as (c), four independent samples of one
representative experiment of three independent biological repeats is shown. (g) Confocal microscopy images of ANXAR2 and IFIT3 in
HelLa FlpIn TREX cells. Doxycycline-treated ANXAR2 or control (IFIT3)-expressing HelLa-Flpin TREX cells were fixed 24h after
induction and immunostained for CNOT1 and HA-tagged proteins. Scale bars, 10 pm. n = 2 independent experiments. (h-j) Proteomic
analysis of cells depleted for CNOT1 or overexpressing ANXA2R. (h) HeLa-FlpIn TREX cells were treated with siRNAs against CNOT1
or control (siScr) and the total proteome was analyzed by LC-MS/MS 48h later. Volcano plot shows all identified proteins. In blue:
significantly up or downregulated proteins (student's t-test, FDR < 0.05, SO = 0.05, n = four independent measurements). Proteins that
are also significantly regulated in the same direction upon ANXA2R induction are highlighted in red, yellow or green. (i, j) HeLa-FIpin
TREX ANXA2R or control (IFIT3) cells were left unstimulated or stimulated with doxycycline and total proteome was analysed by LC-
MS/MS 12h, 18h and 24h later. (i) Volcano plot showing proteome changes in doxycycline treated vs untreated HeLa-Flpin TREX
ANXAZ2R cells 24 hours post induction. Significantly changing (both in comparison to the no Dox control and to IFIT3 induction) proteins
are highlighted in red (general linear model hypothesis test, Benjamini-Yekutieli adjusted p-value < 0.001), and proteins significantly
changing in (h) are further highlighted in blue. (j) Density plots showing changes of protein abundance distribution upon ANXA2R or
control (IFIT3) induction. Proteins were grouped according to their change in CNOT1-depleted conditions shown in (h): unchanged
upon CNOT1 depletion: grey, downregulated: blue, upregulated: pink. Numbers on top of each panel show p-values of two-sided K-S
test for similarities between proteins co-regulated in CNOT1-depleted and ANXA2R- or control- (IFIT3) expressing conditions. ns: not
significant.
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Activity of P2RY6.

(a, b) HEK-FIpIn TREX P2RY6 cells were stimulated with the indicated concentration of doxycycline (Dox) and infected with the
indicated viruses. Bar plots show mean luciferase expression +s.d. of doxycycline treated cells infected with VSV (MOI = 0.01) for 20h
(a) and FIUAV (MOI = 0.05) for 24h (b). Values were normalised to the non-doxycycline treated condition. Lysates in (a) were used for
immunoblotting against HA-P2RY6, VSV-G and B-tubulin. Graphs show mean #s.d. of three technical replicates, one representative
experiment of three independent biological repeats is shown. (c) HEK-FIpIn TREX GFP cells were treated or not with doxycycline (Dox)
for 20h and an additional 8h with the P2RY6 ligand MRS2957, as indicated. Cells were infected with SFV-NanoLuc (MOI: 0.01) for 24h
and luciferase activity was measured. Histogram shows mean relative luciferase activity of quadruplicate measurements +s.d.
normalized to the uninduced control. (d, e) Proteome analysis of HEK-Flipln TREX cells after doxycycline (Dox; 1ug/ml) induced P2RY6
expression for 24h. (d) Volcano plot shows average protein expression in doxycycline induced compared to uninduced HEK-Flipin
TREX cells (x-axis) and the transformed p-value for each protein (y-axis; two tailed t-test). Red dots: significant enriched proteins,
curved dotted line separates significant enriched proteins from background population (black dots) (two-tailed t-test permutation based
FDR < 0.01, SO = 0.5, n = 6 independent measurements). p-values: One-way ANOVA with Dunnett's multiple comparisons test. One
representative experiment of three is shown. (e) Functional enrichment annotation analysis of significantly changed proteins compared
to protein background population (Fisher's exact test, Benjamini-Hochberg FDR < 0.05, enrichment factor > 2). Pathways derived from
Panther database (http://www.pantherdb.org): AP1 pathway = Inflammation mediated by chemokine and cytokine signaling pathway —
activator protein-1; JUN pathway = Gonadotropin-releasing hormone receptor pathway — JUN). (f) HEK 293 cells were co-transfected
with a NF-KB-firefly luciferase reporter construct, an EIF1a-renilla control and increasing amounts of P2RY6 for 20h. GFP plasmid was
used to adjust amounts of DNA for transfection. Cells were either treated or not with the P2RY®6 specific ligand (MRS 2957, 250 nM) for
additional 8h. Graph shows relative mean luciferase/renilla values +s.d. of three replicates in relation to GFP control transfection. One
representative experiment of three independent biological repeats is shown. (g) Control HEK-FIpln TREX cells and HEK-Flpln TREX
MAP3K14 cells were infected with RVFV (Clone 13) for 18h, MOI 0.1 or not infected and used for AE-LC-MS/MS experiments. Analysis
was performed as described in Fig. 6d and material and methods.
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2.2 PUBLICATION 2: SEQUESTRATION BY IFIT1 IMPAIRS
TRANSLATION OF 2 O-UNMETHYLATED CAPPED RNA

A key step in cellular antiviral defense response is the recognition of foreign pathogen—derived
structures. From central importance are cellular factors which distinguish foreign— from their own
molecular-structures. IFIT proteins were shown to form a tight complex which binds to

5"triphosporylated-RNA (PPP-RNA) and inhibits virus replication subsequently.

In this project I collaborated with Dr. Matthias Habjan, a post-doc in our lab at this time, who
identified IFIT proteins (consisting of IFIT1, 2 and 3) as specific 2’ O-unmethylated capped RNA
binders by AE-LC-MS/MS experiments. In validation experiments we could show that the IFIT1

protein binds directly to such cap-RNAs with high affinity.

I studied the consequences of this interaction on the proteome of the cell. Therefore, I
established a SILAC pulse label workflow capable to depict transcription and translation rates of
both, virus and cellular derived proteins during infection of a murine coronavirus (MCV) model.
We used a wild type strain and a mutated clone that lacks the ability to methylate its virus derived
RNA at 2” O position of the RNA-cap structure. In combination with RNA based experiments, the
observed results clearly showed that IFIT1 potently inhibits transcription and subsequent translation
of viral 2’ O-unmethylated capped RNA without altering cellular protein expression. This strategy
allows the cell to efficiently block replication of viruses by maintaining normal proteome

homeostasis in the cell at the same time.
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Abstract

Viruses that generate capped RNA lacking 2'O methylation on the first ribose are severely affected by the antiviral activity of
Type | interferons. We used proteome-wide affinity purification coupled to mass spectrometry to identify human and mouse
proteins specifically binding to capped RNA with different methylation states. This analysis, complemented with functional
validation experiments, revealed that IFIT1 is the sole interferon-induced protein displaying higher affinity for unmethylated
than for methylated capped RNA. IFIT1 tethers a species-specific protein complex consisting of other IFITs to RNA. Pulsed
stable isotope labelling with amino acids in cell culture coupled to mass spectrometry as well as in vitro competition assays
indicate that IFIT1 sequesters 2'O-unmethylated capped RNA and thereby impairs binding of eukaryotic translation
initiation factors to 2'0O-unmethylated RNA template, which results in inhibition of translation. The specificity of IFIT1 for
2'0-unmethylated RNA serves as potent antiviral mechanism against viruses lacking 2'O-methyltransferase activity and at
the same time allows unperturbed progression of the antiviral program in infected cells.

Citation: Habjan M, Hubel P, Lacerda L, Benda C, Holze C, et al. (2013) Sequestration by IFIT1 Impairs Translation of 2'O-unmethylated Capped RNA. PLoS
Pathog 9(10): e1003663. doi:10.1371/journal.ppat.1003663

Editor: Michael S. Diamond, Washington University School of Medicine, United States of America
Received April 4, 2013; Accepted August 12, 2013; Published October 3, 2013

Copyright: © 2013 Habjan et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Funding: This work was supported by the Max Planck Society Free-Floater program to AP, the European Research Council (iViP)to AP, the Humboldt Research
Fellowship to MH, and the German Research Society (DFG; SFB1022) to JZ. The funders had no role in study design, data collection and analysis, decision to
publish, or preparation of the manuscript.

Competing Interests: The authors have declared that no competing interests exist.
* E-mail: apichl@biochem.mpg.de

9 These authors contributed equally to this work.

directly inhibit virus production [8]. Several of these proteins are
highly expressed upon stimulation of cells with cytokines like IFN-o./
B and their antiviral effects become apparent only after binding to

Introduction

Effective control of viral infection by host organisms requires

sensing of pathogens and activation of appropriate defence
mechanisms [1-3]. One component commonly sensed by the host
is viral genetic material, whether DNA delivered to the cytoplasm
through viral infection or viral RNA bearing motifs not commonly
found on eukaryotic RNAs [4,5]. Most cellular cytoplasmic RI
single-stranded, and bear a 5'monophosphate (rRNAs and
tRNAs), or an N7 methylated guanosine cap (mRNAs) linked vi
" triphosphate bridge to the first base. In higher eukaryotes,
is further methylated at the 2"O position of the first ribose
tranded RNA
(dsRNA) and generate RNAs bearing 5'triphosphosphates (PPP-
RNA) or RNAs lacking methylation [8-10]. All these distinct
features of viral as opposed to cellular RNAs have been shown to
activate the innate immune system and elicit synthesis of antiviral
cytokines including Type I interferons (IFN-a/), which ultimately
restrict virus growth [11-14]. Among the proteins that sense viral
RNA and are linked to IFN-/f synthesis are retinoic acid-inducible
gene I (RIG-I) and melanoma differentiation-associated gene 5
(Mda-5), which form the family of RIG-like receptors (RLRs) [5]. A
further set of host proteins appears to bind virus-derived RNAs to

are

a

[6,7]. Viruses, in contrast, can form long double
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virus-derived nucleic acid. Prominent examples for such proteins are
dsRNA binding proteins such as dsRNA-activated protein kinase R
and 2'-5" oligoadenylate synthetase, and proteins that bind PPP-
RNA, like interferon-induced proteins with tetratricopeptide repeats
(IFIT) 1 and -5 [3,15,16]. Little is known about the repertoire of
cellular  proteins that recognise unmethylated cap  structures,
although replication of viruses with inactive RNA 2'0O methyltrans-
ferase is strongly inhibited by IFN-0t/B in vitro and in vivo [11,15].
Some of this antiviral activity has been genetically linked to Ifit] and
-2 in mice [17-19]. Here, w pectrometry-
based approach to identify cellular proteins that bind to 5
unmethylated and methylated capped RNA, and explored their
contribution to antiviral host responses.

used an unbiased ma:

Results

Identification of human and mouse proteins that bind
capped RNA

To identify proteins that interact with 5" capped RNA we used
a proteomics approach based on affinity purification and mass

October 2013 | Volume 9 | Issue 10 | 1003663



Author Summary

Cellular messenger RNAs of higher eukaryotes are capped
with a methylated guanine and, in addition, methylated at
the 2’0 position of the first ribose. Viruses unable to
methylate their RNA at the 2’0 position of the cap and
viruses generating uncapped RNA with 5’ triphosphate
groups are inhibited by an antiviral complex of different
IFIT proteins. How IFIT proteins restrict viruses lacking 2’0
methylation at the RNA cap remained unclear. We used a
mass spectrometry-based approach to identify proteins
binding to capped RNA with different methylation states.
We found that IFIT1 directly binds to capped RNA and that
this binding was dependent on the methylation state of
the cap. Having identified IFIT1 as being central for
recognition of 2'O-unmethylated viral RNA we further
examined the mode of action of IFITs in vitro and in vivo.
Our experiments clearly show that the antiviral mechanism
of IFIT1 is based on sequestration of viral RNA lacking cap
2'0 methylation, thereby selectively preventing translation
of viral RNA. Our data establish IFIT1 as a general sensor for
RNA 5’ end structures and provide an important missing
link in our understanding of the antiviral activity of IFIT
proteins.

spectrometry (AP-MS) [16]. RNA bearing terminal 5" hydroxyl
(OH-RNA), 5" triphosphate (PPP-RNA), an unmethylated cap
(CAP-RNA), a guanosine-N7 methylated cap (CAPO-RNA), or a
guanosine-N7 methylated cap and a ribose-2"O methylated first
nucleotide (CAP1-RNA) was coupled to agarose beads. The beads
were then incubated with lysates of naive HelLa cells or HeLa cells
treated with IFN-o to increase the abundance of antiviral proteins
(Fig. la, Fig. S1). By employing liquid-chromatography coupled to
tandem mass spectrometry (LC-MS/MS) followed by quantitative
interaction proteomics analysis, we identified 528 proteins that
interacted with unmodified or RNA-coated beads (Fig. S2a, Table
S1). While a large number of proteins were equally well
represented in the bound fractions obtained with all RNAs (Fig.
S2a), 68 proteins were found to be significantly enriched in
samples recovered with 5'modificd RNA compared to OH-RNA
(Fig. S2b). As expected, the PPP-RNA binding proteins RIG-I
(DDX-58), the IFIT1, -2, -3 complex and IFIT5 were enriched in
PPP-RNA affinity purifications of IFN-o-treated HeLa cell lysate
(Fig. 1b), validating the approach and confirming previous data
[16]. Using unmethylated CAP-RNA as bait, we significantly
enriched for proteins known to associate with cellular capped
RNA (12 of 16 proteins) (Fig. lc, Fig. S2b, Table S1). However, an
important feature of cellular mRNAs is methylation on the N7
position of the guanosine cap and the ribose-2"O position of the
first nucleotide (CAP1). N7 methylation is known to increase the
affinity of the cap structure for proteins such as EIF4E and other
cap-binding proteins [6,7]. A methylation-dependent increase in
protein binding was also evident in our AP-MS analysis when
unmethylated CAP-RNA and methylated CAP1-RNA were used
as baits (16 vs. 27 identified proteins), as the latter captured a
higher number of significantly enriched proteins and, overall, these
were enriched to a greater degree, as measured by label-free
quantification (Fig. 1¢—d, Table S1). Notably, we identified IFIT1,
-2 and -3 among the uncharacterised CAP-RNA binding proteins,
suggesting that the IFIT complex binds to RNA in a cap-
dependent manner (Fig. lc). IFIT5, which shows 57.2%
aminoacid sequence identity and 75.6% similarity to IFIT1 and
has recently been shown to form a tight binding pocket that
specifically accommodates PPP-RNA [20], was not detected in
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fractions that bound capped RNA. When we compared our AP-
MS dataset with transcriptome data of interferon-stimulated cells
[21], IFITs were the only interferon-induced proteins found to be
specifically enriched in CAP-RNA  purifications, suggesting a
predominant role of IFITs in innate immune responses directed
against CAP-RNA (Fig. lc, Fig. S2b). To analyse whether the set
of proteins that binds to 5'modified RNA is conserved in other
species, we performed the same AP-MS analysis on lysates of naive
and IFN-o-treated mouse embryonic fibroblasts (MEFs) (Fig. S3a,
b, Table S2). Surprisingly, although PPP-RNA specifically
enriched for Ifitl, the abundance of Ifit2 and Ifit3 was not
increased (Fig. le). Instead we found enrichment of Ifitlc (also
known as Gm14446), an uncharacterised IFI'T protein that is
strongly induced by IFN-o/B or virus infection (Fig. S4),
suggesting that the architecture of the murine IFIT complex
differs from that of its human counterpart. Significant enrichment
for Ifit] and Ifitlc could also be achieved with unmethylated CAP-
RNA, but not with methylated CAP1-RNA, despite the fact that
the latter bait captured more proteins with higher enrichment
scores (Fig. 1f, g). We concluded from these analyses that, in both
human and mouse, the IFIT complex is the only IFN-induced
component that shows significant affinity for capped RNA.

IFIT1 is the only IFIT that binds capped RNA

Since human IFIT1, -2 and -3 associate with each other to form
a multiprotein complex, we wished to determine which of them
was responsible for tethering the IFIT complex to unmethylated
CAP-RNA. We overexpressed each of the IFIT proteins, tagged
with  Renilla luciferase, in 2931 cells and performed affinity
purifications using OH-RNA, PPP-R! and CAP-RNA. Re-
markably, only human and murine IFIT] were detected when
CAP-RNA was used as bait (Fig. 2a, b), suggesting that IFIT1
mediates binding of the IFIT complex to CAP-RNA. Consistent
with the MS analysis, IFI'T5 exclusively bound to PPP-RNA but
not to CAP-RNA. To exclude contribution of cellular factors to
the interaction between IFIT1 and CAP-RNA we used recombi-
nant human IFIT proteins for RNA  precipitations  which
confirmed a direct interaction of IFIT1 with capped RNA
(Fig. 2¢). A structure-based modelling approach using IFI'T5
[20] as template suggested that the RNA-binding cavity of IFIT1
is ~700 A” larger than that of IFIT5 (Fig. S5) implying that
IFIT1 has slightly different RNA-binding properties. However, a
lysine at position 151 and an arginine at position 255 of IFITI,
two residues involved in binding the terminal 5’ triphosphate
group on PPP-RNA by IFIT5 and IFIT1 [20], were also required
for binding of IFIT1 to capped RNA (Fig. 2d), indicating an
overall similar mode of binding.

To provide additional evidence that binding of IFIT1 is indeed
responsible for associating the IFIT complex to CAP-RNA, we
performed AP-MS experiments on wild-type (Ifit] */*) and mutant,
Ifit]-deficient (Ifit] ~/7) MEFs. The overall precipitation efficiency
was comparable in both cell types, as evidenced by equal
enrichment of the RNA-binding protein Syncrip and the cap-
binding protein Ncbpl (Fig. 2¢ and Fig. S4b). Ifitlc was not
enriched in precipitates from Ifitl 7~ MEFs, which is consistent
with the notion that the murine Ifit complex binds to CAP-RNA
through Ifitl. These results show that the specific binding
properties of IFITI are essential for recruitment of the human
and murine IFIT complexes to their RNA targets.

IFIT1 binding depends on the methylation status of the
RNA cap

To identify proteins that bind capped RNA in a methylation-
dependent manner we used unmethylated CAP-RNA and fully
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Figure 1. Mass spectrometry-based identification of human and murine interactors of capped RNA. (a) Schematic depiction of the
experimental approach used for mass spectrometry (MS)-based identification of cellular RNA binding proteins. Biotinylated RNA with different 5’ end
structures (OH, PPP, CAP, CAPO, CAP1) was coupled to streptavidin beads, and incubated with lysates obtained from cells that had been left
untreated or treated with 1000 U/ml IFN-x for 16 h. Bound proteins were denatured, alkylated and directly digested with trypsin. The resulting
peptides were subjected to shotgun liquid chromatography-tandem MS (LC-MS/MS). Three independent experiments were performed for each RNA
bait, and the data were analysed with the MaxQuant software [37] using the label-free quantification algorithm [38]. (b-d) Proteins obtained from
lysates of IFN-a-treated Hela cells using the indicated biotinylated RNA baits were analysed by LC-MS/MS. Volcano plots show the degrees of
enrichment (ratio of label-free quantitation (LFQ) protein intensities; x-axis) and p-values (t-test; y-axis) by PPP-RNA (b), CAP-RNA (c), and CAP1-RNA
(d) baits as compared to OH-RNA. Significantly enriched interactors (see Materials and Methods) are separated by a hyperbolic curve (dotted line)
from background proteins (blue dots), known cap-binding proteins (dark-green), and proteins known to associate with capped RNA (light green).
Interferon-induced proteins [21] detected in the significantly enriched fractions (IFIT1-3 and 5, DDX58) are highlighted (red triangles). (e-g) As in (b-
d) but for lysates of IFN-o-treated mouse embryo fibroblasts (MEFs). The interferon-induced proteins Ifit1 and Ifit1c [42] in significantly enriched and
non-enriched fractions are highlighted.

doi:10.1371/journal.ppat.1003663.g001

PLOS Pathogens | www.plospathogens.org 3 October 2013 | Volume 9 | Issue 10 | €1003663



IFIT1 Sequesters 2’O-Unmethylated Viral RNA

A
80-
AP: CAP-RNA . Input
T T S
o 0 o §’ 7-
¢ > K]
£a S 2 £4
83 sa 85
c o 40 o9 ©
=9 =P =5
§s 5s §
5 g ! 2
T 20 e} k]
) s ® 4
0"_ ~ d w 3 [ ~ d o
EEEE EEEE
L E £ & L E & &
= = = < = = < =
1 500 7
001 Ap: CAP-RNA AP: PPP-RNA Input
- £ s
5 3 400 B
29 22 2.
€q 1000 Sa .0, Sg
&% 22
83 g& 85
28 2% 2
53 55 52
g5 500 5 x g
-] h- T 4
g £ 1 2
P ] S N @ oo )
£ F E E € ¢ E E £ EE &
= = =
E § EE EE EE EE EE
C RNA-AP D 0.8 7
- AP: CAP-RNA Input
5% o = g
2 o g 5 >
£ w0 o0 ég 0.6 é’ﬁ 6
v ¥
< c=
s 5 2 o
S 02 T 4
e o
WB: His 0.0 3

K151M
R255M
K151M
R255M

E

101 Oifit1 +/+
_ W Ift1 -/~
S
2 8
25
o -~ 6
§%
€0
o
22
- ®
8
5
r -
S 2
* *

mifit1 mifitic Ncbp1 Syncrip

Figure 2. Human and mouse IFIT1 bind directly to unmethylated capped RNA. (a) Isolation of luciferase-tagged human IFIT (hIFIT) proteins
from transfected 293T cells with beads coated with 250 ng RNA bearing 5’ OH, PPP or CAP. The graphs show luciferase activity after affinity
purification (AP) with PPP-RNA and CAP-RNA (normalized to OH-RNA) and the activity of 10% of the input lysates. (b) Data obtained (as in a) for
luciferase-tagged murine Ifit (mlfit) proteins affinity purified with PPP-RNA and CAP-RNA. (c) Recombinant His-tagged hIFIT1, -2, -3, and -5 were
incubated with beads only or beads coated with OH-RNA or CAP-RNA. Bound proteins were detected by western blotting. Input shows 1/10" of the
amount incubated with beads. (d) Purification of luciferase-tagged wild-type (WT) and hIFIT1 mutants with CAP-RNA-coated beads. The graphs show
luciferase activity after affinity purification and the activity of 10% of the input lysates. (e) Ratios of LFQ intensities of proteins identified by mass
spectrometry in precipitates of CAP-RNA vs. OH-RNA in IFN-o-treated MEFs from wild-type (Ifit1*"*, grey bars) and Ifit1-deficient (Ifit1 /", black bars)
C57BL/6 mice. Error bars indicate means (+SD) from three independent affinity purifications. Asterisks indicate ratios with negative values.
doi:10.1371/journal.ppat.1003663.9002
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methylated CAPI-RNA as baits with IFN-treated HeLa cell
lysates and quantified the captured proteins by LC-MS/MS. As
expected [6,7], most cellular proteins were significantly enriched in
the CAPI-RNA bound fraction (Fig. 3a, Fig. S2¢). The most
notable exceptions were IFITs and the cellular 2'O-methyltrans-
ferase FTSJD2, both of which clearly favoured CAP-RNA (Fig. 3a,
Fig. S2¢ and Fig. 1 ¢, d and f, g). We confirmed the MS data by a
series of RNA precipitations followed by western blotting for
endogenous  proteins.  Proteins associating to RNA in a 5’
independent manner, such as ILF3, precipitated similarly well
regardless of the RNA used (Fig. 3b). Cap N7 methylation
increased the association of EIF4E to RNA and methylation of the
2'0 position did not impair precipitation efficiency. In accordance
with the MS results, IFITT bound well to unmethylated CAP-
RNA and CAPO-RNA (N7 methylated cap) but revealed reduced
binding to CAP1-RNA (N7 methylated cap and 2’0 methylated
first ribos).

We next tested the contributions of individual cap methylation
sites to IFIT1 binding. To this end, we measured binding of
luciferase-tagged human and murine IFIT1 with either CAP-,
CAPO- or CAPI-RNA. The unmethylated CAP-RNA  bait
captured more human or murine IFIT1 than either of the
methylated RNAs (Fig. 3¢). Furthermore, the analysis suggested
that N7 methylation on the cap and 2'O methylation of the first
ribose both contributed to the reduced binding of IFIT1 to RNA.
Similarly, the precipitation efficiency of recombinant human and
murine IFITT was reduced when capped in vitro transcribed RNAs
were enzymatically methylated at the N7 and 2"O position (Fig. 3d)
or when chemically synthesised RNAs with the same modifications
were used (Fig. 3¢). This was in contrast to EIF4E that showed
prominent binding when CAPO- or CAP1-RNA was used (Fig. 3d,
¢). Collectively, these data suggest that human and murine IFITI1
have the capability to directly sense the methylation state of
capped RNA.

Antiviral activity of IFIT1 against 2’0 methyltransferase-
deficient viruses

Having established that IFIT1 binds directly to capped RNA
and that methylation on the 2'O position of the first ribose
markedly reduces binding, we tested the impact of IFIT1 on virus
replication. Probably as a result of evolutionary pressure, most
viruses that infect higher eukaryotes have evolved mechanisms to
generate RNA that is methylated on both the N7 position of the
guanosine cap and the 2’0 position of the first ribose [9]. We
therefore used wild-type human coronavirus (HCoV) 229E (229E-
WT), which generates CAP1-RNA, and a mutant variant that has
a single amino acid substitution (D129A) in the viral 2'0
methyltransferase that is part of non-structural protein 16 (229E-
DA), and consequently only produces CAPO-RNA [11]. IFN-o-
treated HeLa cells infected with the 229E-DA mutant expressed
significantly reduced levels of viral RNA and protein relative to
those exposed to 229E-W'T (Fig. 4a, b). Morcover, this effect was
strictly dependent on IFITI, since the two viruses replicated
equally well in HeLa cells treated with siRNA against IFITI
(Fig. 4a, b). Similar effects were observed in an analogous mouse
model. Thus, when IFN-o treated macrophages (M®ds) from
C57BL/6 (Ifit */*) mice were infected with a wild-type murine
coronavirus (mouse hepatitis virus strain A59; MHV-WT) and a
mutant strain carrying the equivalent amino acid substitution
(D130A) in its 2’0 methyltransferase [11,17] (MHV-DA), the
latter produced 100-fold less viral RNA and comparably reduced
levels of viral protein (Fig. 4c, d). In contrast, when Ifit]-deficient
M®s were infected, no significant virus-dependent differences
were observed, again pointing to a critical role for Ifitl in

PLOS Pathogens | www.plospathogens.org

IFIT1 Sequesters 2'0O-Unmethylated Viral RNA

restricting replication of MHV-DA. Note that the presence of Ifitl
itself did not increase IFN-a/f production (Fig. S6), suggesting a
direct antiviral effect of Ifit]. We next assessed the impact of Ifitl
on virus growth i zivo. MHV-WT grew to high titres in the spleens
of infected Ifit]*"* mice, whereas no viral replication could be
detected upon infection with MHV-DA (Fig. 4¢). In agreement
with the i vitro data, growth of MHV-DA was partially restored in
Ifit]-deficient animals. These data suggest that IFIT1 has a central
role in restraining the growth of 2'O methyltransferase-deficient
coronaviruses in zitro and in vivo, which is compatible with the
greater affinity of IFIT1 for non-2'O-methylated RNA cap
structures. The data further imply that this role is conserved in
mouse and human.

IFIT1 specifically regulates the translation of 2’0
unmethylated capped viral RNA

RNA capping is essential for a variety of cellular functions. The
presence of a 5" cap regulates mRNA export from the nucleus,
protects RNAs from degradation and is necessary for efficient
translation [7,22]. An involvement of IFIT1 in nuclear-cytoplas-
mic transport is unlikely, given the exclusively cytoplasmic
localisation of IFIT proteins and their negative effect on
coronaviruses, which replicate in the cytoplasm. We therefore
measured the stability of the RNAs generated by MHV-WT or
MHV-DA in M®s that had been stimulated with IFN-o. Since
MHV-WT replicates significantly better than the mutant virus, we
blocked virus replication by adding cycloheximide (CHX) shortly
after infecting M®s with the two viruses (Fig. 5a). CHX inhibits de
novo synthesis of the viral polymerase, a prerequisite for
transcription of viral RNA and thereby allows to normalise for
viral transcripts in coronavirus infected cells. The abundance of
viral transcripts 4 h and 8 h after infection was indistinguishable in
CHX' weated cells infected with MHV-WT and MHV-DA
(Fig. 5b), suggesting that 2’0 methylation of the first ribose does
not affect the stability of the viral RNA within the timeframe of
this experiment.

Many cellular antiviral defence mechanisms generally block
translation of mRNA, thereby also severely inhibiting virus
growth. To assess the global impact of Ifitl on the translation
machinery, we used pulsed stable isotope labelling in cell culture
(SILAC) [23]. In pulsed SILAC, unlabelled cells are transferred to
SILAC growth medium containing 13C- and ""N-labelled arginine
(Argl0) and lysine (Lys8). Newly synthesized proteins incorporate
the heavy label and pre-existing proteins remain in the light form,
which allows to measure relative changes in the translation of
individual proteins, regardless of the absolute amount of RNA
present. We pulsed Ifit]*/* and Tfitl =/~ Md®s infected for 5% h
with either MHV-WT or MHV-DA for 2 h with SILAC medium
(Fig. 5¢) and analysed infected cells by whole-protcome shotgun
LC-MS/MS. We could reliably quantify 721 proteins in terms of
heavy/light ratios in all three biological replicates tested. Heavy/
light ratios of cellular proteins were comparable in Ifit]*/* and
Ifit] =/~ M, irrespective of the virus used for infection (Fig. 5d,
boxes), suggesting that neither the presence of Ifitl nor infection
with MHV-DA affected the overall rate of translation in the cells.
The expression profiles of individual proteins known to be
important in innate immune responses against viruses, such as
the pattern recognition receptor RIG-I (DDX58), signalling
molecules (STATI, -2, -3), interferon-induced proteins (Ifi205b,
Ifi35, Gvinl) and components of the major histocompatibility
complex (H2-K1, H2-D1, Cd74), were similar in both cell types
infected with either virus (Fig. S7). However, translation of viral
nucleocapsid and membrane proteins was selectively reduced in
Ifit]** M®s infected with MHV-DA (Fig. 5d and Fig. S7).

October 2013 | Volume 9 | Issue 10 | e1003663



IFIT1 Sequesters 2'0O-Unmethylated Viral RNA

AAB-
>
o [ J
= [ J
% 4 (X X X ]
>
20 'YX A
® = 0000
Sa eo00000®
25 o
€% |ecee
S gl ™ N © —ONTNIX®EW -
.S~4EttQSEEngzé‘—gﬂ.&"é(EZuﬂ’JEB“(E
v [EZEZggzn230 FZQA T TZySLZS3>
= ===0aZaF n:ém coO0OFRAnSLLLSy
o =i =4 oQlxzz X TWE D
=3 Ltz i o8N o %=
-8+ I = <
w w
C o1 hEm 121 mifit1
AP from IFN-treated HelLa lysate:
% 3 s z
° o = 2 2
© [ 37 3T
o T o < < < 25 85 8
mS a oo O 8O 3‘;
23 2
p— ) )
hIFIT1 > | —— | §§4 gg
g T8 a
EIF4E > [ e ] §§ , §§
ILF3>| ----.{
[} 0
a © a © -
< o a < oo
333 3338
D RNA-AP E AP: synthetic
» RNA oligomer
R N
3 = >3
£ m O 0 O 2 z e %
£ o o

His-hIFIT1 » EE'WB: hIFIT1

N
His-mlfit1 » E’ws: His
HisEIF4E [ | ewmmemm|ws:His  HisEIF4E > E“ZI

WB: His
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as significantly enriched in CAP1-RNA relative to CAP-RNA affinity punfcanons from IFN-treated Hela cells, after filtering against the set of proteins
that showed enrichment relative to 5 OH-RNA(see Fig. S2b). Error bars indicate means (+SD) from three independent affinity purifications. (b)
Precipitation of endogenous proteins from lysates of IFN-2 treated Hela cells with biotinylated RNA bearing 5' OH, PPP, CAP, CAPO or CAP1
structures. Human IFIT1 (hIFIT1), EIF4E and ILF3 in precipitates were detected by western blotting. Input shows 1/10"‘ (mIFIT1, EIF4E) and 1/30™
(hIFIT1) of the amount incubated with beads. (c) Affinity purification of luciferase-tagged human (hIFIT1) and murine (mlfit1) IFIT1 expressed in 293T
cells on beads bearing 5" OH, CAP, CAPO, or CAP1 RNA. (d) Binding of recombinant IFIT1 to capped RNAs. As in (c), but RNA-coated beads were
incubated with recombinant His-tagged mouse Ifit1 (His-mlfit1), human His-hIFIT1 or human His-EIF4E and bound protein was quantified by western
blotting. (e) Binding of recombinant His-tagged hIFIT1 and EIF4E to chemically synthesized, biotinylated RNA oligomers. Synthetic triphosphorylated
RNAs with (CAP1) or without (CAP0) 2'O-methyl group on the first ribose were capped in vitro using recombinant vaccinia virus capping enzyme (see
Materials and Methods). As control we used a synthetic RNA harbouring a 5’ hydroxyl group (OH). Synthetic RNAs were coupled to beads, incubated
with recombinant proteins and bound proteins detected by western blotting. Input shows 1/10™ of the amount incubated with beads.
doi:10.1371/journal.ppat.1003663.g003

Variation in large datasets can be best evaluated by principal- is specifically inhibited by IFIT1. Expression of proteins encoded
component analysis, which computes the variable with the greatest by fully methylated RNA, such as cellular mRNA or 2'0O
effect in a given dataset. This analysis revealed that Ifitl*”* Mds methylated viral RNA, is not affected by the activity of IFIT1.

infected with MHV-DA showed the highest variation (Component
1 accounting for 55.9% of variation) as compared to all other
conditions tested (Fig. 5¢), and among all identified proteins,

IFIT1 and translation factors compete for mRNA

MHYV proteins were mainly responsible for this variation (Fig. 5f). templates
Taken together, these data indicate that synthesis of proteins Translation of cellular capped mRNA requires binding of the
encoded by viral RNAs lacking 2'O methylation on the first ribose cap-binding protein  EIF4E, which has a high affinity for
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cells were cotransfected for 48 h with an expression construct for the HCoV-229E receptor, human aminopeptidase N, and siRNAs targeting IFIT1 or
the green fluorescent protein (GFP). Cells were then treated with 20 U IFN-x and infected with wild-type HCoV-229E (229E-WT; grey bars) or the 2'0
methyltransferase-deficient HCoV-229E (D129A) mutant (229E-DA; red bars). Total RNA and protein were harvested 24 h post infection and analysed
by quantitative RT-PCR (a) and western blotting (b), respectively. Quantitative RT-PCR data are from one of three representative experiments showing
means *SD for HCoV-229E nucleoprotein (229E-N) RNA after normalization to cyclin B (CycB) mRNA. (c-d) Bone marrow-derived macrophages (M)
derived from C57BL/6 (Ifit1**) and Ifit1-deficient (Ifit1 /) mice were treated or not with 50 U of IFN-o for 2 h and infected with wild-type MHV (WT;
grey bars) or 2’0 methyltransferase-deficient MHV (DA; red bars). RNA and protein were harvested 8 h post infection and analysed by quantitative RT-
PCR (c) and western blotting (d). Quantitative RT-PCR results are from one of three representative experiments, showing means +SD for MHV
nucleoprotein (MHV-N) RNA after normalization to the TATA-binding protein (TBP) mRNA. (e) Ifit1*"* and Ifit1 /" mice were infected intraperitoneally
with 5,000 plaque-forming units of MHV WT (grey bars) or DA (red bars). Viral titers in the spleens of 12 mice per condition were measured 48 h after
infection. Data are shown as Tukey box-whisker plots (ND, not detectable; outlier indicated as black dot).

doi:10.1371/journal.ppat.1003663.9004

methylated cap structures | Therefore, we tested whether
IFIT1 could compete with EIF4E for binding to RNA template.
We coupled limiting amounts of unmethylated CAP-RNA, N7-

reduced by addition of IFITI, suggesting that the two proteins
compete for the RNA target (Fig. 6a). In contrast, when
methylated CAP1-RNA was used the amount of E

"4E recovered

methylated CAPO-RNA and fully methylated CAPI-RNA to
beads and tested whether the binding ability of recombinant
EIF4E is altered by the presence of recombinant IFIT1. When we
used CAP-RNA or CAPO-RNA, EIF4E binding to the beads was
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s not affected by the presence of IFIT1. Competition between
> and Ifitl for capped RNA was also seen when total lysates of
-g-stimulated MEFs were used as inputs for experiments.
Unmethylated CAP-RNA captured considerably more Eifte from
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Figure 5. IFIT1 specifically blocks lation of 2'-O: hylated capped viral RNA. (a) Experimental design used to assess the stability

of MHV RNA in infected cells. Bone marrow-derived macrophages (M¢) from C57/BL6 mice were treated with 50 U of IFN-o for 2 h prior to infection
with wild-type MHV (WT) or 2’0 methyltransferase-deficient MHV (DA) at 4°C for 1 h. Directly after infection, cells were treated with 100 ug/ml
cycloheximide (CHX) or DMSO. Total RNA was harvested at 0, 4, and 8 h post infection and analysed by quantitative RT-PCR. (b) MHV nucleoprotein
(MHV-N) RNA in cells infected with MHV WT (grey) or DA mutant (red), treated with DMSO (solid lines) or CHX (dashed lines). Data from one
representative experiment of three are depicted, showing means *+SD after normalization to a known amount of in vitro transcribed Renilla luciferase
RNA (Ren) added to cell lysates. (c) Experimental design for pulsed SILAC coupled to mass spectrometry to determine relative changes in protein
translation during infection. Macrophages from C75/BL6 (Ifit1*/*) and Ifit1-deficient (Ifit1 /") mice grown in normal growth medium containing light
(L) amino acids were infected at 4°C for 1 h with wild-type MHV (WT) or 2’0 methyltransferase-deficient MHV (DA). Five hours post infection cells
were incubated with starvation medium (lacking Lys and Arg) for 30 min, then SILAC medium containing heavy (H) labelled amino acids (Lys8, Arg10)
was added, and 2 h later total protein lysate was prepared and subjected to LC-MS/MS analysis. (d) Translation rates for 721 cellular proteins, as
determined by heavy (H) to light (L) ratios from LC-MS/MS, were plotted as box-whisker plots (whiskers from 10th to 90th percentile). Individual ratios
for the MHV nucleoprotein (MHV-N) and membrane protein (MHV-M) in WT- (grey) and DA-infected (red) Ifit1*/* (circles) and Ifit1 ~/ (triangles)
macrophages are plotted separately. Data are from three independent experiments. (e,f) Principal Component Analysis based on valid H/L ratios of
all measurements from (d) showing clustering of the individual samples of the entire dataset (e). Panel (f) shows all proteins plotted for their
contribution to the variation in components 1 and 2. MHV proteins are indicated in blue.

doi:10.1371/journal.ppat.1003663.9005
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doi:10.1371/journal.ppat.1003663.9006

lysates of IFN-o treated Ifit] "~ MEFs than from lysates of Ifit 1*7*

MEFs ( 6b). This difference disappeared when methylated
CAPI1-RNA was used as bait (Fig. 6b). We therefore conclude that
IFIT1 competes with cellular translation initiation factors for
mRNA, thereby selectively regulating translation based on the 5
methylation status of the RNA templates present (Fig. 6¢).

Discussion

We previously identified IFIT1 as a nucleic acid-binding protein
that recognises the 5'triphosphosphate present on genomes and
transcripts of most negative-strand RNA viruses [16]. Here we
show that, in addition, IFIT] binds mRNAs that lack 2’0
methylation on the first ribose, such as those produced by RNA
viruses that replicate in the cytoplasm and are deficient in RNA
cap-specific ribose-2'-O methyltransferase activity. This suggests
that IFIT1 has a unique ability to recognize 5" RNA modifications
that are present on viral nucleic acids. Co-purification experiments
with human IFIT proteins clearly show formation of a multi-
protein complex comprising IFIT1, -2 and -3. Overexpression of
single IFIT proteins, including IFIT1, only marginally affects viral
growth [16,17], suggesting that the cooperative action of IFIT
proteins is required for full antiviral action. This is supported by
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loss-of-function experiments in cell culture and iz vivo that show a
requirement for Ifit2, which by itself does not bind CAP-RNA, to
restrict viruses lacking 2’0 methyltransferase activity [17,18].
IFIT2 is known to bind to components of the cytoskeleton [24],
h could allow intracellular trafficking of the IFI'T complex to
s of action. While some IFITs possess conserved biological
activities in different species, ¢.g. human and murine IFIT1 which
bind to PPP-RNA and unmethylated CAP-RNA, others appear to
have evolved in a species-specific manner. We showed here that
the yet uncharacterised murine interferon-induced Ifitlc binds to
RNA-coated beads in an Ifitl-dependent manner, and we
therefore propose that a corresponding Ifit complex with a
different protein composition exists in mice.

Residues previously identified to be important for binding of the
triphosphate moiety are also required for binding of unmethylated
CAP-RNA by IFITI, suggesting a conserved mechanism of RNA
binding. In this context it is of interest to note that crystallographic
analysis indicates that PPP-RNA binding to IFIT5, which shows
high similarity to IFIT1, occurs in a fashion that is reminiscent of
CAP-RNA binding by cap-binding proteins, in that the first two
nucleotides are stacked by an aromatic phenylalanine [20].
However, the higher affinity of IFIT1 for unmethylated relative
to fully methylated capped RNA is unusual among cellular
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proteins since 5" methylation has so far been reported to increase
the affinity of cellular proteins for RNA [7], a notion clearly
supported by our RNA AP-MS data. Like its specific antiviral
activity, this property of IFIT1 may only become apparent during
infections with viruses that produce non-methylated RNA 5 ends
[25,26]. We propose that IFIT1 acts as a molecular switch that
allows selective translation based on the 5" methylation state of the
mRNA. The phenomenon of translational control by IFIT1 based
on its differential affinity for the capped RNA is reminiscent of the
4E homologous protein (4EHP) in Drosophila and mice, which
has been found to control translation by competing with EIF4E for
the RNA cap structure, thereby regulating development-specific
gene expression [27,28]. Similarly, in our hands, IFIT1 does not
associate directly with the translation machinery ([16] and data
not shown), which again suggests that it perturbs translation
through sequestration of viral RNA. Such a model is consistent
with the high expression levels of IFIT proteins resulting from
infections with viruses or treatment with IFN-ot/ .

Rather than mediating general inhibition of translation, IFIT1
shows high selectivity for mRNAs that lack 5 methylation. This is
supported by pulsed SILAC experiments showing specific, IFIT1-
dependent inhibition of translation of capped RNAs lacking 2O
methylation at the first ribose, such as those generated by MHV
and HCoV mutants expressing inactive 2’0 methyltransferase.
Lower eukaryotes and viruses that infect them lack 2’0
methylated CAP RNA [29-31], and the latter should be
susceptible to the antiviral activity of IFITs. Consequently, the
IFIT defence system is likely to contribute to a species barrier that
puts selective pressure on viruses to generate 5" methylated RNA.
Our data provide a mechanistic rationale for why most viruses
make considerable effort and dedicate part of their coding capacity
to produce genomic and subgenomic RNAs with 5'-terminal ends
that perfectly mimic those of cellular mRNAs, including fully
methylated 5'-cap structures [9,31-33]. Other viruses have
evolved specific mechanisms to hide their uncapped/unmethy-
lated 5" ends, for example, by covalent binding of viral proteins to
the 5" end of viral RNAs and use of alternative strategies for
translation initiation, thereby escaping IFIT1-based surveillance,
which is centred on RNA 5" end structures. Despite these viral
strategies to generate host-like mRNAs, IFIT1 remains active
against viruses that generate 5’ triphosphate RNA, most likely

through translation-independent mechanisms. The ability of

IFIT1 to target viral RNAs selectively allows the cell to specifically
fight virus infections while pursuing an antiviral program aimed at
destroying the intruding pathogen.

Materials and Methods

Ethics statement

All animal experiments were performed in accordance with
Swiss federal legislation on animal protection and with the
approval of the Animal Studies Committee of the Cantonal
Veterinary Office (St. Gallen, Switzerland), license nr. SG 11/03.

Reagents, cells and viruses

Interferon-o (IFN-o0 A/D) was a kind gift from Peter Stiheli.
Expression constructs for human and murine IFIT proteins
[16,20] and the human aminopeptidase N (APN) were described
previously. Products tagged with Renilla luciferase were expressed
from constructs obtained by Gateway cloning into pPCDNA-REN-
NT-GW (a kind gift from Albrecht v. Brunn). For expression in
bacteria, human EIF4E ¢DNA was cloned into pETGI10A-GW
[16]. Recombinant IFIT proteins and human EIF4E were
expressed in . coli and purified using HisPur Ni-NTA resin
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(Thermo  Scientific). Streptavidin-agarose beads were obtained
from Novagen. Polyclonal antibodies directed against human and
mouse IFIT1 were described previously [16]. The antibody
against MHV nucleoprotein (MHV-N556) was kindly donated by
Stuart  Siddell. Primary antibodies against ILF-3 (Sigma;
HPA001897), the nucleoprotein of HCoV-229E (Ingenasa; mAb
IH11) and EIF4E (Cell Signaling; C46H6) were obtained from
commercial sources. For western blot analysis we used horseradish
peroxidase (HRP)-coupled antibodies specific for actin (Santa
Cruz; sc-47778), the His-tag (Santa Cruz; sc-8036) or the c-Myc-
tag (Roche; 1667149), and HRP-coupled secondary antibodies
(Jackson ImmunoResearch). All cell lines used (2931, HeLa, Vero-
E6, Huh7, 1929, 17Clonel, and Ifit1*’* and Ifitl ™/~ mouse
embryonic fibroblasts) were described previously [11,16], and
were maintained in DMEM (PAA Laboratories) containing 10%
fetal calf serum (PAA Laboratories) and antibiotics (100 U/ml
penicillin, 100 pg/ml streptomycin). DMEM medium containing
antibiotics, 10 mM L-glutamine, 10% dialyzed fetal calf serum
(PAA Laboratories) and 84 mg/L '’C; "N, L-arginine and
146 mg/L "*C; "N, lysine (Cambridge Isotope Laboratories) was
used for SILAC experiments. Murine bone marrow-derived
macrophages were generated i vitro by cultivating bone marrow
from mouse femur and tibia in DMEM supplemented with 10%
(v/v) fetal calf serum, 5% (v/v) horse serum, 10 mM HEPES
pH 7.4, 1 mM sodium pyruvate, 10 mM L-glutamine and 20%
(v/v) L929 cell-conditioned medium (containing macrophage
colony-stimulating factor) for 6 days. Reagents for transfection
with plasmid DNA (Nanofectin) or siRNA duplexes (siRNA Prime)
were obtained from PAA Laboratories. Wild-type and 2'-O-
methyltransferase-deficient  recombinant  coronaviruses  [mouse
hepatitis virus strain A59 (MHV) and human coronavirus 229E
(HCoV-229E) [11]], Sendai virus, RVFV Clonel3 [34] and VSV-
M2 (mutant VSV with the M5IR substitution in the matrix
protein) [35] have been described previously. Duplex siRNAs
targeting human IFIT1 [sense#1: r(CAUGGGAGUUAUC-

CAUUGA)ATAT;  antisense#1:  r(UCAAUGGAUAACUCC-
CAUG)dTdA; sense#2: CCUUGGGUUCGUCUA-
CAAA)TAT, antisense#2:  r(UUUGUAGACGAACCCAA-

GG)dAdG] and the green fluorescent protein [sense: 5" r(AAG-
CAGCACGACUUCUUCAAGU)dT 3"; antisense 5" r(CUU-
GAAGAAGUCGUGCUGCUUU)AT 3'] were synthesized by the
Core Facility at the MPI of Biochemistry.

Capping and methylation of in vitro transcribed RNA
Triphosphorylated PPP-RNA  was synthesized by in vitro
transcription with SP6 or T7 polymerase (RiboMAX Large Scale
RNA Production Systems; Promega), in the presence or absence of
biotin-16-UTP (Enzo), from plasmids encoding antisense 7SK
RNA (7SK-as) [13] or Renilla luciferase (pRL-SV40; Promega),
and purified by ammonium-acetate isopropanol precipitation.
Aliquots of PPP-RNA were then mock-treated, dephosphorylated
with alkaline phosphatase (FastAP; Fermentas), or modified with
different 5" cap structures using the ScriptCap 2'-O-Methyltrans-
ferase and m7G Capping System (CellScript) according to the
manufacturer’s instructions. Briefly, 20-ug samples of RNA were
heat-denatured at 65°C for 5 min, cooled on ice, then incubated
with ScriptCap Buffer in the presence of 500 uM GTP, 100 pM
SAM, 100 U 2'-O-methyltransferase  (VP39), 10 U Vaccinia
Capping Enzyme (VCE) and 40 U RNase inhibitor for 1 h at
37°C. Capped RNAs were further treated with FastAP to
dephosphorylate  any residual PPP-RNA, and then column-
purified using the NucleoSpin RNA 11 kit (Macherey-Nagel). To
add radioactively labelled methyl groups to in vitro transcribed
RNA, 500 ng of cach RNA was incubated with 100 U 2'-O-
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methyltransferase or 10 U of VCE in 0.5 uM S-adenosylmethi-
onine and 1.4 pM S-[*H-methyl]-adenosylmethionine (78 Ci/
mmol; Perkin-Elmer) for 1 h at 37°C. Reactions were purified on
SigmaSpin Post-Reaction Clean-Up columns (Sigma) and eluates
were mixed with 2 ml Ulima Gold scintillation fluid for
measurement of *H incorporation with a Packard Tri-Carb liquid
scintillation counter (Perkin Elmer).

Generation and capping of chemically synthesized RNA
oligomers

Capped m7Gppp-oligoribonucleotides matching the first 22
nucleotides of the 5" untranslated region of Severe Acute
Respiratory Syndrome Coronavirus HKU-39849 were prepared
by adding N7-methylated cap structures to chemically synthesized
RNA oligomers with a 3’-terminal C6 amino linker. A tripho-
sphorylated RNA oligomer [PPP-rfAUAUUAGGUUUUUAC-
CUACCC)-NH,) and a corresponding 2'O-ribose methylated
RNA-oligomer  [PPP-rAmUAUUAGGUUUUUACCUACCC)-
NH,| were ordered from ChemGenes Corporation (Wilmington,
MA, USA) and capped as described above using the m7G
Capping System (CellScript). Capped RNA oligomers were then
HPLC-purified, biotinylated with biotin-N-hydroxysuccinimide
ester (Epicentre) according to the manufacturer’s instructions and
again HPLC-purified. As control we used a corresponding 3'-
terminal  biotinylated and HPLC-purified oligoribonucleotide
harbouring a 5" hydroxyl group [OH-r(AUAUUAG-
GUUUUUACCUACCCU)-biotin].

Identification and quantitation of RNA-binding proteins

For quantitative purification of RNA-binding proteins, strepta-
vidin affinity resin was first incubated with 1-ug aliquots of biotin-
labelled OH-RNA, PPP-RNA, CAP-RNA, CAPO-RNA or CAP1-
RNA (all 7SK-antisense) in TAP buffer [50 mM Tris pH 7.5,
100 mM NaCl, 5% (v/v) glycerol, 0.2% (v/v) Nonidet-P40,
1.5 mM MgCl, and protease inhibitor cocktail (EDTA-free,
cOmplete; Roche)] in the presence of 40 U RNase inhibitor
(Fermentas) for 60 min at 4°C on a rotary wheel. Control or
RNA-coated beads were then incubated with 2-mg samples of
HeLa cell lysate for 60 min, washed three times with TAP buffer,
and twice with TAP buffer lacking Nonidet-P40 to remove
residual detergent. Three independent affinity purifications were
performed for each RNA. Bound proteins were dentatured by
incubation in 6 M urea-2 M thiourea with 1 mM DTT (Sigma)
for 30 min and alkylated with 5.5 mM iodoacetamide (Sigma) for
20 min. After digestion with 1 pg LysC (WAKO Chemicals USA)
at room temperature for 3 h, the suspension was diluted in 50 mM
ammonium bicarbonate buffer (pH 8). The beads were removed
by filtration through 96-well multiscreen filter plates (Millipore,
MSBVNI1210), and the protein solution was digested with trypsin
(Promega) overnight at room temperature. Peptides were purified
on stage tips with three C18 Empore filter discs (3M) and analyzed
by mass spectrometry as described previously [36]. Briefly,
peptides were cluted from stage tips and separated on a CI8
reversed-phase  column  (Reprosil-Pur 120 C18-AQ, 3 uM,
150%0.075 mm; Dr. Maisch) by applying a 5% to 30%
acetonitrile gradient in 0.5% acetic acid at a flow rate of
250 nl/min over a period of 95 min, using an EASY-nanoL.C
system (Proxcon Biosystems). The nanol.C system was directly
coupled to the electrospray ion source of an LTQ-Orbitrap XL
mass spectrometer (Thermo Fisher Scientific) operated in a data
dependent mode with a full scan in the Orbitrap cell at a
resolution of 60,000 with concomitant isolation and fragmentation
of the ten most abundant ions in the linear ion trap.

PLOS Pathogens | www.plospathogens.org
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Affinity purification of luciferase-tagged and
recombinant proteins

N-terminally Renilla luciferase-tagged proteins were transiently
expressed in 2931 cells. Three micrograms of each construct were
transfected into 6x10° cells using 9.6 ul nanofectin (PAA
Laboratories) in 10-em dishes according to the manufacturer’s
instructions. After 24 h, the medium was removed, and cells were
lysed in ice-cold TAP lysis buffer. An aliquot (10%) of the lysate
was removed to determine input luciferase activity. The rest was
added to streptavidin-agarose beads coated with 250 ng of RNA
as described above, and incubated on a rotary wheel at 4°C for
60 min. Beads were washed three times and resuspended in 50 pl
TAP buffer. Luciferase activities present in the suspension and in
the input lysate were assayed in Renilla reaction buffer (100 mM
K3PO,, 500 mM NaCl, I mM EDTA, 25 mM thiourea)
containing 10 uM coelenterazine as substrate. The reactions were
performed in triplicate and results were quantified using an
Infinite 200 PRO series microplate reader (Tecan). For affinity
purification of recombinant proteins with different RNAs, 50 to
250 ng of biotinylated RNA were coupled to streptavidin-agarose
beads for 60 min at 4°C. Beads were washed three times with TAP
buffer and incubated with recombinant His-tagged proteins for
60 min at 4°C. After three washes beads were boiled in Laemmli
buffer for 10 min at 95°C and subjected to SDS-PAGE and
Western Blot analysis.

Real-time RT-PCR

Total RNA was isolated using the NucleoSpin RNA I kit
(Macherey-Nagel), including on-column DNase digestion, and 200
to 500 ng of RNA was reverse transcribed with the RevertAid H
Minus First Strand ¢DNA Synthesis Kit (Fermentas). RNA levels
were then quantified by real-time RT-PCR using the QuantiTect
SYBR Green RT-PCR kit (Qiagen) and a CFX96 Touch Real-
Time PCR Detection System (BioRad). Each cycle consisted of
15 sec at 95°C, 30 sec at 50°C and 30 sec at 72°C, followed by
melting curve analysis. Primer sequences were as follows: Renilla
luciferase  (5'-CGAAAGTTTATGATCCAGAAC-3" and 5'-
AATCATAATAATTAATAAATG-3'), hCycB  (5"-CAGCAA-
GTTCCATCGTGTCATCAAGG-3" and 5-GGAAGCGCT-
CACCATAGATGCTC-3'),  mTBP  (5"-CCTTCACCAAT-
GACTCCTATGAC-3" and 5'- CAAGTTTACAGCCAA-
GATTCA-3"), mIFN-B (5"-ATGGTGGTCCGAGCAGAGAT-
3" and 5-CCACCACTCATTCTGAGGCA-3"), MHV-N (5'-
GCCTCGCCAAAAGAGGACT-3" and 5'- GGGCCTCTC-
TTTCCAAAACAC-3'), 229E-N  (5"-CAGTCAAATGGGCT-
GATGCA-3" and 5'- AAAGGGCTATAAAGAGAATAAGG-
TATTCT-3), mlfitl (5'- CCATAGCGGAGGTGAATATC-3’
and 5'- GGCAGGACAATGTGCAAGAA-3"), mlfitlc (5"-AAT:
CAGAAGAGGCAGCCATC-3" and 5'-CATGGCTTCACT-
TGTGTTCC-3"), mlfit2 (5’-TCAGCACCTGCTTCATCCAA-
3" and 5'-CACCTTCGGTATGGCAACTT-3'), and mlfit3 (5'-
GCTGCGAGGTCTTCAGACTT-3" and 5-TGGTCATGT-
GCCGTTACAGG-3').

Virus infection experiments in cell culture and in vivo
C57BL/6 mice were obtained from Charles River Laboratories
(Sulzfeld, Germany), and #fit/”’~ mice have been described
[16,17]. Mice were maintained in individually ventilated cages and
used at 6 to 9 weeks of age. All animal experiments were
performed in accordance with Swiss federal legislation on animal
protection and with the approval of the Animal Studies
Committee of the Cantonal Veterinary Office (St. Gallen,
Switzerland). Wild-type and Zfit/ ™/~ mice (kindly provided by
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Michael Diamond) were injected intraperitoneally with 5,000
plaque-forming units of MHV. Virus titers in samples of spleens
removed and frozen 48 h post infection were assessed by standard
plaque assay on 1929 cells. Bone marrow-derived macrophages or
mouse embryo fibroblasts (1 to 5x%10” cells) were treated or not
with IFN-o and infected with the indicated viruses at a multiplicity
of infection (MOI) of 5. For synchronised infection, cells were
infected with virus on ice and pre-warmed DMEM growth
medium was added 1 h later. To quantify the effects of siRNA-
mediated knockdown of IFIT1, aliquots of 10> HeLa cells that had
been transfected for 48 h with 15 pmol siRNA and 500 ng
expression plasmid for human APN using the siRNA Prime
reagent (PAA  Laboratories) according to the manufacturer’s
instructions, were pretreated with IFN-o as indicated and infected
with HCoV-229E at an MOI of 1 for 24 h.

Pulsed SILAC and mass spectrometry

For pulsed SILAC, mouse macrophages labelled with heavy
isotopes (see above) were lysed in SDS lysis buffer (50 mM Tris
pH 7.5, 4% sodium dodecyl sulfate). The lysate was then heated
for 5 min at 95°C, sonicated for 15 min with a Bioruptor
(Diagenode) and centrifuged for 5 min at 16,000x g at room
temperature. Protein concentration was determined by Lowry
assay (DC Protein Assay, BioRAD), and 50-pg aliquots were
reduced with 10 mM DTT for 30 min, alkylated with 55 mM
IAA for 20 min at room temperature, and precipitated with 80%
acetone for 3 h at —20°C. After centrifugation for 15 min at
16,000 x gat 4°C, pellets were washed with 80% acetone, dried for
30 min at room temperature and dissolved in 6 M urea-2 M
thiourea. Proteins were digested with LysC and trypsin at room
temperature and peptides were purified on stage tips and analysed
by LC-MS/MS using a Easy nano LC system coupled to a Q
Exactive mass spectrometer (Thermo Fisher Scientific). Peptide
separation was achieved on a Cl8-reversed phase column
(Reprosil-Pur 120 C18-AQ, 1.9 uM, 200x0.075 mm; Dr. Maisch)
using a 95-min linear gradient of 2 to 30% acetonitrile in 0.1%
formic acid. The mass spectrometer was set up to run a Topl0
method, with a full scan followed by isolation, HCD fragmentation
and detection of the ten most abundant ions per scan in the
Orbitrap cell.

Bioinformatic analysis

Raw mass-spectrometry data were processed with MaxQuant
software versions 1.2.7.4 and version 1.3.0.5 [37] using the built-in
Andromeda search engine to search against human and mouse
protecomes (UniprotKB, release 2012_01) containing forward and
reverse sequences, and the label-free quantitation algorithm as
described previously [36,38]. In MaxQuant, carbamidomethyla-
tion was set as fixed and methionine oxidation and N-acetylation
as variable modifications, using an initial mass tolerance of 6 ppm
for the precursor ion and 0.5 Da for the fragment ions. For SILAC
samples, multiplicity was set to 2 and Argl0 and Lys8 were set as
heavy label parameters. Search results were filtered with a false
discovery rate (FDR) of 0.01 for peptide and protein identifica-
tions. Protein tables were filtered to eliminate the identifications
from the reverse database and common contaminants.

In analyzing mass spectrometry data from RNA affinity
purifications, only proteins identified on the basis of at least two
peptides and a minimum of three quantitation events in at least
one experimental group were considered. Label-free quantitation
(LFQ) protein intensity values were log-transformed and missing
values filled by imputation with random numbers drawn from a
normal distribution, whose mean and standard deviation were
chosen to best simulate low abundance values. Significant
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interactors of RNAs with different 5" end structures were
determined by multiple equal variance t-tests with permutation-
based false discovery rate statistics [39]. We performed 250
permutations and the FDR threshold was set between 0.02 and
0.1. The parameter S, was empirically set between 0.2 and 1, to
separate background from specifically enriched interactors.

For data analysis from pulsed SILAC experiments, we used
log-transformed heavy to light protein ratios. Only proteins with
valid values were considered for analysis, and normalized by
dividing by the row median. Profile plots were generated using
LFQ intensities of log-transformed heavy-labelled protein
intensities. We excluded proteins containing less than 10 valid
values in all 12 measurements, and missing values were filled by
imputation. LFQ intensities were then normalized by dividing
by the row median.

Results were plotted using R (www.R-project.org) and Graph-
Pad Prism version 5.02. Multiple sequence alignments were
generated  with  ClustalW  (http://www.ebi.ac.uk/Tools/msa/
clustalw2/).

Structural modelling

A homology model of human IFITI was obtained with
MODELLER [40] using the X-ray structure of human IFIT5
(4HOQ) as a structural template [20]. A pairwise sequence
alignment was generated with ClustalW (http://www.ebi.ac.uk/
Tools/msa/clustalw2/) and further refined with MODELLERs
align2d. Human IFIT1 and IFIT5 share approximately 75.6%
sequence similarity, with 57.2% of all residues being identical.
Cavity volumes in both structures were calculated in a two-step
process with the rolling probe method using 3V [41]. First, a
solvent-excluded volume was calculated for each structure using a
probe radius of 1.5 A (corresponding to water). A larger probe size
of 5A was used to calculate so-called “shell volumes”. The
solvent-accessible cavity volumes were obtained by subtraction of
cach solvent-excluded volume from the corresponding shell
volume.

Supporting Information

Figure S1 Generation of 5'end modified in-vitro tran-
scribed RNA. (a) Schematic overview of synthesis of the
biotinylated RNA used in this study. 5" triphosphorylated (PPP-)
7SK-antisense RNA obtained by in vitro transcription with SP6
polymerase was modified enzymatically at the 5’ end by
incubating with alkaline phosphatase (AP) to remove 5" phos-
phates (OH-RNA), with recombinant Vaccinia virus capping
enzyme (VCE) to produce unmethylated capped RNA (CAP-
RNA), with VCE in the presence of S-adenosyl methionine (SAM)
to generate N7-methylated capped RNA (CAPO-RNA), or with
VCE and recombinant Vaccinia virus 2’0 methyltransferase
(VP39) in the presence of SAM to generate N7-methylated capped
RNA methylated at the 2'0O position of the first ribose (CAP1-
RNA) [43],[44]. (b) Agarose gel image showing 200 ng of in vitro
transcribed, biotinylated RNA following the enzymatic treatments
depicted in (a). (¢) Evaluation of the N7- and 2'O-methylation
efficiency of recombinant Vaccinia virus enzymes. Capped RNAs
produced as in (a) were incubated cither with VCE or VP39 in the
presence of *H-labeled SAM, and the incorporation efficiency was
measured by scintillation counting. *H-labeled methyl groups were
transferred from SAM only if the RNA had not previously been
methylated (N7-methylation of CAP-RNA, and 2’0 methylation
of CAPO-RNA), showing that methylation of RNA by both VCE
and VP39 was maximally efficient.

(TIF)
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Figure $2 RNA affinity purifications from HeLa cell
lysates. (a) Heatmap of all proteins identified in RNA affinity
purifications from HeLa cell lysates. Hierarchical clustering of
proteins was performed on logarithmic LFQ protein intensities
using Euclidean distances. The colour code represents LFQ
intensities in rainbow colours (see colour scale). (b) Heatmap
showing hierarchical clustering (Euclidean distances) of interactors
that were significantly enriched (see Materials and Methods) in
fractions bound by at least one RNA with a modified 5" end
structure (compared to OH-RNA). The plot shows means of Z-
score transformed logarithmic LFQ intensities. Blue colours
indicate Z-score <0, red colours indicate Z-score >0, white
indicates Z-score = 0. The saturation threshold is set at -2.25 and
+2.25. Asterisks indicate the IFIT complex. (¢) Volcano plots
showing enrichment (ratio of LFQ_ protein intensities; x-axis) and
p-values (t-test; y-axis) of CAPI-RNA to CAP-RNA. Data are
from three independent affinity purifications. Significantly en-
riched interactors (see Materials and Methods) are separated from
background proteins (blue dots) by a hyperbolic curve (dotted line).
Among the significant interactors, IFIT proteins and FT'SJD2 (red)
are highlighted.
(TIF)
Figure S3 RNA affinity purifications from lysates of
embryo fibrobl (a=b) As in Fig. S2, but showing
proteins identified in RNA affinity purifications from mouse
embryo fibroblasts. In (b) the saturation threshold is set at —1. 5
and +1. 5. The asterisk indicates the Ifit complex.
(TIF)
Figure $4 Char isation of the ine IFIT pl
(a) Expression of Ifit genes in wild-type (Ifit] */*) and Ifit]-deficient
(lﬁllflf) mouse embryonic fibroblasts (MEFs). MEFs were left
untreated, treated with 1000 U/ml IFN-o, or infected with Rift
Valley fever virus Clonel3 or a mutant version of vesicular
stomatitis virus (VSV-M2) at a multiplicity of infection of 1 or
0.01, respectively. Sixteen hours later RNA was analysed by
quantitative RT-PCR for mlfitl, mlfitlc, mlfit2 and mlfit3. In
cach case, one representative experiment of three is shown, with
means £SD after normalization to the TATA-binding protein
(TBP) mRNA. (b) Heatmap of selected proteins identified in RNA
affinity purifications from cell lysates of Ifit]*”* and Ificl ™/~
MEFs. The plot shows the means of log-transformed label-free
quantitation protein intensities in rainbow colours (see colour
scale). (¢) Alignment of murine and human IFIT proteins using
ClustalW. (d) Matrix showing amino acid similarity (based on
ClustalW alignment) of all murine and human IFIT proteins.
Percent similarity is indicated as color coded from white to red,
and the exact similarity is shown within each element of the
matrix.
(TTF)
Figure S5 Comparison of the RNA binding cavities of
IFIT5 and IFITI1. Scctions of surface representations of the
solvent-accessible surfaces of IFIT5 (top) and IFITI (bottom)
are shown, with PPP-RNA bound as in IFIT5 (stick
representation, superimposed on IFITI), and the correspond-
ing cavity volumes V calculated as described in Materials and
Methods. In our calcuations, the main RNA-binding cavity in
IFIT5 has volume of 11881 A%, The calculated volume of the
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corresponding cavity of the modelled IFIT1, at 12627 A®, is
about 700 A” larger.

(TIF)

Figure S6 Induction of interferon-f in wild-type and
Ifitl-deficient mouse cells. Interferon-stimulated bone mar-
row-derived macrophages (M®s) from C57/BL6 (Ifit 1*7%) or Ifitl-
deficient (Iﬁllili) mice were left untreated, or infected with wild-
type MHV (WT), 2'O-methyltransferase-deficient MHV (DA), or
Sendai virus (SeV). Twelve hours later total RNA was harvested
and analysed by quantitative RT-PCR for interferon p (IFN-p)
mRNA. Data from three independent experiments showing fold
change relative to untreated cells (mean =SD) after normalization
to the TATA-binding protein (TBP) mRNA.

(TIF)

Figure S7 Translation profiles of individual proteins in
MHV-infected macrophages. Translation profiles based on
pulsed SILAC of macrophages from C75/BL6 (Ifit] */*) and Ifit1-
deficient (Ifit] ~/7) mice infected with wild-type MHV (WT) or
2'0 methyltransferase-deficient MHV (DA) as shown in Fig. 5.
The profile plot shows normalized LFQ_ intensities of heavy
proteins, representing a total number of 451 proteins labelled
during the 2 h pulse period. Data show average LFQ intensities
from three independent replicates. Selected profiles are coloured
and represent MHV proteins and cellular proteins involved in
immune responses.

(TIF)

Table S1 Quantitative MS data from RNA affinity
purifications with HeLa cell lysates. Proteins identified by
LC-MS/MS from lysates of HeLa cells upon affinity purification
with different RNA baits. Table contains log-transformed and
imputed label-free quantification (LFQ) intensities of all identified
proteins. Significantly enriched proteins, p values and mean
differences from t-test based analyses are indicated.

(XLSX)

Table S2 Quantitative MS data from RNA affinity
purifications with MEF lysates. Proteins identified by LC-
MS/MS from lysates of mouse embryo fibroblasts (MEF) upon
affinity purification with different RNA baits. Table contains log-
transformed and imputed label-free quantification (LFQ) intensi-
ties of all identified proteins. Significantly enriched proteins, p
values and mean differences from t-test based analyses are
indicated.

(XLSX)
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23 PUBLICATION 3: OXEIPTOSIS, A ROS-INDUCED CASPASE-
INDEPENDENT APOPTOSIS-LIKE CELL-DEATH PATHWAY

Accumulation of reactive oxygen species (ROS) is known to occur during virus replication.
Resulting elevated cellular ROS levels trigger cell-death pathways and consequence into the suicide
of cells. However, cells function as the feeding ground for virus replication. Therefore, viruses
evolved strategies to counteract cell death and to keep the host cell vital until the viral replication

cycle is completed.

I joined this project, which was spearheaded by Cathleen Holze, a PhD student in our lab at this
time. She studied the function of the cellular proteins KEAP1, PGAMS5 and AIFMI in a novel
caspase independent ROS-mediated cell-death pathway named oxeiptosis. This cell-death pathway
proofed to be of central importance for inflammation response in vivo. Through comprehensive in
vivo and in vitro studies using specific chemical inhibitors and gene knock out experiments, we could
show the independence of oxeiptosis from other already described inflammation-associated cell-
death pathways. Additionally, we could confirm the central importance of PGAM5, KEAP1 and
AIFM1 for this novel ROS-induced cell-death pathway. By integrating and mining available virus-
host protein interactions we could additionally show, that these central factors are targeted by

several virus species.

I mainly contributed to this project by generating, integrating and analyzing AE- and AP-LC-
MS/MS experiments and by identifying protein-protein interactions between oxeiptosis-relevant

cellular factors and virus-derived proteins.
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Oxeiptosis, a ROS-induced caspase-independent
apoptosis-like cell-death pathway

Cathleen Holze', Chloé Michaudel?, Claire Mackowiak?, Darya A. Haas', Christian Benda?, Philipp
Hubel', Friederike L. Pennemann’, Daniel Schnepf*®, Jennifer Wettmarshausen®’, Marianne Braun?,
Daisy W. Leung®, Gaya K. Amarasinghe ©°, Fabiana Perocchi®’, Peter Staeheli*'°, Bernhard Ryffel>"

and Andreas Pichlmair ®"1213*

Reactive oxygen species (ROS) are generated by virus-infected cells; however, the physiological importance of ROS generated
under these conditions is unclear. Here we found that the inflammation and cell death induced by exposure of mice or cells
to sources of ROS were not altered in the ab of ical ROS ing pathways or known cell-death pathways. ROS-
induced cell-death signaling involved interactions g the cellular ROS and antioxidant factor KEAP1, the phospha-
tase PGAMS and the proapoptotic factor AIFM1. Pgam5~/- mice showed exacerbated lung inflammation and proinflammatory
cytokines in an ozone-exposure model. Similarly, challenge with influenza A virus led to increased infiltration of the virus,
lymphocytic bronchiolitis and reduced survival of Pgam5~/- mice. This pathway, which we have called ‘oxeiptosis’, was a ROS-
sensitive, caspase independent, non-inflammatory cell-death pathway and was important for protection against inflammation
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induced by ROS or ROS-generating agents such as viral pathogens.

such as -O, and --OH are generated as natural byproducts of

normal oxygen metabolism. ROS serve an important role in
cell signaling by regulating the proliferation and survival of cells'”.
However, exposure to pollutants, an increased protein-folding load,
elevated fatty-acid oxidation and energy metabolism can result in
pathological accumulation of ROS in the endoplasmic reticulum,
peroxisomes and mitochondria™'. Since oxidation by ROS can cause
irreversible conformational changes to proteins and lipids, as well
as DNA mutations’, several enzymatic and non-enzymatic mecha-
nisms have evolved to protect cells from the detrimental accumula-
tion of ROS.

The main intracellular sensor that monitors ROS is KEAP1".
Under physiological conditions, KEAP1 ubiquitinates and degrades
the transcription factor NRF2, a positive regulator of the expression
of genes encoding cytoprotective molecules. Increased intracellu-
lar ROS oxidizes KEAP1, which results in its inability to degrade
NRF2; the latter then accumulates, translocates to the nucleus and
induces the expression of antioxidant factors such as NQO1, HOX1
and TXN""". Prolonged or considerable oxidative stress, however,
does not induce sufficient expression of cytoprotective proteins and
can result in cell damage and/or cell death'.

Exogenous stimuli such as ultraviolet light, heat or inflammatory
cytokines increase intracellular ROS that contribute to the sever-
ity of pathological disorders'*"". Furthermore, viral infection can
increase intracellular ROS levels due to the perturbation of cellular
metabolism'*"". It has been proposed that in cases of persistent viral

Reactive nitrogen species and reactive oxygen species (ROS)

infection, ROS contribute to organ damage and exacerbate disease
progression'®. Some viruses have evolved mechanisms to avoid
detrimental ROS generation to facilitate viral proliferation. For
example, dengue virus'’, human herpes virus 8 (Kaposi’s sarcoma-
associated herpesvirus (KSHV))'* and encephalomyocarditis virus'*
have evolved distinct mechanisms to modulate ROS-mediated cell-
death pathways. Conversely, other viruses, such as Marburg virus,
specifically perturb stress responses by promoting cytoprotective
programs'**’.

ROS-induced cell death can induce caspase-dependent apopto-
sis and inflammasome-driven pyroptosis, as well as caspase-inde-
pendent cell-death pathways, including necroptosis, ferroptosis
and autophagic cell death’-*". Despite the apparent importance of
ROS in physiological and pathological processes, relatively little is
known about their sensors and downstream signaling pathways that
lead to cell death in response to oxidative stress. We demonstrate
here a ROS-induced form of apoptosis-like cell death that we have
called ‘oxeiptosis. This previously unknown form of cell death was
independent of all previously characterized cell-death pathways
and had an important role in limiting harmful ROS-associated
inflammation.

Results

Ozoneexp einducesinfl independ

tion in vivo. To investigate the involvement of known pathways in
ROS-induced cell death, we used an in vivo ozone-exposure model
(Fig. 1a). A single exposure to ozone induced the accumulation of
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Fig. 1| Infl; Y and necroptosis-independent but KEAP1-dependent cell death after stimulation with ROS. a, Cytospin quantification

of neutrophils in the BALF of C57BL/6 mice (WT), Nirp3~- mice, Casp1/-Casp11”- mice and Asc”~ mice (n=5 per genotype) 24 h after 1h of exposure to
air or to ozone at a dose of 1 ppm (key). b, Flow cytometry of MEFs given no pretreatment (Mock) or pretreated for 1h with Z-VAD (20 pM) or Nec-7

(10 uM) (above plots), followed by 20 h of mock treatment or treatment with H,0, (left margin), assessed with the fluorogenic dye CytoCalcein, which

is retained by living cells (a measure of viability), and phosphatidylserine (a measure of apoptosis). Numbers in outlined areas indicate percent cells with
decreased CytoCalcein and/or increased phosphatidylserine. ¢, Resazurin-conversion assay of the viability of HelLa cells left untreated (control (Ctrl)) or
treated for 1h with Z-VAD or Nec-7 or both, or with TpM ferrostatin-1 (Fer-1) (horizontal axis), followed by 21h of mock treatment or exposure to 0.5mM
H,0, (key); results presented as relative fluorescence units (RFU). d, Immunoblot analysis of full-length caspase-8 (arrowhead), cleaved caspase-8

(*) or the p18 fragment of caspase-8 (#) (right margin) in cells left untreated (-) or treated for 1Th with 20 uM Z-VAD (+) (above lanes), followed by

10h of no further treatment (far left lane) or treatment with TRAIL (300 ng/ml) or H,0, (0.1mM or 0.5mM) (above blot). Left margin, size markers, in
kilodaltons. e, Immunoblot analysis of RIPK3, the pseudo-kinase MLKL and B-actin (loading control) in lysates of THP-1 human monocytic cells and Hela
cells (above lanes). f, Resazurin-conversion assay (as in €) of Hela cells pretreated with various concentrations (horizontal axis) of CRID3, followed by
mock treatment or exposure to 0.5mM H,0, (key). g, Resazurin-conversion assay (as in €) of Hela cells pretreated with a combination of the inhibitors
Z-VAD, 5puM necrosulfonamide and ferrostatin-1 (+) or not (=) (horizontal axis), followed by mock treatment or stimulation with H,0, (0.5mM or 2 mM)
or staurosporine (STS) (below plot). h, Resazurin-conversion assay (left; as in €) of Hela cells transfected for 48 h with control (non-targeting) siRNA with
a scrambled sequence (siScr) or siRNA targeting KEAP1 (siKEAP1) or both KEAP1 and NRF2 (siKEAP1+siNRF2) (key), followed by mock treatment or
exposure to 0.5mM H,0, (below plot); right, immunoblot analysis of KEAP1, NRF2 and p-actin (below blots) in cells as at left (colors above lanes match
colors in key). i, Expression of the NRF2-regulated target genes NQOT and TXN1 (key) in cells after 21h of treatment with 0.5mM or 1mM H,0, (horizontal
axis); results are presented relative to those of cells not treated with H,0,. Each symbol (a,c,g-i) represents an individual mouse (a) or measurement
(c,g-1); small horizontal lines (a) indicate the mean (+s.e.m.). NS, not significant (P> 0.05); *P < 0.001 and **P < 0.0001 (two-tailed Mann Whitney

test (a) or two-way analysis of variance (ANOVA) (c,g h)). Data are from one experiment representative of at least three experiments (a-e,g h) or two
experiments (f,h) with similar results (mean +s.d. of six technical replicates in ¢ f-h).
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affinity purification of Sll-HA-tagged KEAP1 and THYNT1 (control (ctrl)), followed by LC-MS/MS analysis, presented as the degree of enrichment (average
values) of label-free quantitation by KEAP1 relative to that by THYNT1 (horizontal axis) plotted against the transformed P value (two-tailed t-test) for each
protein identified (vertical axis), including KEAP1 (red), proteins known to interact with KEAP1 (on the basis of the BioGRID database of interaction data

sets) (brown) and proteins associated with cell death (green); hyperbolic curves separate proteins showing significant enrichment (false-discovery rate
(FDR) <0.00001; SO=100) versus background. b, Immunoblot analysis of precipitates before (Input; bottom) and after (top) affinity purification with
SlI-HA-KEAP1 (KEAP1) or SII-HA-THYN1 (Ctrl) (above lanes). ¢, Immunoblot analysis of HeLa Flp-In cells expressing SII-HA-KEAP1, treated for 8 h with
various concentrations (above lanes) of H,0,, assessed before (Input; bottom) and after (top) affinity purification of SI. d, Flow cytometry (as in Fig. 1b) of
Hela cells transfected for 48 h with control siRNA (siScr) or siRNA targeting PGAMS (siPGAMS5) (left margin), followed by mock treatment or treatment for
15 or 20 h (above plots) with 0.5mM H,0,. e, Resazurin-conversion assay (as in Fig. 1c) of HeLa cells treated for 48 h with control siRNA or siRNA targeting
PGAMS or NRF2 or both (key) and mock treated or stimulated for 20 h with H,0, (horizonal axis) (left), and immunoblot analysis of PGAMS5, NRF2 and
B-actin (below blots) in cells as at left at 48 h after transfection of siRNA (colors above lanes match colors in key), assessing knockdown efficiency (right).

f, Resazurin-conversion assay (as in e) of HeLa cells transfected for 48 h with control siRNA or siRNA targeting PGAMS5 (key) and mock treated or stimulated
with H,0,, 20 uM CCCP, 20 uM sorafenib (Sora), 20 uM Z-VAD plus 20 pM TNF (Z-VAD + TNF) or 1pM staurosporine (horizontal axis). g, Resazurin-
conversion assay (as in e) of Pgam5*/+, Pgam5*/- and Pgam57- MEFs (key) mock treated or stimulated with 0.1mM or TmM H,0, (horizontal axis). h, Light
microscopy of Pgam5*/+ and Pgam57- MEFs (left margin) after 20 h of mock treatment or treatment with TmM H,0, (above images). Scale bars, 100 pM. Each
symbol (e-g) represents an individual sample. *P<0.05 and **P < 0.001 (two-way ANOVA). Data are representative of four independent affinity purifications
per bait (a) or are from one experiment representative of three (b-f,h), six (e) or four (g) experiments (mean + s.d. of six measurements in e f.g).

132 NATURE IMMUNOLOGY | VOL 19 | FEBRUARY 2018 | 130-140 | www.nature.com/natureimmunology

© 2018 Nature America Inc., part of Springer Nature. All rights reserved.



NATURE IMMUNOLOGY
a b
10 - P
P
o
8 ) 1
1 |
Vo
- Vo
gg 6 4 1, POAMS
< R S
3 TIMM50 __CLPB AIFMI
= A A o .
":" 4 s TIMM8A Sl HA
;( TIMM13
L e KEAPI
24 ’ ' .
/ B aichA input | AIFM1
o 1
r T T T )
-20 -10 0 10 20

Enrichment (log; fold)

ARTICLES

20 - I siscr
< . Il siPGAMS
Z s - 5 = [ siAlFM1
@ & 2 154 *
z T x *
o = 2 —_
a 3 & p
>
| EERTE
K-
——
@
a €
s
&
0

Mock H,0,

tBHQ

Fig. 3 | PGAMS interacts with AIFM1. a, LC-MS/MS analysis of proteins showing enrichment with SII-HA-PGAMS and THYN?1 (control) from HeLa Flpin
cells (presented as in Fig. 2a, except values for hyperbolic curves: FDR=0.001and SO=0.2): red, PGAMS; green, proteins known to be involved in cell
death. b, Immunoblot analysis of SII-HA-PGAMS or SII-HA-control (ctrl) precipitates (top) and input lysates (bottom). €, Resazurin-conversion assay (as
in Fig. 1c) of Hela cells transfected with control siRNA (siScr) or siRNA targeting PGAMS or AIFM1 (key), followed by 21h of mock treatment or treatment
with H,0, or tert-butylhydroquinone (tBHQ) (horizontal axis). Each symbol (c) represents an individual sample. *P < 0.001 (two-way ANOVA). Data are
representative of four independent affinity purifications per bait (a) or are from one experiment representative of eight experiments (b) or one experiment
representative of four experiments (¢; mean +s.d. of three technical replicates).

ROS in mouse airway cells in vivo and led to severe inflammation,
as indicated by an increased abundance of proteins, lymphocytes
and cytokines in bronchoalveolar lavage fluid (BALF) of ozone-
treated mice™ (Fig. 1a and Supplementary Fig. 1a,b). In this in vivo
model, the ozone-driven inflammation in mice that lacked key com-
ponents of the inflammasome pathway such as NLRP3 (Nlrp3"),
caspase-1 and caspase-11 (Caspl”-Caspl17-) or the adaptor ASC
(Asc’") was not significantly different from that of wild-type
mice (Fig. 1a). Furthermore, caspase-3 and caspase-7, which are
required for apoptosis, are not activated after a single exposure to
ozone’ ", Thus, in this experimental model, it was not clear which
pathways were involved in ozone-mediated injury, inflammation
or cell death.

Caspase-independent and kinase RIPK3-independent ROS-
induced cell death. To investigate the pathways involved in ROS-
mediated cell death in greater detail, we studied cell survival in
response to the ROS inducer hydrogen peroxide (H,0,). Mouse
embryonic fibroblasts (MEFs) exposed to H,O, showed lower
viability than that of untreated MEFs (Fig. 1b). Induction of cell
death was not changed by pre-treatment with the caspase inhibitor
Z-VAD or the necroptosis inhibitor Nec-7 (Fig. 1b). Furthermore,
we assessed the morphology of MEFs by electron microscopy
after exposure of the cells to H,O,. After treatment with H,0,,
cells showed apoptotic membrane blebbing, which was also pres-
ent in Z-VAD-treated cells exposed to H,0O, (Supplementary
Fig. 1¢). To confirm those data in different cell lines, we assessed
the sensitivity of HeLa human cervical cancer cells and Jurkat
human T lymphocytes to H,0,. As expected, treatment with H,0,
induced cell death, as measured by a resazurin-reduction assay,
an ATP-abundance assay, a tetrazolium dye (MTT) assay and a
lactate dehydrogenase-release assay (Fig. 1¢ and Supplementary
Fig. 1d-f). Z-VAD was not able to restore cell viability (Fig. 1c
and Supplementary Fig. 1f), despite successful inhibition of the
cleavage of caspase-8 (Fig. 1d); this suggested a caspase-inde-
pendent process. HeLa cells are naturally deficient in the kinase
RIPK3 (Fig. l¢), a central component of the necroptosis pathway.
Moreover, in line with published data”, pretreatment of cells with
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Nec-7 or a combination of Nec-7 plus Z-VAD did not rescue the
cells from H,0,-induced death (Fig. 1¢). The ferroptosis inhibitor
ferrostatin-1 also did not rescue cells from H,O,-triggered death
(Fig. 1¢ and Supplementary Fig. 1h,i). Furthermore, the concen-
trations of H,0, used did not lead to the accumulation of LC3-A,
an indicator of autophagic cell death (Supplementary Fig. 1g), nor
did the chemical inhibition of inflammasomes by CRID3 produce
an effect (Fig. 1f). Combining inhibitors of apoptosis, necroptosis
and ferroptosis did not influence H,0,-induced toxicity (Fig. 1g).
Collectively, our data suggested that H,0,-induced cell death could
be mediated by a pathway independent of caspases, ferroptosis,
pyroptosis, autophagy or necroptosis.

KEAP1 is required for H,0,-induced cell death. A protein that
directly links sensing of ROS to cell death has not been identified
thus far. However, a well-studied sensor of ROS is KEAP1. KEAP1
contains carboxy-terminal cysteine residues that are oxidized
by ROS and mediate a conformational change in the protein that
results in the release of NRF2 for regulation of the expression of
genes encoding cytoprotective molecules, to counterbalance oxida-
tive stress”. We aimed to establish cellular systems with differen-
tial sensitivity to ROS; therefore, we depleted HeLa cells of KEAP1
and NRF2 and assessed their survival after treatment with H,0,.
As expected, cellular depletion of KEAPI led to upregulation of
genes encoding cytoprotective molecules relative to their expres-
sion in control cells without such depletion (Supplementary Fig. 1j),
and it significantly decreased cell death after treatment with H,O,
(Fig. 1h). Depleting cells of both KEAP1 and NRF2, which we
expected would increase sensitivity to H,0,, also rescued cells from
H,0,-induced death (Fig. 1h), despite no detectable upregulation of
genes encoding cytoprotective molecules (Supplementary Fig. 1j).
Moreover, expression of NRF2-dependent genes was increased by
low concentrations of H,0,, while toxic concentrations of H,0, did
not increase gene expression (Fig. 1i). Collectively, we concluded
that the transcriptional activity NRF2 was dispensable for cytopro-
tection after depletion of KEAP1, which suggested that KEAP1 is a
concentration-dependent ROS sensor with an active role in a ROS-
dependent cell-death pathway.
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inhibitors (PhosInh). ¢, Immunoblot analysis of HEK293R1 (parental) cells transfected to express AIFM1-SII-HA wild-type or mutant proteins (above
lanes), assessing the co-precipitation of those proteins with PGAMS before (Input; bottom) and after (top) affinity purification with Sli-beads. d, Sequence
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gel of purified recombinant wild-type PGAMS (WT) or PGAMS5(F244D) (above lanes). g, Immunoblot analysis of AIFM1 phosphorylated at Ser116 and
phosphorylated p38 (pp38) (right margin) on nitrocellulose membranes onto which lysates of HelLa cells were blotted and then incubated for 30 min at
30 °C with 11pug of recombinant wild-type PGAMS5 or PGAM5(F244D) (above blots) or not (far left lane) in the presence (+) or absence (-) of sodium
orthovanadate (Van) or sodium fluoride (NaF) (above lanes). h,i, Microscopy (h) and luminescent cell-viability assay (i) of HEK293 cells in which AIFM1
was knocked out, assessed 12 h after mock infection or infection with lentivirus encoding AIFM1(S116A) or AIFM1(S116D); results (i) are presented

as relative light units (RLU). Each symbol (i) represents an individual sample. Data are representative of eight experiments (a) or four independent
experiments (i; mean + s.d. of six technical replicates in each) or are from one experiment representative of three (b,e f), four () or five (h) experiments

with similar results or one experiment representative of three experiments (g).

KEAPI1 utilizes PGAMS5 to mediate ROS-induced cell death. We
next sought to identify potential interaction partners of KEAP1 that
could convey signals that lead to cell death. Using affinity purifi-
cation followed by tandem mass spectrometry (AP-LC-MS/MS),
we identified 32 proteins for which KEAP1 purifications showed
significant enrichment, relative to the abundance of an unrelated
control protein (Fig. 2a and Supplementary Table 1). These 32
proteins included 14 known binding partners of KEAP1, includ-
ing NRF2 (Fig. 2a). Only one protein identified had been previ-
ously associated with cell-death pathways: the phosphatase PGAM5
(Fig. 2a). PGAMS5 is a convergence point of multiple cell-death
pathways and has been shown to be involved in ROS-induced cell
death”. PGAMS5 bears an amino-terminal mitochondrial localiza-
tion signal and transmembrane domain. Furthermore, PGAMS5
interacts with KEAP1 and tethers it to the mitochondrial mem-
brane’’. We confirmed the association of KEAP1 with PGAMS5 by
co-immunoprecipitation of KEAP1 (tagged with streptavidin II
and hemagglutinin (SII-HA)) with endogenous PGAMS5 (Fig. 2b),
as well as by co-immunoprecipitation of SII-HA-tagged PGAM5
with endogenous KEAP1 (Fig. 2¢), and confirmed that amino acids
69-89 of PGAMS5 were critical for its interaction with KEAP1"
(Supplementary Fig. 2a). KEAPI releases NRF2 after exposure to
ROS and thereby allows accumulation of NRF2. This prompted us

to investigate whether the interaction between KEAP1 and PGAMS5
was similarly regulated by ROS. Indeed, binding of PGAMS5 to
KEAP1 was reduced in the presence of 0.5mM H,0,, while non-
toxic amounts of H,0,, which regulated NRF2-dependent gene
expression (Fig. 1h,i), did not affect the interaction between KEAP1
and PGAMS5 (Fig. 2¢). KEAP1 and PGAMS localized together with
the mitochondrial marker COX IV under steady-state conditions*
(Supplementary Fig. 2b). In the presence of 0.5mM H,0,, only
KEAPI1, not PGAMS, lost its localization together with COX IV
(Supplementary Fig. 2b), which further supported the proposal of a
ROS-sensitive interaction between KEAP1 and PGAMS.

To determine functionally whether PGAMS5 is involved in
ROS-mediated cell death, we used small interfering RNA (siRNA)-
mediated knockdown of PGAMS5 and assessed the cells by a flow
cytometry-based cell-survival assay after treatment with H,0,. In
HeLa cells transfected with control (non-targeting) siRNA, treat-
ment with H,0, led to the death of 33% and 67% cells after 15h
and 20h, respectively (Fig. 2d). Depleting cells of PGAMS5 rescued
the majority of cells from death; only 10% and 13% of the cells
showed signs death at 15h and 20h, respectively, after treatment
with H,0, (Fig. 2d). Similarly, reduction enzyme activity was sub-
stantially decreased (< 10%) in cells transfected with control siRNA
and treated with H,0,, while cells lacking PGAM5 showed more
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Fig. 5 | Pgam57/- mice show severe i inresp to ozone exp

. a, Quantification of proteins (left) and myeloperoxidase (MPO) (right)

in BALF of Pgam5- and wild-type (WT) mice (n=5 per genotype) treated for 1h with air or ozone (1 ppm) (horizontal axis), assessed after 4 h of recovery.
b, Total cells (left) and neutrophils (right) in BALF of mice as in a. ¢, Luminex analysis of cytokines in BALF of mice as in a. Each symbol represents an
individual mouse; small horizontal lines indicate the mean (+s.e.m.). *P<0.05, **P<0.05 and ***P < 0.0001 (one-way ANOVA and Bonferroni post t-test).
Data are from one experiment representative of two experiments with similar results.

than 73% activity (Fig. 2¢ and Supplementary Fig. 2¢,d). Depleting
cells of both PGAMS5 and NRF2 also rescued them from H,0,-
induced death (Fig. 2¢). While depleting cells of PGAMS5 rescued
them from H,0,-induced death, it did not affect the induction of
apoptosis by staurosporin or the induction of necroptosis by Z-VAD
plus TNF and mildly affected ferroptosis induced by the tyrosine
kinase inhibitor sorafenib and autophagic cell death triggered by
the electron-transport-chain accelerator CCCP (Fig. 2f). Inhibition
of caspases in cells depleted of PGAMS5 did not further increase
cell viability (Supplementary Fig. 2e), which further excluded the
possibility of apoptosis in this experimental setting. These data col-
lectively suggested that depleting HeLa cells of PGAMS5 did not pro-
duce a general effect but was specific for H,0,-induced cell death.
We reproduced these data in a genetically ‘clean’ system; Pgam5*'*
and Pgam5*~ MEFs (Supplementary Fig. 2f) treated with H,O,
showed severe signs of cytotoxicity (Fig. 2g). Morphologically, these
cells showed membrane blebbing (Fig. 2h), a classic indicator of
apoptotic cell death. However, Pgam5”~ MEFs tolerated treatment
with a high dose of H,0, (Fig. 2g) and were morphologically simi-
lar to untreated MEFs (Fig. 2h). Sorafenib decreased the viability
of Pgam5*~ MEFs and Pgam5~~ MEFs similarly (Supplementary
Fig. 2g). We concluded that PGAMS5 was specifically involved in
an H,0,-induced signaling cascade unrelated to other known cell-
death pathways.

PGAMS5-dependent cell-death induction utilizes AIFM1. PGAMS5
has been proposed to be of central importance to the transmission
of cell-death signals”, but its molecular partners are not known.
AP-LC-MS/MS with PGAMS as bait identified eight interacting pro-

teins with high confidence (Fig. 3a and Supplementary Table 2). As
expected, PGAMS5 associated with KEAP1 (Fig. 3a). Furthermore,
PGAMS precipitated together with proteins of the TIM complex
(TIMM50, TIMM8A and TIMM13), which facilitates the transport
of proteins to the inner mitochondrial membrane*’. Among the pro-
teins identified as interacting with PGAMS, only HAX1 (‘HCLSI-
associated protein X-1’) and AIFM1 have been previously associated
with cell-death pathways (Fig. 3a). Notably, AIFM1 has previously
been linked to caspase-independent cell death”’. We confirmed the
PGAMS5-AIFMI interaction by co-precipitation followed by immu-
noblot analysis (Fig. 3b). Studies of AIFM1 mutants lacking vari-
ous domains indicated that ATFM1 bound to PGAMS5 through its
amino-terminal domains (amino acids 2-103), which include the
mitochondrial localization signal and the transmembrane domain,
while carboxy-terminal sequences (amino acids 480-613) were not
involved in its binding to PGAMS5 (Supplementary Fig. 3a).To inves-
tigate whether AIFM1 serves as a downstream target of PGAMS5, we
depleted HeLa cells of AIFM1 or PGAMS5 and monitored their sur-
vival after stimulation with H,O, or the mitochondrial ROS inducer
tBHQ. As expected, cells treated with the control siRNA were
highly sensitive to treatment with H,0, and tBHQ (Fig. 3¢ and
Supplementary Fig. 3b). Notably, HeLa cells and SKN-BE2 human
neuroblastoma cells depleted of AIFM1 or PGAMS5 exhibited sur-
vival rates superior to those of control cells after treatment with H,0,
and tBHQ (Fig. 3¢ and Supplementary Fig. 3b, ¢). Combined deple-
tion of KEAP1, PGAMS5 and AIFM1 did not significantly increase
viability in response to treatment with H,0,, relative to the viabil-
ity of cells depleted of only one of these molecules (Supplementary
Fig. 3d), which suggested that all three proteins were operating in
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the same pathway. AIFM1 has been described to be central for the
oxidoreductase pathway”. However, the mitochondrial respiration
of HeLa cells left untreated or treated with various doses of H,O,
was indistinguishable (Supplementary Fig. 3e), which suggested that
death-inducing amounts of intracellular ROS were independent of
the oxidoreductase function of AIFM1.

PGAMS5 dephosphorylates AIFM1 Ser116. We next investigated
the functional interaction between PGAMS5 and AIFM1. Notably,
the binding of AIFM1 to PGAMS5 was reduced when cells were
treated with H,0, (Fig. 4a). The binding was restored by the ROS
scavenger N-acetylcysteine (Fig. 4a), which suggested that ROS can
modulate the interaction between PGAMS5 and AIFM1. PGAMS is
reported to have serine-threonine-phosphatase activity”, and sev-
eral studies have shown that processed substrates often lose interac-
tion with their modifying enzymes''. Notably, binding of PGAMS5 to
AIFM1 was also diminished in the absence of phosphatase inhibi-
tors (Fig. 4b). We replaced residues known to be phosphorylated
in the amino-terminal region of AIFM1 (as identified online at
https://www.phosphosite.org) with alanine and assessed their abil-
ity to precipitate together with endogenous PGAMS5. Replacement
of the serine at position 116 of AIFM1 with alanine (S116A)
impaired the binding of AIFM1 to PGAMS, whereas replacement of
other residues did not affect the association with PGAMS5 (Fig. 4c).
Sequence-alignment analysis revealed notable conservation of
AIFM1 Ser116 and surrounding amino acid residues among mam-
mals (Fig. 4d and Supplementary Fig. 4a). Of particular interest in
this region were two glutamic acid residues (which contribute nega-
tive charges) located three and five amino acids carboxy-terminally
of Ser116 (Fig. 4d and Supplementary Fig. 4a). Such contribution of
negative charges has been reported to support the binding of sub-
strates to the positively charged phosphatase active site of PGAM5*
(Supplementary Fig. 4c). A ‘custom-raised’ antibody to AIFM1
phosphorylated at Ser116 indicated that Ser116 was phosphorylated
under steady-state conditions (Fig. 4e and Supplementary Fig. 4b).
Strikingly, treatment of cells with H,0O, led to dephosphorylation of
phosphorylated Ser116 (Fig. 4¢).

We generated recombinant PGAMS5 and a phosphatase-inac-
tive PGAM5 mutant unable to form dimers (PGAMS5(F244D))
(Fig. 4f and Supplementary Fig. 4d-f,h) in order to assess the phos-
phatase activity of PGAM5. PGAMS5 lacking amino acids 2-28
(PGAM5A2-28) wasableto release phosphates from phosphorylated
serine residues but not from pseudo-substrate peptides with phos-
phorylated threonine residues, while PGAM5A2-28(F244D) was
inactive in this context (Supplementary Fig. 4i). Dephosphorylation
of the pseudo-substrates was inhibited by the phosphatase inhibi-
tor sodium orthovanadate (Supplementary Fig. 4i). We proceeded
using membrane-bound lysates of HeLa cells as a substrate for
recombinant PGAMS5. Treatment of the membranes with recom-
binant proteins, followed by staining for phosphorylated AIFM1,
showed that incubation with PGAM5A2-28 led to dephosphoryla-
tion of AIFM1 phosphorylated at Ser116 (Fig. 4g). This process was
inhibited by sodium orthovanadate and sodium fluoride (Fig. 4g).
The mutant protein PGAM5A2-28(F244D) did not dephosphory-
late AIFM1 phosphorylated at Ser116 (Fig. 4g). The effect of recom-
binant PGAMS5 was specific for AIFM1 phosphorylated at Ser116,
since the kinase p38 was not dephosphorylated in this assay.

To assess the consequences of the dephosphorylation of AIFM1
Ser116 on cell survival, we reconstituted HEK293 human embryonic
kidney cells in which ATIFM1 was knocked out via CRISPR-Cas9
with expression plasmids for AIFM1, the mutant AIFM1(S116A)
that cannot be phosphorylated or the mutant AIFM1(S116D) that
mimics phosphorylation and monitored their survival. Expression
of AIFM1(S116A) was sufficient to induce cell death, as indicated
by rounding up of the cells and reduced levels of intracellular ATP,
but expression of AIFM1(S116D) was not (Fig. 4h,i).

ARTICLES

The data reported above showed that AIFM1 phosphorylated
at Ser116 was dephosphorylated during oxidative stress and that
PGAMS5 was able to mediate this dephosphorylation. Furthermore,
they highlighted the dephosphorylation of AIFMI1 Serl16 as a
hallmark of this cell-death pathway. We call this ‘oxeiptosis, as it
involves a cell-death pathway (‘-ptosis’) that can be triggered by oxi-
dative stress.

Pgam5~'- mice show severe infl ion in r to ozone
treatment. In order to gain information about the role of PGAMS5
in vivo, we assessed the response of Pgam5*'* mice (as a control)
and Pgam5~~ mice to the ROS inducer ozone. We exposed Pgam5*'*
and Pgam5~~ mice to ozone and assessed inflammation parameters
4h and 24h later. Treatment with ozone led to a greater abundance
of protein in the BALF of Pgam5”~ mice than in that of Pgam5**
mice (Fig. 5a and Supplementary Fig. 5a). Specifically, we noted sig-
nificantly more myeloperoxidase, an inflammation-specific marker
generated by myeloid cells, in the BALF of Pgam5”'~ mice than
in that of Pgam5** mice (Fig. 5a). Ant increase in inflammation
was confirmed by the greater total number of cells in the BALF of
ozone-treated Pgam5-'~ mice than in that of their Pgam5*/* counter-
parts, most strikingly a significantly greater number of neutrophils
in Pgam5°'- mice than in Pgam5** mice (Fig. 5b and Supplementary
Fig. 5b). The BALF of ozone-treated Pgam5~'~ mice had significantly
higher concentrations of the cytokine IL-6 and the chemokines
CXCL1, CXCL2 and CCL2 than did that of their Pgam5*'* counter-
parts (Fig. 5¢). Collectively, these data indicated that PGAMS defi-
ciency in mice led to increased inflammation after exposure to an
inducer of ROS. This suggested that PGAMS5 is needed to dampen
inflammatory responses and that the absence of PGAMS5 in vivo
leads to compensatory inflammatory responses.

Oxeiptosis is targeted by viral open reading frames. Viral infec-
tion commonly triggers the generation of intracellular ROS'*, which
can lead to cell death. As a countermeasure, many viruses regulate
cell-death pathways in order to optimize their own replication and
spread. Mining an AP-MS data set that identified cellular binding
partners of regulators in the innate immune system" for molecules
that interact with KEAP1, PGAMS5 or AIFM1 revealed four pro-
teins from distantly related viruses that interacted with any of these
three proteins (Fig. 6a). VP24 of Marburg virus bound KEAP1"*;
VAC of measles virus and K3 of KSHV associated with PGAMS5
(Supplementary Fig. 6a-d and Supplementary Table 3); and the
non-structural protein NSs of La Crosse virus bound AIFM1
(Supplementary Fig. 6e,f). In additional interaction studies of the
non-structural protein NS2 of respiratory syncytial virus, we iden-
tified the PGAMS5-interaction site (amino acids 2-55) of AIFM1
as a cellular target (Supplementary Fig. 6g-i and Supplementary
Table 4). We proceeded to functionally assess the interaction of
K3 (KSHV) and PGAMS. The binding of PGAMS5 to K3 required
amino acids 29-69 of PGAMS5 (Supplementary Fig. 6d), a region
that has previously been identified as being important for full
PGAMS functionality™. Precipitates of SII-HA-PGAMS5 from cells
co-expressing K3 showed diminished phosphatase activity (Fig. 6b),
which confirmed the functional interaction between PGAMS5 and
K3. Collectively, these data indicated that distantly related viruses
shared an ability to bind KEAP1, PGAMS5 or AIFM1, suggestive of
evolutionary pressure to target this pathway.

PGAMS regulates virus-induced inflammation in vivo. We used
infection with influenza A virus (FluAV) as model to assess the
involvement of oxeiptosis in viral infection. HeLa cells infected
with FluAV strain SC35M showed accumulation of intracellular
ROS (Fig. 6¢) and expression of genes encoding cytoprotective mol-
ecules (Supplementary Fig. 6j). Furthermore, infection with FluAV
led to less phosphorylation of AIFM1 at Ser116 than that of unin-
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fected control cells (Fig. 6d), indicative of the activation of oxeipto-
sis. In line with that, HeLa cells depleted of PGAMS5 (via siRNA)
showed significantly less FluAV-induced cytotoxicity than that of
cells treated with control siRNA (Supplementary Fig. 6k). Similarly,
infection of Pgam5”~ MEFs with FluAV resulted in survival rates
superior to those of FluAV-infected Pgam5*'* or Pgam5*'~ (control)
cells (Fig. 6¢), indicative of a role for PGAMS in virus-induced cell
death in vitro. To assess the function of PGAMS5 in vivo, we infected
Pgam5*'*, Pgam5*"- and Pgam5™'~ mice with 1,500 plaque-forming
units of FluAV. This infection regime caused only 10% mortality in
Pgam5*'* and Pgam5*~ mice (Fig. 6f). In contrast, Pgam5”'~ mice
showed a markedly greater mortality rate, since 78% of these mice
succumbed to infection with FluAV (Fig. 6f). Surprisingly, viral
titers and levels of viral mRNA in the lungs of Pgam5*"~ mice on
days 3 and 5 after infection were indistinguishable from those in
Pgam5~- mice (Fig. 6g and Supplementary Fig. 6l), which sug-
gested that PGAMS5 did not directly affect viral replication and that
the increased susceptibility to infection to FluAV was not due to
an exacerbated viral load. However, in line with the results of the
ozone-exposure experiments (Fig. 5¢), mouse lungs showed sig-
nificantly more I1/6 mRNA in the absence of PGAMS than in its
presence (Supplementary Fig. 6m). Similarly, the BALF of FluAV-
infected Pgam5”~ mice contained more protein (Fig. 6h) and sig-
nificantly more inflammatory cytokines such as IL-6, CXCLI and
CCL2 (Fig. 6i and Supplementary Fig. 6n) than that of FluAV-
infected Pgam5*~ mice. These experiments suggested exacer-
bated inflammatory processes during infection with FluAV in the
absence of PGAMS. Indeed, histological analysis of the lungs of
FluAV-infected mice showed more-severe lung pathology, with sig-
nificantly more destruction of the epithelial layer in the bronchi-
oles and more infiltration of lymphocytes in Pgam5~'~ mice than in
Pgam5*~ mice (Fig. 6j). However, immunohistochemistry analyz-
ing the distribution of FluAV proteins in the lungs of infected mice
showed much deeper infiltration of FIuAV in Pgam5' mice than
in Pgam5*~ mice (Fig. 6k). From these experiments, we concluded
that PGAMS5 was needed to modulate inflammatory responses in
vivo and that lack of PGAMS in the context of infection with FluAV
resulted in acute necrotic intrabronchial and peribronchial inflam-
mation, which allowed deeper infiltration of the virus.

DISCUSSION

Cells have to make critical ‘decisions’ about how to respond to
physiological and pathological insults. Infections, inflammatory
cytokines and other environmental cues can raise ROS levels to
detrimental concentrations that contribute to pathological disease
manifestations'***". However, a dedicated sensor of ROS that is
linked to cell death or mediates inflammatory responses has not
been described thus far. Here we found that the well-described ROS
sensor KEAPI induced a cell-death pathway that signaled through
PGAMS and AIFM1.

Interestingly, KEAP1 bears 27 cysteine residues in its carboxyl
terminus, which can be modified in a stimulus-dependent manner*.
These cysteine residues not only might allow sensing of the pres-
ence or absence of ROS but also might be able to quantify ROS
and induce concentration-specific responses. Such a system might
allow a single protein to integrate quantitative information in order
to regulate diverse cellular signaling pathways and to respond to
environmental needs in an appropriate manner. That model is sup-
ported by the finding of dissociation of KEAP1 and PGAMS5 that
was observed only in the presence of a high concentration of H,0,,
while concentrations that activated KEAP1-dependent activation
of NRF2 did not perturb this interaction. This would probably
explain the dual characteristics of KEAPI1 in regulating NRF2-
dependent protection at low levels of ROS while mediating the
induction of cell death through the release of PGAMS5 at high levels
of oxidative stress.

PGAMS5 has been proposed to function at a convergence point
of multiple caspase-independent cell death pathways”. Notably,
cell-death stimuli reported to signal through PGAMS, such as TNF,
H,0,, t-butyl hydroxide and A23187, have all been shown to gener-
ate intracellular ROS"**, which might explain the ability of PGAM5
to integrate many diverse cell-death signals.

The signaling downstream of PGAMS that results in cell death
remains unknown. By AP-LC-MS/MS analysis, we identified
AIFMI as a binding partner of PGAMS5. AIFM1 resides inside mito-
chondria and thus should be spatially dissociated from PGAMS.
However, KEAP1 is reported to be tethered to the outer membrane
of mitochondria through engagement of PGAMS5". Conversely, the
same mechanism could mediate retention of PGAMS at the outer
mitochondrial membrane in order to spatially dissociate it from its
phosphatase target, AIFMI. Interestingly, PGAMS5 bears a CX9C
motif (two cysteine residues separated by nine irrelevant amino
acids (X9), in the region from Cys229 to Cys239) that can be used by
the Mia40 complex to import proteins into mitochondria”. In line
with the possibility of an activity in mitochondria, PGAMS5 physi-
cally interacts with members of the TIMM complex (TIMMS8 and
TIMM13), which is known to be involved in regulating protein
import into mitochondria®. Release of PGAM5 by KEAP1 during
oxidative stress might be part of an activation process that allows
internalization of PGAMS5 into the mitochondria so it can interact
with its target AIFM1. We identified the highly conserved residue
Ser116 in AIFM1 as a target of the phosphatase activity of PGAMS.
PGAMS dephosphorylated AIFM1 at Ser116 during treatment with
large amounts of H,0, and during the course of viral infection.
Functionally, expression of AIFM1(S116A) was sufficient to induce
death of AIFM1-deficient cells.

On the basis of those data, we propose the existence of a caspase-
independent cell-death pathway, which we have called ‘oxeipto-
sis. This pathway encompasses KEAP1-PGAM5-AIFM1 and is
activated by detrimental levels of ROS. Dephosphorylated AIFM1
Ser116 serves as a marker and is at the same time a key regulator of
the activity of the oxeiptosis pathway.

An increase in oxidative stress has been linked to necroptosis,
apoptosis, ferroptosis, autophagy and pyroptosis****. These pathways
operate in parallel and integrate additional signals. The engagement
of these pathways is also cell type dependent, since some of the indi-
vidual pathways are limited to certain cell types. We propose that
oxeiptosis operates in parallel with other cell-death pathways and
leads to a non-inflammatory, caspase-independent, apoptosis-like
cell-death phenotype. It is operational in a wide range of cells, with
the possible exception of macrophages, since PGAMS5 deficiency
has been reported to be dispensable for ROS-dependent death in
these cells”. In line with the possibility of an apoptosis-like anti-
inflammatory activity for PGAMS5 in vitro, Pgam5”'~ mice showed
increased inflammatory parameters in their BALF after exposure to
ozone or infection with FluAV.

ROS are produced during many disorders, including allergy,
autoimmunity, allograft rejection, cancer and infection with
pathogens, which suggests that oxeiptosis might be activated
in many different pathological situations”. Notably, it has been
shown that treatment of tumors with ROS-inducing agents such
as BZL101 induces cell death in an AIFM1-dependent manner*.
Keapl is often mutated in lung, gallbladder and head-and-neck
cancers, and Keapl expression is silenced by hypermethylation of
its promoter in various cell lines derived from lung and prostate
cancers"’; this could lead to dysfunction of the oxeiptosis path-
way and could thereby promote the survival of transformed cells.
Similarly, evolutionary distinct viruses interfered with KEAPI,
PGAMS and AIFMI. This indicated that modulation of oxeiptosis
is involved in antiviral immunity. Indeed, we identified an impor-
tant role for PGAMS5 during infection with FluAV, and PGAMS5
deficiency in mice led to increased inflammatory responses.
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Methods

Plasmids. Expression constructs were generated by PCR amplification of plasmids
from ImaGenes cDNA Library (MPI core Facility) and a cDNA library obtained
from HeLa cells followed by Gateway cloning (Invitrogen) into the plasmids
pcDNA3-Ren-GW, pTO-SII-HA-GW and pLenti6-V5-GW "', Mutations and
truncations were introduced by PCR. pl.18_3xFlag_NSs (La Crosse virus) and
pl.18_3xFlag_DMx_1xFlag were provided by F. Weber (Giessen). Sequences were
verified by Sanger sequencing.

Cells, reagents and viruses. HeLa S3 cells (CCL-2.2) and Vero E6 cells (CRL-1586)
were purchased from ATCC. THP-1 cells (300356) were purchased from CLS.
Jurkat cells were a gift from Felix Meissner (MPI of Biochemistry, Munich). SKN-
BE2 cells were provided by R. Klein (MPI of Neurobiology, Munich). HEK293
cells were a gift from A. Bowie. HeLa FlpIn cells (a gift from A. Musacchio, MPI of
Cell Biology, Dresden) stably expressing SII-HA-tagged human PGAMS, AIFMI,
KEAPI, K3, K5, NS2 and THYN1 under control of the CMV promoter were
generated by hygromycin selection. Mouse embryonic fibroblasts (MEFs) were
isolated from 13.5-day-old embryos from heterozygous breeding pairs.

Cell lines were maintained in DMEM (PAA Laboratories) or RPMI (PAA
Laboratories) (for THP-1 and Jurkat cells) containing 10% FCS (GE Healthcare)
and antibiotics (100 U/ml pemclllm and lOOugIml streptomycin). Streptavidin-
agarose beads were ob d from Novagen. Hy ide, M2-Flag beads,
Malachite green, N-acetylcysteine, necrostatin-7, resazunn sodium fluoride, tert-
butylhydroquinone (tBHQ) and thiazolyl blue tetrazolium bromide (MTT) were
from Sigma, Necrosulfomamide was from Merck, Polyethylenimine linear MW
25.000 was from Polysciences, and orthovanadate was from Alfa Aesar. The pan-
caspase inhibitor Z-VAD-FMK was from R&D Systems. Primary antibodies used
in this study were directed against the following molecules: PGAMS5 (HPA036978)
(Sigma); renilla-tag (MAB4410) (Millipore); AIFM1 (5318), caspase-8 (9746),
KEAP1 (8047), MLKL (14993), NRF2 (12721), phosphorylated p38 (4511), RIPK3
(13526) and COX IV (11967) (all from Cell Signaling); and AIFM1 phosphorylated
at Ser116 (AP5501) (ECM Bioscience). Antibody to FluAV NSI was a gift from G.
Kochs (Freiburg). Antibodies to actin (sc-47778) (Santa Cruz), His-tag (sc-8036)
(Santa Cruz), Flag-M2-tag (A8592) (Sigma) and HA-tag (H6533) (Sigma), and
secondary antibodies detecting mouse IgG (Dako P0447) or rabbit IgG (Dako
P0448) (Jackson I R h, Dako) were h dish idase (HRP)
coupled. CM-H,DCFDA and 4,6-diamidino-2-phenylindole (DAPI) were
purchased from Invitrogen. Secondary antibodies for immunofluorescense
analyses were FITC-coupled goat anti-rabbit (BD 554020), Alexa488-coupled
goat anti-mouse (Invitrogen A32723) and Alexa594-coupled goat anti-rabbit
(Invitrogen A-11012). The Apoptosis/Necrosis assay Detection Kit was purchased
from Abcam. The CellTiter-Glo assay kit and CytoTox 96 Non-Radioactive
Cytotoxicity Assay (lactate dehydrogenase assay) were purchased from Promega.
Recombinant influenza virus (strain SC35M wild-type) was described previously™.
Reagents for electron microscopy were the following: sodium cacodylate 0.2M
(Electron Microscopy Sciences, cat.#11653), 2% osmium tetroxide (Electron
Microscopy Sciences, cat.#19152) and Low Viscosity Embedding Media Spurr’s Kit
(Electron Microscopy Sciences, cat.# E14300).

Cloning and exp of bi and phosph assay.
Amino-terminal His-tagged PGAM5 (leCZS -Bsad- PGAMS(AZ 28)) (PDB
accession code 3MXO) was provided by A. Chaikuad and S. Knapp (University
of Oxford). For solubility reasons, the recombi protein carried a deletion of
amino acids 2-28. The substitution F244D was introduced into PGAMS5 by site-
directed mutagenesis. Sequences of all cloning primers are available on request.
Expression of recombinant proteins was induced overnight at 18 °C in Escherichia
coli strain Rosetta(DE3) using 0.5mM IPTG (Thermo). Cells were lysed in lysis
buffer (50 mM Tris-HCI, pH 8.5, 500mM NaCl, 10% glycerol, 40 mM imidazole,
I mM DTT and protease inhibitor cocktail (EDTA-free, cOmplete; Roche)) using
an Emulsiflex-C3 homogenizer, and cleared lysate was used for protein purification
using a HisTrap HP column (GE Healthcare: 17-5247-01) and was further purified
by gel filtration (mobile phase: 30 mM Tris-HCI, pH 8.5, 300mM NaCl, 10%
glycerol and 1 mM DTT). Identity of recombinant PGAM5A2-28 wild-type and
PGAM5A2-28(F244D) was confirmed by mass spectrometry. Far ultraviolet (UV)
circular dichroism (CD) spectra of wild type and a mutant version of PGAM5
were recorded on a Jasco J-810 CD-Photometer at room temperature in 20 mM
sodium phosphate buffer, pH 7.4,and 50mM NaF. For each sample and the buffer
(baseline), four scans were recorded and averaged. The averaged baseline spectrum
was subtracted from the averaged sample spectra and the resulting spectra were
smoothed using an FFT filter (as part of the package). M were
made only down to wavelengths where the instrument dynode voltage indicated
the detector was still in its linear range (190 nm). Spectra are shown as the mean
residue elipticity. Secondary structure compositions were estimated using the
CONTINLL program™.

To determine phosphatase activity in vitro of affinity purified proteins,
beads with bound proteins were resuspended in ddH,0 and were incubated
in phosphatase buffer (50 mM imidazole, pH 7.2, 0.2mM EGTA, 0.02%
B-mercaptoethanol and 0.1 mg/ml BSA) and 50 uM phosphorylated peptide
(peptide sequences: RRA(pT)VA and AAL(pS)ASE) for 20 min at 30 °C. The
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reaction was stopped by addition of Malachite Green Reagenl as described
before"’. After 15min of incubation at room temp b at 630nm
was measured using an Infinite 200 PRO series micro plate reader (Tecan). To
determine phosphatase activity in silico, recombinant proteins were used incubated
in phosphatase buffer as described above. To detect dephosphorylation of AIFM1,
HeLa cell lysate was separated by SDS-PAGE and transferred onto a nitrocellulose

b The b were incubated with rec i PGAM5A2-28
wild-type and PGAMS5A2-28(F244D) in phosphatase buffer for 60 min at 30 °C,
washed, blocked and stained with primary antibodies.

Cell-viability assays, flow cytometry and immunofluorescence. To test cell
viability, we used three different assays. We measured ATP levels by CellTiter-
Glo assay according to the manufacturer’s protocol. We measured the activity of
released lactate dehyd by a lactate dehydrog assay according to the
manufacturer’s protocol. We d succinate dehydrog mitochondrial
activity by an MTT assay. In brief, 0.5 mg/ml MTT was added to the cells and
incubated for 3h at 37 °C; the reaction was stopped by aspiration of the medium
and solving the crystals in 1:1 mix of DMSO/ethanol for 15 min shaking at room
temperature, followed by measurement of absorbance (570 nm) using an Infinite
200 PRO series micro plate reader (Tecan). We measured general enzyme-
reduction activity by a resazurin-based cell-viability assay. 50 pg/ml resazurin was
added to each well of a 96-well plate and incubated for 30 min at 37 °C, followed by
measurement of fluorescence (535/590 nm) using an Infinite 200 PRO series micro
plate reader (Tecan). Flow-cytometry-based cell-death assays were performed
using the apoptosis-necrosis assay according to the manufacturer’s instructions.

To measure intracellular ROS, cells were incubated for 30 min with 1 yM CM-
H,DCFDA in the dark and were fixed using 4% paraformaldehyde. Flow cytometry
analyses were done using a FACSCalibur (BD) or MACSQuant analyzer (Miltenyi).
For immunofluorescence, HeLa cells were grown on coverslips and fixed with 4%
(w/v) paraformaldehyde for 15 min, per bilized with 0.1% (v/v) Triton X-100
for 5min and washed three times with blocking buffer (1 PBS containing 0.1%
FCS (w/v)). Immunofluorescence analysis was performed as described previously’.
Confocal imaging was performed using a LSM780 confocal laser scanning
microscope (ZEISS, Jena, Germany) equipped with a Plan-APO 63x/NA1.46 oil-
immersion objective (ZEISS).

Real-time RT-PCR. RNA was reverse-transcribed with PrimeScript RT

Master Mix (TAKARA) and quantified by real-time RT-PCR using the

QuantiFast SYBR Green RT-PCR Kit (Qiagen) and a CFX96 Touch Real-

Time PCR Detection System (BioRad). Each cycle consisted of 10s at 95

°C and 30s at 60 °C, followed by melting-curve analysis. Primer sequences

were as follows: huGAPDH (5'-GATTCCACCCATGGCAAATTC-3’

and 5'-AGCATCGCCCCACTTGATT-3"), hTBP
(5"-GTTCTGAATAGGCTGTGGGG-3" and
5'-ACAACAGCCTGCCACCTTAC-3'), KEAP1
(5’-GCTGATGAGGGTCACCAGTT-3" and
5'-CCAACTTCGCTGAGCAGATT-3'), NRF2 (5"~
GCTCATACTCTTTCCGTCGC-3" and 5'- ATCATGATGGACTTGGAGCTG-3'),
NQOI1 (5'-GCATAGAGGTCCGACTCCAC-3" and
5'-GGACTGCACCAGAGCCAT-3'), TXN (5'-AATGTTGGCATGCATTTGAC-3"
and 5-CCTTGCAAAATGATCAAGCC-3'), mIL6
(5’-TAGTCCTTCCTACCCCAATTTCC-3" and
5-TTGGTCCTTAGCCACTCCTTC-3’) and

NSI (5'-GACCAGGCGATCATGGATAA-3’ and
5-TGCTTCTCCAAGCGAATCTC-3').

Affinity purification and LC-MS/MS, bioi ics analysis.
For affinity purification, cell lysates were prepared by lysing cells for 5min on ice
in TAP lysis buffer (50 mM Tris, pH 7.5, 100 mM NaCl, 5% (v/v) glycerol, 0.2%
(v/v) Nonidet-P40, 1.5mM MgCl, and protease inhibitor cocktail (EDTA-free,
cOmplete; Roche)) or Cell Signaling IP buffer (20mM TrisHCI, pH 7.5, 150mM
NaCl, I mM Na,EDTA, 1 mM EGTA, 1% Triton and protease inhibitor cocktail
(EDTA-free, cOmplete; Roche)). Where indicated, phosphatase inhibitor cocktail
(PhosSTOP; Roche) or sodium fluoride (NaF) and sodium orthovanatade were
added. For affinity purification with HA-SII-tagged proteins, streptavidin affinity
resin was incubated with cell lysate in either TAP lysis buffer or Cell Signaling IP
buffer for 60 min at 4 °C on a rotary wheel. For affinity purification with Flag-M2-
tagged proteins, Flag-M2 affinity resin was incubated with cell lysate and processed
as above. Beads were washed four times with TAP lysis buffer, followed by two
times with TAP wash buffer (lacking 0.2% (v/v) Nonidet-P40) or five times with
Cell Signaling IP buffer, boiled in 2x Cell Signaling SDS buffer for 5min at 95 °C
and subjected to SDS-PAGE and immunoblot analysis. For LUMIER experiments,
cell lysates (1:10 diluted in TAP wash buffer) or beads were resuspended in TAP
wash buffer and transferred in 4 x 20 pl aliquots to white well plate (Nunc) and
mixed with 2x Renilla reagent (100 mM K,PO,, 500mM NaCl, I mM EDTA,
25mM thiourea and 30 uM coel ine), and | ence was d using
an Infinite 200 PRO series micro plate reader (Tecan).

To detect and quantify proteins bound to HA-SII-tagged bait proteins by
affinity purification and mass spectrometry, samples were prepared as described

© 2018 Nature America Inc., part of Springer Nature. All rights reserved

929



100

TICLE

above. After the final four washes in TAP lysis buffer, samples were in addition
washed four times with TAP wash buffer to remove residual detergent. Four

independent affinity purifications were performed for each bait. Sample
preparations and LC-MS/MS analysis was performed as described previ

Cytopsin (Thermo Scientific, Waltham, USA) followed by Diff-Quick coloration
(Merz & Dade A.G., Dudingen, Switzerland). Differential cell counts were
performed with at least 400 cells. For FluAV-infection experiments, mice were

In brief, samples were sequentially digested with LysC (Wako Chemicals USA)
and Trypsin (Pmmega), acidified with 0.1% TFA, desalted with C18 stage tips and
lyzed by liquid ct coupled to mass spectrometry on an Orbitrap
XL platform (Thermo Flshtr Scientific).
For analysis of interaction p ics data, mass sp y raw files were
processed with MaxQuant version 1.3.0.5 or 1.4.0.6™ using the built-in And

d

hetized with } (100 pg per gram body weight) and xylazine (5 pg per
gram body weight) before infection by the intranasal route with 1.5x 10’ plaque-
forming units of SC35M per animal in a 40 pl volume. Mice were monitored for
weight for 14 d and were euthanized when they lost > 25% of their initial
body weight.

of infe cell death and inflammatory parameters in vivo.

engine to search against human proteome (UniprotKB, release 2012_06) ¢
forward and reverse sequences. In MaxQuant, the label-free quantitation (LFQ)
algorithm™ and Match Between Runs option were used as described previously™'.
Only proteins identified on the basis of at least two peptides and a minimum of
three quantitation events in at least one experimental group were considered. LFQ
protein intensity values were log-transformed, and missing values were filled by
imputation. Specific enrichment was determined by multiple equal variance t-tests
with permutanon -based false-discovery rate (FDR) statistics, performing 250

per FDR thresholds and S, p were empirically set to separate
background from specifically ennched proteins. Data was analyzed using Perseus
version 1.5.2.11. Results were plotted using R (www.R-project.org). Sequence logo
was generated using WebLogo™.

Mitochondrial respiration. HeLa cells were mock treated or treated with 0.1 mM
or 0.5mM H,0, for 5h. After 5h, medium was changed to SeaHorse Assay
medium (DMEM D5030 with 10mM pyruvate and 2mM glutamine) without
H,0, treatment. After 1h, read out in a SeaHorse Analyzer was performed with
injections of 1.5uM OliogA (ATP coupler) after 24 min, 1 pM CCCP (carbonyl
cyanide m-chlorophenyl hydrazone; electron-transport-chain accelerator) after
45min and 4 pM antimycin A and 2 pM rotenone (mitochondrial inhibitors) after
69 min. Results were normalized by total DNA using CyQuant.

Electron microscopy. MEFs were treated as indicated, than were washed once and
fixed with glutaraldehyde. Fixed cells were washed with 0.2 M sodium cacodylate,
osmicated with 1% OSO, for 40 min, washed twice and subsequently dehydrated

in ethanol and infiltrated with Low Viscosity Embedding Media Spurr’s Kit
(Electron Microscopy Sciences, cat.# E14300) according to the manual. After
polymerization (overnight at 70-80 °C), ultrathin serial sections (thickness, 60 nm)
were counterstained with 0.5% uranyl acetate and 3% lead citrate. Images were
acquired with JEOL JEM-1230 transmission electron microscope (magnification
5000-30000x), with 80kV, Gatan Orius SC1000 digital Camera and software Gatan
DigitalMicrograph™.

In vivo experiments. Heterozygous PgamS5-deficient mice (Pgam5*”) on the
C57BL/6 N background were obtained from the European Mouse Mutant
Archive (EMMA). Mice were bred at the MPI of Biochemistry animal facility
under license number 55.2-54-2532.116.2015. Primer sequences for genotyping
were as follows: L3f_6764 5-AGGCTGGATCACTATAAGGC-3’ and L3r_6765
5'-CTGGAGACATTGTGACCATC-3". Asc” mice (C57BL/6]), Nirp3”~ mice
(C57BL/6]), Caspl”-Caspl11-~ mice (SV129 background) or wild-type mice
(C57BL/6]) were housed and bred in the animal facility at Transgenose Institute
(TAAM-CNRS, Orléans, France, UPS 44 under agreement D-45-234-6, 2014)
under SPF conditions in a ontrolled with free access
to food and water. All animal expenmen(s have been performed according to
animal welfare regulations and have been approved by the responsible authorities
(University Freiburg, Germany, G-12/46, CNRS Orleans, France, CLE CCO
2012-047). For ozone-treatment experiments, mice were exposed to ozone (1
ppm) for 1h in a Plexiglas chamber (EMB 104, EMMS). An ozonisator (Ozoniser
$ 500 mg, Sander) was used to generate ozone, and ozone levels were controlled
by an ozone sensor (ATI 2-wire transmitter, Analytical Technology) Mlce were
euthanatized 4 h or 24 h after ozone exp by prog 0, i

BALF was collected, and cardiac perfusion was performed with ISOTON II (Acid
free balanced electrolyte solution Beckman Coulter, Krefeld, Germany) before
removal of lungs for further analysis. BALF was isolated by four consecutive
saline lavages (500 ul per lavage; 0.9% NaCl) via a cannula introduced into the
trachea. After centrifugation (2,000 rpm for 10 min at 4 °C), the supernatants
were removed and stored at 20 °C for ELISA, and cell pellets were analyzed by

Mouse myeloperoxidase was assessed by ELISA (R&D Systems, Abingdon, UK),
cytokines were d by Multiplex I (ProcartaPlex, eBioscience)
and total protein levels in BALF were analyzed using the Bio-Rad DC Protein
Assay according to the manufacturer’s instructions.

For histological analyses, the left lobes of the lungs were fixed in 4% buffered
formaldehyde and embedded in paraffin. After tissue sections (3 pm), cuts were
stained with h lin and eosin. Epithelial damage and infl y cell
infiltration were assigned scores for severity of ep | injury and infl i
(0-5)"". Lungs were stained with anti-FluAV antiserum, ApopTag Fluorescein In
situ Apoptosis Detection Kit (Merck) and DAPI.

RNA-mediated knockdown. Duplex siRNAs (Inmol of siRNA per 1x 10° cells)
were transfected using the Neon Transfection System (Invitrogen) according

to the manufacturer’s instructions for HeLa and SKN-BE2 cells. siRNAs were
purchased from Qiagen or Dharmacon or were synthesized by the Core

Facility at the MPI of Biochemistry. siRNA target sequences were as follows:
human PGAMS (#1: 5-CCCGCCCGTGTCTCATTGGAA-3';

#2: 5'-TCCAAGCTGGACCACTACAAA-3";
#3:5'-CTCGGCCGTGGCGGTAGGGAA-3'; #4:
5'-CGCTAGTGACAGCCCAATAT-3'; #5: 5'-GGAGAAACCAATATAGAATT-3'),
human AIFM1 (#1: 5'-GAACATCTTTAACCGAATG-3";

#2: 5'-GCATGAAGATCTCAATGAA-3'; #3: 5'-CAAGGAAGATCATTAAGGA-3';
#4: 5'-GGTAGAAACTGACCACATA-3%; #5: 5'-GATCAAGTCCTTTGTG-3%

#6: 5'-CCTGAGAGGAGGTCGA-3 #7: 5-GGAATTGGCAAACCCAC-3%

#8: 5-GGAGGTCGAATGGGTA-3'), human KEAP1

(#1: 5'-GGACAAACCGCCTTAATTC-3'; #2: 5-CAGCAGAACTGTACCTGTT-3'; #3:
5-GGGCGTGGCTGTCCTCAAT-3'; #4: 5'-CGAATGATCACAGCAATGA-3'),
human NFE2L2 (#1: 5-TAAAGTGGCTGCTGAGAAT-3'; #2:
5-GAGTTACAGTGTCTTAATA-3"; #3: 5'-TGGAGTAAGTCGAGAAGTA-3";

#4: 5'-CACCTTATATCTCGAAGTT-3') and scrambled

(5'- AAGGTAATTGCGCGTGCAACT-3).

Life Sciences Reporting Summary. Further information on experimental design
and reagents is available in the Life Sciences Reporting Summary.

Data availability. The data that support the findings of this study are available
from the corresponding author upon request.
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Supplementary Figure 1
Ozone- and H,02-exp e model: ing of cell-death pathways.

(a-b) C57BL/6 mice (wt) or NIrp3™~, Casp1/11”~ and Asc™~ mice were exposed to 1 ppm of ozone for 1h and BAL analyzed for protein
content and for myeloperoxidase (MPO) 24h later. Dots indicate individual mice. Graph shows average +/- SD, two-sided t-test, ns:
non-significant. (c) Electron microscopy analysis of H20; treated MEFs. Representative micrographs show MEFs wt treated for 6h with
1 mM H20, with or without pre-treatment with Z-VAD. Left panel shows 5000x magnification, right panel shows 30000x magnifications.
One representative experiment of three is shown. (d) Comparison of cell viability assays of HelLa cells after hydrogen peroxide (H202)
treatment. Cells were treated for 21h with 0.5 mM H20.. Cell titers were determined by CellTiter-Glo, MTT and resazurin-based cell
viability assay. The plot shows the mean + S.D. of six individual treatments. (e) LDH-assay to determine cell viability of HeLa cells after
hydrogen peroxide (H20;) treatment. Cells were treated 21h with 0.5 mM H20,. Release of active LDH was determined by LDH-assay.
The plot shows the mean + S.D. of six individual treatments. One representative experiment of four is shown. ** p-value < 0.0001, two-
sided t-test. (f) Viability of Jurkat cells after hydrogen peroxide (H20.) treatment. Cells were left untreated or treated with 20 pM Z-VAD-
FMK (Z-VAD) for 1h, followed by 21h treatment with 0.5 mM H,0,. Cell titers were determined by resazurin-based cell viability assay.
The plot shows the mean + S.D. of six individual treatments. One representative experiment of three is shown. * p-value < 0.001, two-
sided t-test. (g) Immunoblot analysis of HeLa cells and MEFs treated with autophagy inducer Carbonyl cyanide m-
chlorophenylhydrazone (CCCP) and H,02 as comparison for expression levels of LC3-A Il and Atg7. One experiment of three is shown.
(h) HeLa cells were left untreated or treated with 1 pM Ferrostatin-1 (Fer-1) for 1h, followed by 21h treatment with 0.5 mM H20; or 20
UM ferroptosis-inducer Sorafenib. The plot shows the mean release of active LDH * S.D. of six individual treatments. One
representative experiment of three is shown. * p-value < 0.001, 2way ANOVA. (i) Cells were left untreated or treated with indicated
concentrations of Ferrostatin-1 for 1h, followed by 21h treatment with 0.5 mM H;0,. Cell titers were determined by resazurin-based cell
viability assay. The plot shows the mean + S.D. of six individual treatments. One representative experiment of two is shown. (j)
Expression of NRF2 regulated target genes after siRNA mediated knockdown of KEAP1, KEAP1 and NRF or siScr in HelLa cells 48h
after siRNA treatment.
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Supplementary Figure 2

KEAP1 interacts with PGAMS5, which is required for H,02-mediated cell death.

(a) Binding of endogenous KEAP1 to PGAMS deletion mutants. Expression of SlI-HA-tagged PGAMS wild-type (wt) and deletion
mutants lacking MLS and TM domain (A 2-29), lacking MLS, TM domain and phosphatase activity modulating region (PAMR) (A 2-69)
and lacking MLS, TM domain, PAMR and KEAP1 binding site (A2-89) in HEK293T cells. Immunoblot analysis of input lysates and SlI-
AP. One of two experiments with similar results are shown. (b) Representative confocal images of HeLa cells left untreated or treated
with 0.5 mM H;0, for 12h and stained for DAPI (blue), the mitochondrial marker COX IV (green) and PGAMS or KEAP1 (red),
respectively. Overlays are shown in yellow. One representative experiment of six is shown. (c) Viability of HeLa cells treated with siRNA
against PGAMS and siScr after 21h H;0, treatment. Cell viability was determined by resazurin-conversion assay. The plot shows the
mean * S.D. of four individual treatments. One representative experiment of two is shown. (d) as (c) but different siRNAs targeting
PGAMS were used. (e) as (c) but cells were pre-treated with 20 pM Z-VAD-FMK (Z-VAD) for 1h before 21h treatment with 0.5 mM
H20,. * p < 0.01, ** p < 0.001, ns: non-significant, 2way ANOVA with Bonferroni post t-test. (f) Characterization of Pgam5 knockout
MEFs by genotyping (PCR) (bottom) and quantification of Pgam5 mRNA levels by RT-qPCR (top) normalized to hydroxymethylbilane
synthase mRNA (Hmbs). Histogram shows mean fold change of analyses done in triplicates. N.D.: not detectable, one representative
experiment of three is shown (g) MEFs of the indicated genotype were treated with the indicated concentrations of Sorafenib (Sora) for
20h and viability was tested by resazurin-conversion assay. The graph shows mean activity + S.D. of six measurements. One
representative experiment of two is shown.
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Supplementary Figure 3

PGAMS interacts with AIFM1, which is involved in H02.mediated cell death.

(a) AP of Renilla tagged (-Ren) AIFM1 mutant proteins with SII-HA-PGAMS5. HEK293T cells were co-transfected with SlI-HA-tagged
PGAMS and Renilla-tagged AIFM1 mutants or Renilla-tagged-control (THYNT1; ctrl). After 24h Renilla activity was measured in cell
lysate and SlI precipitates. Immunoblot shows expression of bait proteins in cell lysates. One representative experiment of five with
similar results is shown. (b) Hela cells were treated with siRNAs against AIFM1 and siScr exposed 0.5 mM H;O; for 21h. Cell viability
was determined by resazurin assay. The plot shows the mean + S.D. of four individual treatments. One representative experiment of
two is shown. (c) As (b) but siRNA against AIFM1 and PGAMS was transfected in SKN-BE2 cells. (d) Viability of HeLa cells treated with
indicated siRNA combinations against KEAP1, AIFM1 and PGAMS or siScr after 21h H20; treatment. Cell titers were determined by
resazurin-based viability assay. (c), (d) The plot shows the mean + S.D. of six individual treatments. One representative experiment of
two is shown. * p-value < 0.01, ** p-value < 0.001, ns: non-significant, 1\way ANOVA with Bonferroni post t-test. (e) HeLa cells were
treated for 5h with the indicated amounts of H,O, followed by measuring mitochondrial respiration. Addition of 1.5 uM Oligomycin
(OligoA), 1 uM Carbonyl cyanide m-chlorophenyl hydrazone (CCCP), 4 pM Antimycin A (AA) and 2 uM Rotenone is indicated. The
graph shows average oxygen consumption rate (OCR) + S.D. of three measurements.
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Supplementary Figure 4

PGAMS5-AIFM1 interaction and PGAMS5’s phosphatase activity.

(a) Sequence alignment of AIFM1 amino acids 109-122 of the indicated species. (b) Selectivity of AIFM1 pS116 antibody. HelLa cell
lysates were treated for 15 min with or without calf intestine alkaline phosphatase (CIAP) and subjected to Immunoblot stained for
AIFM1 pS116 and AIFM1. One representative experiment of three with similar results is shown. (c¢) Surface charge potential of PGAM5
dimer crystal structure (PDB 3MXO). (d) Zoom in on dimer interphase interface of PGAMS5. One monomer is highlighted in black, the
other in grey. Left panel shows the wild-type (wt) protein, right panel shows the modeled mutant PGAM5[F244D]. Side chains of
phenylalanine (F) 244 and, after mutation, aspartic acid (D) 244 are highlighted in purple (carbon) and red (oxygen). (e) Binding of Ren-
PGAMS5, Ren-PGAMS5[F244D] or Ren-ctrl (THYN1) to SII-HA-PGAMS in HEK293T cells. Renilla assay of cell lysates or S| precipitates.
(f) Phosphatase activity of PGAMS5 and PGAM5 mutants carrying an N-terminal (N) or C-terminal (C) tag precipitated from cell lysates.
The plot shows the mean + S.D. of one AP with three independent measurements. One representative experiment of three is shown.
(g) Circular dichroism (CD) spectroscopy of PGAMS5! 2-28 and PGAM5A2-28[F244D] to test comparability of secondary structures and
overall integrity of both recombinant proteins. (h) Size exclusion chromatography analysis of PGAM5A2-28 wt and [F244D] mutant for
dimer and monomer formation. (i) Phosphatase activity of 0.1 pg recombinant PGAM5A2-28 wt and [F244D] mutant. Where indicated
phosphatase inhibitor 1 mM orthovanatade (Van) has been added to the reaction mix. The plot shows the mean + S.D. of three

independent measurements. One representative experiment of three is shown. * p-value < 0.001 2way ANOVA.
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Supplementary Figure 5

Exposure of Pgams"‘ mice to ozone.

Pgam5"’ and Pgam5™  mice (n = 3-6 per condition) were treated 1 ppm ozone for 1h and sacrificed after 24h recovery time. (a)
Determination of total proteins in BAL. (b) Total cells and neutrophils in BAL. (a), (b) * p-value < 0.001 by 1way Anova and Bonferroni
post t-test. Graphs show individual mice (dots), mean +/- SEM. One representative experiment of two is shown.
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Targeting and activation of oxeiptosis during viral infection.

(a) AP-LC-MS/MS experiments using SlI-HA-tagged K3 of Karposi Sarcoma Herpes virus (KSHV) and SII-HA-THYN1 (ctrl) as baits.
Volcano plots show the average degrees of enrichment (ratio of label-free quantitation (LFQ) protein intensities; x-axis) and p-value
(two-tailed t-test; y-axis) for each identified protein. Significantly enriched proteins (FDR: 0.01, S0=1) are separated from background
proteins by a hyperbolic curve (dotted line). Bait is marked in red, PGAMS is highlighted in green. Four independent APs were
performed for all baits. (b) As in (a) but Imnmunoblot for endogenous PGAMS5 and HA tagged bait proteins was performed. (c) Ren-K3,
Ren-K5 or Ren-ctrl were co-transfected with SII-HA-PGAMS into HEK293T cells and used for Immunoblot analysis or Renilla activity
measurement in input lysate or after Sll precipitation. Graphs show mean +/- SD of triplicate measurements. (d) HEK293T cells were
co-transfected with Sll-HA-tagged PGAMS5mutant construct and Renilla-tagged K3 or Renilla-tagged-ctrl (THYN1). After 24h Renilla
activity was measured in lysate and S| precipitates. Immunoblot shows expression of bait proteins in cell lysates. (e) AP of Ren-AlIFM1
using Flag tagged non-structural protein S (NSs) of LaCV or Flag-(ctrl) (AMx) as baits followed by Renilla assay. (f) AP of endogenous
AIFM1 in HEK cells using transfected Flag-NSs or Flag-ctrl (AMx) as baits followed by Immunoblot analysis. (g) As in (a) but with non-
structural protein 2 (NS2) of RSV or non-expressing controls, AIFM1 is highlighted in green. (h) AP of Ren-NS2 (RSV) and Ren-ctrl
(THYN1) using SlI-HA-AIFM1 as bait followed by Renilla assay. Graph shows mean +/- SD of triplicate (input) or quadruplicate (AP)
measurements. (i) Interaction of SII-HA-AIFM1 and AIFM1 mutant proteins and SlI-HA-ctrl (THYN1) with co-expressed Ren-NS2 in
HEK293T cells. Renilla activity was tested in cell lysates and after Sl precipitation. (j) Influence of FIUAV infection on NRF2 regulated
gene transcription in HeLa cells tested by RT-qPCR normalized to mRNA of TATA-binding protein (TBP). (k) Viability of HeLa cells
treated with siRNAs against PGAMS or control (siSCR) and infected with the indicated MOI of FIuAV for 40h. Histograms show average
resazurin activity of six measurements +/- SD. One representative experiment of three is shown, ** p-value < 0.01, 2way ANOVA with
Bonferroni post t-test. (I) Flu NS1 and (m) IL-6 mRNA levels in lung tissue of Pgam5'/‘ and Pgam5™ ’~ mice that were infected with
FIuAV for five days (n = 10) and uninfected wt mice (n = 2). * p-value < 0.05, two-sided t-test. (n) CXCL1 and CCL2 accumulation in
BAL of Pgam5'/‘ and Pgam5” mice that were infected with FIUAV for five days and uninfected wt mice. (d-g), (i) Histograms show
mean +/-SD of triplicate measurements. * p-value < 0.05, *** p-value < 0.001, t-test. One representative experiment of two (i), three (d),
(e), (f), (h) or four (b), (c) is shown.



2.4 PUBLICATION 4: VIPERIN TARGETS FLAVIVIRUS VIRULENCE
BY INDUCING ASSEMBLY OF NONINEECTIOUS CAPSID
PARTICLES

The Interferon stimulated gene (ISG) viperin is antiviral active against a broad range of different
viruses including herpes-, orthomyxo- and flaviviruses. Viperin interferes with budding processes
by changing the cellular membrane composition and by inhibiting the release of newly synthesized

virus particles.

In this project I collaborated with the Laboratory of Prof. Overby (Department of Clinical
Microbiology, Umea University, Sweden). We studied the antiviral activity of viperin against tick-
borne encephalitis virus, a member of the Flavivirus family. We identified a novel viperin-mediated
antiviral mechanism that inhibits flavivirus replication. In collaborative efforts with Arunkumar
Upadhyay, a PhD student in the Overby Laboratory at that time, I identified the Golgi Brefeldin A
resistant guanine nucleotide exchange factor 1 (GBF1) as a novel interactor of viperin by AE-LC-
MS/MS analysis. In subsequent experiments we could show, that viperin targets and inhibits the
function of GBF1. This in turn affects cellular secretion and finally impairs the assembly of tick-

borne encephalitis virus particles which results in the release of premature non-infectious viruses.

I contributed to the identification of GBF1 as cellular viperin target by designing and performing
a comparative AE-LC-MS/MS analysis between viperin and an antiviral inactive viperin deletion
mutant that lacks the first 50 N-terminal amino acids. GBF1 showed high specificity to the antiviral
active wild type protein but not to the mutated variant. This interaction was subsequently validated
and mapped by co-immunoprecipitation analysis and was further characterized by my collaborators

in Umea.
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ABSTRACT Efficient antiviral immunity requires interference with virus replication
at multiple layers targeting diverse steps in the viral life cycle. We describe here a
novel flavivirus inhibition mechanism that results in interferon-mediated obstruction
of tick-borne encephalitis virus particle assembly and involves release of malfunc-
tioning membrane-associated capsid (C) particles. This mechanism is controlled
by the activity of the interferon-induced protein viperin, a broad-spectrum antivi-
ral interferon-stimulated gene. Through analysis of the viperin-interactome, we
identified the Golgi brefeldin A-resistant guanine nucleotide exchange factor 1
(GBF1) as the cellular protein targeted by viperin. Viperin-induced antiviral activ-
ity, as well as C-particle release, was stimulated by GBF1 inhibition and knock-
down and reduced by elevated levels of GBF1. Our results suggest that viperin
targets flavivirus virulence by inducing the secretion of unproductive noninfec-
tious virus particles via a GBF1-dependent mechanism. This as-yet-undescribed
antiviral mechanism allows potential therapeutic intervention.

IMPORTANCE The interferon response can target viral infection on almost every lev-
el; however, very little is known about the interference of flavivirus assembly. We
show here that interferon, through the action of viperin, can disturb the assembly of
tick-borne encephalitis virus. The viperin protein is highly induced after viral infec-
tion and exhibit broad-spectrum antiviral activity. However, the mechanism of action
is still elusive and appears to vary between the different viruses, indicating that cel-
lular targets utilized by several viruses might be involved. In this study, we show
that viperin induces capsid particle release by interacting and inhibiting the function
of the cellular protein Golgi brefeldin A-resistant guanine nucleotide exchange factor
1 (GBF1). GBF1 is a key protein in the cellular secretory pathway and is essential in
the life cycle of many viruses, also targeted by viperin, implicating GBF1 as a novel
putative drug target.

KEYWORDS COPI, COPII, GBF1, assembly, capsid, flavivirus, interferon, tick-borne
encephalitis virus, viperin

he type | interferon (IFN) system is the first line of antiviral defense and an

important part of the intrinsic innate immune response that controls virus dissem-
ination and protects against serious disease. Binding of IFN to the IFN receptor activates
a signaling cascade that leads to the transcriptional activation of hundreds of IFN-
stimulated genes (ISGs), which encode proteins with diverse biological function where
some are potent antiviral proteins and part of the response against mammalian viruses
(1). The antiviral function of ISGs is only partially understood. However, it is well
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accepted that ISGs target different steps in the virus life cycle ranging from cell entry,
virus protein translation, genome replication, and exit of virus particles (reviewed in
reference 2).

The genus Flavivirus, within the family of Flaviviridae, comprises important human
pathogens transmitted by mosquitos and ticks, such as yellow fever virus, dengue virus
(DENV), West Nile virus, Zika virus, and tick-borne encephalitis virus (TBEV). These are
small (~50-nm), spherical, enveloped, positive-stranded RNA viruses. It is well known
that the type | IFN response is crucial for restricting different flaviviruses, and several
ISGs have been identified to restrict flavivirus growth. However, very little is known
about how specific ISGs target the assembly and release of virions. Prior to the
assembly of virions, a single polyprotein is translated from the viral RNA genome. The
polyprotein is cleaved into seven nonstructural proteins and three structural proteins.
Although the nonstructural proteins promote genomic replication and assembly, the
three structural proteins— capsid (C), prM/M (membrane and its precursor), and enve-
lope (E)—form the viral particles (3). The C proteins of all flaviviruses are highly basic,
which gives them the ability to bind the viral genomic RNA to form a nucleocapsid,
which buds into the endoplasmic reticulum (ER), acquiring a host-derived lipid bilayer
coated by the membrane-bound glycoproteins prM and E (4-6). From the ER, the virion
is transported along the secretory pathway toward the Golgi compartment, where the
maturation of carbohydrate groups on prM and E, as well as the cleavage of prM to M,
occurs (7). Finally, the mature virion is released by exocytosis (reviewed in reference 3).

Two major ISGs, tetherin and viperin (virus inhibitory protein, ER associated, IFN
inducible), have been shown to affect assembly and release of viruses (reviewed in
reference 2). Tetherin is encoded by the ISG BST2 and is localized within lipid rafts on
the cell surface, in the trans-Golgi compartment, and/or within recycling endosomes (8,
9). It inhibits release of human immunodeficiency virus type 1 (HIV-1) viral particles by
anchoring the virion to the plasma membrane (10), leading to internalization and
degradation (11, 12). Viperin, encoded by the ISG RSAD2, is highly induced in an
IFN-dependent or -independent manner (as reviewed previously [13]). Viperin is located
to the cytoplasmic side of the ER (14) and has a broad-spectrum antiviral activity against
many different enveloped viruses, e.g., DENV, West Nile virus, TBEV, hepatitis C virus
(HCV), HIV-1, influenza A virus, Sindbis virus, Chikungunya virus, and human cytomeg-
alovirus (13, 15-24). Viperin interferes with HIV-1 and influenza A virus budding from
the plasma membrane. It binds and inhibits farnesyl diphosphate synthase (FPPS), an
enzyme involved in isoprenoid biosynthesis, leading to altered fluidity of lipid rafts,
thereby interfering with virus budding (21, 22). Viperin also inhibits genome replication
of DENV and HCV by interacting with viral nonstructural proteins (15, 16, 23). The
antiviral mechanism(s) of action are poorly understood for most viruses and seem to be
dependent on the virus. However, viral or cellular proteins important in the viral life
cycle are often sequestered by viperin (21, 23, 25).

In this study, we show that type | IFN treatment interferes with the assembly of TBEV
virions. We identified that the viperin protein is responsible for this effect and dem-
onstrate that viperin interacts with and inhibits the function of the GBF1 (Golgi
brefeldin A-resistant guanine exchange factor 1) protein, a key factor for the secretory
pathway. This interaction affects the assembly of progeny virions by strongly increasing
the release of enveloped malfunctioning particles, thereby reducing the production of
infectious particles.

RESULTS

IFN treatment induces secretion of capsid protein. IFN and the expression of ISGs
can target almost any step of the viral life cycle. However, very little is known about the
effect of IFN on particle assembly and egress of flaviviruses. To study viral particle
release, we established an expression system that allows the generation of virus-like
particles (VLPs) composed of the structural proteins C, prM, and E (Fig. 1A) (26). This
system enabled us to study the secretion of VLPs into the supernatant of transfected
A549 cells (Fig. 1B). To test the influence of IFN-«, we compared intracellular and
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FIG 1 IFN-« induces the release of C protein from cells. (A) Schematic drawing of the experimental setup. (B) Release of CprME-VLPs in the
presence or absence of IFN-aB/D. A549 cells were transfected with plasmids expressing TBEV Hypr C-FLAG, prM, and E. At 8 h posttransfection,
10,000 U/ml IFN-aB/D was added, and the supernatant and cell lysate were harvested 48 h later. Supernatants were concentrated by
ultracentrifugation, and proteins were separated and detected using immunoblotting with the indicated antibodies. (C) Release of C protein in
the presence of IFN-aB/D. A549 cells were transfected with only C protein expression plasmid and treated as described in panel B, except that
C proteins were detected with rabbit anti-C antibody. Representative blots are shown; graphs show quantification (means and standard deviations
[n = 3)) of the Western blots, where C and E proteins in the supernatant were normalized to proteins C and E in the lysate. **, P < 0.01; *, P <
0.05 (Student t test).

extracellular abundance of flavivirus protein and particles in presence or absence of
recombinant IFN-aB/D (Fig. 1B). The effect of IFN treatment on particle assembly was
measured by quantifying the ratio between secreted E and C proteins (VLP) and E and
C proteins in the cell lysate (Lysate). Surprisingly, compared to control treatment,
IFN-aB/D treatment led to a strong increase in C protein release, while the secretion of
E protein remained unaltered (Fig. 1B). Flavivirus C protein has not previously been
described to be secreted separately from the other structural proteins. To test this, only
TBEV C protein was expressed in A549 cells and found to be sufficient for protein
release (Fig. 1C). Again, treatment of transfected cells with IFN-aB/D led to an increase
of C protein secreted to the supernatant (Fig. 1C). Collectively, this suggested that type
| IFN affect the viral structural proteins differently, indicating that C and E proteins are
secreted by different mechanisms.

Capsid particles are membrane associated and exit the ER via a COPII depen-
dent mechanism bypassing the Golgi compartment. Since flavivirus C protein
secretion has not been described before, we set out to characterize the phenomenon
in detail. The C protein detected in the supernatant could be released from cells as
soluble proteins, protein aggregates, or membrane-associated proteins. To characterize
the nature of the secreted C protein, a flotation assay was performed. C protein floated
up and behaved (Fig. 2A, first row) in the same manner as Langat virus (LGTV; a
low-virulence member of the TBEV serogroup, which has been used extensively as a
nonpathogenic models for TBEV) and VLPs containing prM and E (Fig. 2A). This showed
that the C protein released from cells was membrane associated. After the addition of
detergent, the C protein was mainly found in the pellet (Fig. 2A, second row, fraction
6), confirming the membrane association. Analysis of the enriched C-particle fraction
using electron microscopy revealed particles with a round morphology similar to LGTV
and VLPs containing C, prM, and E (Fig. 2B).

It is generally assumed that flavivirus virions assemble in the ER and exit via the
conventional secretory pathway (7, 27), and lipid droplets have been suggested to play
a role in DENV encapsidation (28). However, to gain further information on the exact
localization of TBEV C protein, we performed confocal analysis of cells transfected with
plasmid encoding C-FLAG. The C protein was found in the nucleus and colocalized with
E and the ER marker calnexin (ER) but not with GM130 (Golgi matrix protein) and was
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FIG 2 C protein is released as membrane-associated particles. (A) A flotation assay was used to determine
the membrane association of C protein, prME VLPs, or LGTV. Supernatant from Hela cells, which were
transiently transfected with plasmids expressing C-FLAG or prM and E, and VeroB4 cells infected with
LGTV were concentrated by ultracentrifugation, followed by a flotation assay. The gradient was fraction-
ated from top to bottom and analyzed by immunoblot analysis. Representative blots from two inde-
pendent experiments are shown. (B) Morphology of VLPs and LGTV as determined by transmission
electron microscopy. Supernatant from cells transfected with C-FLAG or the structural proteins C, prM,
and E or infected with LGTV were harvested, concentrated by using a flotation assay, and analyzed by
negative staining after glutaraldehyde fixation. Representative images are shown.

only in some cells associated with lipid droplets (Fig. 3A and B). To specifically block
COPII-mediated transport from the ER toward the ERGIC (ER-Golgi intermediate com-
partment) and Golgi compartment, a dominant-active mutant of the small GTPase Sar1
(Sar1-H79G) was overexpressed, together with prME or C, and progeny particles were
monitored. The Sar1 mutant binds to the ER and initiate the COPII coat protein
recruitment but is not able to detach from the ER, thereby blocking ER-to-Golgi-
compartment transport (29). The overexpression of Sar1-H79G blocked both prME-
particle and C-particle release (Fig. 3C and D), suggesting that COPIl-mediated antero-
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FIG 3 E and C localize to the ER and prME VLP release is COPIl and COPI dependent, whereas C-particle release is only COPIl dependent. Intracellular localization
of C-FLAG with different cellular markers (A). HelLa cells were transfected with C-FLAG, fixed, and stained using antibodies against FLAG, calnexin (ER), and
GM130 (Golgi). Lipid droplets were stained with Bodipy 493/503 at 1 ug/ml. For a clear arrangement, the lipid droplets are colored red in the overlay. (B) HelLa
cells transfected with C-FLAG, prM, and E protein were stained with antibodies against FLAG and TBEV E. (C) Secretion of prME protein was analyzed in HelLa
cells transfected with or without Sar1 H79G (dominant-active mutant) by immunoblot analysis. (D) Immunoblot analysis showing the intracellular expression
of C and the secreted C in the presence or absence of Sar1 H79G. (E and F) Involvement of COPI during prME- or C-particle release. Immunoblot analysis showing
the intracellular expression of E and C, and also E and C secreted from transfected Hela cells treated with 0.5 ug/ml BFA (E and F, respectively). Representative
blots are shown; the graphs show the quantification (means and standard deviations from n = 3 [C, D, and E] and n = 4 [F] Western blot experiments), where
protein in the supernatant (VLP) was normalized to protein in the lysate. Significance was calculated using a Student t test (*, P < 0.05; **, P < 0.01).
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grade transport is involved in the release of C particles. Next, the cells were treated with
brefeldin A (BFA), which blocks both retrograde transport via COPI vesicles and the
secretion from the trans-Golgi compartment via clathrin-coated vesicles and subse-
quently causes disruption of the Golgi apparatus (30). This leads to a collapse of the
Golgi compartment into the ER and thereby blocks the release of proteins via this
pathway (31). BFA efficiently inhibited the secretion of prME particles (Fig. 3E). How-
ever, BFA increased the secretion of C particles similar to the IFN treatment (Fig. 3F and
Fig. 1C).

Our data suggest that C protein is released as membrane-associated particles and
transported from the ER via a COPIl-dependent mechanism. However, whereas virus
particles and prME VLPs use the classical COPI-dependent secretory pathway, the C
particles are released from the cell via a different mechanism, which is induced by both
BFA and IFN treatment.

Viperin enhances the release of TBEV capsid particles. To our knowledge, an ISG
that positively regulates and induce budding of particles has not been reported. TBEV
is budding into the ER and a prominent ISG that localizes to this compartment is
viperin. Viperin has previously been reported to inhibit assembly and egress of influ-
enza A and HIV-1 (21, 22) and inhibits TBEV replication (19). Interestingly, the effect on
TBEV particle release is greater than the effect on RNA replication (19), suggesting a
viperin activity on posttranscriptional level. Viperin colocalized with calnexin (Fig. 4A),
confirming it is localization to the ER. Moreover, we could colocalize viperin with C and
E protein (Fig. 4A), suggesting an involvement of viperin in particle formation.

To assay the effect of viperin on virus protein secretion, we cotransfected FLAG-
tagged C and viperin into 293 FLP-IN T Rex cells expressing prME upon addition of
tetracycline (tet). The accumulation of secreted proteins in the supernatant was ana-
lyzed by immunoblotting for E protein and C-FLAG, respectively. Expression of viperin
did not have an effect on TBEV prME-particle secretion (Fig. 4B) or NS1 protein secretion
(data not shown). However, the amount of released C protein increased drastically in
the presence of viperin (Fig. 4B). The positive effect on C protein release depended on
the dose of transfected viperin (Fig. 4C). In agreement with this, C particles were
detected in the supernatant by electron microscopy when C-FLAG and viperin were
coexpressed (Fig. 4D).

Next, we analyzed which domains in viperin were involved in the enhanced release
of C, using transient transfection of different mutated versions of viperin (Fig. 4E).
Truncation in the C terminus (A342-361) and the mutant in the radical SAM motif (M1)
did not impair the ability of viperin to induce secretion of C protein (Fig. 4F). However,
deletion of the N-terminal amphipathic alpha-helix (A1-50, also known as TN50 [19]),
which directs the protein to the ER (14) significantly reduced the potency of viperin to
promote C protein release (Fig. 4F and G).

To verify the antiviral effect of viperin on particle release during viral infection, 293
FLP-IN T Rex cells inducibly expressing viperin upon addition of tet were infected with
a high multiplicity of LGTV. Viperin showed a clear antiviral activity against LGTV
(Fig. 5), and the antiviral effect was stronger on released viral particles (Fig. 5B) and
infectivity (Fig. S5E) than on the viral RNA (Fig. 5D) and viral proteins in the cell lysate
(Fig. 5A). The total amount of C protein in the supernatant compared to the E protein
(Fig. 5B and C) was greatly enhanced in the presence of viperin (Fig. 5C).

Collectively, our data show that viperin induces C protein release both during viral
infection and in transient transfected cells expressing C protein. This function requires
localization to the ER and does not impair other cellular secretion systems.

Viperin interacts with GBF1 and induce C-particle secretion. Next, we aimed to
reveal the mechanism behind viperin-induced secretion of C particles. As no direct
interaction between viperin and C protein could be detected (data not shown), host
factors might be involved. We therefore used an affinity proteomics approach to study
cellular interaction partners of viperin. We precipitated wild-type (wt) viperin, the A1-50
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FIG 4 Viperin colocalizes with C and E and induces C-particle release via its N-terminal domain. (A) HeLa cells transfected with C-FLAG and viperin or with
C-FLAG, viperin-HA, prM, and E protein stained with antibodies against FLAG, HA, viperin, calnexin, and TBEV E. Representative confocal images are shown. (B)
Release of CprME-VLPs in the presence or absence of viperin. A 293 FLP-IN T Rex cell line inducibly expressing TBEV Hypr prME was treated with 1 ug/ml tet
and transiently transfected with wt viperin and TBE Hypr C 3X FLAG (C-FLAG). Western blot analysis showing the intracellular and secreted proteins. (C)
Dose-dependent release of C protein in the presence of viperin. Hela cells were transfected with C-FLAG and increasing amounts of viperin (0.75, 1.5, 3, and
6 1g). (D) Morphology of C-FLAG particles by transmission electron microscopy. Supernatants from cells transfected with C-FLAG and viperin were harvested,
concentrated using a flotation assay, and analyzed by negative staining after glutaraldehyde fixation. Scale bar, 100 nm. A representative picture is shown. (E)
Schematic drawing of viperin mutants. (F) Secretion of C protein in the presence of wt and viperin mutants. Hela cells were transfected with wt, A1-50,
A341-361, and mutant M1, together with plasmid encoding C-FLAG. (G) Dose-independent release of C protein in the presence of mutant A1-50. Increasing
amounts of plasmid expressing A1-50 were transfected into Hela cells, together with C-FLAG. C protein release was measured with or without wt viperin
expression. Representative blots are shown; graphs show the quantification (means and standard deviations from n = 3 [B and C] and n = 2 [F and G] Western
blot experiments), where C in the supernatant is normalized to C in the lysate.
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FIG 5 Viperin induces LGTV C protein secretion during infection. 293 FLP-IN T Rex cells inducibly
expressing viperin were infected with LGTV and either treated with 1 pg/ml tet at the time point of
infection or left untreated. Cells and virus in the supernatant were harvested 48 h postinfection. (A)
Amounts of viral proteins E and C detected in cell lysate by Western blotting. (B) Supernatants were
concentrated by ultracentrifugation, and comparable levels of viral E proteins with or without viperin
were loaded and detected by Western blotting. The lower panel shows the corresponding C protein in
the supernatant. Representative blots are shown from three independent experiments. (C) Percentages
of E and C protein in the presence of tet-induced viperin compared to uninduced quantification (means
and standard deviations) in Western blots of E and C from the lysate (A) and released particles (B) from
three independent experiments. (D) LGTV RNA levels in the cell lysate measured by real-time RT-PCR. (E)
Plaque assay detecting the infectivity of progeny virions. Mean values and standard deviations (n = 6 [D
and E)). Significance was calculated with a Student t test (*, P = 0.0275; **, P < 0.01; ****, P < 0.0001).

viperin mutant, or GFP as a control and analyzed associated proteins by liquid chro-
matography coupled to tandem mass spectrometry (LC-MS/MS) (Fig. 6A).

We identified 115 proteins specifically binding to viperin or the A1-50 mutant (Fig.
6B and C; see also Table S1 in the supplemental material). Direct comparison of viperin
to the A1-50 mutant identified 34 proteins that were significantly more enriched in the
wt protein precipitates compared to precipitations with the mutant protein (Fig. 6D, red
and green dots). Ciao1 identified previously (19) is comparably well enriched by wt
viperin and A1-50 mutant, suggesting that the immunoprecipitation (IP) conditions
were similar overall. As additional filter method we considered the subcellular local-
ization of these proteins using annotations based on the Human Protein Atlas. This
analysis showed that the majority proportion of candidates localized to the nucleus.
However, three proteins ARL1 (ADP-ribosylation factor-like protein 1), RCN2 (ERC-55; ER
Ca2* binding protein, 55 kDa), and GBF1 (Fig. 6D, green dots) were annotated to
localize to the ER or the Golgi compartment. Of these proteins, ARL1 has been reported
to regulate intracellular trafficking between the plasma membrane, endosomes, and
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FIG 6 Identification of the protein interactome of viperin by mass spectrometry analysis and verification of GBF1. (A) Schematic representation of an affinity
purification/MS strategy. N-terminal FLAG-tagged viperin, A1-50 mutant, and GFP (as control) were expressed by tet treatment of 293 FLP-IN T-Rex cells that
contained a stably integrated transgene or not expressed when tet was omitted. Cells were lysed under mild lysis conditions, and proteins were precipitated
using FLAG beads. After precipitation and extensive washing, the proteins were digested with trypsin and LysC, and the peptides were purified and analyzed
by LC-MS/MS. (B and C) Volcano blots of proteins enriched in viperin wt (B) or A1-50 (C) precipitates compared to the GFP background control. The hyperbolic
line delineates nonsignificantly to significantly enriched proteins. (D) Two-dimensional scatter plot comparing proteins enriched in viperin or the A1-50 mutant.
Colors: red, significant changes versus the background (two-tailed Welch’s t test [cutoff: FDR = 0.001 with SO = 1]); green, significant candidates with association
with ER or the Golgi compartment. (E and F) Coimmunoprecipitation analysis shows the interaction between viperin and GBF1. FLAG-tagged viperin was
immunoprecipitated with anti-FLAG antibody either from extracts of HEK293T cells transfected with FLAG-tagged viperin and YFP-tagged GBF1 (E) or only
FLAG-tagged viperin (F). (G) Coimmunoprecipitation analysis of endogenous GBF1 and viperin mutants. HEK293T cells were transfected with plasmids
expressing FLAG-tagged wt viperin, A1-50, A341-361, M1, HCV NS5a-A1-50, or 1-50 mutant and immunoprecipitated with FLAG antibody. HCV NS5a-A1-50 is
a chimera with the HCV-NS5a amphipathic alpha helix fused to the viperin A1-50 mutant (19). Inmunoblots show protein input, and immunoprecipitation (IP)
graphs show the quantification of IP GBF1 (means and standard deviations from three independent experiments).

the trans-Golgi compartment (32). RCN2 has been shown to be a chaperone in the ER
and involved in signal transduction (33). GBF1 is a GTP-exchange factor (GEF), which is
involved in COPI trafficking. BFA treatment is known to inhibit COPI-coated vesicle
formation by binding to and stabilizing the GBF1-ARF1-GDP complex (34). Since BFA
induces C-particle secretion (Fig. 3F), the positive effect of viperin on C-particle release
could be explained by GBF1 targeting. We therefore set out to further study the
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FIG 7 Viperin sequester GBF1 to induce C-particle release. (A) Hela cells transiently expressing eGFP-GBF1 and mCherry-viperin analyzed in
Live-cell confocal spinning disc microscopy show the colocalization of GBF1 and viperin. Arrowheads indicate vesicular structures. (B) Colocal-
ization of the overexpression of viperin 1-50 and eGFP-GBF1 in Hela cells. (C) Overexpression of mCherry-viperin in HeLa cells and localization
of endogenous GBF1 relative to the Golgi marker GM130. Representative confocal images of nontransfected control cells (upper row) and cells
transfected with mCherry-viperin (lower row) are shown. The involvement of GBF1 during C (D)- or prME (E)-particle release was assessed.
Immunoblot analysis shows the intracellular expression of C (in the presence or absence of viperin) and E, as well as the secreted C and E in
transfected Hela cells treated with 10 uM Golgicide (GcA), a specific GBF1 inhibitor. (F) Effect of availability of wt GBF1 on the release of C protein.
Hela cells were transfected with GBF1-YFP to increase cellular amounts or with CRISPR Cas9 GBF1 plasmid to knock down the cellular GBF1 level.
The amounts of protein in the supernatant and cell lysate were measured by immunoblotting at 48 h after the second transfection. Representative
blots are shown; graph show the quantification (means and standard deviations from a minimum of n = 4 Western blot experiments [D to F)),
where C or E in the supernatant is normalized to C and E in the lysate. Significance was calculated using a Student t test (*, P < 0.05; **, P < 0.01).

interaction between viperin and GBF1. The interaction between viperin and GBF1 could
be confirmed by coimmunoprecipitation of both transiently transfected and of endog-
enous GBF1 (Fig. 6E and F). Mapping of the interaction domain revealed that the 50 first
amino acids of viperin containing the amphipathic alpha-helix were important for the
binding GBF1 (Fig. 6G), further confirming the mass spectrometry data.

To gain additional knowledge on the subcellular localization of viperin and GBF1, we
assessed the subcellular localization of both proteins. Live cell imaging analysis of
mCherry-viperin and eGFP-GBF1 showed that eGFP-GBF1 localized to vesicular struc-
tures surrounded by viperin (Fig. 7A). The colocalization between GBF1 and the
N-terminal 1 to 50 amino acids of viperin in such structures was even more pronounced
(Fig. 7B), confirming the coimmunoprecipitation results and suggesting a critical role of
the viperin N terminus in these assays. The steady-state distribution of GBF1, together
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with the Golgi marker GM130, was not altered in the presence of viperin (Fig. 7C). To
clarify whether the function of GBF1 is involved in C-particle secretion, we used a
specific GBF1 inhibitor, Golgicide. Cells transfected with plasmids expressing C-FLAG
and/or viperin were treated with Golgicide, and the effect on C protein release was
evaluated by immunoblotting as described before. Notably, the inhibition of GBF1 by
Golgicide strongly induced secretion of C particles, especially in the presence of viperin
(Fig. 7D). Importantly, no effect of Golgicide was detected on prME secretion (Fig. 7E),
confirming a selective function of GBF1 in flavivirus protein release. To test the
functional relationship between viperin and GBF1, the production of C particles was
analyzed during modulated cellular levels of GBF1 and in the presence of viperin (Fig.
7F). Viperin-induced increase of C-particle release could be inhibited by overexpression
of YFP-GBF1, and transient knockdown of GBF1 with CRISPR Cas9 induced the C-particle
release (Fig. 7F), confirming a functional interaction between viperin and GBF1 and, in
addition, the importance of GBF1 in the assembly of TBEV.

Taken together, our data demonstrate that viperin inhibits the function of GBF1,
leading to the selective release of C particles. This decreases the total number of
infectious TBEV particles and thereby reduces the overall infectivity.

DISCUSSION

Very few studies have focused on the antiviral action of ISGs targeting the assembly
of virions. Here, we show that type | IFN interferes with flavivirus assembly by inducing
unproductive capsid particle release. We found that the IFN-stimulated protein viperin
mediates this host cell response by interacting and interfering with the cellular protein
GBF1, which is a central molecule in vesicle budding and remodeling of membranes.
GBF1 has previously been shown to play a central role in the life cycle of many RNA
viruses, which utilize vesicular trafficking for targeting of viral proteins, and cellular
membranes in their replication cycle and assembly process (35-39). We found that
interfering with GBF1 induce egress of membrane associated C particles, while leaving
secretion of prME particles unaffected.

Particle assembly of flavivirus virions occurs by nucleocapsid budding into the ER
acquiring the E and prM envelope near the replication complex (6, 40, 41). Secretion of
both C particles and prME VLPs were found to be dependent on the conventional COPII
secretory pathway, whereas only prME VLPs appeared be released via the Golgi
compartment through conventional secretion, in a way similar to that described for
other flaviviruses (7). C particles, however, are released from the cell via a different
mechanism, which is induced by BFA, Golgicide treatment, and viperin expression.

Both viperin and GBF1 are able to peripherally attach to membranes of the ER, and
viperin seems to affect protein secretion when membrane associated. Viperin has been
shown to target the ER membrane via its N-terminal amphipathic helical domain (14,
19). This domain has also been found to induce crystalloid ER and thereby rearranging
the smooth ER membranes into a lattice-like pattern (14). We demonstrate here that the
enhanced secretion of C protein by viperin was dependent on its N terminus and
binding to GBF1. Interestingly, the N-terminal domain of viperin seems to be very
important for viperin function since the numbers of cellular proteins interacting with
the mutant lacking the amphipathic helix were very low (see Table S1 in the supple-
mental material). This indicates that the intracellular localization of viperin to the ER
membrane or the N-terminal itself is important for protein-protein interaction. This
domain in viperin is also important for the inhibition of Chikungunya virus (18), TBEV
(19), and HCV (16) and directly mediates the binding to GBF1. GBF1 normally regulates
membrane dynamics in the secretory pathway, and most RNA viruses rely on cellular
vesicular trafficking for proper intracellular localization of viral proteins. GBF1 is impor-
tant in the life cycles of several different viruses: GBF1 is necessary for RNA replication
of DENV, HCV, and SARS coronavirus (35-37), for particle assembly of Ebola virus and
influenza A virus (38, 39), and for targeting of DENV C protein to lipid droplets, which
is important for DENV infection (36, 42). An interaction between DENV C protein and
the N-terminal of viperin has been shown (15). This interaction occurred at the interface
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of lipid droplets (15), a hub for DENV assembly (28). Interestingly, a physical interaction
between viperin and TBEV C protein could not be detected and thus might not be
necessary for the induced secretion of C particles. Immunofluorescence analysis re-
vealed that the N-terminal region of viperin localized to vesicular structures, together
with GBF1 in agreement that this region is sufficient to target GBF1. It can be envisaged
that modulation of GBF1 by viperin would potentially modulate all of the above-
mentioned functions both in the presence and in the absence of interaction between
viperin and viral proteins and therefore constitute a widely used mechanism to impair
virus spread.

Viperin increases the secretion of membrane-associated C protein but does not
affect the transport and release of transmembrane protein prME or vesicular stomatitis
virus glycoprotein (14). Similarly, inhibiting GBF1 with BFA completely blocks secretion
of prME VLPs and soluble proteins (43) but induces the secretion of TBEV C particles,
indicating that proteins are selectively loaded in transport vesicles and viperin affects
protein secretion differently, depending on whether they are soluble, membrane-
associated, or transmembrane proteins. This selectivity also suggests that cells express-
ing viperin can reduce viral assembly specifically while leaving the cytokine release
untouched.

The membrane association of C protein observed in this study is probably mediated
via a hydrophobic domain within the C protein. A similar type of hydrophobic mem-
brane association of the C protein has been suggested for DENV, yellow fever virus, and
West Nile virus (44, 45) and even tick-borne flaviviruses (LGTV, Powassan, and TBEV).
Notably, the C protein appears to have an intrinsic ability in vitro to assemble into
particles even in the absence of membranes (46, 47). However, assembly and release of
capsid particle in cell culture have not been previously reported for flaviviruses.
Interestingly, naked capsid-like HCV particles have been reported in vivo (48-50), raising
the possibility that viperin might be involved in inducing secretion of such capsid-like
HCV particles. We found that the membrane association of the TBEV capsid particles
was quite sensitive to mechanical stress; therefore, it could be that the HCV C particles
are also secreted with a membrane that is lost shortly after cellular release. HCV C
particles are taken up by clathrin-mediated endocytosis in human hepatoma cells
(48, 51) and can induce an immune response by modifying specific phenotypic and
functional markers in T cells (52). TBEV C particles may have a similar immune modular
capacity. A potential antiviral purpose of C-particle secretion could be multifarious
ranging from being a side product of disturbed viral assembly, thereby reducing the
overall infectivity, to having paracrine or endocrine functions, as reported for HCV
(48, 52).

Taken together, we show that IFN selectively induces TBEV C-particle release from
cells and that the ISG viperin expression increases C-particle release after infection. We
identified GBF1 as a novel interaction partner to viperin. The mechanism behind the
induced release of C particles seems to depend on the ability of viperin to interact with
GBF1. Viperin is known to have an antiviral effect against a broad range of viruses such
as DENV, HCV, influenza A virus, and Chikungunya virus (15, 18, 21, 25). Most of these
viruses use GBF1 for their life cycles (35, 39, 53), suggesting that the viperin-GBF1
interaction might be relevant for the antiviral defense against many different viruses
and identifying GFB1 as a novel putative drug target for antivirals.

MATERIALS AND METHODS

Cells, viruses, and reagents. Simian Vero B4 cells were grown in M199 (Invitrogen), and human lung
carcinoma cells (A549), Hela cells, and HEK293T cells were grown in Dulbecco modified Eagle medium
(DMEM), both supplemented with 5% fetal calf serum (FCS) and penicillin-streptomycin. Human 293
FLP-IN T Rex cells inducibly expressing wt viperin were kindly provided by Ju-Tao Guo. Human 293 FLP-IN
T Rex cells (Invitrogen) inducibly expressing TBEV Hypr E and prM protein were generated according to
protocol (Invitrogen). Human 293 FLP-IN T Rex cells were propagated in DMEM supplemented with 5%
tetracycline-negative FCS (PAA) and penicillin-streptomycin. For induction, 1 ug/ml tetracycline (Sigma)
was used. Langat strain TP21 (kindly provided by Gerhard Dobler, Bundeswehr Institute of Microbiology,
Munich, Germany) was propagated in Vero B4 cells under biosafety laboratory 2 conditions. BFA stock
solution was 5 mg/ml in ethanol (Sigma). Golgicide (Sigma) stock solution was 17 mM in dimethyl
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sulfoxide. The recombinant human IFN-aB/D hybrid (54) (kindly provided by Peter Stéheli, Institute of
Virology, Medical Center University of Freiburg, Freiburg, Germany).

Plasmids. Expression plasmids encoding TBE Hypr C, C 3X FLAG, prM, and E (41)—as well as human
wt viperin, A1-50 (TN50), A342-461 (TC20), and M1 mutant viperin—and N-terminally FLAG-tagged wt
and mutated viperin in the eukaryotic expression vector pl.18 or pcDNA 3.1 have all been described
previously (19). The YFP-GBF1-wt plasmid (34) was kindly provided by Catherine L. Jackson, Institut
Jacques Monod, University Paris Diderot, Paris, France. The eGFP-GBF1-wt plasmid was generated from
the YFP-GBF-wt plasmid by site-directed mutagenesis. The pIRES DsRed2 Sar1 H79G (active mutant)
plasmid (55) was kindly provided by Hirofumi Kai, K University, K Japan. The
mCherry-viperin was constructed by lifting viperin from pl.18 into a mCherry backbone. Transfection was
performed with Nanofectin (PAA) or GeneJuice (Novagen) according to the manufacturer’s protocol; the
transfection efficiency ranged between 40 and 80%.

Antibodies. Primary antibodies were directed against TBEV E (mouse monoclonal antibodies 1493.1
and 1786.3 [56]). TBEV C protein polyclonal antibody was generated in rabbits by immunization with
peptide CMVKKAILKGKGGGPPRRVSK according to a standard protocol (Agrisera). Additional primary
antibodies included the following: actin (rabbit polyclonal; Sigma), FLAG epitope (mouse monoclonal M2
[Stratagene]; chicken polyclonal [Abcam]; and rabbit polyclonal [Sigma]), HA epitope (rabbit polyclonal;
Abcam), viperin (rabbit polyclonal and mouse monoclonal; Abcam), calnexin (rabbit polyclonal and
mouse monoclonal; Abcam), GM130 (mouse monoclonal; BD Biosciences), beta-tubulin (rabbit poly-
clonal; Abcam), eGFP (rabbit polyclonal; Invitrogen), and GBF1 (rabbit polyclonal [Abcam], rabbit poly-
clonal [Invitrogen)). Secondary antibodies included goat anti-chicken Alexa Fluor 488 (Invitrogen), goat
anti-chicken Alexa Fluor 555 (Abcam), donkey anti-mouse Alexa Fluor 488/555 and donkey anti-rabbit
Alexa Fluor 488/555 (Invitrogen), goat anti-mouse Alexa Fluor 647 (Life Technologies), goat anti-rabbit
Alexa Fluor 488 (Life Technologies), and horseradish peroxidase (HRP)-conjugated goat anti-rabbit IgG
and goat anti-mouse IgG secondary antibody (Thermo Fisher).

Immunoblotting. The cells were lysed, and proteins were separated by SDS-PAGE and Western
blotting was performed as previously described (19). The membrane was incubated with primary and
HRP-conjugated secondary antibodies (Pierce). Detection was performed by using a SuperSignal West
Pico or Femto kit (Pierce). For semiquantitative analysis, the Gel Analyzer program in Fiji/image J was
used.

Immunofluorescence. Cells were grown on coverslips to 20 to 40% confluence, transfected, and
incubated for 24 h. Cells were washed, fixed, and stained with antibodies. Confocal images were acquired
using a Nikon A1R laser scanning confocal microscope (Nikon) with a 60X oil immersion lens (Plan-
Apochromat VC) under the control of NIS-Elements microscope imaging software (Nikon). For live-cell
microscopy, 140,000 Hela cells were seeded in a 35-mm MatTek glass-bottom dish. Cells were transiently
transfected with eGFP-GBF1 and mCherry-viperin using Lipofectamine 2000 (Invitrogen) according to the
manufacturer’s recommendations. After 8 h, the transfection medium was replaced with fresh medium,
followed by incubation for another 16 h. Spinning-disc confocal live-cell microscopy was performed at
5% CO, using a 63X objective lens (Plan-Apochromat 1.40 Oil DIC M27) in a Cell Observer spinning disc
confocal microscope system (Andor iXon Ultra; Zeiss) controlled by ZEN software. Image analysis and
preparation were completed using ImageJ) and Adobe Photoshop CS5.

Viral infection, quantification, and titration. LGTV infection and viral titers were determined by a
focus-forming assay as previously described (41). Total RNA was isolated at 48 h postinfection using
NucleoSpin RNA II kit (Macherey-Nagel) as previously described (41), and cDNA was synthesized from 500
ng of RNA using a QuantiTect reverse transcription kit (Qiagen) according to the manufacturer’s
instructions. mRNA expression of actin was detected by a QuantiTect primer assay (Qiagen) and the Kapa
SYBR FAST qPCR kit (Kapa Biosystems) using a StepOnePlus fast-real-time PCR system (Applied Biosys-
tems). TBEV RNA was quantified using previously described primers (57) and a Kapa Probe Fast qPCR kit
(Kapa Biosystems).

Concentration, purification, and flotation of VLPs and virus particles. Supernatants of trans-
fected or infected cells were collected, concentrated by ultracentrifugation as previously described (58),
and resuspended in reducing Laemmli SDS-PAGE sample buffer before Western blot analysis. In the case
of further analysis steps, particles were concentrated by ultracentrifugation through a 20/60% sucrose
(sucrose in TN buffer [0.1 M NaCl, 0.05 M Tris-HCI; pH 7.4]) cushion at 100,000 X g for 1.5 h at 4°C (SW32;
Beckman Coulter), and the interface between 20 and 60% sucrose was harvested. A flotation assay was
performed as previously described (59). Briefly, the sucrose concentration was adjusted to a final
concentration of ~60% sucrose, incubated with or without 1% Triton X-100 for 1 h at 4°C, overlaid with
a 30 and 10% sucrose solution, and centrifuged at 200,000 X g for 5 h at 4°C (SW60; Beckman Coulter).
Fractions were collected and further conc d by ultracentrifugation (100,000 X g, 45 min, 4°C,
SW41; Beckman Coulter).

Electron microscopy. Supernatants from cells transfected with C-FLAG or the structural proteins prM
and E or infected with LGTV were harvested and concentrated using a flotation assay. Glow-discharged
Formvar carbon-coated nickel grids were floated on drops of the virus or VLP suspensions washed with
water, fixed with glutaraldehyde 2.5% for 2 min, washed again with water, and stained with 1.5%
aqueous uranyl acetate.

Affinity purification/LC-MS/MS experiments. 293 FLP-IN T-Rex cells expressing FLAG-tagged vi-
perin, A1-50 mutant, or green fluorescent protein (GFP) were lysed, and a-FLAG antibody coupled beads
were used to immunoprecipitate proteins of interest. Four independent affinity purifications were
performed for each bait. Sample preparations and LC-MS/MS analysis were conducted as described
previously (60). Briefly, FLP-IN cells expressing the FLAG-tagged protein of interest were lysed by
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snap-freezing cells in liquid nitrogen, incubation in TAP buffer (50 mM Tris [pH 7.5], 100 mM NaCl, 5%
[vol/vol] glycerol, 0.2% [vol/vol] Nonidet P-40, 1.5 mM MgCl,, and protease inhibitor cocktail [EDTA-free,
cOmplete; Roche]) for 30 min on ice, and clarification of the lysate by centrifugation at 16,000 X g.
a-FLAG antibody-coupled beads were incubated with 6-mg portions of cleared lysates for 60 min on a
rotating wheel, and the proteins were precipitated and washed with TAP buffer. After the final three
washes in TAP buffer, the samples were in also washed twice with TAP buffer lacking Nonidet P-40 to
remove residual detergent. Samples were sequentially digested with LysC (Wako Chemicals USA) and
trypsin (Promega), acidified with 0.1% TFA, desalted with C18-stage tips, and analyzed by LC-MS on an
Orbitrap XL instrument (Thermo Fisher Scientific).

Mass spectrometry raw files were processed with MaxQuant software versions 1.5.1.1 (61, 62) using
the built-in Andromeda engine to search against human and mouse proteomes (UniprotKB, release
2012_06) containing forward and reverse sequences. In MaxQuant, the label-free quantitation (LFQ) (63)
algorithm and the Match Between Runs option were used as described previously (60). The MaxQuant
output tables were transferred to the Perseus computational platform (64) for statistical enrichment
analysis. Only proteins identified on the basis of at least two peptides and a minimum of three
quantitation events in at least one experimental group were considered. LFQ protein intensity values
were log transformed, and missing values were supplied by imputation. Specific enrichment was
determined by multiple equal variance t tests with permutation-based false discovery rate (FDR) statistics
(n = 250 permutations). FDR thresholds and SO parameters were empirically set to separate background
from specifically enriched proteins.

Coimmunoprecipitation. HEK293T cells were transfected 24 h before cell lysis (1 mM MgCl,, 1 M
Tris-HCl, 5 M NaCl, 5% glycerol, 0.2% NP-40, and protease inhibitor). The FLAG-viperin/GBF1 complex was
immunoprecipitated with monoclonal antibodies directed against FLAG (Stratagene), as previously
described (19, 65).

CRISPR Cas9 knockdown of GBF1. Three different targets for human GBF1 were selected and
cloned into pSpCas9(BB)-2A-GFP (PX458) (Addgene number 48138) using the protocol established by F.
Zhang (66). The primer sequences were as follows: TBE 434F, CRISPR Cas9 GBF1.1 (CACCGATGGATTAC
GTCAATCCCCG); TBE 435R, CRISPR Cas9 GBF1.1 (AAACCGGGGATTGACGTAATCCATC); TBE 436F, CRISPR
Cas9 GBF1.2 (CACCGACACGACCGCCATAACTCAG); TBE 437R, CRISPR Cas9 GBF1.2 (AAACCTGAGTTATGG
CGGTCGTGTC); TBE 438F, CRISPR Cas9 GBF1.3 (CACCGACAGTGATTGACAGCACCG); and TBE 439R, CRISPR
Cas9 GBF1.3 (AAACCGGTGCTGTCAATCACTGTC). All three target plasmids were cotransfected at a ratio of
1:1:1; at 48 h posttransfection, the cells were reseeded and used for experiments.

SUPPLEMENTAL MATERIAL
Supplemental material for this article may be found at https://doi.org/10.1128/JVI
.01751-17.

SUPPLEMENTAL FILE 1, XLSX file, 0.1 MB.
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2.5 PUBLICATION 5: VIRULENCE FACTOR NSS OF RIFT VALLEY
FEVER VIRUS RECRUITS THE F-BOX PROTEIN FBXO3 TO
DEGRADE SUBUNIT P62 OF GENERAL TRANSCRIPTION
FACTOR TFIH

Viruses rely on a diverse range of strategies to counteract and inhibit cellular defense responses.
A common strategy of viruses is the inhibition of the transcription of antiviral acting genes by

interfering with the transcription machinery of the host.

The Rift Valley fever virus (RVFV) encodes for the NSs protein which is known to facilitate
immune modulation. Expression of the RVFV encoded NSs protein during infection mediates the
degradation of the p62 subunit, a member of the general transcription factor TFIIH. In
collaboration with the Laboratory of Prof. Weber (at that time: Institute for Virology, Philipps-
University Marburg. Now: Institute for Virology, FB10-Veterinary Medicine, Justus-Liebig
University, Giessen) we identified the F-box protein FBXO3 as the cellular E3 ubiquitin ligase
responsible for the ubiquitination and subsequent degradation of p62 during RVFV infection. AP-
LC-MS/MS analysis of RVFV NSs revealed physical interaction to FBXO3 and suggested the
contribution of the SCF ubiquitin ligase complex in the NSs mediated p62 depletion process.
Subsequent rescue siRNA mediated knock down experiments of the SCF ubiquitin ligase complex
members revealed that Skpl but not cullin-proteins or Rbx1 are required for NSs induced p62

degradation.

I contributed to this project by analyzing AP-LC-MS/MS data. Thereby I was able to support the
characterization of RVFV NSs interactors and to identify further FBXO3 associated proteins such as

SCF ubiquitin ligase factors.
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Virulence Factor NSs of Rift Valley Fever Virus Recruits the F-Box
Protein FBXO3 To Degrade Subunit p62 of General Transcription
Factor TFIIH

Markus Kainulainen,® Matthias Habjan,"“ Philipp Hubel,® Laura Busch,® Simone Lau,® Jacques Colinge," Giulio Superti-Furga,"
Andreas Pichlmair,” Friedemann Weber™*
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ABSTRACT

The nonstructural protein NSs is the main virulence factor of Rift Valley fever virus (RVFV; family Bunyaviridae, genus Phlebo-
virus), a serious pathogen of livestock and humans in Africa. RVFV NSs blocks transcriptional upregulation of antiviral type I
interferons (IFN) and destroys the general transcription factor TFIIH subunit p62 via the ubiquitin/proteasome pathway. Here,
we identified a subunit of E3 ubiquitin ligases, F-box protein FBXO3, as a host cell interactor of NSs. Small interfering RNA
(siRNA)-mediated depletion of FBXO3 rescued p62 protein levels in RVFV-infected cells and elevated IFN transcription by 1
order of magnitude. NSs interacts with the full-length FBXO3 protein as well as with a truncated isoform that lacks the C-termi-
nal acidic and poly(R)-rich domains. These isoforms are present in both the nucleus and the cytoplasm. NSs exclusively removes
the nuclear pool of full-length FBXO3, likely due to consumption during the degradation process. F-box proteins form the vari-
able substrate recognition subunit of the so-called SCF ubiquitin ligases, which also the constant comp Skpl, cul-
lin 1 (or cullin 7), and Rbx1. siRNA knockdown of Skp1 also protected p62 from degradation, suggesting involvement in NSs
action. However, knockdown of cullin 1, cullin 7, or Rbx1 could not rescue p62 degradation by NSs. Our data show that the enzy-
matic removal of p62 via the host cell factor FBXO3 is a major mechanism of IFN suppression by RVFV.

IMPORTANCE

Rift Valley fever virus is a serious emerging pathogen of animals and humans. Its main virulence factor, NSs, enables unhindered
virus replication by suppressing the antiviral innate immune system. We identified the E3 ubiquitin ligase FBXO3 as a novel host
cell interactor of NSs. NSs recruits FBXO3 to destroy the general host cell transcription factor TFIIH-p62, resulting in suppres-

sion of the transcriptional upregulation of innate immunity.

ift Valley fever virus (RVFV; family Bunyaviridae, genus Phle-

bovirus) is a serious, arthropod-borne pathogen affecting wild
animals, livestock, and humans (1, 2). The RVFV outbreaks that
regularly occur in Africa result in devastating losses of lives and
wealth. In ruminants like cattle and sheep, the typical onset of an
RVFV epidemic is characterized by so-called abortion storms and
the deaths of about 100% of the newborns. In adult animals, the
infection causes hepatitis and hemorrhage with a mortality rate of
10 to 20%. Human infections are mostly restricted to a self-limit-
ing febrile illness, but in 1% to 2% of cases the symptoms can
aggravate to fulminant hepatitis, encephalitis, retinitis, blindness,
or a hemorrhagic syndrome (3). In hospitalized patients, the typ-
ical case fatality rate is 10% to 20%, but higher rates have been
reported (4).

RVFV is transmitted by a multitude of mosquito and sandfly
species (5, 6) but also through aerosols or contact with aborted
fetuses (1, 2). It is capable of infecting a wide range of animals and
has repeatedly proven its potential to spread into new areas and
cause large epidemics (7). These features, together with the fact
that preventive and therapeutic possibilities are limited, have led
to the classification of RVF as a notifiable disease and a potential
biological weapon (8).

The particles of RVFV consist of a lipid envelope with two
integral glycoproteins, Gn and Gc, surrounding a core of three
ribonucleoproteins (RNPs) (9). These RNPs are complexes of nu-
cleoprotein (N), RNA-dependent RNA polymerase (L), and a vi-
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ral genomic RNA (VRNA). RVFV has three different vRNA seg-
ments, of which two (designated L and M) are in negative sense
and one (S) is in ambisense. The L segment encodes the L protein,
the M segment encodes a polyprotein that is processed to the
glycoproteins Gn and Gc along with the nonstructural proteins
NSm1 and NSm2, and the S segment encodes the N protein and
the nonstructural protein NSs.

NSs plays a central role in the pathogenesis of RVFV by down-
regulating the antiviral type I interferon (IFN-a/B) system (10,
11). IFNs are cytokines that are produced by infected cells to es-
tablish an antiviral state in the surrounding cells, mediated by
products of the so-called IFN-stimulated genes (ISGs) (12). The
induction of the IFN response occurs on the transcriptional level.
RVFV NSs was shown to block both the specific upregulation of
IFN genes and the general transcription of host cell mRNAs (re-
viewed in references 13 and 14). The molecular basis of the specific
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IFN inhibition by NSs was proposed to be the recruitment of the
transcriptional repressor SAP30 to the IFN promoter (15),
whereas the general effect was attributed to depletion of the gen-
eral transcription factor TFITH from its subunit p44 (16). These
mechanisms are reliant on stoichiometric sequestration of target
proteins, which is a relatively slow process requiring NSs to be
present at least at a 1:1 ratio with the target protein. IFN gene
transcription, however, is triggered by just a few viral signature
structures detected by the host cell (17, 18) and occurs shortly
after infection (19, 20). It remains therefore questionable whether
the rapid and potent shutdown of IFN induction imposed by NSs
(10) could be completely explained by a stoichiometric mecha-
nism involving binding and sequestration of host cell targets,
which at least in the initial phase of infection outnumber the viral
proteins. In fact, a recent report shows that RVFV can act on host
transcription through a different mechanism, namely, the protea-
somal degradation of p62, a subunit of the general transcription
factor TFIIH (21). It remained unclear, however, how this de-
structive activity is achieved and how it contributes to IFN antag-
onism. Therefore, in the present study, we investigated the con-
nection between the RVFV NSs IFN antagonism, TFIIH-p62, and
the proteasomal system. We demonstrate that p62 is degraded by
NSs almost immediately after virus entry. Based on results from a
large-scale proteomic screen (22), we identified the F-box protein
FBXO3 as an interactor of RVFV NSs. FBXO3 and its cofactor
Skp1 seem to form part of an E3 ubiquitin ligase responsible for
the NSs-driven p62 degradation and IFN suppression. To our
knowledge, this is the first report on a host cell interactor of RVFV
NSs that is involved in IFN suppression via rapid degradation of
host cell targets.

MATERIALS AND METHODS

Cells, viruses, and reagents. Hela, A549, Vero E6, 293T, and BHK-21
cells were cultivated in Dulbecco’s modified Eagle’s medium (DMEM)
supplemented with 5% (HeLa cells) or 10% (all other cells) fetal calf
serum (FCS). RVFV strains rZH548 and Clone 13 and the newly gener-
ated recombinant RVFV strains (see below) were propagated on Vero E6
cells under biosafety level 3 (BSL-3) conditions. MG132 was purchased
from Biomol.

Plasmid constructs. The RVFV plasmids for rescuing recombinant
RVEV, pL18_RVFV_L, pL.18_RVEV_N (helper plasmids), pHH21_RVFV_
vL, and pHH21_RVFV_vM (rescue plasmids) were described previously
(23). The rescue plasmids used to express tandem affinity purification (TAP)-
tagged fusion proteins via RVFV are based on an ambisense S segment rescue
construct (termed pHH21_RVFV_vN_MCS-CTAP) containing a tandem
Aarl cloning site followed by a C-terminal TAP tag sequence instead of the
NSs gene. The 5" and 3" Aarl restriction sites are compatible with Ncol and
HinDIII sites, respectively, and the C-terminal TAP sequence is in frame with
the ATG start codon created by the Ncol-compatible 5" Aarl site (23). To
express NSs fused with a C-terminal TAP tag via recombinant RVFV, the NSs
gene of strain ZH548 was cloned into pHH21_RVFV_vN_MCS-CTAP, giv-
ing rise to the S segment rescue plasmid pHH21_RVFV_vN_NSsZH-CTAP.
In a similar manner, the negative-control plasmid pHH21_RVFV_vN_GFP-
CTAP was generated, expressing the enhanced green fluorescent protein
(EGFP) gene fused with a C-terminal TAP tag, as well as the S segment rescue
plasmids expressing a C-terminal Flag epitope-tagged RVFV NSs
(pHH21_RVFV_vN_NSsZH_CFlag) or a 3XFlag-tagged AMx control pro-
tein (pHH21_RVFV_vN_3XFlag_AMXx).

To express epitope tag-equipped FBXO3 isoforms, total RNA isolated
from 293T cells was used for reverse transcription (RT) followed by am-
plification of the respective cDNAs with specific primers. The amplicons
were subcloned, and the resulting constructs were used as the templates
for generating amplicons with N-terminal 3X hemagglutinin (HA) tags.
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These amplicons were cloned to pcDNA3.1 by T/A cloning (Invitrogen).
The constructs pcDNA3.1-3XHA-FBXO3/1 and pcDNA3.1-3XHA-
FBXO3/2 were sequenced to verify that the inserts corresponded to
GenBank entries NM_012175.3 and NM_033406.2, respectively. FBXO3
cDNAs were PCR amplified from these constructs and ligated to pPDONR221
vector using the Gateway technology (Invitrogen). These constructs were
used for cloning plasmids expressing tandem affinity tagged (StrepII-HA)
proteins and transfected into 293 FLP-IN TREX cells in order to generate
stable, doxycycline (DOX)-inducible cell lines. Detailed cloning strategies
and primers are available upon request.

Western blot analyses. Samples for Western blot analysis were sepa-
rated by SDS-PAGE, blotted to polyvinylidene difluoride (PVDF) mem-
branes, and blocked using 5% (wt/vol) milk powder in Tris-buffered sa-
line with 0.1% Tween 20. The membranes were probed with antibodies
against the following targets: HA tag, GTF2H1 (p62), Skp1 (monoclonal
antibody [MAb] EPR3304), cullin 1 (MAb EPR3102Y), ROC1 (Rbx1) (all
by Abcam), Flag tag (Sigma), cullin 7 (Thermo Scientific), cdk7 (MAb
MOI1) and B-actin (MAb 8H10D10) (both by Cell Signaling), PKR (MAb
71/10) (24), and RVFV N (25). Peroxidase-conjugated anti-mouse and
anti-rabbit IgG polyclonals (Thermo Fisher) were used as secondary an-
tibodies.

Generation of recombinant RVF viruses. Recombinant Rift Valley
fever virus strain ZH548 expressing TAP-tagged NSs (rZHANSs:
NSs,41545-CTAP or TAP-tagged GFP (rZHANSs:GFP-CTAP), Flag-NSs
(rZHANSs::CF-NSs ;45,5 rZH-CF-NSs in short), and 3XFlag-AMx
(rZHANSs::F-AMx; rZH-NF-AMx in short) were rescued from cloned
cDNA using the pol I/pol II system (23). Briefly, cocultures of 293T and
BHK-21 cells grown in 6-well dishes were transfected with the helper
constructs pl.1I8_RVFV_L and pI.18_RVFV_N (0.5 p.g each) and the res-
cue constructs pHH21_RVFV_vL (L segment) and pHH21_RVFV_vM
(M segment) combined with an S segment plasmid (1 pg each). After 5
days of incubation, cell supernatants were harvested and transferred onto
Vero E6 cells to grow virus stocks. The genetic and biological properties of
the recombinant viruses were confirmed by RT-PCR, sequencing of the
NSs locus, and functional assays (data not shown).

Preparation of lysates for proteomics. 293T cells seeded in 15-cm
dishes were infected with RVFVANSs::NSs;;5,5-CTAP or RVFVANSs::
GFP-CTAP at a multiplicity of infection (MOI) of 5 for 16 h. Then, cells
were washed once with cold phosphate-buffered saline (PBS), scraped off
in 5 ml cold PBS, and centrifuged at 1,000 X g for 5 min at 4°C, and the
pellet was snap-frozen in liquid nitrogen. After addition of 5 ml of TAP
buffer (50 mM Tris-HCI [pH 7.5], 5% glycerol, 0.2% NP-40, 1.5 mM
MgCl,, 100 mM NaCl, and protease and phosphatase inhibitors), pellets
were again snap-frozen in liquid nitrogen and stored at —80°C.

Real-time RT-PCR. Total cellular RNA was isolated with the RNeasy
Minikit (Qiagen) and eluted in 40 pl of double-distilled water (ddH,0).
An aliquot of 100 ng RNA was then used as a template for cDNA synthesis
and PCR using the QuantiTect Reverse Transcription and QuantiTect
SYBR green PCR kits (Qiagen) and a StepOne Real-Time PCR system
(Applied Biosystems). mRNA levels of human IFN-, IP-10, FBXO3, and
GAPDH (glyceraldehyde-3-phosphate dehydrogenase) were deter-
mined with QuantiTect primers (Qiagen) QT00203763, QT01003065,
QT00061285, and QT01192646, respectively. All values obtained were
normalized against the GAPDH mRNA signal using the AAC, method
(26). For the cytokine assays, mock samples that showed no PCR ampli-
fication were arbitrarily set to a threshold cycle (C;) value of 40. RVFV L
RNA was measured by TagMan quantitative RT-PCR (RT-qPCR) as de-
scribed by Bird et al. (27).

Immunofluorescence assays. HeLa cells were grown on coverslips to
30 to 50% confluence and infected and incubated for the indicated time.
Then, cells were fixed with 4% paraformaldehyde, permeabilized with
0.5% Triton X-100 in PBS, and washed with PBS containing 1% FCS. The
following primary antibodies were used, diluted in PBS containing 1%
FCS: Anti-Flag (Sigma), Anti HA.11 (Covance), and Anti-GTF2H1 (Ab-
cam). After incubation at room temperature for 1 h, the coverslips were
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washed three times with 1% FCS in PBS and treated at room temperature
for 45 min with anti-mouse and anti-rabbit IgG polyclonals coupled with
Alexa Fluor 488 or Alexa Fluor 555 dyes. DAPI (4',6-diamidino-2-phe-
nylindole) was used at 0.1 pg/ml to counterstain nuclei. After washing
three times with PBS and once with ddH,0, coverslips were mounted
using Fluorsave solution (Calbiochem). Stained cell samples were exam-
ined using a Leica SP5 confocal microscope.

siRNA knockdown. Knockdown of gene expression was achieved by
2-fold reverse transfection of small interfering RNAs (siRNAs). AllStar
Negative Control siRNA as well as validated pools of four siRNAs (Qia-
gen) against mRNAs for FBXO3 (GeneSolution GS26273), Rbx1 (Gene-
Solution GS9978), Skp1 (GeneSolution GS6500), cullin 1 (GeneSolution
(GS8454), and cullin 7 (GeneSolution GS9820) were used. For reverse
transfections, siRNAs were transfected with 50 nM total concentrations
using Lipofectamine RNAIMAX (Invitrogen) according to the manufac-
turer’s instructions. Four hours after transfection, the medium was
changed. Three days after the first transfection, the cells were harvested
and counted, and equal amounts of cells were again reverse transfected as
described above. Experiments were performed 1 day after the second
transfections.

Coimmunoprecipitation assays. 293 FLP-IN TREX cells stably ex-
pressing SII-HA-tagged FBXO3 isoforms 1 or 2 were used for coimmu-
noprecipitation experiments. Expression was induced by treating the cells
with 2 pg/ml doxycycline hyclate for 2 days. The cells were then infected
with rZH-CF-NSs or rZH-NF-AMx (MOI of 3). Doxycycline was in-
cluded in the medium added after removing the inoculum. Three hours
later, 20 pM MG132 was added, and the incubation was continued for 1 h.
Cells were scraped into cold PBS and pelleted by centrifugation. The cells
were lysed in cold TAP buffer. After centrifugation, lysis supernatant was
incubated with Dynabeads (Invitrogen) coupled with either Anti HA.11
antibody (Covance) or Anti-Flag M2 antibody (Stratagene) for 1 h at
+4°C. After three washes with TAP buffer, the complexes were eluted by
boiling the beads in SDS-loading buffer and analyzed by Western blotting.

RESULTS

Rapid degradation of NSs targets. So far, two main host cell tar-
gets have been described to be degraded by RVFV NSs: p62, the
TFIIH subunit mentioned above, and double-stranded RNA
(dsRNA)-dependent protein kinase R (PKR), one of the main
ISGs inhibiting RVFV replication (25, 28). We performed a time
course experiment to obtain kinetics for p62 and PKR degradation
after virus infection. In agreement with previous studies (16, 21,
25, 28), we observed rapid degradation of both PKR and p62 after
infection with the recombinant wild-type (wt) strain ZH548,
whereas the NSs-truncated strain Clone 13 had no such effect (Fig.
1A). A much weaker susceptibility to NSs-mediated degradation
was observed for CDK7, a regulatory kinase of TFIIH (Fig. 1B).
Similar results were obtained using human A549 cells (see below).
Thus, we were able to confirm in our system that p62 and PKR are
efficiently removed by RVFV NSs.

To investigate the onset of p62 and PKR degradation in more
detail, we added the proteasomal inhibitor MG132 at different
time points of infection. As seen in Fig. 1C, addition of MG132 at
1 h after infection is required to preserve PKR levels, whereas later
addition had no protective effect. To preserve p62 levels, the in-
hibitor had to be present even earlier. MG132 had to be added
either from the first moment the virus contacted the cell (i.e.,
already in the inoculum) or directly after the virus inoculum was
replaced by cell culture medium (Fig. 1C). Later addition of
MG132 did not prevent p62 degradation, although the inhibitor
largely slows down virus infection. Interestingly, immediate early
addition of MG132 revealed the presence of a high-molecular-
weight ladder of p62 as well as a short form of it, suggesting ubiq-
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uitin attachment and a degradation intermediate. Nonetheless, we
were unable to directly demonstrate ubiquitination, possibly
due to the fact that only a fraction of p62 is affected at any given
time (data not shown). The data indicate that RVFV NSs in-
duces the rapid proteasomal destruction of both PKR and p62,
with the latter being even more quickly or more efficiently de-
graded than the former.

NSs interacts with the E3 ubiquitin ligase component
FBXO03. We have recently performed a proteomic screen for host
cell interactors of 70 viral IFN antagonists, including the NSs of
the virulent RVFV strain ZH548 (22). Since RVFV NSs inhibits
RNA polymerase II-driven mRNA synthesis, it is difficult to ex-
press from eukaryotic plasmids. We had to construct a recombi-
nant RVFV encoding an NSs with a C-terminal TAP tag. Approx-
imately 2 X 10° 293T cells were infected with the TAP-NSs virus at
an MOI of 5 and lysed after overnight incubation. A recombinant
RVFV encoding the EGFP gene fused with a C-terminal TAP tag
served as a negative control. TAP tag-purified protein complexes
were analyzed by one-dimensional (1D) gel liquid chromatogra-
phy-mass spectrometry. The purified TAP-NSs complexes con-
tained several significant NSs interactors, among them a poorly
characterized F-box protein termed FBXO3 (Fig. 2). F-box pro-
teins are components of the so-called SCF ubiquitin ligases, mul-
tisubunit complexes that are named after their main components,
Skp1, cullin, and an F-box protein. Mammals have around 70
different F-box proteins (29). The F-box protein component con-
stitutes the variable part of the SCF ubiquitin ligase and directs the
complex to specific substrates. The signature F-box motif con-
nects to the Skp1 subunit, and the ubiquitination substrate is re-
cruited through another protein-protein interaction domain,
which is situated at the C terminus. According to their type of
C-terminal interaction domain, F-box proteins are classified as
either FBXW (containing WD40 repeats), FBXL (containing leu-
cine-rich repeats), and FBXO (for “other”). Since FBXO3 was the
only host cell interactor with a connection to the ubiquitin-pro-
teasome system (UPS), we decided to further investigate its poten-
tial link to the action of RVFV NSs.

Human FBXO3 is 471 amino acids (aa) long, with several do-
mains (Fig. 3A). Besides the full-length protein (NCBI sequence
NM_012175), a shorter splice variant is predicted (NCBI se-
quence NM_033406), lacking the C-terminal acidic domain and
poly(R) region. Due to a paucity of appropriate antisera to detect
endogenous FBXO3, we cloned both the full-length protein
(termed isoform 1; FBXO3/1) and the shorter isoform (isoform 2;
FBX03/2) and equipped them with an N-terminal HA epitope
tag. In a first set of experiments, we confirmed the interaction with
NSs. Stable 293 FLP-IN TREX cell lines were generated, contain-
ing an expression cassette for the HA-tagged FBXO3 isoforms
under the control of a doxycycline-inducible promoter. The 293
FLP-IN TREX cells were treated with DOX to induce FBXO3 ex-
pression and then infected with a recombinant RVFV encoding
the NSs of wt strain ZH548 equipped with a C-terminal Flag tag
(Flag-NSs). As a control, we employed a recombinant RVFV encod-
ing a Flag-tagged, biologically inactive fragment of the human MxA
protein (Flag-AMx). Three hours after infection, cells were treated
with MG132 and incubated for another hour. Cells were lysed and
subjected to immunoprecipitations using antibodies against the
epitope tags. Both the cell lysates and the immunoprecipitates were
analyzed by immunoblotting, using epitope tag-specific antibodies.
The Western blot of the cell lysates shows that all investigated proteins
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FIG 1 Rapid proteasomal degradation of p62 by RVFV NSs. (A and B) Time course of target degradation. HeLa cells were infected with recombinant wt RVFV
strain ZH548 (rZH548) or the NSs-truncated mutant Clone 13 (CI13) at an MOI of 5 (A) or 10 (B) or were left uninfected (mock). Cells were lysed after the
indicated time periods and subjected to Western blot analyses against PKR and p62 (A) or p62 and CDK7 (B). RVFV N and B-actin were detected as infection
and loading control, respectively. (C) Time course of MG132 addition. HeLa cells were mock infected or infected with rZH548 atan MOI of 10 for 1 h in infection
medium (inoculum). Then, cells were incubated either in 0.2% dimethyl sulfoxide (DMSO) alone or in 20 pM MG132 and 0.2% DMSO at different time points
of infection. Inoc., DMSO or MG132 was present in the virus inoculum and later in the cell culture medium; 0 h p.i., virus inoculum was replaced by cell culture
medium containing MG132; 1 h p.i., MG132 addition 1 h after taking off the inoculum and incubation in cell culture medium; 2 h p.i., MG132 addition 2 h after
taking off the inoculum and incubation in cell culture medium. All cells were lysed at 6 h p.i. and analyzed by immunoblotting using the indicated antibodies.

are present at similar, detectable levels (Fig. 3B, left panel). The West-
ern blots of the immunoprecipitates show that NSs was able to bind
both isoforms of FBXO3, whereas the AMx control was unable to do
so (Fig. 3B, middle and right panels). These results thus confirm the
findings of the proteomics study (22) and establish the F-box protein
FBXO3 as a host cell interactor of RVFV NSs.

FBXO3 is important for p62 degradation and IFN antago-
nism by NSs. To clarify the contribution of FBXO3 to the UPS-
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dependent activities of NSs, we employed an siRNA knockdown
approach. The Western blot analysis shown in Fig. 4A demon-
strates that abrogation of FBXO3 expression had no influence on
the NSs-driven destruction of PKR but prevented the degradation
of p62. The degradation of p62 after infection with wt RVFV could
also be seen in immunofluorescence experiments, and knock-
down of FBXO3 rescued p62 levels (Fig. 4B). Moreover, in the
absence of FBXO3 there is a colocalization of p62 with the typical
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FIG 2 Host cell interactors of RVFV NSs. Interactors of RVFV NSs protein were identified by affinity purification followed by mass spectrometry (AP-MS) using
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frames. Red, presence of domains suggesting involvement in ubiquitin-dependent degradation (i.e., RING or FBX domains) based on SMART domain

annotations; yellow, all other proteins.

filamentous structures formed by RVFV NSs, indicating a close
proximity. Real-time RT-qPCR analyses demonstrated an FBXO3
mRNA knockdown efficiency of approximately 90% (Fig. 4C, left
panel). FBXO3 itself does not have a major influence on RVFV
RNA synthesis (Fig. 4C, right panel) or virus replication (data not
shown). Importantly, however, the abrogation of FBXO3 expres-
sion (and hence preservation of p62) increased IFN-f induction
in response to wt RVFV by a factor of 25 to 30 (Fig. 5, left panel).
Similarly, wt RVFV-triggered expression of the antiviral chemo-
kine IP-10 is elevated 9- to 16-fold under conditions of FBXO3
knockdown (Fig. 5, right panel). IFN and IP-10 induction in re-
sponse to the NSs-truncated Clone 13, in contrast, was not influ-
enced by FBXO3. This confirms that the increase of IFN induction
under FBXO3-depleted conditions is not an unspecific effect but
is connected to NSs. Further, reducing FBXO3 levels is sufficient
to partially alleviate the anti-IFN activity of NSs. These data dem-
onstrate that the E3 ubiquitin ligase component FBXO3 is neces-
sary for the NSs-mediated destruction of p62, whereas PKR is
degraded by another pathway. The NSs-driven elimination of p62
via FBXO3 contributes to the suppression of innate immunity by
RVFV.

We observed that the increased IFN induction in FBXO3-de-
pleted cells does not impair RVFV replication (Fig. 4C, right
panel). Most likely, this is because NSs still destroys PKR, one of
the major IFN effectors against RVFV (Fig. 4A).
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RVFV NSs removes the long isoform of FBXO3 from the nu-
cleus. We investigated the fate of FBXO3 in cells infected with
RVFV. In uninfected cells, the full-length isoform 1 of FBXO3 is
concentrated in the nucleus but also present in the cytoplasm (Fig.
6A, upper panels). However, in cells infected with wt RVFV, the
nuclear form is no longer detectable, whereas the cytoplasmic
pool is unchanged (Fig. 6A, middle panels). This phenomenon is
caused by NSs expression, since the mutant RVFV strain with the
control protein AMx in lieu of NSs maintained nuclear FBXO3
(Fig. 6A, lower panels). Employing the nuclear export inhibitor
leptomycin B could not rescue nuclear FBXO3/1 in RVFV-in-
fected cells (data not shown). Moreover, applying the host cell
transcription inhibitor alpha-amanitin could not mimic the effect
of NSs on nuclear FBXO3/1 (data not shown). This suggests that
the selective disappearance of full-length FBXO3 from the nucleus
is neither caused by nuclear expulsion nor an unspecific conse-
quence of the massive transcriptional inhibition imposed by NSs.
Interestingly, the disappearance of nuclear FBXO3 does not occur
in the case of the short isoform FBXO3/2 (Fig. 6B). Thus, the
interaction and functional importance of FBXO3 for RVFV NSs
function are reflected by a disappearance of nuclear full-length
FBXO3.

Degradation of p62 is dependent on Skp1. E3 ubiquitin ligases
of the SCF type typically consist of an F-box protein (which de-
fines the substrate specificity), the linker protein Skp1, the scaffold
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medium, cells were incubated for another hour, lysed, and subjected to immunoprecipitation using the indicated antibodies.

protein cullin 1, and the docking factor Rbx1, which connects the
complex to an E2 ubiquitin conjugase (29). We wanted to deter-
mine whether any of the other SCF components is involved in
FBXO3-related NSs action. For this purpose, we knocked down
individual SCF components using siRNA and monitored levels of
p62 in infected cells. A Western blot analysis is shown in Fig. 7A.
Surprisingly, knockdown of cullin 1 expression could not protect
p62 from degradation by NSs, although it reduced RVFV infection
to some extent. Knockdown of cullin 7, which sometimes acts as
an alternative to cullin 1 (29), also had no effect, neither alone nor
in combination with a cullin 1 knockdown (Fig. 7B). In contrast,
siRNA knockdown of FBXO3, Rbx1, and Skp1 seemed to rescue
p62 levels in wt RVFV-infected cells (Fig. 7A). However, the ab-
rogation of Rbx1 and Skpl expression resulted in a diminished
RVFV infection. Therefore, it remained difficult to distinguish
whether Rbx1 and Skp1 are indeed required for p62 degradation
or whether RVFV infection is simply too inefficient for a proper
NSs effect. To obtain a clearer picture, we analyzed the degrada-
tion of p62 on the single-cell level (Fig. 7C). Knockdown of any of
the three basic SCF components, but especially Rbx1, had a strong
impact on cell morphology. Nuclei and cells were rounded and
enlarged, and the increased presence of twin nuclei may hint to
possible cell division problems. Only low levels of NSs were de-
tectable. Nonetheless, in cells deficient in cullin 1 or Rbx1, expres-
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sion of NSs resulted in a disappearance of the p62 signal. In cells
deficient in Skpl, by contrast, NSs-positive cells also exhibited a
p62 signal. Thus, only Skp1 (but neither cullin 1, nor cullin 7, nor
Rbx1) appears to be essential for p62 degradation by NSs.

In summary, our collective data demonstrate that the NSs of
RVFV drives the degradation of the general transcription factor
p62 by means of the F-box protein FBXO3 and the linker protein
Skp1. The rapid destruction of p62 substantially contributes to the
block in IEN and cytokine induction observed in wt RVFV-in-
fected host cells.

DISCUSSION
RVFV is an eminent pathogen for humans and animals alike. The
major virulence factor of RVFV is the nonstructural protein NSs,
a strong suppressor of the innate immune responses. NSs is a
multifunctional protein that recruits the transcriptional repressor
SAP30 to the IFN promoter (15), depletes the general transcrip-
tion factor TFIIH from its subunit p44 (16), and degrades the
TFIIH subunit p62 (16, 21) and the antiviral effector PKR (25, 28).
The aim of our study was to identify the host cell factors that are
engaged by NSs. Our data show that one aspect of destructive NSs
action, the degradation of the TFIIH subunit p62, is mediated by
the F-box protein FBXO3.

FBXO3 knockdown experiments demonstrated that the pro-
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data and on in vitro assays (16). The study on the SAP30 partner of
NSs additionally demonstrated a correlation between the inability
of the NSs A210-230 mutant to interact with SAP30 and the in-
ability to inhibit IFN induction (15). Meanwhile, however, it is
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FIG 6 Influence of RVFV NSs on FBXO3 isoforms. (A) Long isoform
FBXO3/1. HeLa cells were transfected with 0.5 pg of cDNA expression con-
struct pcDNA3.1-3xHA-FBXO3/1. After overnight incubation, cells were in-
fected at an MOI of 10 with recombinant RVFV expressing either Flag-tagged
NSs (rZH-CF-NSs) or the negative-control protein AMx (rZH-NF-AMx) or
were left uninfected (mock). At 6 h p.i., cells were fixed, permeabilized, and
double immunostained for the Flag (green) and the HA (red) epitopes. (B)
Short isoform FBXO3/2. HelLa cells were transfected with the cDNA expres-
sion construct pcDNA3.1-3xHA-FBX03/2 and infected and immunostained
as described for panel A.

function (30). In fact, Head et al. had demonstrated that NSs mu-
tants deleted at aa 6 to 30, 31 to 55, 56 to 80, 81 to 105, 106 to 130,
131 to 155, 156 to 180, 181 to 205, 206 to 230, 231 to 248, and 249
to 265 all were unable to inhibit IFN induction or to degrade PKR.
This indicates that the null phenotype of a certain NSs mutant
alone is difficult to interpret, as it may affect stability or correct
folding (30). In our study, in contrast, we show that the absence of
the interactor FBXO3 partially neutralizes the strong block of IFN
induction imposed by wt NSs whereas the PKR degradation func-
tion of NSs remains intact. We are therefore confident that FBXO3
isa crucial and specific interactor of NSs that is engaged to degrade
p62 and block IFN transcription.

Compared to the deletion of NSs from the RVFV genome,
siRNA depletion of FBXO3 was approximately 1 order of magni-
tude less efficient in rescuing IFN induction. This incomplete res-
toration of IFN induction, combined with the untouched PKR
degradation activity, most likely is responsible for the absence of a
measurable impact of FBXO3 depletion on RVFV growth. Several
reasons are possible for the residual IFN suppression under con-
ditions of FBXO3 depletion. First, it is possible that the siRNA
treatment did not completely remove FBXO3 from the cells. Sec-
ond, the binding of NSs to p62 (21) (Fig. 4B) to the TFIIH subunit
p44 (16) and to SAP30 (15) also contributes to IFN inhibition.
Third, we showed that FBXO3 depletion does not protect from
PKR degradation by NSs. Since PKR is also involved in cytokine
induction (31-33), the still-intact destruction of PKR by NSs may
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further contribute to an incomplete recovery of IFN induction in
FBXO3-depleted cells. Most likely, it is the combination of all
these effects that results in the remaining IFN suppression in
RVFV-infected cells devoid of FBXO3.

Our study revealed the involvement of the SCF cofactor Skpl
in p62 degradation by NSs, whereas, somewhat surprisingly we
failed to assign any role to the other cofactors, cullin 1, cullin 7, or
Rbx1. Since siRNA depletion does not result in a complete re-
moval of the target protein, we cannot exclude that the residual
amounts of these cofactors are sufficient for the NSs mechanism.
However, in the standard model for SCF E3 ligase F-box proteins,
Skp1, cullins, and Rbx1 form an equimolar, stoichiometric com-
plex (29). Moreover, both Skp1 and cullin 1 were previously iden-
tified as interactors of FBXO3 (34). It appears hence unusual that
siRNA depletion of cullin 1/cullin 7 or Rbx1 does not preserve p62
from destruction by NSs. In fact, however, there are precedents of
Skp1/F-box protein-only complexes that act on their own, i.e.,
independently of a canonical SCF-type ubiquitin ligase (35, 36).
An alternative explanation therefore could be that NSs assembles
a so-called “non-SCF F-Box/Skp1 complex” to degrade p62.

FBXO3 is an E3 ubiquitin ligase component that only recently
gained wider attention. An earlier study suggested an involvement
in transcription regulation by p53, the master regulator of apop-
tosis and DNA damage responses (34). TFITH-p62, by contrast,
seems to be a target of FBXO3 only in connection with RVFV NSs,
as in uninfected cells neither depletion nor overexpression of
FBXO3 had any effect on p62 levels. Strikingly, a recent study
revealed that FBXO3 is indirectly stabilizing TRAF (tumor necro-
sis factor receptor-associated factor) proteins 1 to 6 (37). TRAF
proteins are essential signaling adaptors for innate, inflammatory,
and adaptive immune responses (38). FBXO3, through regulation
of TRAF protein stability, turned out to be a key factor for pro-
duction of inflammatory cytokines (37). Thus, the NSs interactor
FBXO3 plays a key role in p53-mediated host cell regulation as
well as in enabling TRAF-dependent inflammatory responses. In-
terestingly, RVFV NSs activates p53, apoptosis, and DNA damage
responses (39, 40) and downregulates inflammatory cytokines
(41). With respect to TRAF regulation, however, we observed that
RVFV drives TRAF disappearance in an FBXO3-independent
manner (data not shown), indicating an alternative, dominant
pathway of counteracting inflammation.

The nuclear pool of the long isoform FBXO3/1 is removed by
NSs, whereas the shorter isoform, which lacks the C-terminal
acidic and poly(R)-rich domains, is not affected. It is known that
F-box proteins can fall victim to their own ubiquitination activity
(42) and become degraded along with their target protein (“un-
stable when active” phenomenon [35]). Thus, the disappearance
of FBXO3/1 along with p62 could point at the C terminus of
FBXO3/1 as the effector domain of NSs action, leading also to an
autocatalytic degradation of FBXO3/1. In any case, the removal of
FBXO3 from the nucleus may have implications for NSs regula-
tion, liberating NSs to pursue another activity such as, e.g., PKR
degradation. Interestingly, a recent chromatin immunoprecipita-
tion-DNA sequencing (CHIP-Seq) study revealed that RVFV NSs
also downregulates the promoter of the FBXO3 gene (43). Al-
though in our experiments mRNA levels of FBXO3 were unaf-
fected by NSs at 6 h postinfection (p.i.), it could be speculated that
NSs blocks FBXO3 gene expression for the long term, for the same
reason that it removes FBXO3 protein from the nucleus. Investi-
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FIG 7 NSsand components of canonical SCF ubiquitin ligases. (A and B) Western blot analysis of knockdown cells. HeLa cells were treated with a control siRNA
or with siRNAs directed against mRNAs of cullin 1 (Cull), FBXO3, Rbx1, or Skp1 (A) or cullin 1 and/or cullin 7 (B). Cells were then infected with recombinant
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and Flag-RVFV NSs was analyzed 6 h later using DAPI stain and appropriate antibodies, respectively.
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3 DISCUSSION

During my thesis I elucidated novel aspects in virus sensing, antiviral defense mechanisms and
regulation of programmed cell death. Furthermore, I identified essential cellular factors for both,

the antiviral IFN-mediated immune response and for viral immune evasion strategies.

In my main projects, I systematically delineated protein-protein interactions of 104 ISGs and
focused on the binding capacity of IFIT1 to modified nucleic acid sequences. I evaluated the impact
of IFIT1 binding to virus-derived 2" O-unmethylated capped RNA on the synthesis of viral encoded
proteins during infection. The ISGs studied in my thesis were shown to actively influence virus
replication in functional overexpression screens %% The selection of these functional relevant
factors allowed me to link thousands of cellular proteins, which have not yet been known to
contribute to the cellular antiviral response, to ISG proteins. I acquired AE-LC-MS/MS data and
built a comprehensive ISG centric protein-protein-interaction (PPI) network, which I
complemented with functional relevant data from several external sources. Subsequent system
analyses revealed many unexpected interactions in the cell and could therefore extend our
knowledge on the regulation of IFN signaling and to cellular viral defense programs. Furthermore, I
complemented the obtained data from the proteomic analysis with targeted functional experiments
to verify their importance in virus-host interactions. Therefore, I concentrated on three unexpected
findings with high regulatory potential in cellular antiviral defense mechanisms. The following
chapter will summarize the main findings during my thesis and will link them to current literature.
Additionally, recent trends and challenges of mass spectrometry based applications in the proteomic

research field will be briefly discussed.

31 RELEVANCE OF MAJOR FINDINGS

Innate immunity encompasses highly complex and strictly regulated cellular systems capable to
deal with a variety of different foreign pathogens and intrinsic damage-associated molecular
signatures as explained before. To guarantee maximal performance, the innate immune system
needs to be carefully balanced in order to react fast and sensitive against potential harmful factors.
However, the activity of the innate immune system also needs to be tightly controlled to prevent
harmful overshooting reactions such as seen in autoimmune diseases and allergic reactions.
Therefore, highly structured and self-controlled cellular regulation processes are of paramount

importance for the innate immune system. During the main projects of my thesis, I identified and
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3.1 Relevance of major findings

characterized cellular proteins with so far unknown regulatory potential and importance for the

innate immune system.

The Lectin galactoside-binding soluble 3-binding protein (LGALS3BP), also known as 90K and
Mac-2 BP, showed the highest connectivity to ISGs in the protein-protein interaction network. It
was also among the top hits within defense response relevant databases, suggesting a very prominent
role in antiviral immunity. More than twenty years ago, LGALS3BP was studied intensively in the
context of tumor progression and inflammation in breast cancer and was described as a potential
bio-marker which correlates with bad prognosis for metastasis and survival of breast cancer
patients #7350 Elevated levels of the secreted form of LGALS3BP in the blood of HIV patients also

351-354

pointed towards its central role in the context of virus infections . Recent studies revealed

evolutional-conserved antiviral properties of intracellular LGALS3BP against distinct lentivirus

355-357

strains including HIV-1 . However, in contrast to its antiviral activity against lentiviruses, the
observed data shown here clearly support a predominant pro-viral function of intracellular localized
LGALS3BP. The observed pro-viral function is in line with results of a comprehensive meta-analysis
that includes several independent genome wide siRNA depletion screens in the context of FluAV
replication "7 Functional experiments as part of my thesis showed increased expression levels of
several ISGs in response to LGALS3BP depletion. This provides evidence for a negative regulatory
function of LGALS3BP in the IFN-response, which was recently supported by results observed in

35

the context of Sendai virus (SeV) infection **. Both, the antiviral activity against HIV and its
function to potently suppress virus-induced activation of the interferon system at the same time,
point towards a dual function of LGALS3BP in virus infection. Interestingly, proteomics data
presented here clearly show that depletion of LGALS3BP in uninfected cells leads to an
instantaneous expression of ISGs. This finding serves as breeding ground for speculations regarding
the molecular mechanism that could potentially account for this negative regulatory function. I
identified a surprisingly high number of different ISGs by AE-LC-MS/MS analyses that interact with
LGALS3BP. Among these interactions is the Interferon Regulatory Factor 2 protein (IRF2). IRF2
acts as transcriptional repressor and antagonist of IRF1, a central mediator within the type I IFN
signaling cascade which has also been linked to ISRE-dependent activation of gene-

. 95351359
expression

. Interestingly, LGALS3BP is capable to control stability of specific proteins post
transcriptionally It remains highly speculative, if IRF2 levels are affected by LGALS3BP in cells.
Interestingly, an overexpression study of ISGs clearly showed reduced IRES promotor activation by

IRF2 expression comparable to known negative regulators of the IFN system such as USP18 and

SOCS1 ™. Although the exact molecular mechanism still remains obscure, the interaction and
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3.1 Relevance of major findings

functional data derived from this work together with results from recent literature and databases
refers to a negative regulatory function of LGALS3BP through IRF2. This points towards a novel
molecular mechanism of LGALS3BP that helps to properly balance the response of the IFN-induced
cellular defense system. Future experiments that focus on the LGALS3BP interactor IRF2 might not
only provide molecular details of paramount importance for the understanding of its diverse
functions in the innate immune system, but might also be helpful to understand the exact function

of LGALS3BP in cancer progression and metastasis.

Another major finding of my thesis is the highly specific association of the ISG ANXA2R with
members of the CCR4-NOT complex. The evolutionary conserved CCR4-NOT complex is a
central cellular unit that regulates mRNA levels. Violation of the CCR4-NOT complex function
causes severe abnormalities in the embryonic development and cytoskeletal organization in flies o
* CCR4-NOT complex members were recently identified as tumor suppressors in Drosophila
melanogaster eye cancer models and identification of somatic mutations in different CCR4-NOT
complex members in T-cell acute lymphoblastic leukemia (T-ALL) patients underline the

. . . . 364367
importance of its function in humans

. Activity of the CCR4-NOT complex affects immune
system relevant processes at different levels such as the degradation of transcripts from MHC class II

368,369

and different cytokine-genes . Consequently, depletion of CCR4-NOT complex members

results in increased levels of cytokines and ISGs, which consequences in more pronounced defense

370-372

responses as for example in plants . Interestingly, the CCR4-NOT complex acts post-

transcriptionally by degrading mRNAs. This process commonly necessitates supportive cellular

%3 However, the interaction of the IFN

factors that guide the complex to its target transcripts
stimulated gene ANXA2R with the CCR4-NOT complex causes the trans-localization and local
depletion of the CCR4-NOT complex from the cytosol to perinuclear compartments. Analysis of
ANXAZ2R expressing cells compared to cells that lack CNOT], a central component of the CCR4-
NOT complex, results in highly similar proteome profiles, which underpins the functional
relevance of the ANXA2R mediated CCR4-NOT depletion. This supports a transcript stabilizing
function of the defense-response-derived mRNA by ANXA2R expression and explains the strong
antiviral effect of ANXA2R expression against a broad range of different viruses I
Interestingly, expression of ANXA2R also results in increased apoptosis 7* An intriguing, but
highly speculative working model could be that ANXA2R facilitates the expression of cytokines and
antivirally acting proteins in order to boost the defense response against viruses before suicide of the

infected cell. Additional experiments would be required to elucidate the relevance of ANXA2R and

the caused local depletion of the CCR4-NOT complex in the cytosol during virus infection. Further
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3.1 Relevance of major findings

investigations of the immunomodulatory function of ANXA2R might be important for a better
understanding of posttranscriptional regulation strategies, which affect the innate immune system.
These posttranscriptional regulation strategies might be of high relevance for a balanced immune

375
system .

[ used the data generated in this thesis to study the P2Y purinoceptor 6 (P2RY6). The P2RY6
gene encodes for a plasma membrane localized G protein-coupled purine sensing transmembrane

. . . . . . 376378
receptor with known functions in DAMP sensing and inflammation response

. Binding of its
ligand results in the production of cAMP, activation of protein kinases, inositol trisphosphate
generation and intracellular Ca’" release *”. AE-LC-MS/MS analysis indicates an involvement of
P2RY6 in NF-kB activation through the TRAF6 dependent non-canonical signaling pathway.
Inhibition experiments of TRAF6 confirmed a predominant role of this pathway in the NF-kB

activation by P2RY6, which was not known so far. This uncovered a potential chemical inhibitor

class capable to block P2RY6 mediated pro-inflammatory signaling.

Taken together, the results presented in my thesis cover several central aspects in virus-host
interactions. The assessed data act as a valuable resource for a broad research community and is
capable to provide countless entry points for hypothesis-driven experiments that illuminate
different aspects of the innate immune system. Additionally, the datasets cover interactions of pan-
but also highly virus-specific antiviral acting ISGs. Systematic analysis of interactors from ISGs that
affect specific virus classes might even allow the identification of cellular proteins and processes that
are essential for the replication of single virus species. These essential factors could potentially be of

value for targeted therapeutic treatments.
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3.2 TRENDS IN APPLICATIONS OF MASS SPECTROMETRY
BASED PROTEOMICS IN VIRUS-HOST INTERACTIONS
AND INNATE IMMUNITY

Identification of interactions between virus-derived molecular patterns and host proteins is still
the main application of mass spectrometry based proteomics in the virus-host interaction field.
However, improvements in sample preparation methods, recent advances in mass spectrometry
hardware as well as novel software algorithms allow highly comprehensive analysis strategies, which
are capable to unravel the virus-host interplay at different levels. This includes protein profiling,
analysis of signal transduction and identification of posttranslational modifications, which commonly
occur in virus-infected cells. As outlined in the introduction, viruses are masters of manipulating
their hosts. The interest in the dynamic evaluation during infections led to study designs capable to
resolve time-dependent protein changes through sophisticated models. Common available
quantitative approaches such as NGS-based methods do exclusively cover alterations during
infection on the mRNA level, which are only partially predictive for the proteome at a given
time ** Y. However, quantitative data of the proteome are especially important in the context of
virus infections, as viruses often highjack central components of the protein degradation system of
the host cell or code for their own ubiquitin conjugating enzymes to remodel the proteome for their
own benefit. Such post-transcriptional changes are of central importance for virus-mediated

. . . . . . . 384387
immune evasion strategies and essential to understand infection progression

. Hence, complex
time-resolved mass spectrometry based study designs such as SILAC pulse chase experiments or the
application of click-able amino acids, which incorporate into the newly synthesized proteins in cells
over time, represent promising approaches to study viruses and their effects on the turnover of the

388-390
host’s proteome

Alternatively, integrated omics analyses that compare virus-induced
transcriptome- and proteome-changes will shed light on the alteration of mRNA- and protein-levels
during virus infection. In the future, further integrative study designs will be required to pioneer
novel ways in this complex research field and to successfully link mass spectrometry based

proteomics data with clinical data and functional genomics methods to better understand virus

caused diseases.
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3.3 CHALLENGES IN MASS SPECTROMETRY BASED
PROTEOMIC INTERACTION APPLICATIONS

Almost 20 years ago, knowledge derived from the human genome sequencing project has raised
high expectations and hopes to identify disease causing genomic factors. However, in most cases
these hopes were premature and success dragged behind these high expectations. This discrepancy is
caused by the nature of many diseases, which manifest not only on the bases of a single genomic
alteration but additionally necessitate further alterations to establish their characteristic phenotype.
Among additional genomic alterations, such as mutations, this can also result from epigenetic
changes, unbalanced inflammatory processes or exposure to toxic substances and foreign species,
such as in infections. These environmentally caused perturbations are often hard to grasp by
genomic approaches alone. However, they commonly cause specific traces in the proteome of the
affected cells, which can be monitored and studied by several unbiased mass spectrometry based
approaches. Recent studies showed, that proteome changes correlate well with disease phenotypes
and, in many cases, even outperform genomic- and transcriptomic-based approaches 266,391,392,
Hence, mass spectrometry based proteomics serves as a powerful technology to comprehensively
evaluate diseases caused by molecular alterations. It is capable to precisely reflect protein

expression, posttranslational modification and molecular interactions and is suitable to answer

complex scientific questions in both, basic research and clinical settings.

Bottom-up proteomics can explore disease-related molecular findings directly on the level of the
main executing units in the cell by evaluating several thousand qualitative and quantitative
proteomic parameters per analysis. This makes it especially suitable for applications in basic
research. Most proteomic data presented in this thesis were derived from extensive AE-LC-MS/MS
experiments and provide profound information about the physical association between proteins in
the cell. Traditionally, AE- and AP-LC-MS/MS analyses require ectopic expression and affinity tags
fused to the protein of interest to successfully enrich and identify associated proteins and to
decipher dynamic processes in protein-complex formation *  However, AP-LC-MS/MS based
studies often accumulate a high number of false-positive findings, which often results in
misinterpretation of the acquired interaction data ¥* Fusion of an affinity tag can enhance false-
negative and false-positive rates through disruption of the protein function, protein mislocalization
in the cell, destabilization of true interactions and the identification of proteins with high affinity to

395,396

the used molecular tag . Furthermore, ectopic expression of the protein of interest can

massively influence the cellular proteome and cause the accumulation of false-positive interactors in
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3.3 Challenges in mass spectrometry based proteomic interaction applications

case of insufficient cut-off criteria or unsuitable normalization strategies *7_Therefore, validation
and optimization of AP-LC-MS/MS workflows with subsequent statistical analysis are required to

398,399

guarantee high quality PPI data Alternative mass spectrometry based approaches that

elucidate PPIs include antibody-based capture techniques (CO-IP-MS/MS) and proximity-

400,401

dependent based approaches CO-IP-MS/MS allows to identify protein interactions of
primary cells and tissue under physiological conditions. However, availability, affinity and
specificity of the used antibody need to be carefully evaluated. In addition, binding conditions for
every antibody requires time consuming optimization, which limits its application to less
comprehensive PPl studies. Commonly, cell lysis and buffer conditions significantly affect
sensitivity and specificity of AP- and CO-IP-MS/MS workflows, which often leads to loss of low
affine or transient interactions.

Proximity-dependent approaches such as BiolD or APEX rely on the fusion of enzymes to the
protein of interest. These fused enzymes represent modified biotin ligases and peroxidases 102,403,
Both approaches result in covalently attached biotin derivatives at proteins in close proximity of the
modified protein “°  This enables the identification of low affine and transient interactions.
Furthermore, it accounts for intracellular compartmentation and localization of the protein of
interest as the covalent attachment of biotin appears within the intact living cell “* However, the
large labeling radius of the BioID and APEX based method allows protein modification even in the
absence of a direct physical interaction. Hence, biotinylated proteins do not exclusively represent
true, physically associated interactors but could simple represent proteins that are localized in close
proximity to the protein of interest within the cell. Consequently, identified proteins are not
necessarily true interactors. Furthermore, proximity-dependent approaches require genomic
modifications to fuse the enzyme to the protein of interest. This limits its application to suitable

cell-culture models most of the time ***.

An alternative method represents size-exclusion chromatography coupled to mass spectrometry
(SEC-MS), an approach that deduces PPI information on the basis of co-eluting protein profiles.
Interestingly, no tagging or enzyme fusion is required and it can be performed with almost any
tissue or cell. Additionally, this method acquires PPI information of several thousand proteins in
one single experiment. This allows to obtain an unbiased global picture of interactions within the
studied cells or tissue. However, its resolution is limited by the separation efficiency of the used
analytical size-exclusion column and the number of obtained fractions. Hence, most protocols
resolve comparably high molecular weight complexes and are less suitable to elucidate interactions

of small complexes and transient interactions. Additionally, SEC-MS requires gentle lysis conditions
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3.3 Challenges in mass spectrometry based proteomic interaction applications

to preserve native structures and intact complexes. This gentle lysis conditions are less suitable to
study transmembrane and DNA-associated protein complexes. Furthermore, gentle lysis conditions
can cause interaction artifacts between proteins and complexes that would never get in close
proximity within the intact cell, a clear disadvantage compared to proximity labelling based
approaches. However, a recent study performed chemical protein crosslinking in the cell prior
SEC-MS, a strategy that helps to overcome these limitations “%_ Further adaptations of this method
such as its combination with data-independent acquisition strategies might even increase its

applicability in the future 06

During my thesis I used AE-LC-MS/MS to elucidate interactions of cellular proteins to different
modified nucleotide sequences. This resulted in the identification of IFIT1 as binder of 2'O-
unmethylated capped RNA. However, mass spectrometry based proteomics can also identify
protein-DNA interactions and serves as an unbiased method to determine transcription factor
407,408

binding . In combination with Chromatin Immuno Precipitation DNA-Sequencing (ChIP-seq)

methods, it represents a powerful tool to study the dynamics of transcription factor binding during

signaling events in the cell 0

Another constantly increasing application represents the chemical proteomics field. It focuses on
the interaction of small molecules to their targets in the cell. Prominent examples include the
kinobead technology used to identify drugable kinases. Another innovative approach to characterize

drug—binding in cells is thermal proteome profiling #0411

It relies on the ligand-induced
conformational stabilization of the drug-protein complex, which commonly results in a higher
tolerance against heat and causes a shift of its thermal stability profile. This shift can be used to

detect specific and unspecific binding substances in cells *"

Recently, chemical crosslinking has become a popular tool to deliver structural information
from complex biological samples in solution o, Emerging methods in this challenging research field
use collision energy cleavable chemical cross linkers to provide detailed information about the
orientation of protein domains and individual proteins within multimeric protein complexes. This
approach serves valuable information that complements other protein structure analysis
technologies, such as Cryo Electron Microscopy and X-ray based protein structure determination,
or acts as stand-alone technology that provides structural information of complex samples in

. 268
solution

Additionally, recent advances in mass spectrometry based proteomics paves the way towards its
clinical application. High demands on reproducibility, sensitivity, specificity and robustness for

clinical applications necessitate highly structured and controlled protocols to guarantee the required
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3.3 Challenges in mass spectrometry based proteomic interaction applications

performance. Major applications in the future encompass not only the identification of potential
biomarkers that are specific for disease phenotypes but also include applications in therapy
companion diagnostic, monitoring of prognostic markers and identification of therapeutic targets

for personalized precision medicine.

Multivariate diseases are difficult to grasp by traditional diagnostic techniques that commonly
rely on the analysis of a single or a low number of disease associated factors. In contrast, unbiased
proteome analysis of patient samples can provide information about several thousand proteins in
one application. This information can be of high value for disease classification and for the
subsequent therapy decision-making process. Furthermore, the data can be used to identify so far
unknown protein signatures that are specific for the disease and its progression. Analysis of different
kinds of body fluids, such as blood plasma, urine or liquor from the central nerve system can be
analyzed in highly robust workflows without the risk to lose valuable morphological information e

7 Such samples can be obtained directly by non- or low-invasive methods and allow a regular

evaluation of disease status, if required.

Some multiplexed quantitative mRNA diagnostic tests for example already found their way into
routine diagnostics. Examples represent quantitative mRNA-based multiplex tests which predict the
benefit of chemotherapy on top of an adjuvant endocrine therapy in early stage breast cancer HEA
Comparable tests by mass spectrometry based proteomic approaches could cover more cellular

factors directly at the protein expression level and might even increase precision of such predictive

tests.

Among the most promising clinical applications of mass spectrometry are applications in the
immunopeptidomics field. In immunopeptidomics, mass spectrometry is used to identify
immunotherapy relevant tumor-associated MHC presented neoantigens at the surface of tumor
cells. These presented tumor specific neoantigens are used to train and activate the patient’s
immune system against the tumor. Interestingly, evaluation of somatic mutations by genome
analysis alone is insufficient to predict the immunogenic potential of the tumor as only the MHC
molecule presented peptide variants at the cell surface trigger the desired immune response. Hence,
the direct identification of the tumor’s immunopeptidome by mass spectrometry is the method of
choice for such highly specific personalized immunotherapeutic strategies 20 Commonly, a
combination of both, genome and immunopeptidome based workflows are used to identify

potential immunotherapy targets w21

Remaining future challenges for proteomics in routine clinical applications are the high demands

on robustness, sensitivity and precision of the technology. Additionally, proteomic workflows need
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3.3 Challenges in mass spectrometry based proteomic interaction applications

to provide sufficient sample throughput, short sample preparation time and reduced running costs
to compete with already established technology platforms in routine diagnostic settings 2
Furthermore, standardization and homogenization of methods and protocols that limits intra- and
inter-laboratory variations need to be considered to guarantee comparable results from different

. L 423405
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