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Abstract 

The arms race between host and pathogens through evolution shaped a tightly connected and 

complex defense network. The innate immune system provides essential mechanisms capable to 

efficiently inhibit invading pathogens. Central mechanisms of the innate immune system, such as 

pathogen recognition and regulation of defense responses, require complex systems to be balanced, fast 

responding and effective. The interferon system consisting of pattern recognition receptors, signaling 

molecules and cytokines, is a defense system that gets activated very early after virus infection and 

proved to be extremely powerful to inhibit virus replication and spread. Interferons induce the 

expression of a whole arsenal of specific proteins called Interferon stimulated genes (ISGs), which serve 

a wide array of different activities, including direct inhibition of viruses and initiation of upstream 

defense mechanisms that facilitate long lasting adaptive immune responses. However, viruses frequently 

target the interferon system to block cellular defense responses and thereby evade the immune system. 

In recent years antiviral properties of ISGs were mainly studied by gain and lack of function 

experiments, which allowed insights into their specificity and effectivity to inhibit viruses. However, 

only a few antiviral ISGs were studied in detail on the molecular level so far and the mode of action of 

the majority of ISGs remained enigmatic. 

During my PhD, I worked on different projects which focused on host-pathogen interactions. I used 

large scale affinity enrichment followed by mass spectrometry (AE-LC-MS/MS) experiments to study 

protein-protein interactions between cellular proteins and more than 100 functionally well-defined 

ISGs. The generated data allowed me to functionally validate and mechanistically explain the mode of 

action of several ISGs including the novel negative innate immune regulator LGALS3BP, the G-protein 

coupled nucleotide cell surface receptor P2RY6, and the ISG ANXA2R which unexpectedly engages the 

CCR4-NOT complex to fulfil its antiviral activity. I also investigated the functional consequence of the 

association between the ISG IFIT1 and the 2’O unmethylated RNA cap structure, which is a key 

element in the antiviral potential of IFIT1. Furthermore, I contributed to the identification of a novel 

type of cell death, called oxeiptosis, which is induced by reactive oxygen species (ROS) and commonly 

generated during intoxications or pathogen encounter. In an additional collaborative project, I revealed 

the function of the immune-regulating E3 ubiquitin ligase FBXO3 in RVFV infection and identified the 

cellular cofactor GBF1, which is required for the antiviral activity of the ISG viperin against flaviviruses. 

My work, as shown in this thesis, significantly contributed to our understanding of virus-host 

interactions in regards to virus infections and pathology.  
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1 Introduction 

The constant and ubiquitous presence of pathogens forced organisms to acquire a diverse range 

of defense mechanisms in order to combat these confrontations through evolution. Although 

modern medicine provides effective drugs and vaccination strategies to control a number of 

different pathogens, most viruses cannot be targeted by therapeutic treatments. This is in part due 

to insufficient knowledge on how to target viruses in general but also complicated by the ability of 

viruses to adapt specific mutations, which cause structural rearrangements at the drug-target 

interphase 1,2. Therefore, effective and long lasting medical protection against many viruses still 

remains challenging. Current strategies focus on targeting host cell machineries, which are 

essentially required for virus replication 3.  

Evolutionary shaped host defense systems provide a whole arsenal of different inhibitors that 

viruses could not completely overcome by their mutational evasion strategies. Among these 

immune derived defense mechanisms is the Interferon (IFN) system, which represents one of the 

most central cellular components that determines the success to control virus infections. As part of 

the innate immune system, the IFN induced defense mechanisms inhibit a broad range of different 

pathogens. Successful application of IFN based therapies against persistent virus infections, as for 

example hepatitis C virus (HCV) infection, highlighted the efficiency of this system to fight virus 

infections 4. However, severe side effects limit the applicability of IFN based therapies 5. 

This thesis illuminates recent advances in the dynamic field of host-pathogen interactions and 

focuses on the molecular interplay between viruses and the innate immune system. The first part of 

the introduction discusses the innate immune system with emphasis on the IFN mediated defense 

response and its basic roles in context of viral infections. Virus-host interactions and their 

contribution to virus replication are highlighted in the second part. The third part of the 

introduction emphasizes state of the art technologies and mass spectrometry based approaches 

applied to study the innate immune system on a global level. These technologies contributed 

significantly to study the complex network of virus-host interactions in recent years. 
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1.1 The Immune system 

The immune system includes cellular processes that protect organisms from foreign substances 

in toxins, particles, small organisms or pathogens. The immune response encompasses two major 

systems, namely the innate- and the adaptive immunity. Both systems go hand in hand and execute a 

variety of different tightly regulated, time coordinated defense responses that act in concert to 

guarantee a fast, long lasting and highly specific protection against invading pathogens. The innate 

immune system covers passive physical defense barriers such as epithelial monolayers or secreted 

body fluids and specified innate immune cell types, cytokines and signal pathways that act early 

during infection 6. It tightly interacts with the adaptive immune system and significantly contributes 

to its initiation and activation. The adaptive immune system involves cellular components that aim 

to elicit a highly specific defense response against pathogen-characteristic structures, so-called 

antigens. It is responsible for the elimination of pathogens at the late stage of infections and to 

establish long-term protection (Figure 1) 7.  

 

 

Figure 1: Structure of the immune system. The scheme represents the immune system consisting of innate and 
adaptive immune processes. The innate immune system serves as the first-line of defense against invading pathogens by 
physical barriers and innate immune cells. The adaptive immune system delivers highly specific defense responses 
against pathogen-specific antigens and is responsible for the establishment of long term resistance. Secreted chemokines 
and cytokines act as immune messengers which coordinate and activate the immune cells. 
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Immune cells originate from pluripotent stem cells in the bone marrow and differentiate into 

various cell types with specific functions. These immune cell populations encompass cells of the 

innate and adaptive immune system which closely interact with each other. The following 

paragraphs briefly describe immune cell types with important functions in antiviral defense 

responses. 

 

1.1.1 Cells of the immune system 

All nucleated cells are capable to execute basic innate immune functions and participate in 

antiviral defense responses by either releasing or responding to soluble paracrine and endocrine 

acting factors such as chemokines and cytokines during infections. However, specialized immune 

cells exist that exert tailored regulatory or executing immune functions, too. The following 

paragraphs briefly describe selected immune cells of the innate and adaptive immune system that 

contribute significantly to defense responses against viruses. 

Neutrophils are the most frequent immune cell types in the blood. They exhibit a highly 

characteristic segmented structure of the nucleus and are among the first immune cell species at the 

site of infection. They limit virus infection by phagocytosis and by releasing anti-microbial factors at 

the infected site through degranulation. Additionally, these cells form specific extracellular 

structures capable to bind and trap foreign species 8. 

Macrophages represent key players in the complex system of immune cells. These cells infiltrate 

infected tissue through leukocyte extravasation in response to chemotaxis and perform phagocytosis 

of virus-infected cells. During this process, macrophages synthesize and secrete massive amounts of 

IFN and other cytokines, leading to signal amplification and activation of further innate and adaptive 

immune responses. Moreover, macrophages also serve as antigen presenting cells (APCs). They 

activate T-cells by presenting foreign antigens on major histocompatibility complex (MHC) class II 

molecules at their cell surface. Additionally, specialized macrophage subsets such as M2 

macrophages exhibit important functions that control and resolve inflammation after infection 9,10. 

Dendritic cells belong to innate immune cells and execute a central communication function by 

presenting antigens to T-cells. Dendritic cells capture, process and present antigens and 

subsequently migrate to the lymph nodes to activate T-cells 11. Specialized matured dendritic cells, 

such as plasmacytoid dendritic cells (pDCs), contribute significantly to cytokine levels, especially 

IFNs during viral infection 12. Additionally, dendritic cells interact closely with natural killer (NK) 

cells and contribute to the expansion of antiviral acting NK cells during viral infection 13. 
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Natural killer (NK) cells are lymphocytes and exhibit a pivotal cytotoxic function against 

infected cells. Hence, they contribute significantly to the inhibition of virus replication during 

infection. NK cells can be divided into two major groups, namely (i) the cytotoxic NK cells 

expressing CD56 as well as CD16 and (ii) the regulatory NK cells expressing CD56 exclusively. 

The regulatory NK cells, as the name intends, secrete cytokines upon virus detection and act 

regulatory thereby 14. In humans, about 90 % of the NK cell population represents cytotoxic NK 

cells. In contrast to cytotoxic CD8+ T-cells, cytotoxic NK cells are capable to lyse infected cells 

independent of specific antigens presented by MHC class I on the cell surface of virus-infected cells. 

However, to prevent random NK cell mediated lysis, NK cell activation requires a combination of 

molecular signals in order to guarantee specificity. Commonly, it necessitates the absence of 

inhibitory proteins such as HLA-A and HLA-B proteins and the presence of NK cell activators such 

as receptors and several co-stimulatory proteins at the cell surface 15,16,17. 

T-cells are lymphocytes and belong to the adaptive immune system. They have the ability to 

recognize specific immunogenic peptide structures, so called antigens, presented at the cell surface 

by MHC molecules through their T-cell receptor (TCR). The somatic recombination of the variable 

antigen binding TCR domain and a highly specific selection process in the Thymus determines the 

T-cell specificity to the presented antigen and prevents the recognition of self-antigens. This 

complex process allows the generation of an almost unlimited arsenal of differently expressed and 

exposed TCRs with potential binding affinities to antigens of foreign origin. Dependent on the 

affinity of the TCR to either MHC class I or MHC class II presented antigens and the expression of 

respective co-receptors at the cell surface, T-cells can be categorized into CD8+ cytotoxic- , 

CD4+ inflammatory- or helper-T-cells.  

CD8+ cytotoxic T-cells bind to antigens presented on MHC class I molecules. Co-activation of 

CD8+ cytotoxic T-cell relies on CD3 and CD8 dependent signaling, which in turn triggers the 

release of cytotoxic substances (granzymes) towards the infected cell. The released granzymes in 

turn lead to the induction of apoptosis of the targeted virus-infected cell.  

In contrast to CD8+ T-cells, CD4+ T-cell activation requires the presentation of foreign 

antigens by MHC class II molecules. APCs, such as dendritic cells and macrophages, take up foreign 

molecular structures of pathogens and offer these at the cell surface. The APC mediated 

presentation process includes the uptake of foreign proteins by phagocytosis, processing of the 

peptides in the lysosome, loading of pathogen-derived antigens to MHC class II molecules and their 

presentation on the cell surface. These APCs migrate to lymph nodes to present their antigens. 
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Subsequent recognition of these MHC class II presented antigens by CD4+ T-cells lead to the 

secretion of cytokines and to the activation of antigen presenting B-cells. 

Similar to T-cells, also B-cells are part of the adaptive immune system. They depend on 

pathogen-derived antigens to establish their long lasting immune memory function. Immune 

memory by B-cells encompasses the detection of the respective antigen either by binding through 

the B-cells itself or through the presentation by APCs. In response to the antigen binding, B-cells 

proliferate and generate two B-cell populations, namely antibody producing plasma cells and B-

memory cells. During this process, B-cells require additional support by T-helper cells, which 

provide essential cytokines for their co-activation and the subsequent production and secretion of 

immunoglobulins 18. 

 

1.1.2 The innate immune system 

The immune system encompasses and links several multi-layered and tightly regulated processes 

to protect from foreign pathogenic species as described above. Within this system, the adaptive 

immune system depends on the activation of the T- and B-cells in an antigen dependent manner, a 

time consuming process that guarantees the correct differentiation of self- from foreign-molecular 

structures in order to prevent autoimmune reactions. Contrary to that, the innate immune system 

represents the first line of defense against pathogens such as viruses, bacteria and fungi. Its major 

task is to control infections until the adaptive immune system has acquired the power to specifically 

target and eliminate the pathogen 18. The innate immune system consists of three essential key 

steps, namely (i) activation of the innate immune system, (ii) signal transduction and amplification 

and (iii) initiation of early cellular antiviral responses. The following paragraphs briefly describe 

these three topics. 

 

1.1.2.1 Activation of the innate immune system 

Activation of the innate immune system requires several consecutive molecular processes. These 

include the binding and sensing of pathogen associated molecular patterns (PAMPs) and danger 

associated molecular patterns (DAMPs), the activation of signaling cascades through cellular adapter 

proteins and expression and secretion of pro-inflammatory cytokines or the induction of cell death. 

The following chapters focus on the activation of the innate immune system through viruses in 

humans and will briefly describe the associated molecular processes. 
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Sensing of viruses 

A critical task of the innate immune system represents the initial differentiation between self- 

and foreign molecular structures. Therefore, specific cellular pattern recognition receptors (PRRs) 

bind to their respective PAMPs. These PAMPs represent unique molecular structures present in the 

host during the replication process of the pathogen. In most cases, recognition of specific genomic 

structures by the host cell facilitates the detection of viruses during infection 19. These genomic 

structures do naturally not occur in the host cell or are at least inaccessible for the respective PRR 

through cellular compartmentation under normal conditions 20,19. For example, single stranded 

DNA or DNA-RNA hybrid structures are not present in the cytosol of uninfected cells as synthesis 

of ribonucleic acid sequences commonly occurs in the nucleus, thereby isolated from the cytosol 

through compartmentation. Hence, cytosolic PRRs cannot directly face such nucleotide sequence 

species, although they regularly appear temporarily during replication and transcription in the 

nucleus. In line with DNA-, also RNA-synthesis follows highly ordered rules, as in the transcription 

by Polymerase II (Pol-II) that generates precursor transcripts with a 5’ triphosphate (5’ PPP) 

modification in the initial step. 5’ PPP RNA structures serve as preferred binding target for PRRs 

such as Retinoic acid-inducible gene I protein (RIG I). These PRRs would induce the auto-

activation of the innate immune system in case of mislocalized 5’ PPP-RNA that leaks into the 

cytosol 21,22. However, under normal conditions, consecutive modifications of the cellular 5’ PPP 

RNA precursors by the capping process prevents the recognition of such RNA species by RIG-I in 

the cytosol. Capping of mRNA precursors is performed by fusing a guanosine nucleotide to the 

triphosphates 5’ end. Further chemical modifications include the methylation of the guanosine and 

the first two ribose molecules at the N7 and the 2’ O position 23. These co-transcriptional 

modifications are prerequisites for the export of matured 5’ capped RNA from the nucleus into the 

cytosol and limits the presence of host cell derived 5’ PPP-RNA in the cytosol. In turn, exported 

capped transcripts remain unrecognized by cytosolic localized PRRs after nuclear export. In 

contrast, as mentioned before, viruses regularly expose genomic sequences which lack one or 

multiple characteristics of their cellular counterparts during replication in the host. Hence, cells 

commonly exhibit a variety of different PRRs against such viral PAMPS 20,24,25. The following table 

provides an overview of cellular PRRs, their localization and binding target of virus derived 

molecular patterns.  
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Table 1: Common PRRs that sense virus derived PAMPs 26,27,28  

Sensor Family PRRs Cellular Location Target structure 
 TLR3 Endolysosome dsRNA 
 TLR4 Plasma membrane Viral Glycoproteins 

TLRs TLR7 Endolysosome ssRNA 
 TLR8 Endolysosome ssRNA 
 TLR9 Ensolysosome CpG-DNA 
 RIG-I Cytoplasm 5´triphospate RNA, short dsRNA 

RLRs MDA5 Cytoplasm Long dsRNA 
 LGP2 Cytoplasm dsRNA 

ALRs 

AIM2 Cytoplasm dsDNA 
DAI Cytoplasm DNA sequence specific 

cGAS Cytoplasm DNA sequence specific 
IFI16 Nucleus dsDNA 

 

This thesis focuses on virus-host interaction; hence, the following section mainly depicts the sensing 

of viruses through Toll-like receptors (TLRs), RIG-I-like receptors (RLRs) and AIM2-like receptors 

(ALRs). 

 

PRR – dependent induction of cell death 

Sacrificing infected cells for the benefit of the cellular community represents a popular defense 

strategy to limit infection. Induction of cell death is especially effective in viral infections, as the 

replication of viruses completely depends on the host cell. Nod-like receptors (NLRs) such as the 

cytosolic double stranded DNA (dsDNA) sensing Absent in Melanoma 2 (AIM2) protein and the 

viral RNA sensor NACHT, LRR and PYD domains-containing protein 3 (NLRP3) are potent 

activators of the inflammasome. This high-molecular multi-protein complex leads to cell death by 

pyroptosis and converts the inactive Interleukin-1 (IL-1) precursor pro-IL-1β into its bioactive form 

by a caspase-1 dependent process 29,30,31,32. The inflammasome is also sensitive to indirect, virus-

mediated stimuli such as elevated levels of reactive oxygen species (ROS) that are generated during 

virus infections 31,33.  

Another strategy that can results in cell death of virus infected cells is cellular interference with 

protein synthesis. Members of the oligoadenylate synthase (OAS) family act directly by activating 

RNase L. OAS proteins catalyze the second messengers 2'-5'-oligoadenylates in response to dsRNA 

binding, which in turn activates RNase L. The endoribonuclease activity of RNase L mediates 

cleavage of viral and cellular transcripts, inhibits translation and leads to apoptosis of the infected 

cell 34,35.  
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Another PRR that affects the cell´s translation machinery in response to PAMP sensing is the 

eukaryotic translation initiation factor 2-alpha kinase2 (EIF2AK2, also known as PKR). Its binding 

to dsRNA in the cytosol results in the phosphorylation of the alpha subunit of the eukaryotic 

initiation factor 2 and causes the inhibition of the translation initiation which finally leads to the 

breakdown of the cellular translation machinery 36. Comparable to the translation inhibition through 

OAS proteins, activation of PKR results in cell death of the host cell and to the restriction of virus 

replication on an organismal level.  

PRR mediated secretion of cytokines 

Sensing of viruses by PRRs, as described above, results either in cell death and/or in the 

inhibition of host cell molecular processes that are essential for viral replication. However, effective 

defense responses against viruses require the activation of antiviral programs in order to limit virus 

spread and to control infection in the host organism. Therefore, messengers and signaling pathways 

are of central importance to transduce the signal elicited by activation of PRRs through incoming 

viruses. These messengers and signaling pathways are essential for the expression and subsequent 

secretion of pro-inflammatory cytokines. Cellular adaptor proteins, such as MyD88, MAVS, 

STRING and TRIFs, link PRRs to signaling cascades of the innate immune system. The following 

paragraphs summarize several pivotal signaling pathways, which are essential for the innate immune 

defense against virus infections. 
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MyD88 and TRIF mediated innate immune activation through Toll-like receptors (TLRs) 

TLRs are transmembrane domain containing PRRs localized at either the plasma- or the 

endosomal membrane. Binding of specific ligands to the outward facing leucine-rich repeat domains 

leads to receptor dimerization and initiate the formation of signaling complexes that assemble 

around adaptor proteins. TLR3 for example, senses double strand RNA (dsRNA) present in the 

endosome and initiates signaling through binding and subsequent oligomerization of the adaptor 

protein TIR domain-containing adapter molecule 1 (TICAM-1, also known as TRIF) to its TIR 

domain (Figure.2). The oligomerized TRIF proteins are capable to interact with three proteins to 

distribute signals by three distinct pathways. Association of RIPK1 to the oligomerized TRIF 

adaptor, for example, activates a caspase dependent cell death pathway. Interaction with TNF 

receptor-associated factor (TRAF3) protein, in contrast, results in phosphorylation, dimerization 

and subsequent translocation of IRF3 into the nucleus. Finally, association of TRAF6 to TRIF 

oligomers activates the transcription factors Nuclear factor kappa B (NF-κB), Activator protein 1 

(AP-1) and cAMP response element-binding protein (CREB) through both, the Mitogen-activated 

protein kinase (MAPK) and TAK1/IKK pathway. Other members of the TLR family also trigger 

pro-inflammatory responses through NF-κB, AP1 and CREB pathways. 

 
Figure 2: Sensing of foreign virus-derived nucleotide structures through TLR signaling. Binding of viral 
ssRNA and dsRNA to TLR7 and TLR3, respectively, initiates the associated downstream signaling through MyD88 and 
TRIF, resulting in the transcription and subsequent induction of IFN and cytokines in the cell (adapted from: 37,38). 

 

Contrasting to TLR3 however, these TLR family members signal mainly through the adaptor 

protein Myeloid differentiation primary response (MyD88), which forms, together with IL-1 

receptor-associated kinase (IRAK) 1, IRAK2 and IRAK4, the Myddosome, a large signaling 

complex attached to the cytosolic TIR domain of TLRs that assembles after PAMP binding 39. Virus 
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sensing through TLRs include several different TLR family members, which commonly lead to the 

induction and secretion of IFN-β and pro-inflammatory cytokines during virus infection. 

 

MAVS mediated innate immune activation by RIG-I like receptors 

RIG-I like receptors (RLRs) are virus RNA sensors located in the cytoplasm. They exhibit a 

characteristic domain structure composed of two N-terminal caspase recruitment domains 

(CARDs), a central DEAD box helicase/ATPase domain and the regulatory domain located at the 

C-terminus of the proteins. The RLR family covers three members, melanoma differentiation-

associated gene 5 (MDA5), Probable ATP-dependent RNA helicase DHX58 (also known as LGP2) 

and RIG-I. RIG-I binds viral genomic RNA or viral derived RNA intermediates present during 

replication (Figure 3). It recognizes PPP-RNA and short dsRNA motives at the 5’ end 21,22. After 

binding of respective PAMPs, RIG-I requires additional modification of the N-terminal CARD 

domains by K63-linked poly-ubiquitination through the E3 ubiquitin ligases TRIM25 and RNF135 
40. After activation, RIG-I re-localizes to the mitochondria and interacts with its adaptor protein 

Mitochondrial antiviral-signaling (MAVS) protein. The association of the exposed CARD domain of 

RIG-I to the CARD domain of the adaptor protein stabilizes the interaction and induces the 

formation of a signaling platform by clustering of multiple MAVS proteins. In a subsequent step, the 

MAVS signaling platform attracts TRAF proteins, which in turn activates Interferon regulatory 

factor 3 (IRF3), NF-κB and MAPK. These activations result in the expression and secretion of IFN-

β and pro-inflammatory cytokines.  

 
Figure 3: Activation of the innate immune system through RIG-I like receptors. Binding of viral RNA to 
RIG-I and MDA5 activates the downstream signaling cascade through MAVS. This leads to the expression of IFN and 
pro-inflammatory cytokines. LGP2 regulates the activities of RIG-I and MDA5 in the initial PAMP recognition step 
(adapted from: 37, 38). 
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MDA5 also signals through MAVS to activate the innate immune system. MDA5 binds to long 

dsRNA species present in the cytosol during infection of positive-strand RNA viruses. It forms long 

oligomerized, filament-like structures along the bound dsRNA ligand. During binding, MDA5 

exposes its CARD domain which subsequently interacts and activates MAVS 41,42,43.  

In contrast to RIG-I and MDA5, LGP2 lacks the characteristic CARD domains and is therefore 

not able to trigger MAVS mediated signaling directly. However, recent studies clearly showed an 

important regulatory function of LGP2 in RLR signaling by boosting MDA5 activity while inhibiting 

RIG-I in the presence of long viral dsRNA. It binds dsRNAs at the 5’ end and potentially competes 

with RIG-I binding. At the same time, however, it still allows MDA5 to bind along the dsRNA 

sequence to form its activated oligomerized, filament-like structure 44. 

 

Innate immune activation through the cGAS-STING pathway 

The cGAS-STING pathway activates the innate immune system in response to dsDNA. cGAS is 

localized in the cytosol and acts as PRR that catalyzes the synthesis of cGAMP, a 2’-5’ linked 

ATP/GTP dinucleotide second messenger 45. The synthesized 2’-5’ cGAMP second messenger 

subsequently binds to the stimulator of interferon genes (STING) protein, a transmembrane protein 

localized in the ER (Figure 4). After cGAMP binding, STING translocates to the Golgi and serves as 

a potent signaling platform that activates serine/threonine-protein kinase TBK1. TBK1 activation 

results in IRF3-mediated induction of IFN-β and expression of pro-inflammatory cytokines via NF-

κB activation through the IKK complex. Interestingly, innate immune activation through the cGAS-

STING pathway is not limited to the infected cell only, as cGAMP is capable to shuttle to 

neighboring cells through gap junctions 46. This allows the activation of the signaling pathway 

downstream of STING in cells in close proximity to the infected site. 



1.1 The immune system 

12 

 

Figure 4: Activation of the innate immune system through the cGAS STING pathway. The binding of viral 
dsDNA to cGAS results in the synthesis of the secondary messenger cGAMP in the cytosol. cGAMP binds and activates 

STING in the cell, leading to the expression of IFN and pro-inflammatory cytokines through IRF3 and NF-κB, or it 
exits the cell via Gap junctions resulting in STING activation and subsequent secretion of IFN and pro-inflammatory 
cytokines in the cells in close proximity to the infection (adapted from: 37,38).  

 

Activation of the innate immune system through PRRs results in a surprisingly small number of 

activated transcription factors (NF-κB, IRFs, and AP1) and consequences in the induction of pro-

inflammatory genes and IFN. The next chapter briefly describes the signal amplification and how 

antiviral signals spread from the site of infection to the whole host organism. It focuses mainly on 

IFN and its role during virus infection, as this is the central aspect in this thesis. 

 

1.1.2.2 Antiviral signal transduction and amplification 

Virus infected cells release a cocktail of immunologically active factors early after recognition of 

the pathogen. Among some directly acting proteins, such as members of the complement system, 

most factors attract and coordinate several different, highly specialized immune cells to the site of 

infection. Chemokines, for example, are secreted small factors which mediate immune cell 

infiltration into the tissue by leukocyte extravasation and guide immune cells such as macrophages, 

dendritic- and NK cells to the site of infection 47. Through the phagocytic uptake of infected 

material, macrophages secrete massive amounts of immune modulatory molecules such as pro-

inflammatory cytokines, chemokines and IFNs (Figure 5). At this stage, these cells amplify the 

defense signals and boost the immune system. Furthermore, they cross-activate other immune cells, 

most importantly cells of the adaptive immune system. The communication between signal sending 



1.1 The immune system 

13 

and receiving cells forms a complex inter cellular information network, which coordinates the 

antiviral defense response in the host 48.  

 

 

Figure 5: Activation of the innate immune system. Schematic representation of virus-induced innate immune 
activation and resulting defense responses. Innate immune activation encompasses the initial sensing of PAMPs or virus 
infection associated DAMPs, expression and secretion of pro-inflammatory cytokines and IFNs, activation and attraction 
of immune cells through cytokines and chemokines as well as signal activation and expression of ISGs through binding of 
IFNs to their respective receptors of signal receiving cells during infection. 

 

Several released factors act as warning signals for uninfected cells in an autocrine and paracrine 

manner. They boost the expression of antiviral acting proteins and trigger processes that 

successfully limit virus replication in the host. Of central importance are pro-inflammatory 

cytokines and members of the IFN-family. The following paragraphs describe both, the 

inflammation processes and the initiation of early cellular antiviral responses by IFNs, with the 

primary focus on the IFN system. 

  



1.1 The immune system 

14 

Inflammation during virus infection 

Recognition of PAMPs by PRRs triggers inflammation during virus infection. However, 

inflammation also appears in response to DAMP sensing. Such DAMPs often originate indirectly 

during virus infection and are potent pro-inflammatory stimuli. Lytic virus replication for example 

locally increases the amount of free nucleotides present in the extra-cellular space at the site of 

infection. These free extracellular localized nucleotides serve as bioactive molecules capable to 

trigger inflammation through specific receptors present on the surface of surrounding cells 49.  

Typically, virus infection activates the NF-κB pathway and results in secretion of pro-

inflammatory cytokines, such as TNFα, TGFβ, IL-1β and IL-6 50,51. The NF-κB family consists of 

the five structural related transcription factors NF-κB1 p50, NF-κB2 p52, RELA p65, RELB and c-

REL 52. NF-κB signaling occurs through two distinct pathways called “the canonical” and or “the 

non-canonical” pathway (Figure 6). The canonical pathway acts downstream of PRRs and results in 

rapid but only short lasting NF-κB activation 52,53. Initial activation occurs through TGFβ-activated 

kinase 1 (TAK1), which in turn induces the formation of the trimeric IκB kinase (IKK) complex 

(IKKα, IKKβ and IKKγ) by phosphorylation. The activated complex subsequently ubiquitinates the 

REL-p50 inhibitory complex subunit IκBα, causes its degradation through the proteasome and 

thereby releases the p50-p65 heterodimeric transcription factor. The released transcription factor 

shuttles into the nucleus, binds its consensus κB elements in the genome and induces the expression 

of target genes 54. In contrast, members of the TNF receptor superfamily, activate the non-

canonical NF-κB pathway. Receptors such as lymphotoxin β receptor (LTβR), RANK and CD40 

activate the heterodimer complex RELB-p52 transcription factor to mediate the expression of 

target genes. This signaling pathway uses NF-κB-inducing kinase (NIK) to phosphorylate the RELB 

inhibitory IκB-like molecule p100. In turn, p100 ubiquitination and proteasomal degradation 

releases RELB, which forms the heterodimeric RELB-p52 transcription factor, subsequently 55,56,57. 
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Figure 6: Canonical and non-canonical NF-κB activation. Schematic representation of NF-κB activation and 
canonical / non-canonical signaling cascade downstream of TNF receptors and PRRs. 

 

Central mediators in both, the canonical and non-canonical NF-κB pathway, are members of the 

TRAF family. This protein family consists of seven family members (TRAF1-TRAF7), which 

interact with receptors and signaling mediators through their TRAF domains. In addition, all 

TRAFs, except of TRAF1, exhibit E3 ubiquitin ligase RING domains that are essential for signal 

transduction downstream of the receptors. They serve as a group of high variable proteins capable 

to link several different PRRs to a relative small number of conserved inflammatory signaling 

pathways. For example, TRAFs regulate the level of NIK through ubiquitination and subsequent 

proteasome degradation and contribute directly to a balanced inflammation response during non-

canonical NF-κB activation 58. Interestingly, the canonical and non-canonical NF-κB pathways do 

not act independently. Crosstalk at several steps leads to the activation of both NF-κB pathways 

during virus infection and results in a strong inflammation response that results in the secretion of 

pro-inflammatory cytokines and chemokines such as IL-1β, IL-6 and TNFα 51,59. 
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Interferons 

The Interferon (IFN) system is among the best-studied and most effective defense response 

system against viruses in the early stage of infection. Its activation starts with the secretion of IFNs 

into the periphery of infected cells. IFNs bind to their corresponding, cell surface exposed receptors 

which subsequently trigger the JAK-STAT pathway, resulting in the expression of IFN-stimulated 

genes (ISGs) 60. These ISGs represent a group of hundreds of genes which encode for proteins with 

direct antiviral and essential regulatory function in the innate immune system.  

IFNs represent a distinct family of secreted messengers that can be classified in three types 

according to their corresponding receptor at the cell surface (Type-I, II and III IFNs). Type-I IFNs 

are the most prominent innate immune messengers during antiviral response. They bind to the 

heterodimeric receptor complex consisting of the IFN-α receptor 1 (IFNAR1) and the IFN-α 

receptor 2 (IFNAR2) chain (Figure 7). The binding of type-I IFNs (such as IFN-α, IFN-β, IFN-ε, 

IFN-τ, IFN-κ, IFN-ω and IFN-ζ) through IFNAR2 at the cell surface induces dimerization of both 

receptor chains and forms the IFNAR1/2 receptor complex. During dimerization, the tyrosine 

kinase 2 (TYK2) and Janus kinase 1 (JAK1), which are both attached to the cytosolic domains of the 

IFNAR1 and IFNAR2 respectively, get in close proximity to each other which causes their 

reciprocal activation through phosphorylation. The activated kinases in turn phosphorylate the 

signal transducer and activator of transcription (STAT) 1 and 2. Upon phosphorylation, STAT1 and 

STAT2 dimerize, attract the interferon regulatory factor 9 (IRF9) and form the heterotrimeric 

transcription factor complex IFN-stimulated gene factor 3 (ISGF3) thereby. ISGF3 in turn, shuttles 

into the nucleus, binds to ISRE motives in the genome and activates gene expression 61,62,63. In 

parallel, type-I IFN also mediates phosphorylation and dimerization of STAT1, which results in 

phosphorylation of the IFN-γ-activated factor (GAF) and mediates its binding to γ-activated 

sequences (GASs) in the nucleus 64. In addition, dimerization of the IFNAR2 chains activates the 

mitogen-activated protein kinase / c-Jun amino-terminal kinase (MAPK/JNK) pathway 65. 

Type-II IFN signaling is activated downstream of the IFN-γ receptor (IFNGR) by its respective 

ligand IFN-γ. Binding of IFN-γ results in dimerization and subsequent phosphorylation of STAT1 

through IFNAGR1 and IFNAGR2 bound JAK1 and JAK2. Phosphorylated STATs form the 

transcriptional regulatory complex GAF after dimerization and activate gene expression 66.  

Type-III IFNs (IFN-λ1-4) signal through the IFN-λ receptor 1 composed of the low-affinity 

receptor subunit IL-10R2 and the high-affinity type-III IFN receptor subunit (IFNLR1). Similar to 
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the IFNAR1 receptor in response to type-I IFN, IFN-λ signals through the JAK-STAT in a TYK2 

and JAK1 dependent manner 67,68. 

 

 

Figure 7: IFN signaling. Binding of IFNs (type I, II and III) through their respective cell surface receptors results in 
the activation of the downstream JAK-STAT pathways and induces the expression of ISGs through binding of the 
activated transcription factor complexes ISGF3 and GAF to their respective promotor elements (ISRE and GAS) in the 
nucleus (adapted from 66). 

 

1.1.2.3 Interferon stimulated genes 

Interferon stimulated genes (ISGs) encompass a group of 300-400 genes which are expressed to 

elevated levels in response of IFN. Depending on their function, ISGs and their corresponding 

protein products can be categorized into three main groups: (i) ISGs with IFN-sensitization and co-

activating function, (ii) ISGs with direct effector functions against pathogens and (iii) ISGs, which 

balance or down-regulate the IFN system. 

ISGs with IFN-sensitization and co-activating function 

Many ISGs encode for proteins with key regulatory functions within the IFN-system or other 

defense response processes such as inflammation. Prominent members of this group are PRRs, such 

as RIG, MDA5, TLRs, and signaling proteins that transmit signals elicited by PRRs as for example 

MyD88, STATs, JAK and IRFs 66. Most cells express these factors at baseline levels, which enable 

cells to sense and activate the innate immune system in case of a virus infection. In response to IFN, 
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these factors are significantly up-regulated in the cell, which results in higher overall sensitivity 

against pathogens. ISGs belonging to this group share the ability to reinforce and co-activate defense 

pathways of the host to inhibit pathogen replication early after infection 66. Systematic functional 

studies based on overexpression of single ISGs, revealed that a considerable number of ISGs in this 

group exhibit broad antiviral activity and are therefore of central importance for innate immune 

mediated antiviral defense strategies 69. Expression and subsequent activation of IRF1, for example, 

was shown to occur in parallel to PRR mediated PAMP/DAMP sensing in cells and directly induces 

expression of selected ISGs independently of the JAK-STAT pathway. This IRF1-mediated ISG 

expression is believed to act as an emergency system to activate ISG expression even if JAK-STAT 

signaling is inhibited through pathogen induced evasion strategies 66,70. 

ISGs with direct effector functions against pathogens 

Another group of ISGs represents a class of IFN-induced effector proteins, which directly inhibit 

viruses. Functional overexpression studies of individual ISGs of this group showed high antiviral 

activity against viruses with similar molecular and structural properties. This points towards a highly 

selective, evolutionary shaped adaption of such antiviral factors to inhibit specific virus classes 69. 

The following paragraphs briefly describe selected ISGs with pivotal protective functions against 

virus infections.  

Among the longest and best-studied ISGs are members of the murine myxovirus (Mx) resistance 

gene family, namely Mx1 and Mx2. Both are present in the cytoplasm of human cells after IFN 

stimulation and share structural homology with proteins of the dynamine and dynamine-like 

GTPase family. Although Mx1 inhibits numerous different viruses such as Rift valley fever virus 

(RVFV), La Cross virus (LACV), Hepatitis B virus (HBV) and Crimean-Congo hemorrhagic fever 

virus (CCHFV), its antiviral function is best studied in the context of infection with Influenza A 

virus (FluAV), a member of the orthomyxoviridiae family. During FluAV infection, Mx1 interacts 

with the nucleoprotein complex during the viral uncoating process and prevents the import of the 

viral ribonucleotide protein complex (vRNP) into the nucleus, which leads to an efficient block of 

FluAV replication 71–73.  

Interestingly, characterization of Mx2 revealed only limited activity against Mx1 targets. Instead, 

Mx2 exhibits highly specific inhibitory functions against herpesviruses and HIV at a pre-nuclear 

entry step. Mutational analysis of the HIV-1 capsid protein suggests that the antiviral activity of Mx2 

against HIV-1 depends on the Mx2 interaction property to the capsid structure of HIV-1 virus 

particles. This hypothesis is in line with the observation that Mx2 fails to inhibit HIV-1 with 

mutated capsid structures 74,75. In contrast, the pan-herpesvirus restriction by Mx2 depends on the 
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GTPase function of Mx2 as shown by inhibition experiments of herpes simplex virus 1 and 2 (HSV-

1/-2) with intact and mutated, GTPase inactive Mx2 variants 76,77.  

The interferon-induced protein with tetratricopeptide repeats (IFIT) protein family is highly 

diverse in mammals and contains four members IFIT1, -2, -3 and 5 in humans. They are localized in 

the cytosol and are among the highest induced ISGs in response to IFN stimulation. IFITs exhibit 

antiviral activity against numerous viruses including VSV, RFVF, West Nile virus (WNV) and HCV 
78–80. The antiviral activities of IFIT proteins rely on two major mechanisms. IFIT proteins inhibit 

HCV, a positive-stranded RNA virus, by targeting viral mRNA translation. Translation of HCV 

mRNA through its viral internal ribosome entry site (IRES) is strictly dependent on the recruitment 

of the cap-independent translation initiation complex. Human IFIT1 and IFIT2 interact with eIF3E 

and eIF3C. This interaction in turn blocks the assembly of the cap-independent translation initiation 

complex at the IRES motives present on viral mRNA and thereby prevent its translation 81–83. 

Similar to RLRs, IFITs bind to virus-specific structures on the 5´prime end of viral RNA with high 

affinity as for example to 5´-ppp RNA 79. During this binding process, IFIT1 recruits IFIT2 and 

IFIT3, which subsequently results in the 5´-ppp RNA IFIT1/-3 complex formation. Antiviral 

activity of IFITs is dependent on the complex formation, as depletion, but not the ectopic 

expression of individual IFIT proteins affects the IFN mediated inhibition of virus replication in 

cells. Interestingly, antiviral activity of IFIT1 against the human papillomavirus (HPV), a DNA 

virus, has also been reported. In contrast to the antiviral mechanisms against RNA viruses described 

before, a direct interaction of IFIT1 with the viral E1 helicase causes inhibition of HPV replication, 

which results in the local depletion of this essential HPV factor from the viral replication site 84,85. 

The virus-inhibitory protein, endoplasmic reticulum-associated interferon-inducible (viperin) 

protein inhibits various RNA and DNA viruses. Viperin is highly evolutionary conserved and 

associates to ER-derived lipid droplets under normal conditions in the cell 86. It limits replication of 

numerous enveloped viruses by different molecular mechanisms. During FluAV and HIV-1 

infection, for example, viperin inhibits the enzyme activity of farnesyl diphosphate synthase (FDPS) 

and reduces membrane fluidity at the plasma membrane, which in turn limits the release of the 

newly synthesized virus particles 87,88. Antiviral activity against HCV relies on viperin´s interaction 

to the HCV non-structural protein 5A (NS5A) and to the cellular vesicle-associated membrane 

protein-associated protein A (VAP-A). The interaction of viperin to VAP-A disturbs HCV 

replication complexes on lipid droplets and causes the inhibition of viral replication thereby 89,90.  
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Bone marrow stromal antigen 2 (BST2, also known as Tetherin) is a membrane-associated ISG 

that inhibits a variety of different enveloped viruses. BST2 associates to membranes through its two 

GPI-anchors. One of the two GPI-anchors integrates into the lipid layer covering the newly formed 

enveloped virus particles while the second GPI-anchor remains attached to the lipid layer of the 

plasma membrane. Thereby, BST2 tethers the infectious particle to the cell and prevents virus 

release. Hence, BST2 functions as a biological trap and mediates the formation of long chain-like 

structures that consist of interconnected, non-released virus particles 91. More recently, BST2 was 

shown to activate the NF-κB pathway during virus replication. Although, the exact molecular 

mechanism that links BST2 to the NF-κB pathway remains speculative so far, this finding 

characterizes BST2 as a direct antiviral acting ISG with an additional immune-stimulatory 

function 92. 

Beside the selected ISGs descripted above, numerous less well characterized ISGs with potent 

antiviral activity against specific viruses were identified in several ISG overexpression studies 69,93–95. 

Notably, the diverse distribution of ISGs in cells indicates that these proteins are able to face viruses 

at different subcellular localizations and act at several stages of the viral replication cycle.  

ISGs which balance and down-regulate the IFN system 

Constant activation of the innate immune system correlates with various autoimmune 

phenotypes and overshooting, harmful reactions. To limit such negative effects, the immune system 

needs to be balanced carefully. Therefore, it requires mechanisms capable to reverse inflammation 

and to down-regulate the IFN system after pathogen elimination.  

IFN de-sensitization occurs immediately after activation of the IFN system by endocytosis and 

subsequent lysosomal degradation of the IFN receptor 66. However, some ISGs also contribute 

actively to the IFN desensitization processes by inhibiting JAK-STAT signaling. The suppressor of 

cytokine signaling (SOCS) proteins, for example, binds to JAK proteins and IFN receptors at 

phosphorylated tyrosine residues and efficiently blocks STAT phosphorylation. Another negative 

regulator of the IFN system is Ubl carboxyl-terminal hydrolase 18 (USP18) protein. It is the major 

de-ISGylation enzyme and balances the pool of free and covalently bound ISG15, a ubiquitin-like 

modifier with various known regulatory innate immune functions 96–98. Interestingly it was shown, 

that USP18 inhibits activation of the IFN system in a de-ISGylation independent mechanism, by 

interacting with the IFNAR2 receptor and competing with JAK1 binding sites. Thereby USP18 

blocks downstream JAK-STAT signaling and downregulates the activation of the innate immune 

system 99. 
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1.2 Viruses 

Viruses are among the most abundant class of pathogens on earth and strictly depend on host 

organisms for their own replication 100. Viruses are known to infect highly diverse lifeforms ranging 

from prokaryotes to plants and mammals. In human, virus infections are responsible for a huge 

proportion of the overall diseases worldwide. These virus infections lead to various disease forms in 

infected individuals including relatively harmless outcomes such as a common cold but also life-

threatening reactions such as hemorrhagic fever and encephalitis 101–103. Furthermore, several 

persistent virus infections such as for example by human papillomavirus (HPV), human T-

lymphotrophic virus (HTLV), Epstein-Barr virus (EBV) and hepatitis C virus (HCV), are known to 

cause cancer in human and are estimated to be responsible for approximately 15 % of all cases 

worldwide 104. Additionally seasonal recurring virus infections and pandemics such as by influenza 

virus are accountable for high numbers of deaths and economical losses worldwide 105,106. Especially 

immune suppressed individuals suffer from severe viral infections which are commonly well 

controlled in healthy, immune competent individuals. This highlights the central importance of the 

immune system during virus infections. Unfortunately, only a limited number of antiviral treatment 

options are available, which inhibit specific viral infections efficiently. A pan antiviral drug that 

inhibits a broad range of different viruses still remains elusive.  

Their ability to adapt to their environment resulted in an incredible versatility of diverse viruses. 

Viruses can be categorized into numerous groups and families dependent on their genome structure 

(e.g. negative and positive stranded RNA, DNA, segmented genomes), structural properties (e.g. 

enveloped and un-enveloped) and their degree of genome similarity. Viruses per definition rely on 

the molecular machineries of their hosts, which provide and support obligate processes for virus 

replication. This dependency is a consequence of the limited viral genome capacity and necessitates 

sophisticated manipulation strategies to conquer the molecular machineries of their hosts. Viruses 

commonly encode for proteins that secure the successful formation of infectious, replication-

competent particles. It includes structural proteins and viral polymerases that are required for viral 

genome replication. Additionally, viruses encode for highly variable proteins that serve as adaptor 

proteins and interact with cellular machineries to control and manipulate the host. A typical viral 

replication cycle includes three steps: i) viral entry, ii) viral genome replication, protein synthesis 

and assembly and iii) maturation and budding of the new infectious viral particle. 



1.2 Viruses 

22 

 
Figure 8: Virus replication cycle during infection. Schematic representation of key steps during virus 
replication. Viruses enter the host by attaching to specific cell-surface factors and enter the cell by membrane fusion or 
by endocytosis. Virus particles escape the endosome during the acidification process by structural rearrangements of pH 
sensitive viral proteins. Alternatively, virus derived ribonucleoprotein (vRNPs) complexes are directly released into the 
cytosol after membrane fusion. After uncoating of viral genome-associated structures in the cytosol, cellular factors 
(green) attach to the viral polymerase (yellow) and genome structure to support genome replication and transcription 
of virus encoded open reading frames. Virus transcripts are supplied to the cellular translation machinery and assemble 
with their newly synthesized genomes at different subcellular compartments or directly at the plasma membrane of the 
cell. Finally, virus particles are released through a budding process or by lysis of the host cell. 

 

1.2.1 Virus entry 

Viruses commonly enter their hosts through exposed viral structures which attach to the surface 

receptors of their host cells. This process subsequently triggers the uptake of the infectious particle 

through endocytosis or fusion of the viral coating lipid layer at the plasma membrane. Several post-

uptake processes occur, which include escape strategies from endosomal vesicles, uncoating of viral 

capsid structures and the translocation of the viral genome to its preferred replication site. During 

this entry process, the virus relies on several supportive host factors and protein complexes. 

Essential host factors in this regard encompass cell-surface receptors that are highly specific to 

individual viruses, viral classes or – families and are required for the initial attachment of the viral 

particle 107,108. Several viruses enter the host cell by endocytosis and require V-type proton ATPase 

pumps such as ATP6AP1 to escape from the endosome. These proton pumps facilitate the influx of 

hydrogen ions into the endosome and lead to endosomal acidification, which in turn causes 

structural rearrangements of viral glycoproteins, disrupts the endosome-covering lipid layer thereby 
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and delivers the viral capsid into the cytoplasm. This escape process is important to prevent 

subsequent lysosomal degradation of the infectious particle 109,110.  

 

1.2.2 Viral genome replication, protein synthesis and assembly 

Replication and transcription of the viral genome occurs at defined sites within the cell. Some 

viruses such as members of the orthomyxoviridae, herpesviridae and retroviridae, replicate in the nucleus 

and depend on the active transport through the nuclear pore complex or on the breakdown of the 

nuclear structure during cell division to enter the nucleus. Other viruses, such as the flaviviridae 

family members, replicate in specified structures at the endoplasmic reticulum (ER) or directly in 

the cytosol such as filoviridae and hantaviridae 111–113. Although viruses encode for their own 

polymerases, they depend on cellular proteins which support replication and transcription of their 

genetic information by adding specific modifications or even misuse whole cellular complexes like 

the spliceosome 114–116. Additionally, all viruses strictly depend on the host’s translation machinery 

for protein synthesis. Therefore, viruses evolved multiple strategies to feed-in their transcripts into 

the cellular system. They either use internal ribosomal entry site (IRES) elements or modify their 

transcripts accordantly to the demands of the translation machinery117,118. Viruses also make use of 

cellular factors that support correct folding by co- or posttranslational processes to ensure 

functionality of their proteins 119–121. To complete their replication cycle, viruses need to form new 

infectious virus particles to leave their host cell. Therefore, viruses recruit cellular machineries that 

transport viral genomes and proteins to distinct cellular sites 122. At these sites, the high 

concentration of virus-encoded proteins and virus-derived nucleic sequences result in a self-

assembly process, which is supported by cellular factors 119,123. 

 

1.2.3 Maturation and budding of new viral particles 

Viruses utilize two mayor release strategies to leave the cell after their replication cycle. They 

either rely on the lysis of the host cell or bud from the cell surface into the extracellular space 124–127. 

The release mechanism is dependent on the virus type. Enveloped viruses for example 

predominately bud from cellular membranes in order to generate their coating lipid layer and 

initiate their release. Hence, many enveloped viruses require the support of cellular factors such as 

the ESCRT complex to efficiently separate from the lipid bilayer of their hosts 128. Interestingly, 

virus budding is not limited to the cell surface. Viruses of the flaviviridae family for example bud 

into the ER to mature and to subsequently leave the cell through the trans-Golgi network (TGN) 
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129,130. Other viruses such as members of the herpesviridae family bud from the nucleus into the 

perinuclear space before they finally leave the host cell through exocytosis 131.  

 

1.2.4 Viral innate immune evasion strategies 

Extensive recruitment of cellular factors at multiple steps during replication is characteristic for 

virus infections. Among others, viruses control gene expression, cell cycle, energy metabolism and 

cell death pathways in host cells to optimize their replication efficiency 107,132. Cellular defense 

strategies are particularly in the focus of viral manipulation strategies as they determine significantly 

to the success of the viral replication. In fact, all viruses capable to infect and replicate in humans, 

exhibit a multitude of different virus-specific strategies that aim to limit the host´s defense system. 

Central targets of viral proteins are cellular proteins and pathways that are involved in antiviral 

defense systems such as the innate and adaptive immunity 132–134. These acquired strategies operate 

in a collaborative manner and manage to prevent virus recognition and subsequent immune 

activation. The following paragraphs provide a brief overview of such virus-mediated strategies 

capable to control the IFN response during infection. 

 

1.2.4.1 Viral immune evasion through mutation and adaption  

Viruses commonly adapt quickly to their environment due to their high mutation rates and short 

replication times. This enables most viruses to escape neutralization through antibodies or to escape 

the activity of therapeutic drugs by acquiring mutations in the drug target site 135,136. Therefore, 

viruses with particularly high mutation rates such as HIV and FluAV manage to evade medical 

treatment and/or vaccination strategies in short time. FluAV for example is able to escape 

neutralizing antibodies by rapidly changing the molecular patterns of its accessible glycoproteins 

exposed at the surface of the virus particle by gene drift and shift strategies 137. Other viruses such as 

HIV-1 for example, evolved strategies to keep exposed proteins variable in order to reduce 

recognition and elimination by neutralizing antibodies 138. Additionally, viruses regularly mask huge 

parts of their protein- and genome-structures by their lipid bilayers and form capsid structures 

which effectively shield potential immune targets from their respective cellular sensors. However, 

after entering their host cells, viruses disassemble and their genomes become accessible during 

replication. Consequently, viral genes encode for proteins that are dedicated to suppress the 

immune system of the host. These proteins exhibit direct or indirect immune modulatory functions 

to guarantee efficient production of new infectious virus particles. Common viral targets of the 
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innate immune system represent sensing of PAMPs by PRRs, inhibition of signaling pathways 

downstream of PRRs, cellular transcription, translation and cell death pathways. The following 

paragraphs focus on these frequently targeted processes and describe representative viral strategies 

to inhibit innate immune responses. 

 

1.2.4.2 Virus modulation to disrupt pathogen sensing by PRRs 

Sensing of viruses through PRRs is a key process in the activation of the innate immune system. 

Therefore, many viruses target this early step to evade recognition. They interact directly with the 

PRRs or inhibit signal transduction of the associated downstream signaling pathways. 

Protein kinase R (PKR) and oligoadenylate synthase (OAS) represent cellular sensors that 

recognize dsRNA in the cytosol. The FluAV encoded NS1 protein interacts with both, PKR and 

OAS, to inhibit RNaseL and eif2α activation, respectively, which in turn prevents inhibition of 

translation and guarantees continuous synthesis of virus-derived proteins during infection. To 

suppress PKR activation even more, NS1 additionally binds and blocks the association of PKR to 

dsRNA structures in the cytosol 139,140. Interestingly, viruses target PKR regularly, which points 

towards an evolutionally highly conserved antiviral mechanism. For example, RVFV encoded NSs, 

E3L of Vaccinia virus (VACV) and TSR1 of Human Cytomegalovirus (HCMV) prevent PKR 

activation during infection. The RVFV derived NSs protein for example recruits the F-box proteins 

FBXW11 and βTRCP1, which fuse ubiquitin to PKR and facilitate its degradation through the 

proteasome 141,142. In contrast, VACV E3L binds and sequesters dsRNA to prevent PKR activation 

and HCMV TSR1 inhibits PKR activation by trapping it in the nucleus of the cell 143,144. 

Additionally, VACV K3L, sigma3 protein of Reovirus and NS5A of HCV are also potent viral 

effectors which effectively inhibit PKR activation 145–147. 

Viral factors often interact with members of the RLR- and TLR-pathways to control virus 

sensing. The Z protein of Arenavirus and NS2 of the Human Respiratory syncytial virus (HRSV) 

inhibit RLR signaling by preventing the interaction of RIG-I with MAVS 148,149. The NS1 of FluAV 

was also shown to inhibit activation of the RIG-I. It prevents the TRIM25 mediated ubiquitination 

of the CARD domain, a process that is essential for the interaction of RIG-I with its adapter protein 

MAVS 150. Several other viral factors such as PB1-F2 of FluAV, HBX of HBV, NS3/4A of HCV act 

downstream of RIG-I and interact directly with MAVS or with cellular factors downstream in the 

signaling cascade to prevent innate immune activation. For example, they block phosphorylation, 

dimerization and nuclear translocation of IRFs such as by the Ebola virus encoded VP35 protein to 
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disrupt downstream signal transduction 151–155. Notably, targeting of IRFs by viruses also affect other 

PAMP sensing pathways such as TLRs and cGAS. Therefore, it represents an attractive, central 

target for viral immune modulatory strategies. Further virus proteins that interfere with the 

function of IRF family members include BGLF4 of EBV and NSP1 of Rotavirus for example. Both 

initiate IRF3 and IRF7 degradation by the proteasome to inhibit innate immune activation 156,157.  

A viral target of the TLR pathway represents its central adaptor protein TRIF. The HAV 

encoded 3CD and the VACV encoded A46R proteins both induce the degradation of TRIF by 

binding and cleaving this central TLR adapter protein 158,159. Additionally, numerous viral proteins 

were identified recently, that target and inhibit selective steps of the cGAS/STING pathway. These 

virus-mediated cGAS/STING inhibition strategies include the disruption of ligand binding, blockage 

of protein interactions and inhibition of posttranslational modifications which are required along the 

signaling pathway 160. 

 

1.2.4.3 Viral modulation of cell death pathways 

Programmed cell death (PCD) pathways are capable to sacrifice cells for the benefit of the 

remaining cell community within an organism. PCD pathways, which include apoptosis, 

necroptosis, necrosis and pyroptosis, act in response to a number of different cellular events such as 

DNA damage caused by radiation or other mutagenic substances, external signals such as by Tumor 

necrosis factors (TNFs) or in response to pathogen sensing during virus infection. Viruses 

commonly inhibit PCD in order to gain time to complete their replication cycles. However, some 

viruses also profit from cell death and even promote the activation of PCD pathways 161. In both 

cases, viruses try to influence cell death programs by manipulating key mechanisms within PCD 

pathways.  

Viruses manipulate PCD at the levels of regulatory factors such as for example caspases, RIPs 

and mitochondria associated processes 161. These factors function as central platforms for signal 

transduction and determine the progression of cell death to a large extent. One common strategy 

represents the expression of virus encoded proteins with high sequence similarity to central 

regulatory apoptosis factors such as viral BCL2 (vBCL2) and viral FLIP (vFLIP) proteins. They 

mimic the properties of their cellular counterparts and modulate apoptosis for the demand of the 

virus. The viral FLIP homolog for example, potently inhibits the cleavage of the inactive pro-

caspase 8 (ProCASP8) precursor into its processed, activated form and prevents caspase induced 

apoptosis 162,163. Other viral mimetics such as vBCL2s block the cytochrome C release by affecting 

the mitochondrial membrane permeability, which also prevents the caspase-mediated cell death 
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activation. Kaposi's sarcoma-associated herpesvirus (KSHV), VACV and adenoviruses for example 

express such homologs during infection to prevent cell death 164–166. Caspases are among the most 

frequently targeted cell death factors during virus infection, pointing towards their central function 

during virus infection. The HCMV encoded vICA protein, for example, binds to the ProCASP8 and 

prevents its cleavage-mediated activation. In contrast to the vFLIP protein described before, vICA 

does not show high sequence homology to the cellular FLIP protein and is likely to represent an 

independent evolutionally shaped HCMV strategy to inhibit caspase dependent activation during 

infection 167. Additionally, viral proteins of the poxviridae family were shown to inhibit apoptosis by 

preventing caspase 8 activation, too 168,169. Although CASP8 represents a major target for viruses in 

cell death regulation, other viral proteins like KSHV encoded K7 and the VACV encoded BCL2 

homolog F1L prevent caspase-mediated cell death by inhibiting CASP3 and 9 170,171. In contrast, 

HIV, LGV (Langat virus) and HPV express proteins that directly activate caspases. This enhanced 

activation of the host´s cell death program is highly regulated and was shown to support the release 

of newly synthesized viral particles at a late stage of infection 172–174. 

Another important PCD pathway that affects virus replication is necroptosis. This PCD pathway 

relies on signal transduction through the Receptor-interacting serine/threonine-protein kinases 

(RIPK) RIPK3, RIPK1 as well as through MLKL proteins and represents a caspase-independent cell 

death pathway 175. Herpesviruses inhibit necroptosis during infection through their viral inhibitor of 

RIP activation (vIRA) protein. The vIRA protein binds to RIPK3 and prevents its polymerization 

and subsequent activation 176. Further cell death inducing factors represent reactive oxygen species 

(ROS). Elevated ROS levels are regularly observed during virus infection and result from an 

imbalanced cellular redox environment during infection 179,178. Although the molecular mechanism 

of ROS induced PCD is not yet examined in detail, a recent study points towards a central function 

of the Superoxide Dismutase 1 (SOD1) protein, an enzyme which is capable to reduce ROS in cells 

during FluAV infection 179. 

 

1.2.4.4 Virus modulation of NF-κB and Interferon signaling 

According to their central importance in pathogen sensing and initiation of defense responses, 

viruses inhibit IFN signaling and the NF-κB pathway through a whole arsenal of different 

mechanisms. For example, viruses modulate NF-κB activity by preventing IKK degradation. They 

encode for IKK like proteins, which directly inhibit NF-κB activation and block the translocation of 

the activated NF-κB complex into the nucleus 180,181. The Epstein-Barr virus-encoded EBNA1 
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protein for example inhibits IKK phosphorylation and prevents its ubiquitination and subsequent 

degradation by the proteasome thereby 182. The Rotavirus nonstructural protein NSP1 also 

antagonizes NF-κB activation. It stabilizes IKK by forcing beta-transducin repeat containing protein 

(β-TrCP) into proteasomal degradation. β-TrCP is a central component of an E3 ubiquitin ligase 

complex, which mediates ubiquitination and subsequent degradation of IKK 183.      

Although several specialized virus proteins inhibit NF-κB activation, some viruses activate NF-

κB to prevent apoptosis during infection. The human respiratory syncytial virus (HRSV) protein 

M2-1 for example associates with RELA and activates NF-κB to evade death of the host cell during 

HRSV replication 184–186. 

IFN triggers the major defense response against viruses during early stages of infection. Viruses 

developed diverse strategies to suppress IFN activation and subsequent IFN regulated genes (ISG) 

expression in their hosts. Therefore, viruses inhibit IFN signaling either by interacting directly with 

their respective PRRs or by interfering with the signal transduction along the associated 

downstream signaling cascades. The KHSV encoded K3 and K5 proteins for example downregulate 

the gamma interferon receptor from the cell surface during infection 187. Other viral factors such as 

VP40 of Marburg virus, EBV encoded LMP1 and the NS5 protein of Japanese encephalitis virus 

(JEV) interact with the kinases JAK1 and TYK2 to prevent IFN signaling 188–191. Other viral factors 

modulate JAK/STAT signaling further downstream by interfering with the phosphorylation, 

dimerization and translocation of STAT proteins and by inducing the degradation of other essential 

cellular signaling factors required for signal transduction along the JAK/STAT pathway192–196. All 

these strategies aim to avoid the expression of the restrictive ISGs. The next paragraph encompasses 

common molecular mechanisms that allow viruses to prevent the expression of ISGs. 

 

1.2.4.5 Viral modulation of the host´s gene expression  

Although viruses affect NF-κB and IFN signaling as described before, these viral strategies are 

not sufficient to suppress innate immune responses effectively along the whole time of infection. 

Hence, viruses acquired mechanisms which potently shutoff the gene expression in the host. They 

successfully modulate protein expression at different levels such as transcription, mRNA transport, 

splicing and translation 197–199.  

Viruses affect the function of the RNA polymerase II (RNAP II) to modulate the gene 

transcription in the host. The non-structural small (NSs) proteins of the bunyaviridae family 
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members RVFV and Bunyamwera virus (BUNV) for example target the RNAP II complex by 

initiating the degradation of the TFIIH subunit p62 200,201. This TFIIH subunit is an essential 

component of the transcription factor 2 and recruits RNAP II to the promotor region of genes. 

Other viral strategies include the disruption of the pre-initiation complex by the immediate early 

protein 63 of VZV (IE63) and the ubiquitination and degradation of the cellular RNAP II by the 

FluAV polymerase 202,203. These viral interventions in transcription efficiently suppress host protein 

expression and prevent elevated levels of ISGs that would accelerate an effective antiviral response 

in the cell. 

Several virus-encoded proteins interfere with the cellular mRNA transport mechanisms to 

control the host´s gene expression on a post-transcriptional level. Among the best-studied viral 

proteins in this regard is NS1 of FluAV. It inhibits mRNA polyadenylation and nuclear export of 

host cell transcripts. The structure of NS1 contains an N-terminal RNA-binding domain as well as 

an effector domain located at its C-terminus of the protein 204,205. The effector domain interacts with 

the cellular cleavage and polyadenylation specific factor-30 (CPSF30) and inhibits pre-mRNA 

processing. This in turn traps cellular transcripts in the nucleus, stops the translation of host 

transcripts and suppresses the expression of defense response genes like ISGs during infection 206–208. 

Notably, FluAV performs polyadenylation of transcripts by its own viral RNA-dependent RNA 

polymerase (RdRp) and is therefore not affected by the NS1-mediated mRNA export blockage 
209,210. This mechanism effectively reduces the amount of competing host mRNA for translation and 

efficiently blocks the expression of cytokines and antiviral proteins such as ISGs at the same time 211. 

Interestingly, FluAV mediated mRNA export blockage seems to exclude selected transcripts of 

housekeeping genes. These selected transcripts encompass cellular factors which contribute to 

oxidative phosphorylation and are believed to maintain the required high energy level in the cell for 

effective FluAV replication 209. Other viruses, such as members of the picornaviridae and 

rhabdoviridae, mainly inhibit host protein expression by controlling nuclear export through the 

nuclear pore complexes 212–214. The M protein of VSV, for example, interacts with Rae1, a central 

mRNA export factor and disturbs Rea1-Nup98 interaction. This in turn blocks the nuclear 

Rae1/mrnp41 mRNA export pathway 215,216. 

Herpesviruses such as HHV1 and HHV2 control protein expression through their ICP27 

proteins at the posttranscriptional splicing step. ICP27 interacts with cellular spicing factors and 

affects pre-mRNA processing which results in reduced host protein translation 217–219. The HIV-1 

encoded accessory protein VPR highjacks the pre-spliceosome in a comparable process 220. Both 

viral proteins bind to the essential splicing factor SAP145 and disturb the subsequent complex 
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formation steps which lead to the blockage of the pre-spliceosome and results in incomplete pre-

mRNA processing. Alternatively, several herpesviridae family members encode for proteins, which 

lead to the degradation of the host´s mRNA through their RNase activity. These viral factors 

include the VHS protein of HSV, the SOX protein of KSHV and the Epstein–Barr virus (EBV) 

encoded BGLF5 protein 221–223.  

Next to the alteration of splicing mentioned above, viruses also interact and inhibit translation 

directly at the eukaryotic translation machinery 224. Eukaryotes require a set of additional, 

supportive proteins to initiate, elongate and terminate translation. The high molecular weight 

translation initiation complex provides essential functions during this process and serves as target 

for several viruses. Among other picornaviruses, the Foot- and mouth disease virus (FMDV) 

encodes for a protease which specifically cleaves eIF4G, a central component of the cap binding 

complex eIF4F, which is responsible for the recruitment of mRNA to the ribosome during 

translation initiation 225,226. Commonly, viruses that target eIF4G rely on alternative translation 

initiation strategies, such as internal ribosomal entry sites (IRES), to be independent of the eIF4F 

complex-mediated cap-binding function during the translation of viral proteins.  

Another viral target represents the canonical translation initiation factor poly(A)-binding protein 

(PABP). Depletion of PABP in cellular extracts revealed dramatically reduced translation rates, 

which were rescued by adding wt PARP but not by adding a mutated PARP variant that is incapable 

of interacting with eIF4G 227. Viral factors such as 3C Proteases of picornaviridae family members 

cleave PABPs enzymatically. This prevents PABP binding to the polyadenylated sequences at the 

3´end of host transcripts and causes inhibition of host protein translation 228–230. Protease 3C cleaves 

several other cellular factors with central function within the eukaryotes’ translation machinery 

which underlines the importance of the translation control for the replication of picornaviridae family 

members 230,231.  

In summary, viruses and their host cells are highly interconnected and virus replication 

necessitates a variety of different cellular processes. Detailed knowledge about this complex virus-

host interplay is pivotal for the understanding of the virus-host relationship and could provide 

important novel information that could help to develop more efficient treatments of viral infections 

in the future. Improvements of assays and screening technologies already helped to gain momentum 

in resolving this high complexity in the host-pathogen interaction field. The next chapter focuses on 

tools, strategies and methods, which contributed significantly to the understanding of the molecular 

interplay between viruses and their hosts in recent years. 
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1.3 Recent advances in virus-host interaction 

studies 

For a long time, molecular virus-host interaction studies were limited to hypothesis-driven 

approaches and relied on elaborate in vitro and in vivo experiments. Recombinant virus systems 

enabled the manipulation or even deletion of viral open reading frames (vORFs) with high 

efficiency, which facilitated the characterization of viral proteins and their functions during 

infection. However, the identification of relevant host factors for virus infections was still limited, 

as complementary genetic technologies for mammalian cells were still not available. More recently, 

improvements in “omics” technologies and genome wide screens revolutionized the virus-host 

interactions research field. The following paragraphs concentrate on approaches that contributed to 

the current understanding of the virus-host interaction system.  

 

1.3.1 Genome wide functional screen applications to study virus-host 

interactions 

Genetic screens allow a detailed view of virus replication required and restricting host factors. 

Initially, genome wide studies were based on gain of function screens as availability of appropriate 

reverse technology for loss of function studies was inaccessible for a long time. The following 

paragraphs describe recent in vitro methods, which are used to study and link genes to their function 

in virus replication. In these screens, gene functionality is commonly assessed by the observed virus 

replication rate in presence or absence of a specific host gene. Traditional methods that evaluate 

virus growth such as plaque counting depend on time-consuming and work-extensive protocols that 

are not suitable for genome-wide applications. Consequently, genome-wide functional screens are 

commonly limited to recombinant reporter virus systems. Such viruses typically encode fluorescent 

proteins or enzymes, which accumulate during infection and directly correlate with viral replication 

rates 232. Detection of such signals can be performed in highly parallelized and automated formats 

capable to deal with genome wide applications.  

 

1.3.1.1 Gain of function studies to analyze virus-host interactions  

Gain of function studies rely on the overexpression of single genes in the host cell. Traditionally, 

cDNA libraries of virus-permissive cell lines were transferred to cell lines, which resisted virus 

infection. Assessing virus replication in these modified cells enabled the identification of crucial 
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cellular factors such as receptors that are used by viruses to enter the cell 233–235. This approach was 

also extensively used to study the function of ISGs. Almost 400 different ISGs were expressed 

individually in cells and replication rates of different viruses were monitored subsequently. These 

experiments contributed significantly to our understanding of the function of ISGs during virus 

infections 69,94,95. Moreover, cDNA library based gain of function screens were of central 

importance for the discovery and characterization of key innate immune factors such as RIG-I 236. 

Gain of function screens can be also applied in a pooled format. However, pooled screens 

necessitate a traceable system to reliable quantify the genotypes of the surviving cells after virus 

infection. Additionally, pooled gain of function screens are biased towards identification of cellular 

restriction factors, since overexpression of restriction factors potently inhibit virus infection which 

results in prolonged overall survival of these cells. 

 

1.3.1.2 Loss of function screens to study virus-host interactions   

Loss of function screens require the depletion of selected proteins in the host cell to connect 

gene function to replication phenotypes during virus infection. During recent years, the following 

techniques were applied to study virus-host interactions. 

RNA interference (RNAi) is regularly used to deplete selected proteins in cells in order to study 

gene function. Two technologies are commonly applied, which use either small hairpin RNA 

(shRNA) or small interfering RNAs (siRNA) to direct the mRNA-cleaving RISC complex to its 

target transcript. In a genome wide format, this strategy allows to identify three categories of 

proteins: restriction factors, essential host factors and proteins that do not alter virus replication. 

Within the last decade, numerous research groups used RNAi knock down screens to define such 

protein groups for different viruses. These screens provided hundreds of candidates per studied 

virus, including flaviviruses such as HCV and WNV, VSV-G pseudotyped HIV and several FluAV 

strains among others 107,237–240. Interestingly, most siRNA screens tend to identify considerable more 

virus-essential host factors compared to virus restriction factors. This trend is a consequence from 

the applied assay formats and from the nature of antiviral acting genes, which often are regulated in 

their expression levels during virus replication and therefore might not be depleted sufficiently 241. 

Additionally, RNAi screens of different research groups commonly result in a low overlap of 

identified candidates. Low standardization of assay designs and data analyses contributed to this low 

conformity between different RNAi screens. Analyzing such screens in a combined format, 

however, significantly increases overlaps of the identified candidate groups 107,242. RNAi screens 

identified multiple cellular factors with central importance for the replication of viruses. For 
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example, several studies identified a group of vATPases as essentially required host factors for 

FluAV replication 107. Additionally, RNAi screens contributed valuable information about the 

uptake of HCV into its host cell. EGFR and EphA2 were identified as cell surface proteins that are 

required for this initial step in HCV infection 243.  

In contrast to RNAi based knock-down screens, other assays rely on gene knock-out 

technologies to study the interplay between viruses and their hosts. Such technologies generate 

phenotypes that are more pronounced and exhibit a better signal-to-noise ratio compared to 

conventional knock-down screens 244. Two major technologies were extensively used to study 

virus-host biology in recent years. 

Screens in haploid cell lines rely in the knock-out of target genes by lenti- or retroviral gene 

traps, which insert splice acceptor sites into the host genome. This process leads to truncated 

mRNA transcripts and loss of gene function. Screens are commonly performed in a pooled format 

by applying retroviral gene traps to a population of haploid cells. These gene traps integrate into the 

genome of cells and lead to the loss of gene function. Infection of such a mutated mixed cell 

population results in the relative enrichment of cells that resist virus induced death. Subsequent 

sequencing allows to map and quantify these respective cells 245. So far, genome wide screens in 

haploid cell lines identified several host factors, which are essentially required for virus replication. 

A prominent example is Niemann-Pick C1, a cholesterol transporter protein essential for the entry 

of Ebola virus into its host cell 246. Haploid screens also identified several other entry receptors. 

These include important proteins for adeno-associated-, Lassa- and Rift-valley fever virus entry 

processes 247–249. However, these assays are limited as only a few haploid or near-haploid cell lines 

are available that guarantee reliable knock-out efficiency by lenti- or retroviral gene traps. This 

limits its application to viruses that are capable to replicate within these cells lines. Recently 

however, gamete manipulation resulted in the generation of human haploid embryonic stem cell 

(haESC). These haESCs exhibit characteristics comparable to human pluripotent stem cells which 

makes them a perfect cell system for loss of function studies that are very close to the physiological 

condition in human 250,251. Furthermore, the high number of gene traps that hit a single gene in this 

kind of screens result into studies with statistical power that commonly outperforms alternative 

genetic approaches.   

CRISPR-Cas9 gene editing technology enjoys increasing popularity in the host-pathogen 

interaction research field recently. Its high efficiency and broad application spectrum makes 

CRISPR-Cas9 gene editing perfectly suitable for genome-wide loss of function screens. The 

technology is derived from the prokaryotic CRISPR-Cas defense system and was reengineered to 
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knock-out genes in almost any mammalian cell type 252,253. CRISPR-Cas9 requires a designed single 

guide RNA (sgRNA) to align and direct the endonuclease Cas9 to its target site in the genome. It 

introduces double-strand breaks at its target site in the genome, which is repaired by non-

homologous end joining (NHEJ). The double-strand repair process frequently causes frameshift 

mutations that result in the expression of non-functional or truncated proteins 252–254. Recent 

CRISPR-Cas9 based screens focused on the flaviviridae family. These studies resulted in a 

comprehensive and detailed understanding of the biological processes that drive replication of 

flaviviruses in cells 255–258. Other examples include the identification of CLM1 as an entry receptor 

of the murine Norovirus and the identification of cellular factors important for early steps in the 

infection process of CD4+ T-cell lines by HIV-1 259,260. Other CRISPR-Cas9 applications include 

the identification of cellular factors with functional relevance for Toll-like receptor signaling 261. 

This study revealed several so far unknown cellular factors, which contribute to TLR 4 signaling.  

Another regularly used technology in the virus-host interaction field is mass spectrometry based 

proteomics. The following paragraphs describe its applications in this research field, including a 

brief introduction into the basic principles of the technology with focus on recent advances. 
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1.4 Applied mass spectrometry based proteomics 

in host-pathogen interactions 

The ability to identify and reliably quantify a broad range of cellular products made mass 

spectrometry the technology of choice to study complex biological systems. Although the basic 

principle of mass spectrometry is known since decades, the analyses of complex samples such as cell 

extracts remained challenging. These limitations were overcome by key technological 

improvements, such as soft ionization methods as for example by electrospray ionization (ESI) and 

matrix-assisted laser desorption ionization (MALDI) 262,263. Another necessity that improved 

tremendously is the availability of genome sequence data, which is essentially required for mass 

spectra interpretation by software algorithms 264,265. Proteins, as the major executing molecular unit 

in the cell, are of particular interest as they determine most phenotype-relevant processes 266. Mass 

spectrometry based proteomics allows to access this central step directly and in an unbiased way. 

Furthermore, it can analyze proteins on multiple molecular levels, including investigation of protein 

abundance, post-translational modifications (PTMs), protein interactions, protein stability and even 

structural properties of proteins 267–269.  

However, even after huge advances in recent years, acquisition of high quality mass 

spectrometry spectra and identification of the entire proteome is still challenged by the incredible 

high complexity and dynamic range present in the samples 270,271. This high complexity leads to 

technical challenges in practice. High identification rates and reliable quantification by bottom-up 

proteomics makes it the method of choice to study such complex proteome samples 272.  

 

1.4.1 Bottom-up proteomics 

Bottom-up proteomics relies on the detection of proteolytic digested peptides. The enzymatic 

activity of trypsin for example, a highly active and specific protease which is commonly used in 

bottom-up proteomics, results in a pattern of pre-defined peptide fragments 267. A typical bottom-

up proteomics workflow consists of the following consecutive steps: i) experimental design and 

sample preparation, ii) mass spectrometry based data acquisition and iii) data analysis and 

interpretation. All these individual steps contribute to the performance and quality of a proteomic 

study. 
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1.4.1.1 Experimental design and sample preparation  

The success of a scientific study depends on the experimental design. Most proteomic studies 

rely on the relative quantification between experimental- and control conditions. Therefore, 

proteomic experiments require a set of suitable references. The required amount of starting 

material needs to be considered, too. Analysis of post-translational modifications (PTMs) for 

example often relies on elaborative enrichment steps and requires relatively high amounts of 

starting material. Therefore, the minimum amount of material for each experimental setting needs 

to be considered, which can be a limiting factor in particular when analysis of primary cells or 

tissues should be performed. Furthermore, a sufficiently high number of independent replicates 

needs to be considered for the analysis to gain enough statistical power in order to discriminate real 

proteome changes from random noise.  

Detergents like sodium dodecylsulfate (SDS) or strong chaotropic reagents such as Urea or 

Guanidinium–hydrochlorid are commonly used to destabilize the structure of cells 273,274. For some 

experiments, including affinity enrichment (AE) and affinity purification (AP) analyses, mild 

detergents such as NP40 or digitonine are used to preserve the structural conformation of proteins 

and the integrity of protein complexes 275,276. The addition of dithiothreitol (DTT) or tris(2-

carboxyethyl)phosphine (TCEP) to the lysate reduces disulfide bonds. The subsequent incubation of 

the reduced peptide mixture with iodoacetamide (IAA) or chloroacetamide (CAA) chemically 

modifies the reactive cysteine side chains by alkylation and prevents the formation of disulfide bonds 

in the sample lysate 277. Proteases, like Trypsin and LysC, digest the proteins by proteolysis into 

defined peptides 278. These peptides carry a positive charge at the N-terminus and an additional 

positive charge at the amino acid side chain of either arginine or lysine located at the C-terminus. 

The charge-state of peptides can be used to distinguish contaminants from digested peptides. 

Therefore, uncharged and single charged signals are commonly excluded from subsequent mass 

spectrometry analysis. Furthermore, the double charged state of the peptides is favorable as it 

results in highly informative MS/MS spectra after peptide fragmentation 275. However, different 

chemicals, such as detergents, interfere with subsequent steps in the analytical workflow and have 

to be removed completely. This can be achieved by protein precipitation, filter assisted sample 

preparation (FASP) and affinity based single-pot solid-phase-enhanced sample preparation (SP3) 

protocols 279. Before applying the sample to the LC-MS/MS system, peptides have to be desalted, 

enriched and eluted into small volumes which can be loaded onto the small diameter analytical 

column of the LC system 280. 
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1.4.1.2 Mass spectrometry based data acquisition 

Bottom-up proteomics analyses require three online-coupled units to fulfill the following basic 

processes: i) separation of sample complexity, ii) transition of ionized analytes into the gas phase 

and iii) identification and quantification of the peptides. The following sections focus on these three 

basic processes and describe common instrumental solutions. 

The separation of the peptides in time and space is essential for high quality and reproducible 

results. This is especially important for complex proteome samples, which exceed the scan 

capacities, even of modern mass spectrometers 281,282. Peptides are commonly separated at the front 

end of the mass spectrometer by coupled units 283,284. Most state of the art systems use online-

coupled High Pressure Liquid Chromatography (HPLC) columns, which elute and separate peptides 

by linear gradients over time 267. Ideally, these HPLC units de-complex the peptides to an extend 

that the mass spectrometers can analyze the eluting peptides without exceeding their technical 

limitation.  

Separation efficiency of liquid chromatography methods depends on several parameters such as 

column length, column diameter, resin bead diameter and several other physical properties of the 

stationary phase such as its specific affinity to the analytes. Mobile phase parameters like viscosity, 

flow rate as well as environmental factors, such as the temperature and pressure in the system, also 

affect peptide separation 285. C18 resin packed analytical columns are most commonly used for 

bottom-up proteomics applications. The bead size of the C18 resin and the diameter of the 

analytical column correlate reversely with the separation efficiency of the peptide mixture. A small 

column diameter limits vertical diffusion events and a small bead size leads to an overall increased 

accessible interaction surface area. The column length correlates directly with the separation 

efficiency since a longer stationary phase increases the possible interaction surface between the 

stationary phase and the peptides in solution 285. However, longer columns increase the dead 

volume and the back pressure dramatically and lateral diffusion events along the analytical column 

can lead to peak broadening that impairs peptide separation efficiency. Heated, tightly controlled 

temperature regulating devices such as column ovens help to keep the backpressure of the analytical 

columns in a tolerable range even at high flow rates 286,287. They additionally increase the 

reproducibility of methods by keeping the analytical column temperature in a defined narrow 

range. The increasing concentration of organic volatile liquids such as acetonitrile in the mobile 

phase leads to the elution of peptides along the gradient.  

At the interface of modern LC-MS/MS systems, the electrospray ionization (ESI) unit links the 

LC to the mass spectrometer. ESI is capable to ionize peptides in solution and is therefore applicable 
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to LC coupled mass spectrometry systems. Ionization is performed by applying a high electrostatic 

potential to the tip of the analytical column. The analytes elute from the LC column and form 

highly dispersed liquid droplets as a consequence of the electrostatic repulsion between the liquid 

droplets 288. The ionization of the solubilized analytes occurs during the evaporation process before 

and within the initial entry step into the mass spectrometer. During this process, the charges 

distribute equally along the surface area of the spray droplets until a maximal electronic charge 

density, the so called Rayleigh-limit, is reached. Liquid evaporation over time increases the charge 

density of the droplets until the Rayleigh-limit is exceeded which leads to the formation of smaller 

droplets. This increases the relative droplet surface area and relaxes the charge density again. 

Repetition of this cycle finally transfers the electrostatic potential to the analyte 262. An alternative 

ionization method is matrix-assisted laser desorption/ionization (MALDI). However, in contrast to 

ESI, MALDI cannot ionize peptides in solution efficiently and is therefore preferentially used to 

analyze low complex samples 263.  

 

Mass spectrometers have to guide, fragment, analyze and detect peptides in bottom-up 

proteomics applications. Guidance of ionized peptides in bottom-up proteomics needs to be fast, 

efficient and gentle. Therefore, mass spectrometers use different kinds of ion optics to direct 

ionized analytes through the high vacuum space and to ensure fast and gentle transmission. By using 

electromagnetic fields, ions can be guided similar to light by optical devices. 

In the widely used bench top Exactive systems (Thermo Fisher Scientific) for example, the so 

called s-lens gradually focuses ions to a defined ion beam at the front end of the instrument. The 

injection flatapole transfers the ion beam to the bent flatapole. The bent flatapole forces ions into a 

90° curved trajectory and separates ionized analytes from uncharged contaminations that co-

transmit into the system 263. Subsequently, the ions enter the Quadrupole which stabilizes specific 

ions according to their mass to charge (m/z) ratio. Therefore, the Quadrupole changes its radio 

frequency (RF) potential and applies a direct current (DC) potential along the rods. Opposing rod 

pairs of the Quadrupole exhibit the same electrostatic potential, while the neighboring opposing rod 

pair exhibits an electrostatic potential in the opposite charge state. Changing these pairwise settings 

periodically between the rod pairs stabilizes ions in a narrow m/z range, which depends on the 

applied RF and DC potential 289. Therefore, Quadrupoles can serve as extremely versatile mass 

filters. Finally, specific peptide species are collected and stored in the C-trap before they are 

distributed into the higher-energy C-trap dissociation (HCD) collision cell 272,290.  
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In bottom-up proteomics, identification of peptides relies on the detection of characteristic 

atomic masses derived from fragmented peptides by so called MS/MS scans. The peptide 

fragmentation follows the Roepstorff-Fohlmann-Biemann nomenclature and represents a series of a, 

b, c and x, y, z-ions 288,291,292. In Orbitrap instruments, collision induced dissociation (CID) and the 

related HCD are commonly used. They predominately generate peptide fragments according to the 

lowest energy pathway, which results in the cleavage of the amino bonds along the peptide 

backbone 288. The collision with an inert gas phase, such as nitrogen, causes a series of fragment 

derived, highly informative, singly charged b- and y-ions which bear positive charges at the N-or C-

terminal sites from the parental peptide 293.  

An alternative fragmentation method represents electron transfer dissociation (ETD). In contrast 

to CID and HCD, ETD primarily generates c- and z-ions and induces fragmentation by transferring 

electrons from radical ions to the peptide in the fragmentation cells. Although ETD, and its parental 

method electron capture dissociation (ECD), provide less peptide fragmentation efficiency at small 

double-positively charged peptides, it outperforms collision-based fragmentation methods when 

analyzing long and multiple charged peptides and preserves labile posttranscriptional modifications 

(PTMs). It is therefore the method of choice for top-down proteomic approaches 294.  

Detection of peptides and corresponding peptide fragments is carried out in the mass analyzer. 

Mass analyzers can be separated according to their basic working principle into two groups, namely 

the beam- and the trap-based analyzer types. Time-of-flight (TOF) and Quadrupole analyzers 

belong to beam-type analyzers as both continuously scan incoming ions. Ion trap analyzer, Fourier-

transform ion cyclotron resonance and Orbitrap mass analyzer belong to trap-type analyzers, which 

determine m/z ratios of captured ion species. The individual mass analyzers differ significantly in 

regards to their scan speed, sensitivity, resolution and mass accuracy. Orbitrap instruments 

commonly use Orbitrap mass analyzers alone, in combination with linear ion traps or make use of 

the incredible scan speed of a selection Quadrupole such as in the state of the art Exactive 

system 295,296. 

Linear ion traps (LIT) are regularly used in mass spectrometers as they are capable to trap, 

select, fragment and analyze the masses of ions directly. LITs deduce m/z values based on the ion 

trajectory stability in oscillating electric fields and consist of hyperbolic Quadrupoles with a central 

section that is flanked by trapping units at both ends. In contrast to Quadrupoles, which periodically 

scan through the mass range and stabilize ions with specific m/z ratios, LITs operate on the 

principle of resonance ion ejection and subsequently detect the ejected ions by electron 

multipliers 297. LITs exhibit high sensitivity and relatively high sequencing speed but are limited in 
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the resolution and mass accuracy compared to other mass analyzers. Hence, LITs are commonly 

used in modern hybrid mass spectrometry instruments to complement their functions and increase 

the flexibility of the analytical platform 289.  

The highest resolving-power of mass analyzers is achieved by using Fourier-transformation for 

the interpretation of oscillating ion signals 298–300. This Fourier-transformation based principle is 

used in Orbitrap analyzer to deduce mass information from the ionized analytes. The Orbitrap 

analyzer work-principle is based on an electrostatic trap and provides high resolution (~ 150.000), 

high mass accuracy (2-5 ppm) combined with a high dynamic range 301. Basically, the Orbitrap cell 

consists of a spindle-like shaped inner and outer electrode. The special orientation and shape of the 

electrodes as well as the electrostatic field inside the Orbitrap forces ions into an orbital trajectory 

around the inner electrode. The ions are accelerated to high kinetic energies in an ion trap unit 

called C-trap before they are pulse-injected asymmetrically into the Orbitrap cell. The applied 

electronic fields on each side in the Orbitrap initiate the oscillation of the injected ions along the 

spindle-shaped inner electrode, while attraction of the inner electrode counter-balances the 

centrifugal forces of the ions and stabilizes the orbital trajectory around it. The frequency of the 

axial ion oscillation across the neutral area between the axial electrostatic fields in the center of the 

Orbitrap depends on the m/z ratios of the ions. The oscillating signal is measured by the outer 

electrodes and is interpreted by a fast Fourier-transformation algorithm to deduce the m/z values of 

the circulating ions 289.  

 

1.4.1.3 Data analysis and interpretation in mass spectrometry based bottom-up 

proteomics 

With the advances in mass spectrometry based proteomics applications, the increased 

complexity and quantity of the generated data require automated workflows, which are able to deal 

with the increasing amount of acquired data. These computational pipelines need to fulfill certain 

criteria to successfully link the information of the observed mass spectra to the corresponding 

peptides.  

Implemented algorithms in these computational pipelines need to interpret peptide signals which 

appear as peaks along the elution gradient. These peaks are defined by the m/z ratio of the peptide 

and by the signal intensity which represents the abundance of a peptide or peptide derived fragment 

at a given time. Algorithms need to find and define these peaks and must be capable to separate 

peptide derived signals from background noise. During peptide identification, the signals are 

interpreted. Therefore, the sequence information is deduced on the basis of the obtained mass 
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spectra from the fragmented peptides (MS/MS) 302. Mapping of the MS/MS spectra to its 

corresponding peptide is performed through a target-decoy principle. Therefore, an implemented 

search engine compares the observed MS/MS spectra to a set of expected theoretical fragment ions. 

These expected theoretical fragment ions are deduced from reference proteomes of the respective 

organism as for example provided by UniProt FASTA files. The algorithm compares the theoretical 

fragment ions to the observed mass spectra and calculates the probability for their match based on 

the signal characteristics. These probabilities are controlled by a false discovery rate (FDR) 

threshold based on the nonsense peptide sequence information which is commonly deduced from 

the reversed amino acid sequences of the used reference proteome from a decoy database 288,303,304. 

Search engines such as Mascot, SEQUEST and the MaxQuant embedded Andromeda algorithm 

perform these calculations and match spectral information to the best fitting peptide in the 

reference database. Subsequently, algorithms map identified peptides to their corresponding 

proteins. This protein assembly step is particularly challenging in case of non-unique peptides, 

which regularly occur during the proteolytic digest. This is especially difficult in case of closely 

related proteins and protein isoforms. Therefore, software solutions, such as offered by MaxQuant, 

generate protein groups, which contain identifiers of multiple protein isoforms and of closely 

related proteins. Finally, algorithms calculate the protein intensities by integrating and summarizing 

the peptide signals over the elution time 305,306. However, several different protein quantification 

strategies can be applied. These differ substantially from each other and are briefly described in the 

following section. 

 

1.4.1.4 Protein quantification by mass spectrometry 

Reliable quantification methods are essential for the interpretation of most biological 

experiments. Depending on the application, protein quantification by mass spectrometry needs to 

fulfill certain requirements and can be separated into label-dependent or label-free methods 307.  

In label-dependent methods, quantification necessitates either metabolic or chemical labeling of 

the analytes to compare different experimental settings 308,309. In classical SILAC based experiments 

for example, cells grow in medium that contains fully substituted 13C-labeled lysine and arginine 

amino acids. These stable isotope substituted amino acids differ in their mass from their natural 

occurring counterparts and integrate into the newly synthesized protein pool of cells over time. 

This results in synthesis of protein species, which exhibit peptides with defined mass shifts in their 

mass spectra 306,310,311. In the classic experimental design, each labeled sample represents a defined 

experimental condition. At the beginning of the sample preparation process the differently labeled 
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samples are pooled and processed together to prevent introduction of variation by sample handling 

in subsequent steps. During bioinformatics analysis, the samples are distinguished by their 

respective mass shifts in the observed mass spectra 310. However, despite of low sample variation 

and high reproducibility, SILAC based methods face some limitations. Multiplexing capacity of this 

method for example, is strictly dependent on the number of available isotope labeled amino acids. 

Additionally, sample complexity multiplies with the number of used SILAC channels. The increased 

sample complexity commonly results in less overall identification rates compared to analogous 

label-free experimental designs. Finally, and most importantly, classical SILAC experiments require 

complete label efficiency in cells, which limits its applications mainly on fast proliferating cell lines. 

However, special adapted workflows such as Super-SILAC and Absolute-SILAC approaches serve as 

alternative SILAC-based quantification strategies, which overcome these limitations for primary 

cells and tissues 312,313. 

In contrast to metabolic labeling, chemical labeling relies on coupling of traceable mass-tags to 

reactive sites along the amino acid sequence of proteins by highly specific chemical reactions 314. 

Recent advances in chemical labeling strategies encompass different molecules with overall equal 

masses. These molecules however, differ in terms of their chemical structure and can be used to 

label proteins and peptides by a unique mass-tag per experimental condition principle. After the 

chemical labeling of several samples, the different reaction mixtures are pooled and analyzed in one 

combined LC-MS/MS run. During fragmentation, these so called isobaric mass-tags break into 

characteristic reporters which are distinguishable through MS/MS 315. This information is 

subsequently used to compare the different samples with each other 316. The major drawback of 

most chemical labeling methods remains the ratio compression phenomenon. This phenomenon 

describes signals of co-eluting peptides contaminating the MS/MS spectra, which co-fragment and 

thereby impair quantification. Especially in complex samples, this phenomenon can lead to severe 

over- and under-estimation of the real values 317,318.  

Label-free methods, in comparison, use computational based approaches to quantify peptides 

and proteins measured by mass spectrometry. Applications of label-free quantification methods do 

not depend on any pre-requirement on the sample side and are therefore particularly suitable to 

study the proteomes of primary tissue and cells. Especially for discovery-based experiments, recent 

methods provide sufficient quantification accuracy to reliable identify changes in protein levels of 

different experimental settings. Spectral count based methods, for example, simply rely on the 

number of observed peptide-specific MS/MS events during the analysis 319,320. However, such 

methods provide only a rough estimate of the actual protein abundance levels 316. Recent label-free 



1.4 Applied mass spectrometry based proteomics in host-pathogen interactions 

43 

quantification methods commonly use more accurate signal-intensity-based approaches to relatively 

quantify different experimental conditions. These methods monitor the peptide signals along the LC 

gradient and deduce intensities by determining the area under the curve of the individual peptide 

profiles over the elution time. Label-Free Quantification (LFQ) by the MaxQuant software 

package, for example, by default considers at least two peptide pairs per protein group to compare 

and relatively quantify proteins between different mass spectrometry runs. Additionally, the 

algorithm assumes equal amounts of the overall protein concentration in the samples and accounts 

for it by normalization 321. Theoretically, label-free quantification methods can compare an almost 

indefinite number of different conditions. However, the computational demand increases 

dramatically with the sample size and limits the number of conditions that can be analyzed in 

parallel in practice. Furthermore, label-free methods necessitate highly reproducible workflows to 

minimize variations introduced by sample preparation and during LC-MS/MS analysis. However, 

even highly optimized protocols until now do not reach comparable mass accuracy that can be 

achieved by label-based methods. Hence, label-free quantification based experiments commonly 

need more replicates to allow a comparable statistical power in the subsequent data analysis 322. 

An alternative to relative quantification methods represent absolute quantification strategies. 

Several different approaches such as absolute quantification (AQUA), Protein Epitope Signature Tag 

(PrEST) and FlexiQuant are available, which rely on reference peptides or proteins which are 

spiked into the sample during the sample preparation process. Absolute quantification is mainly 

used in context of pharmaceutical- and clinical applications, which require high quantification 

accuracy for the interpretation and are less common in discovery based experimental settings 316. 

Some label-free algorithms like absolute protein expression measurements (APEX), protein 

abundance index (PAI), intensity-based absolute quantification (iBAQ) and the ‘proteomic ruler’ 

also provide estimates for the absolute protein quantification 323–325.  

 

1.4.2 Applications of mass spectrometry based proteomics in virus-host 

interactions and innate immunity 

The unbiased quantitative analysis of several thousand proteins and its high application flexibility 

makes bottom-up proteomics the method of choice to study complex molecular systems in biology. 

In recent years this technique contributed significantly to the understanding of virus-host 

interactions.  
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Most cellular responses to environmental changes and stimuli affect the proteome in the cell. A 

prototype example of such characteristic changes represents the cellular response to IFN. The 

detection of IFN at the cell surface results in increased levels of a defined group of proteins, the so 

called ISGs. However, during infection, viruses rearrange the host´s proteome massively through 

transcriptional, posttranscriptional and posttranslational mechanisms. Especially virus caused 

interference of the proteome homeostasis by posttranslational mechanisms cannot be studied by 

transcriptome based approaches, such as microarray of next-generation-sequencing (NGS). 

Therefore, bottom-up proteomics remains the method of choice to reliably detect such alterations 

on the molecular level. It allows to evaluate time resolved virus-mediated proteome changes when 

several selected time-points are considered 326–328. The observed changes between the different time 

points or in comparison to an uninfected control represent a blueprint of the virus-mediated 

manipulation strategies during infections and can pave the way for so far undiscovered viral 

alterations. Such proteome changes can be identified by protein profiles that show characteristic 

trends along the replication cycle of the virus and form clusters of co-regulated protein groups. 

As a response to virus infection, cells commonly secrete cytokines and chemokines to distribute 

warning signals within the host organism. These essential mediators regulate, coordinate and 

balance immune responses to achieve effective pathogen restriction and to prevent overshooting and 

harmful reactions at the same time. Studying the communication between different immune cells 

remains a key challenge to understand the immune system. Mass spectrometry based proteomics 

can reliable identify and quantify secreted proteins by analyzing the supernatant of cells in culture or 

in the blood plasma during infection 329–331. LC-MS/MS analyses identified several cellular factors 

that accumulated dynamically in the supernatant of isolated macrophages in response to 

lipopolysaccharide (LPS) treatment 332. Although the functional role of the majority of these 

identified secreted factors have still to be confirmed, these group of proteins might contain 

important novel key factors that coordinate immune regulation. A complementary study recently 

elucidated the communication between cells of the immune system by generating and mining 

information about the expression of immune receptors and immune messengers among different 

immune cell populations. This study contributed significantly to our understanding of underlying 

intercellular communication networks between different primary immune cell types 333. 

Many innate immune response mechanisms and virally encoded proteins target the cellular 

translation machinery and affect protein synthesis to limit virus protein production or to escape the 

IFN response 330,334. Pulse experiments are the methods of choice to study protein synthesis by mass 

spectrometry 335,336. These methods rely on the incorporation of metabolically labeled amino acids 
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such as arginine and lysine used for SILAC experiments. Transferring cells into medium containing 

’heavy’ or ’medium’ labeled amino acids results in the incorporation of the traceable amino acids 

into the newly synthesized proteins. In pulse chase labelling experiments, the cells are challenged 

with different labels, which allow to deduce protein stability 337. Among several studies which 

elucidated protein turnover rates in cells, a SILAC pulse chase approach was also used to monitor 

the effects of LPS on the protein turn over in dendritic cells 324,338,339. The data revealed that 

approximately half of the observed proteome changes originate from impaired translation or by 

degradation in dendritic cells during LPS induced stimulation 338. Another recent study investigated 

the degradation of cellular proteins during human cytomegalovirus infection by a quantitative 

pulsed SILAC/TMT approach and identified 35 actively degraded restriction factors 327. The 

observed data indicated for example, that HCMV induces degradation of HLTF, a helicase-like 

transcription factor that potently inhibits HCMV gene expression early during infection. 

Many proteins act in concert with other proteins or execute their functions as part of high 

molecular weight complexes 340. Mass spectrometry based proteomics provides different strategies, 

which help to elucidate protein interactions. Classical affinity purification coupled to LC-MS/MS 

analysis (AP-LC-MS/MS) uses specific antibodies or affinity-tags fused to the protein of interest to 

facilitate binding, enrichment and purification of the targeted protein (called bait) and associated 

factors (called preys) at immobilized stationary phases such as protein G sepharose or magnetic 

beads. In a subsequent step, prey proteins sticking at the bait are identified by LC-MS/MS based 

bottom-up analysis. 

This method was extensively used to detect interactions between proteins and other cellular 

products such as nucleotide sequences. Recent methods use sophisticated statistical models to 

identify specific enriched proteins based on the signal intensities observed in the experiment. Such 

approaches were used to study protein-protein interactions between viruses and the host cell and 

led to a detailed understanding of host proteins and protein complexes as viral targets 341,342. A 

comprehensive AP-MS/MS study for example, which included 70 different viral open reading 

frames (vORFs) revealed that viruses predominantly interact with cellular targets at central 

positions in cellular signaling pathways. Several of these targets were associated with key signaling 

pathways that initiate antiviral defense response in cells 132. However, AP-LC-MS/MS is not limited 

to determine protein-protein interactions only. It can be used to study interactions between 

different biological structures and proteins. For example, it was successfully used to identify novel 

protein interactions to viral genome structures such as triphosphates at the 5´end of viral RNA 

(pppRNA) genomes. This experiment identified relevant host defense factors such as IFIT proteins 
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which interact with viral pppRNA species 79,343. An extension of the AP-LC-MS/MS analysis 

represents affinity enrichment coupled to LC-MS/MS analysis (AE-LC-MS/MS). This approach 

benefits from less stringent washing conditions and preserves even low affinity interactions. It 

identifies interacting proteins based on the relative intensity-based enrichment compared to 

unspecific-bound background proteins in a statistically controlled analysis strategy 344. Recently, this 

approach was applied in an orthogonal proteomic study in the context of Zika virus infection. This 

data was complemented with deep proteome and phospho proteomics data to form a 

comprehensive integrated network, which represents the molecular nature of Zika virus infection in 

neuronal cells 345. A thematically related study combined AP-LC-MS/MS with interaction data 

derived by proximity-dependent biotin identification (BioID) to characterize the global Zika virus 

interactome346. Both studies provided important information regarding the Zika virus-mediated 

targeting strategies of cellular factors and organelles.  

Taking together, mass spectrometry provides a powerful toolbox to delineate complex 

biological systems such as in virus-host interactions. It helps to understand signaling pathways by 

elucidating protein abundance, stability, interactions and post-translational modifications. Recent 

studies integrate data from different proteomics and other “omics” applications to generate 

blueprints of the virus-host biology at different molecular levels 330. This might help to identify so 

far unknown key players in cellular defense responses and factors which are essentially required for 

the replication of respective viruses. 
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1.5 Aims of the thesis 

Recent comparative loss and gain of function screens revealed numerous cellular factors with 

high relevance for virus replication. Especially the characterization of ISGs and their ability to 

counteract viral infections elucidated many candidates with broad and highly-specific antiviral 

activities. However, the molecular functions of these factors largely remain poorly understood and 

further information about these factors might be of high value for novel broad antiviral strategies in 

the future.  

The aim of my thesis was to expand these functional screens by molecular protein-protein 

interactions and to link these antiviral active host factors to their underlying molecular processes in 

the cell. With this, I intended to illuminate novel molecular interactions and processes which 

control virus infections and the innate immune response. Therefore, I used state of the art bottom-

up proteomic approaches to identify novel key factors in the virus-host interplay. Based on the 

observed proteomic results, I deduced hypotheses and proofed their value by tailored functional 

tests in targeted experiments. Thereby, I systematically generated proteomics data, mined relevant 

information and further characterized proteins, complexes and pathways that I could link to the 

innate immune system and to viral perturbation strategies. 

I elucidated protein-protein interactions of 104 functionally predefined ISGs, studied the binding 

capacity of IFIT1 to nucleic acid sequences, actively supported the characterization of a novel ROS 

induced cell death pathway, identified a cellular factor that supports the antiviral activity of viperin 

against tick-borne encephalitis virus and studied the function of SCF ubiquitin ligases in the RVFV 

NSs induced innate immune control.  
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2 Results  

2.1 Publication 1: A protein interaction network of 

interferon stimulated genes extends the innate 

immune system landscape 

In my main project I elucidated the cellular protein-protein-interaction (PPI) network of ISGs 

relevant for the replication of a diverse set of different viruses. I collaborated with the “Laboratory 

of Virology and Infectious Disease” headed by Prof. Charles Rice at Rockefeller University (New 

York, USA), a pioneering research group, which extensively uses gain of function screens to 

systematically characterize the relevance of individual ISGs in the context of virus infections. Based 

on the data of their two most comprehensive studies, I selected 104 ISGs with high virus specific, 

pan-antiviral or pro viral functions.  

I generated stable cell lines expressing tagged, functional active ISGs and investigated their 

interactions by a tailored AE-LC-MS/MS workflow. Based on this data, I was able to generate a 

representative ISG interaction network. This ISG PPI network links ISGs to their underlying, 

potential functional relevant cellular factors in the cell. Through the integration of functional data 

from external sources, this ISG interaction network serves as a valuable starting point for targeted 

hypothesis-driven experiments in the future.  

I tested the value of these combined information together with the laboratory of Prof. Martin 

Schwemmle (Institute of Virology, Medical Center University of Freiburg). We identified cellular 

proteins that interact with FluAV particles in an early post entry step. Therefore, we infected cells 

with a recombinant PB1 Flag-tagged FluAV strain and identified the viral ribonucleoprotein (vRNP) 

associated cellular proteins by AE-LC-MS/MS. Comparing these vRNP associated proteins with the 

ISG interactome resulted in an unexpected high number of matching cellular factors. These shared 

factors potentially link ISGs to the virus derived structures during infection and might contribute to 

an early cellular response during infection. This hypothesis is supported by an overall increased 

antiviral activity of these indirectly linked ISGs against FluAV compared to the remaining set of ISGs 

studied in this project.  

Among several hundreds of novel interactions, I focused on the interaction of the interferon 

stimulated gene ANXA2R with the CCR4-NOT complex, investigated the regulatory function of 

the highly connected LGALS3BP protein within the IFN response and studied the P2RY6 mediated 

NF-κB activation.  
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2.2 Publication 2: Sequestration by IFIT1 impairs 

translation of 2’ O-unmethylated capped RNA 

A key step in cellular antiviral defense response is the recognition of foreign pathogen-derived 

structures. From central importance are cellular factors which distinguish foreign- from their own 

molecular-structures. IFIT proteins were shown to form a tight complex which binds to 

5´triphosporylated-RNA (PPP-RNA) and inhibits virus replication subsequently.  

In this project I collaborated with Dr. Matthias Habjan, a post-doc in our lab at this time, who 

identified IFIT proteins (consisting of IFIT1, 2 and 3) as specific 2’ O-unmethylated capped RNA 

binders by AE-LC-MS/MS experiments. In validation experiments we could show that the IFIT1 

protein binds directly to such cap-RNAs with high affinity.  

I studied the consequences of this interaction on the proteome of the cell. Therefore, I 

established a SILAC pulse label workflow capable to depict transcription and translation rates of 

both, virus and cellular derived proteins during infection of a murine coronavirus (MCV) model. 

We used a wild type strain and a mutated clone that lacks the ability to methylate its virus derived 

RNA at 2’ O position of the RNA-cap structure. In combination with RNA based experiments, the 

observed results clearly showed that IFIT1 potently inhibits transcription and subsequent translation 

of viral 2’ O-unmethylated capped RNA without altering cellular protein expression. This strategy 

allows the cell to efficiently block replication of viruses by maintaining normal proteome 

homeostasis in the cell at the same time. 
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2.3 Publication 3: Oxeiptosis, a ROS-induced caspase-

independent apoptosis-like cell-death pathway 

Accumulation of reactive oxygen species (ROS) is known to occur during virus replication. 

Resulting elevated cellular ROS levels trigger cell-death pathways and consequence into the suicide 

of cells. However, cells function as the feeding ground for virus replication. Therefore, viruses 

evolved strategies to counteract cell death and to keep the host cell vital until the viral replication 

cycle is completed.  

I joined this project, which was spearheaded by Cathleen Holze, a PhD student in our lab at this 

time. She studied the function of the cellular proteins KEAP1, PGAM5 and AIFM1 in a novel 

caspase independent ROS-mediated cell-death pathway named oxeiptosis. This cell-death pathway 

proofed to be of central importance for inflammation response in vivo. Through comprehensive in 

vivo and in vitro studies using specific chemical inhibitors and gene knock out experiments, we could 

show the independence of oxeiptosis from other already described inflammation-associated cell-

death pathways. Additionally, we could confirm the central importance of PGAM5, KEAP1 and 

AIFM1 for this novel ROS-induced cell-death pathway. By integrating and mining available virus-

host protein interactions we could additionally show, that these central factors are targeted by 

several virus species.  

I mainly contributed to this project by generating, integrating and analyzing AE- and AP-LC-

MS/MS experiments and by identifying protein-protein interactions between oxeiptosis-relevant 

cellular factors and virus-derived proteins. 
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2.4 Publication 4: Viperin targets flavivirus virulence 

by inducing assembly of noninfectious capsid 

particles  

The Interferon stimulated gene (ISG) viperin is antiviral active against a broad range of different 

viruses including herpes-, orthomyxo- and flaviviruses. Viperin interferes with budding processes 

by changing the cellular membrane composition and by inhibiting the release of newly synthesized 

virus particles.  

In this project I collaborated with the Laboratory of Prof. Överby (Department of Clinical 

Microbiology, Umea University, Sweden). We studied the antiviral activity of viperin against tick-

borne encephalitis virus, a member of the Flavivirus family. We identified a novel viperin-mediated 

antiviral mechanism that inhibits flavivirus replication. In collaborative efforts with Arunkumar 

Upadhyay, a PhD student in the Överby Laboratory at that time, I identified the Golgi Brefeldin A 

resistant guanine nucleotide exchange factor 1 (GBF1) as a novel interactor of viperin by AE-LC-

MS/MS analysis. In subsequent experiments we could show, that viperin targets and inhibits the 

function of GBF1. This in turn affects cellular secretion and finally impairs the assembly of tick-

borne encephalitis virus particles which results in the release of premature non-infectious viruses.  

I contributed to the identification of GBF1 as cellular viperin target by designing and performing 

a comparative AE-LC-MS/MS analysis between viperin and an antiviral inactive viperin deletion 

mutant that lacks the first 50 N-terminal amino acids. GBF1 showed high specificity to the antiviral 

active wild type protein but not to the mutated variant. This interaction was subsequently validated 

and mapped by co-immunoprecipitation analysis and was further characterized by my collaborators 

in Umea.  
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2.5 Publication 5: Virulence factor NSs of rift valley 

fever virus recruits the F-box protein FBXO3 to 

degrade subunit p62 of general transcription 

factor TFIIH 

Viruses rely on a diverse range of strategies to counteract and inhibit cellular defense responses. 

A common strategy of viruses is the inhibition of the transcription of antiviral acting genes by 

interfering with the transcription machinery of the host.  

The Rift Valley fever virus (RVFV) encodes for the NSs protein which is known to facilitate 

immune modulation. Expression of the RVFV encoded NSs protein during infection mediates the 

degradation of the p62 subunit, a member of the general transcription factor TFIIH. In 

collaboration with the Laboratory of Prof. Weber (at that time: Institute for Virology, Philipps-

University Marburg. Now: Institute for Virology, FB10-Veterinary Medicine, Justus-Liebig 

University, Giessen) we identified the F-box protein FBXO3 as the cellular E3 ubiquitin ligase 

responsible for the ubiquitination and subsequent degradation of p62 during RVFV infection. AP-

LC-MS/MS analysis of RVFV NSs revealed physical interaction to FBXO3 and suggested the 

contribution of the SCF ubiquitin ligase complex in the NSs mediated p62 depletion process. 

Subsequent rescue siRNA mediated knock down experiments of the SCF ubiquitin ligase complex 

members revealed that Skp1 but not cullin-proteins or Rbx1 are required for NSs induced p62 

degradation.  

I contributed to this project by analyzing AP-LC-MS/MS data. Thereby I was able to support the 

characterization of RVFV NSs interactors and to identify further FBXO3 associated proteins such as 

SCF ubiquitin ligase factors. 
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3 Discussion 

During my thesis I elucidated novel aspects in virus sensing, antiviral defense mechanisms and 

regulation of programmed cell death. Furthermore, I identified essential cellular factors for both, 

the antiviral IFN-mediated immune response and for viral immune evasion strategies.  

In my main projects, I systematically delineated protein-protein interactions of 104 ISGs and 

focused on the binding capacity of IFIT1 to modified nucleic acid sequences. I evaluated the impact 

of IFIT1 binding to virus-derived 2’ O-unmethylated capped RNA on the synthesis of viral encoded 

proteins during infection. The ISGs studied in my thesis were shown to actively influence virus 

replication in functional overexpression screens 69,95. The selection of these functional relevant 

factors allowed me to link thousands of cellular proteins, which have not yet been known to 

contribute to the cellular antiviral response, to ISG proteins. I acquired AE-LC-MS/MS data and 

built a comprehensive ISG centric protein-protein-interaction (PPI) network, which I 

complemented with functional relevant data from several external sources. Subsequent system 

analyses revealed many unexpected interactions in the cell and could therefore extend our 

knowledge on the regulation of IFN signaling and to cellular viral defense programs. Furthermore, I 

complemented the obtained data from the proteomic analysis with targeted functional experiments 

to verify their importance in virus-host interactions. Therefore, I concentrated on three unexpected 

findings with high regulatory potential in cellular antiviral defense mechanisms. The following 

chapter will summarize the main findings during my thesis and will link them to current literature. 

Additionally, recent trends and challenges of mass spectrometry based applications in the proteomic 

research field will be briefly discussed.  

 

3.1 Relevance of major findings 

Innate immunity encompasses highly complex and strictly regulated cellular systems capable to 

deal with a variety of different foreign pathogens and intrinsic damage-associated molecular 

signatures as explained before. To guarantee maximal performance, the innate immune system 

needs to be carefully balanced in order to react fast and sensitive against potential harmful factors. 

However, the activity of the innate immune system also needs to be tightly controlled to prevent 

harmful overshooting reactions such as seen in autoimmune diseases and allergic reactions. 

Therefore, highly structured and self-controlled cellular regulation processes are of paramount 

importance for the innate immune system. During the main projects of my thesis, I identified and 
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characterized cellular proteins with so far unknown regulatory potential and importance for the 

innate immune system.  

The Lectin galactoside-binding soluble 3-binding protein (LGALS3BP), also known as 90K and 

Mac-2 BP, showed the highest connectivity to ISGs in the protein-protein interaction network. It 

was also among the top hits within defense response relevant databases, suggesting a very prominent 

role in antiviral immunity. More than twenty years ago, LGALS3BP was studied intensively in the 

context of tumor progression and inflammation in breast cancer and was described as a potential 

bio-marker which correlates with bad prognosis for metastasis and survival of breast cancer 

patients 347–350. Elevated levels of the secreted form of LGALS3BP in the blood of HIV patients also 

pointed towards its central role in the context of virus infections 351–354. Recent studies revealed 

evolutional-conserved antiviral properties of intracellular LGALS3BP against distinct lentivirus 

strains including HIV-1 355–357. However, in contrast to its antiviral activity against lentiviruses, the 

observed data shown here clearly support a predominant pro-viral function of intracellular localized 

LGALS3BP. The observed pro-viral function is in line with results of a comprehensive meta-analysis 

that includes several independent genome wide siRNA depletion screens in the context of FluAV 

replication 107. Functional experiments as part of my thesis showed increased expression levels of 

several ISGs in response to LGALS3BP depletion. This provides evidence for a negative regulatory 

function of LGALS3BP in the IFN-response, which was recently supported by results observed in 

the context of Sendai virus (SeV) infection 358. Both, the antiviral activity against HIV and its 

function to potently suppress virus-induced activation of the interferon system at the same time, 

point towards a dual function of LGALS3BP in virus infection. Interestingly, proteomics data 

presented here clearly show that depletion of LGALS3BP in uninfected cells leads to an 

instantaneous expression of ISGs. This finding serves as breeding ground for speculations regarding 

the molecular mechanism that could potentially account for this negative regulatory function. I 

identified a surprisingly high number of different ISGs by AE-LC-MS/MS analyses that interact with 

LGALS3BP. Among these interactions is the Interferon Regulatory Factor 2 protein (IRF2). IRF2 

acts as transcriptional repressor and antagonist of IRF1, a central mediator within the type I IFN 

signaling cascade which has also been linked to ISRE-dependent activation of gene-

expression 95,351,359. Interestingly, LGALS3BP is capable to control stability of specific proteins post 

transcriptionally 360. It remains highly speculative, if IRF2 levels are affected by LGALS3BP in cells. 

Interestingly, an overexpression study of ISGs clearly showed reduced IRES promotor activation by 

IRF2 expression comparable to known negative regulators of the IFN system such as USP18 and 

SOCS1 94. Although the exact molecular mechanism still remains obscure, the interaction and 
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functional data derived from this work together with results from recent literature and databases 

refers to a negative regulatory function of LGALS3BP through IRF2. This points towards a novel 

molecular mechanism of LGALS3BP that helps to properly balance the response of the IFN-induced 

cellular defense system. Future experiments that focus on the LGALS3BP interactor IRF2 might not 

only provide molecular details of paramount importance for the understanding of its diverse 

functions in the innate immune system, but might also be helpful to understand the exact function 

of LGALS3BP in cancer progression and metastasis.  

Another major finding of my thesis is the highly specific association of the ISG ANXA2R with 

members of the CCR4-NOT complex. The evolutionary conserved CCR4-NOT complex is a 

central cellular unit that regulates mRNA levels. Violation of the CCR4-NOT complex function 

causes severe abnormalities in the embryonic development and cytoskeletal organization in flies 361–

363. CCR4-NOT complex members were recently identified as tumor suppressors in Drosophila 

melanogaster eye cancer models and identification of somatic mutations in different CCR4-NOT 

complex members in T-cell acute lymphoblastic leukemia (T-ALL) patients underline the 

importance of its function in humans 364–367. Activity of the CCR4-NOT complex affects immune 

system relevant processes at different levels such as the degradation of transcripts from MHC class II 

and different cytokine-genes 368,369. Consequently, depletion of CCR4-NOT complex members 

results in increased levels of cytokines and ISGs, which consequences in more pronounced defense 

responses as for example in plants 370–372. Interestingly, the CCR4-NOT complex acts post-

transcriptionally by degrading mRNAs. This process commonly necessitates supportive cellular 

factors that guide the complex to its target transcripts 369,373. However, the interaction of the IFN 

stimulated gene ANXA2R with the CCR4-NOT complex causes the trans-localization and local 

depletion of the CCR4-NOT complex from the cytosol to perinuclear compartments. Analysis of 

ANXA2R expressing cells compared to cells that lack CNOT1, a central component of the CCR4-

NOT complex, results in highly similar proteome profiles, which underpins the functional 

relevance of the ANXA2R mediated CCR4-NOT depletion. This supports a transcript stabilizing 

function of the defense-response-derived mRNA by ANXA2R expression and explains the strong 

antiviral effect of ANXA2R expression against a broad range of different viruses 94,95,373. 

Interestingly, expression of ANXA2R also results in increased apoptosis 374. An intriguing, but 

highly speculative working model could be that ANXA2R facilitates the expression of cytokines and 

antivirally acting proteins in order to boost the defense response against viruses before suicide of the 

infected cell. Additional experiments would be required to elucidate the relevance of ANXA2R and 

the caused local depletion of the CCR4-NOT complex in the cytosol during virus infection. Further 
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investigations of the immunomodulatory function of ANXA2R might be important for a better 

understanding of posttranscriptional regulation strategies, which affect the innate immune system. 

These posttranscriptional regulation strategies might be of high relevance for a balanced immune 

system 375.  

I used the data generated in this thesis to study the P2Y purinoceptor 6 (P2RY6). The P2RY6 

gene encodes for a plasma membrane localized G protein-coupled purine sensing transmembrane 

receptor with known functions in DAMP sensing and inflammation response 376–378. Binding of its 

ligand results in the production of cAMP, activation of protein kinases, inositol trisphosphate 

generation and intracellular Ca2+ release 379. AE-LC-MS/MS analysis indicates an involvement of 

P2RY6 in NF-kB activation through the TRAF6 dependent non-canonical signaling pathway. 

Inhibition experiments of TRAF6 confirmed a predominant role of this pathway in the NF-kB 

activation by P2RY6, which was not known so far. This uncovered a potential chemical inhibitor 

class capable to block P2RY6 mediated pro-inflammatory signaling.  

Taken together, the results presented in my thesis cover several central aspects in virus-host 

interactions. The assessed data act as a valuable resource for a broad research community and is 

capable to provide countless entry points for hypothesis-driven experiments that illuminate 

different aspects of the innate immune system. Additionally, the datasets cover interactions of pan- 

but also highly virus-specific antiviral acting ISGs. Systematic analysis of interactors from ISGs that 

affect specific virus classes might even allow the identification of cellular proteins and processes that 

are essential for the replication of single virus species. These essential factors could potentially be of 

value for targeted therapeutic treatments.  
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3.2 Trends in applications of mass spectrometry 

based proteomics in virus-host interactions 

and innate immunity 

Identification of interactions between virus-derived molecular patterns and host proteins is still 

the main application of mass spectrometry based proteomics in the virus-host interaction field. 

However, improvements in sample preparation methods, recent advances in mass spectrometry 

hardware as well as novel software algorithms allow highly comprehensive analysis strategies, which 

are capable to unravel the virus-host interplay at different levels. This includes protein profiling, 

analysis of signal transduction and identification of posttranslational modifications, which commonly 

occur in virus-infected cells. As outlined in the introduction, viruses are masters of manipulating 

their hosts. The interest in the dynamic evaluation during infections led to study designs capable to 

resolve time-dependent protein changes through sophisticated models. Common available 

quantitative approaches such as NGS-based methods do exclusively cover alterations during 

infection on the mRNA level, which are only partially predictive for the proteome at a given 

time 380–383. However, quantitative data of the proteome are especially important in the context of 

virus infections, as viruses often highjack central components of the protein degradation system of 

the host cell or code for their own ubiquitin conjugating enzymes to remodel the proteome for their 

own benefit. Such post-transcriptional changes are of central importance for virus-mediated 

immune evasion strategies and essential to understand infection progression 384–387. Hence, complex 

time-resolved mass spectrometry based study designs such as SILAC pulse chase experiments or the 

application of click-able amino acids, which incorporate into the newly synthesized proteins in cells 

over time, represent promising approaches to study viruses and their effects on the turnover of the 

host’s proteome 388–390. Alternatively, integrated omics analyses that compare virus-induced 

transcriptome- and proteome-changes will shed light on the alteration of mRNA- and protein-levels 

during virus infection. In the future, further integrative study designs will be required to pioneer 

novel ways in this complex research field and to successfully link mass spectrometry based 

proteomics data with clinical data and functional genomics methods to better understand virus 

caused diseases. 
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3.3 Challenges in mass spectrometry based 

proteomic interaction applications 

Almost 20 years ago, knowledge derived from the human genome sequencing project has raised 

high expectations and hopes to identify disease causing genomic factors. However, in most cases 

these hopes were premature and success dragged behind these high expectations. This discrepancy is 

caused by the nature of many diseases, which manifest not only on the bases of a single genomic 

alteration but additionally necessitate further alterations to establish their characteristic phenotype. 

Among additional genomic alterations, such as mutations, this can also result from epigenetic 

changes, unbalanced inflammatory processes or exposure to toxic substances and foreign species, 

such as in infections. These environmentally caused perturbations are often hard to grasp by 

genomic approaches alone. However, they commonly cause specific traces in the proteome of the 

affected cells, which can be monitored and studied by several unbiased mass spectrometry based 

approaches. Recent studies showed, that proteome changes correlate well with disease phenotypes 

and, in many cases, even outperform genomic- and transcriptomic-based approaches 266,391,392. 

Hence, mass spectrometry based proteomics serves as a powerful technology to comprehensively 

evaluate diseases caused by molecular alterations. It is capable to precisely reflect protein 

expression, posttranslational modification and molecular interactions and is suitable to answer 

complex scientific questions in both, basic research and clinical settings.  

Bottom-up proteomics can explore disease-related molecular findings directly on the level of the 

main executing units in the cell by evaluating several thousand qualitative and quantitative 

proteomic parameters per analysis. This makes it especially suitable for applications in basic 

research. Most proteomic data presented in this thesis were derived from extensive AE-LC-MS/MS 

experiments and provide profound information about the physical association between proteins in 

the cell. Traditionally, AE- and AP-LC-MS/MS analyses require ectopic expression and affinity tags 

fused to the protein of interest to successfully enrich and identify associated proteins and to 

decipher dynamic processes in protein-complex formation 393. However, AP-LC-MS/MS based 

studies often accumulate a high number of false-positive findings, which often results in 

misinterpretation of the acquired interaction data 394. Fusion of an affinity tag can enhance false-

negative and false-positive rates through disruption of the protein function, protein mislocalization 

in the cell, destabilization of true interactions and the identification of proteins with high affinity to 

the used molecular tag 395,396. Furthermore, ectopic expression of the protein of interest can 

massively influence the cellular proteome and cause the accumulation of false-positive interactors in 
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case of insufficient cut-off criteria or unsuitable normalization strategies 397. Therefore, validation 

and optimization of AP-LC-MS/MS workflows with subsequent statistical analysis are required to 

guarantee high quality PPI data 398,399. Alternative mass spectrometry based approaches that 

elucidate PPIs include antibody-based capture techniques (CO-IP-MS/MS) and proximity-

dependent based approaches 400,401. CO-IP-MS/MS allows to identify protein interactions of 

primary cells and tissue under physiological conditions. However, availability, affinity and 

specificity of the used antibody need to be carefully evaluated. In addition, binding conditions for 

every antibody requires time consuming optimization, which limits its application to less 

comprehensive PPI studies. Commonly, cell lysis and buffer conditions significantly affect 

sensitivity and specificity of AP- and CO-IP-MS/MS workflows, which often leads to loss of low 

affine or transient interactions.  

Proximity-dependent approaches such as BioID or APEX rely on the fusion of enzymes to the 

protein of interest. These fused enzymes represent modified biotin ligases and peroxidases 402,403. 

Both approaches result in covalently attached biotin derivatives at proteins in close proximity of the 

modified protein 400. This enables the identification of low affine and transient interactions. 

Furthermore, it accounts for intracellular compartmentation and localization of the protein of 

interest as the covalent attachment of biotin appears within the intact living cell 404. However, the 

large labeling radius of the BioID and APEX based method allows protein modification even in the 

absence of a direct physical interaction. Hence, biotinylated proteins do not exclusively represent 

true, physically associated interactors but could simple represent proteins that are localized in close 

proximity to the protein of interest within the cell. Consequently, identified proteins are not 

necessarily true interactors. Furthermore, proximity-dependent approaches require genomic 

modifications to fuse the enzyme to the protein of interest. This limits its application to suitable 

cell-culture models most of the time 404.  

An alternative method represents size-exclusion chromatography coupled to mass spectrometry 

(SEC-MS), an approach that deduces PPI information on the basis of co-eluting protein profiles. 

Interestingly, no tagging or enzyme fusion is required and it can be performed with almost any 

tissue or cell. Additionally, this method acquires PPI information of several thousand proteins in 

one single experiment. This allows to obtain an unbiased global picture of interactions within the 

studied cells or tissue. However, its resolution is limited by the separation efficiency of the used 

analytical size-exclusion column and the number of obtained fractions. Hence, most protocols 

resolve comparably high molecular weight complexes and are less suitable to elucidate interactions 

of small complexes and transient interactions. Additionally, SEC-MS requires gentle lysis conditions 
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to preserve native structures and intact complexes. This gentle lysis conditions are less suitable to 

study transmembrane and DNA-associated protein complexes. Furthermore, gentle lysis conditions 

can cause interaction artifacts between proteins and complexes that would never get in close 

proximity within the intact cell, a clear disadvantage compared to proximity labelling based 

approaches. However, a recent study performed chemical protein crosslinking in the cell prior 

SEC-MS, a strategy that helps to overcome these limitations 405. Further adaptations of this method 

such as its combination with data-independent acquisition strategies might even increase its 

applicability in the future 406.  

During my thesis I used AE-LC-MS/MS to elucidate interactions of cellular proteins to different 

modified nucleotide sequences. This resulted in the identification of IFIT1 as binder of 2'O-

unmethylated capped RNA. However, mass spectrometry based proteomics can also identify 

protein-DNA interactions and serves as an unbiased method to determine transcription factor 

binding 407,408. In combination with Chromatin Immuno Precipitation DNA-Sequencing (ChIP-seq) 

methods, it represents a powerful tool to study the dynamics of transcription factor binding during 

signaling events in the cell 409.  

Another constantly increasing application represents the chemical proteomics field. It focuses on 

the interaction of small molecules to their targets in the cell. Prominent examples include the 

kinobead technology used to identify drugable kinases. Another innovative approach to characterize 

drug-binding in cells is thermal proteome profiling 410,411. It relies on the ligand-induced 

conformational stabilization of the drug-protein complex, which commonly results in a higher 

tolerance against heat and causes a shift of its thermal stability profile. This shift can be used to 

detect specific and unspecific binding substances in cells 412.  

Recently, chemical crosslinking has become a popular tool to deliver structural information 

from complex biological samples in solution 413. Emerging methods in this challenging research field 

use collision energy cleavable chemical cross linkers to provide detailed information about the 

orientation of protein domains and individual proteins within multimeric protein complexes. This 

approach serves valuable information that complements other protein structure analysis 

technologies, such as Cryo Electron Microscopy and X-ray based protein structure determination, 

or acts as stand-alone technology that provides structural information of complex samples in 

solution 268. 

Additionally, recent advances in mass spectrometry based proteomics paves the way towards its 

clinical application. High demands on reproducibility, sensitivity, specificity and robustness for 

clinical applications necessitate highly structured and controlled protocols to guarantee the required 
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performance. Major applications in the future encompass not only the identification of potential 

biomarkers that are specific for disease phenotypes but also include applications in therapy 

companion diagnostic, monitoring of prognostic markers and identification of therapeutic targets 

for personalized precision medicine.  

Multivariate diseases are difficult to grasp by traditional diagnostic techniques that commonly 

rely on the analysis of a single or a low number of disease associated factors. In contrast, unbiased 

proteome analysis of patient samples can provide information about several thousand proteins in 

one application. This information can be of high value for disease classification and for the 

subsequent therapy decision-making process. Furthermore, the data can be used to identify so far 

unknown protein signatures that are specific for the disease and its progression. Analysis of different 

kinds of body fluids, such as blood plasma, urine or liquor from the central nerve system can be 

analyzed in highly robust workflows without the risk to lose valuable morphological information 414–

417. Such samples can be obtained directly by non- or low-invasive methods and allow a regular 

evaluation of disease status, if required.  

Some multiplexed quantitative mRNA diagnostic tests for example already found their way into 

routine diagnostics. Examples represent quantitative mRNA-based multiplex tests which predict the 

benefit of chemotherapy on top of an adjuvant endocrine therapy in early stage breast cancer 418,419. 

Comparable tests by mass spectrometry based proteomic approaches could cover more cellular 

factors directly at the protein expression level and might even increase precision of such predictive 

tests.  

Among the most promising clinical applications of mass spectrometry are applications in the 

immunopeptidomics field. In immunopeptidomics, mass spectrometry is used to identify 

immunotherapy relevant tumor-associated MHC presented neoantigens at the surface of tumor 

cells. These presented tumor specific neoantigens are used to train and activate the patient’s 

immune system against the tumor. Interestingly, evaluation of somatic mutations by genome 

analysis alone is insufficient to predict the immunogenic potential of the tumor as only the MHC 

molecule presented peptide variants at the cell surface trigger the desired immune response. Hence, 

the direct identification of the tumor´s immunopeptidome by mass spectrometry is the method of 

choice for such highly specific personalized immunotherapeutic strategies 420. Commonly, a 

combination of both, genome and immunopeptidome based workflows are used to identify 

potential immunotherapy targets 421.  

Remaining future challenges for proteomics in routine clinical applications are the high demands 

on robustness, sensitivity and precision of the technology. Additionally, proteomic workflows need 
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to provide sufficient sample throughput, short sample preparation time and reduced running costs 

to compete with already established technology platforms in routine diagnostic settings 422. 

Furthermore, standardization and homogenization of methods and protocols that limits intra- and 

inter-laboratory variations need to be considered to guarantee comparable results from different 

diagnostic sites 423–425. 
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