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 I 

Summary 
 

This thesis for receiving the doctorate PhD degree presents three projects about the vestibular 

system and one concerning eye-tracking analyses. Tracking the eye-movements elicited by the 

vestibulo-ocular reflex provide insights into vestibular function. Eye-tracking is therefore a major 

method used for investigating the vestibular system.  

The first two projects present studies concerning the structure of the vestibular system 

measured with magnet resonance imaging (MRI). The first focused on the peripheral vestibular 

system, lying within the temporal bone. An atlas of the inner ear (IE-Map) was established using 

multiple non-invasive MRI sequences. This validated atlas comprises the three semicircular 

canals, their ampullae, the otolith organs (saccule and utricle), and the cochlea (with scala 

tympani, scala vestibuli, cochlear cupula and cochlear duct), as well as their inner and outer 

dimensions. The IE-Map has the highest resolution and most accurate measurements of 

substructures of any inner ear atlas to date retrieved with non-invasive MRI. The IE-Map can be 

used as a widely applicable tool for future studies in neurology, neurosurgery and 

otorhinolaryngology. 

The second structural project investigated the corticocortical connections of a priori localized 

vestibular regions. Structural and functional corticocortical vestibular connectomes (CVC) were 

derived from state-of-the-art multi-modal neuroimaging data. We derived their modules and 

common network measures and compared the structural CVC to findings previously reported in 

non-human primates (using gold standard tracer injections). Our results show that the 

modularity of the structural corticocortical vestibular connectome of humans is extremely 

robust. Comparisons with non-human primate data revealed substantial differences in the 

organization across the two species. The structural CVC was characterized by a strong 

connectivity within each hemisphere, whereas the functional connectome emphasized a 

substantial synchronicity for homotopic nodes. Overall a right laterality preference in vestibular 

processing could be observed from both functional and structural data.  

The third project of this thesis investigated whether the resting state functional MRI BOLD signal 

or the functional connectivity is altered by the magnetic field of the MRI. Strong magnetic fields 

like the one in the MRI scanner elicit a nystagmus (eye-movements with a slow drift and a quick 

corrective movement) in complete darkness due to the Lorentz force that acts upon the 
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peripheral vestibular system. This phenomenon is known as the magnetic vestibular stimulation 

(MVS). It was not clear, whether the MVS effect occurs during functional MRI (fMRI) scanning 

and whether it affects the BOLD signal or the brain connectivity. In 88% of our participants we 

could detect the MVS induced nystagmus during resting state fMRI (rsfMRI) scanning. Not only 

horizontal semicircular canal orientation with respect to the magnetic field, but also vestibular 

sensitivity (as measured by means of caloric irrigation) seems to influence the strength of the 

MVS effect across participants. Comparing rsfMRI with and without visual fixation, functional 

connectivity only differed in visual occipital areas and cerebellar regions. The BOLD signal 

fluctuations were not related to the slow phase velocity over time. However, participants with 

greater horizontal slow phase velocity on average showed higher activation in vestibular, 

executive control and attention involved cortical areas. 

The fourth project deals with improving eye-tracking analyses. As already mentioned, this step 

is very often of great importance when investigating the vestibular system. By making use of 

deep learning algorithms, a novel tool “DeepVOG” was developed. Eye-tracking in complete 

darkness for the MVS project resulted in eye-tracking videos with heterogeneous light 

conditions and a black rim in the field of view. Other already established eye-tracking analyses 

software failed estimating horizontal and vertical eye-position with a high confidence and low 

noise confound. DeepVOG was highly generalizable to other data sets. It results in pupil center 

localization, elliptical contour estimation and blink detection. For the MVS project we used the 

horizontal and vertical position of the pupil center as well as their confidence and blink 

detection.  

With this thesis and its heterogeneous four projects, important aspects of the peripheral and 

central vestibular system in humans were discovered in-vivo. It also provides methodological 

advances that are important for future vestibular and oculomotor research. 
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1. General introduction 

The ability to consciously experience sensory input enriches all aspects of our lives. We can enjoy 

the many facets of taste and fragrance of a good meal or loose ourselves in a concert or a 

painting. While people have a conscious representation of vision, audition, smell, and 

proprioception, the balance system has no direct conscious input, although it is a sense of its 

own just like the other modalities. What makes the sense of balance so different from our other 

senses? 

The vestibular system is essential for our everyday life: our gaze and our posture are stabilized 

by the vestibular system, and, with the support of other sensory systems (e.g. vision, 

proprioception), moving objects can be distinguished from self-motion. In normal conditions we 

do not have access to the vestibular perception, but when the vestibular system is damaged, 

either in the periphery or in the central nervous system, people become well aware of its defect. 

Affected patients report vertigo, dizziness, oscillopsia, diplopia and/or nausea in an extent 

depending on the etiology, location and severity of the damage.  

Although the vestibular system is a vital part of everyday life it remains poorly understood due 

to the following reasons. First of all, the inner ear is a very small structure embedded in the pars 

petrosa of the temporal bone making it very difficult to study. Second, the multisensory 

processing makes it very challenging to investigate the vestibular sense exclusively. In the living 

human, research tries to answer questions about the vestibular sense with magnet resonance 

imaging (MRI) which brings us to the third point: the MRI itself stimulates the vestibular system, 

but it is still not understood whether and how this affects the resting-state brain activity that 

has become one of the major workhorses for neurological and psychiatric research. Finally, the 

vestibular function is very often investigated indirectly through observing eye-movements. For 

removing one of the modalities, vision is often occluded (through closed eyes or with complete 

darkness). In complete darkness, video-oculography (VOG) is facing major challenges and 

resulting low quality VOG recordings need to be analyzed. Already established devices and 

software often fail to analyze these VOG recordings with a high accuracy.  

Within this work, all of the above-mentioned challenges will be addressed. Hereby, it will focus 

on the healthy vestibular system and when applicable translation to the injured vestibular 

system will be made. To begin with, current knowledge about the anatomy and function of the 

peripheral and central vestibular system will be presented. Then the vestibulo-ocular reflex, one 
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of the fastest reflexes in the human system, will be described in detail as it offers good insights 

into the function of the vestibular peripheral system. Further, different techniques will be 

explained to stimulate the system of interest in clinical and research settings.  

The research chapter of this PhD thesis is comprised of three manuscripts (first authorship) and 

one published paper (co-authorship) that will be presented in chapter 2. Research chapter. 

Imaging technologies have evolved over the past years, providing improved methodologies for 

characterizing and describing sensory systems in-vivo. The presented projects mainly used state-

of-the-art imaging sequences in 3 T MRI. The first project presents a novel atlas of the labyrinth, 

the second introduces the first corticocortical vestibular connectome. In the third project, the 

influence of the magnet of the MRI onto the vestibular peripheral system and potentially also 

onto cortical networks is presented. It will be pointed out throughout this work, that 

spontaneous eye-movements can be a window for understanding or observing the function of 

the vestibular sense. We established a novel and freely available method for eye-tracking 

analyses using a deep learning approach. This published work is presented as the last project in 

the research chapter. A general discussion follows, which is ensured by the conclusion in the 

end (see chapter 3. General discussion and 4. Conclusion). 
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1.1 Anatomy and function of the vestibular system 

The vestibular system can be divided into a peripheral and a central component. The peripheral 

vestibular organ is part of the inner ear and sends vestibular information via nerve fibers to 

central structures. Not only brainstem and cerebellum, but also subcortical and cortical areas 

are known to receive vestibular input. Structures integrated in this bottom up processing will be 

described in detail in the following paragraphs. 

 

1.1.1 Peripheral vestibular system 

1.1.1.1 Semicircular canals and otolith organs 

The inner ear consists of three semicircular canals (SCC), the vestibule with the otolith organs, 

namely the utricle and saccule, and the cochlea. The semicircular canals and otolith organs 

respond to angular and linear accelerations, including gravity, whereas the cochlea contains the 

primary sensory cells involved in hearing. This peripheral vestibular and auditory system lies in 

the pars petrosa of the temporal bone. Since the focus of this thesis is the vestibular system, the 

cochlea will not be described in further detail. The inner ear with its substructures is visualized 

in Figure 3. 

 

Semicircular canals 

The three SCC (horizontal/lateral, anterior, and posterior canals) are responsive to angular head 

acceleration in all three dimensions (i.e. pitch, yaw and roll). In proximity to the vestibule each 

SCC has one dilation, the ampulla. It contains the primary sensory neuroepithelium, i.e. the crista 

ampullaris, with mechanoreceptive hair cells. The crista is covered by the cupula, a gelatinous 

mass, which is deflected to the opposite direction of head movement. The hair cells in the canal 

of one side are depolarized, while those on the other side are hyperpolarized (Figure 1). For 

example, when the head turns to the left, rightward endolymphatic flow deflects the cupula in 

both horizontal SCC (hSCC). The left horizontal canal reacts with depolarization, and the firing 

rate of the relevant axons in the left vestibular nerve increases. In contrast, the cupula in the 

right horizontal canal is pushed to the same direction but reacts with hyperpolarization due to 

hair cell orientation, with a concomitant decrease in the firing rate of the related neurons (for 

details see chapter 1.1.1.2 Mechanoreceptive hair cells).  
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Figure 1. Schematic illustration of the three semicircular canals. 
The left and the right semicircular canals (SCC) are shown from a superior view. With a head movement 
to the left, the endolymphatic fluid in the horizontal SCC (LH and RH) flows rightward (red arrow). Vertical 
SCC (LA, LP, RA, RP) are visualized in grey, utricle in green. Hair cell orientation of the horizontal SCCs’ 
ampullae is depicted with the kinocilia being oriented towards the utricle (for simplification purposes 
indicated by the blue dot; for details see figure Figure 2). L = left, R = right, A = anterior, P = posterior, H = 
horizontal. The figure was generated with Adobe Illustrator CC 2017. 
 
 

 
Figure 2. Schematic illustration of a hair cell. 
The hair cell exists of several stereocilia and one longest kinocilium attached by tip links. The upper 
illustration is a simplification of hair cell orientation with the blue dot indicating the direction of kinocilium 
orientation. Arrows indicate movement direction that either leads to depolarization or hyperpolarization. 
The figure was generated with Adobe Illustrator CC 2017. 
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The canals of one side are approximately perpendicular to each other (Della Santina, Potyagaylo, 

Migliaccio, Minor, & Carey, 2005; Hashimoto, Naganuma, Tokumasu, Itoh, & Okamoto, 2005; 

Kim et al., 2015; Lee et al., 2013) so that a head movement in one plane causes activity in the 

SCCs in both the left and the right inner ear in functional pairs. The left and right horizontal 

(LHRH), left anterior and right posterior (LARP), and right anterior and left posterior SCC (RALP) 

canals are grouped together functionally (see Figure 1). If there is excitation of the SCC of one 

side of a functional pair, there will be inhibition of the other, and vice versa. It was assumed that 

the functional pairs were coplanar, that their predominant axis is in the same plane. The 

assumption of coplanarity was refuted only half a decade ago using MRI. MR images of 20 

normal subjects revealed that the hSCCs of both sides have predominant axes that deviate 15.1° 

from another, planes of the LARP canals form a 21.7° angle and RALP canals a 21.2° angle (Kim 

et al., 2015).  

Among all three SCC, the orientation of the hSCC is often of special interest as it is commonly 

stimulated with clinical routine techniques (see 1.3.1 Physical acceleration and 1.3.2 Caloric 

irrigation). Individual anatomical differences exist in the hSCC orientation with respect to Reid’s 

plane (i.e. the locations of the infraorbital point and external auditory meatus, see Finby & 

Chynn (1982)). Using computer tomography, the angle of the (left) hSCC of 22 patients was 

found out to be 19.9 r 7.0q with respect to the x-y Reid’s plane, generated by accessible 

manually determined skull landmarks (Della Santina et al., 2005). Despite this variation across 

subjects, Reid’s plane is often used as an approximation for the orientation of the hSCC for 

simplification reasons (e.g. Boegle, Stephan, Ertl, Glasauer, & Dieterich, 2016). Nevertheless, in 

one of the studies within this thesis, the more accurate measurement of the actual hSCC 

orientation was considered (see 2.3 Magnetic vestibular stimulation and its effect on brain 

networks). 

 

Otolith organs 

The oval shaped otolith organs are comprised of the utricle and the saccule. Both respond to 

three-dimensional translational acceleration. Patches of otolithic sensory neuroepithelium, 

called maculae, are contained within each of the translational acceleration sensing organs. The 

macula is covered in a gelatinous mass with calcium carbonate particles embedded on the top, 

the so-called otoconia.  
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Translational accelerations (together the with head tilt with respect to gravity) lead to inertial 

and shearing forces that then change the firing properties of the primary neuroepithelium. The 

utricle is oriented horizontally and primarily senses horizontal translational movement. The 

saccule is oriented perpendicular to the utricle and senses vertical translational movement 

(Babu, Schutt, & Bojrab, 2019).  

Very importantly, the otolith organs sense gravity even in the absence of movement as the 

otoconia are pushing onto the macula with their weight. This makes the otolith organs a very 

interesting object of research in microgravity for instance (Hallgren et al., 2016). 

 

 

 
Figure 3. Rendering of the inner ear  
Right inner ear and its segments (surface meshes) on the constructive interference in steady state (CISS) 
template volume rendering: IE-Map (Ahmadi, Raiser, Ruehl, Flanagin, & Eulenburg, 2019). From a right-
lateral (left) and anterior-superior view (right). Black cubes in the corner of the illustrations indicate the 
exact orientation of the images: R = right, A = anterior, S = superior. Images were generated with 3D Slicer 
(Fedorov et al., 2012). 
 

 

1.1.1.2 Mechanoreceptive hair cells 

Vestibular sensation is based on the mechanoreceptive hair cells in the different organs of the 

vestibular system. Angular head acceleration leads to flow of the endolymphatic fluid in the SCC 

and translational head acceleration leads to inertial movement of the otoconia. These 

movements can lead to a deflection of the hair cells embedded in the crista ampullaris and the 

maculae respectively. On top of the hair cells there are stereocilia, rod like structures, that are 

ordered staircase like according to their height. After the longest stereocilia one kinocilium 
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follows. These cilia are interconnected through tip links at the top that can open or close ion 

channels through mechanically generated force (Barrett, Barman, Boitano, & Brooks, 2012). 

Figure 2 depicts the hair cell structures. When at rest, with no deflection of the cilia there is a 

spontaneous activity of the hair cells. During excitation the cilia bend towards the kinocilium 

and the tip links mechanically open channels for potassium influx. The resulting depolarization 

of the cell leads to additional opening of calcium channels at the base of the hair cells. Calcium 

influx prompts neurotransmitter release at the afferent nerve fibers and increased impulse 

frequency. With bending towards the smallest stereocilium the tip link tension is decreased 

which mechanically closes the channels at the top. In this state the cell hyperpolarizes, calcium 

channels are closed, and the impulse frequency is lowered.  

The direction of flow that leads to excitation differs across the three SCC: while the horizontal 

SCC are excited with the endolymph flowing towards the ampulla, i.e. ampullopetal (see Figure 

1), the vertical SCC (anterior and posterior) are excited with the endolymph flowing away from 

the ampulla, i.e. ampullofugal. In other words, the hair cells in the sensory epithelium of the 

ampullae of the horizontal SCC have a different directional tuning (kinocilia pointing away from 

the canal, towards the vestibule) compared to the vertical canals (kinocilia oriented towards the 

canal, away from the vestibule).  

A similar pattern can be seen in the otoliths. Inertial drag and shearing forces lead to a 

movement of the otoconia and the gelatinous mass of the otolith system. This results in bending 

of the hair cells of the macula, and either in depolarization or hyperpolarization depending on 

the orientation of the hair cells. The otoliths’ hair cells are arranged systematically. In both, the 

saccule and the utricle, the hair cells change their orientation along a line, the so-called striola, 

that runs approximately along the midline of the structure. In the utricle the kinocilia are 

oriented towards the striola. In the saccule, the kinocilia are oriented away from the it. 

There are two types of hair cells that occur in all vestibular organs, namely type I and type II hair 

cells. Type I hair cells are found in the center of the crista ampullaris and the otolithic striolar 

zone, are flask-shaped and only present in amniotes (birds, reptiles and mammals). Type II hair 

cells are rather found in the periphery and extrastriola of the organs, they are cylindrical cells 

and exist in both non-amniotes (fish and amphibians) and amniotes (Eatock & Hurley, 2003). 

Therefore, type II hair cells are considered the evolutionarily older hair cell type (Liu, Koehler, 

Mikosz, Hashino, & Holt, 2016).  
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1.1.1.3 Atlases of the inner ear 

Atlases of the inner ear have been mainly created from ex-vivo 3D reconstructions of histological 

sections (e.g. Marianelli, Bassi Luciani, & Micera, 2012) or micro-CT studies (e.g. Gerber et al., 

2017; Lee et al., 2013). All of them suffer from a low generalizability due to small sample sizes.  

Several works used geometric simplifications of substructures which might have led to 

overestimations or underestimations of the real size of the segments (Buckingham & Valvassori, 

2001): cones were used as an approximation of the cochlea or spheres for the ampullae. Most 

published atlases are not openly available and are therefore not used by clinicians nor scientists. 

To overcome these obstacles, a novel morphologically unbiased and freely available atlas of the 

inner ear (IE-Map) is presented in chapter 2.1 IE-Map: a human in-vivo atlas template of the 

inner ear.  

 

1.1.1.4 Afferent nerve fibers 

Afferent fiber units of the cranial nerve VIII (i.e. pars superior of the vestibulocochlear nerve) 

send information to the vestibular nuclei (see Figure 3). Horizontal and anterior SCC information 

as well as utricular information is sent via the superior division of the vestibular nerve (Hain, 

2007). Saccular and posterior canal information is sent via the inferior division (Büttner-Ennever, 

1999; Hain, 2007).  

As with the primary sensory cells, there are two types of primary afferents that are distinguished 

due to their discharge regularity: regular and irregular afferents. Regular afferents preferentially 

send type II hair cell information upstream (Kathleen E. Cullen, 2012). Bouton fibers connect 

with bouton endings to these type II hair cells that are located in the periphery of the crista or 

macula. As the name suggests, regular afferents are characterized by a low variability in 

interspike intervals. The thicker, irregular afferents have, as the name suggests, a high variability 

in their interspike intervals and receive information from both hair cell types. First, calyx fibers 

innervate the centrally embedded type I hair cells with calyx endings. Second, dimorphic fibers 

innervate both type I hair cells with calyx endings and type II hair cells with bouton endings 

through irregular afferents (Cullen, 2012; Goldberg, 2000). 

Because of the different dynamics of regular and irregular afferents, they are also thought to 

encode different aspects of self-motion information. Regular afferents encode information 

about the detailed time course of movements of the behaviorally significant frequency range (0-
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20 Hz; Sadeghi, Chacron, Taylor, & Cullen, 2007). At low frequencies, like 0.5 Hz, regular and 

irregular afferents show similar gains. For information of higher frequencies, however, the 

irregular afferents outperform regular ones with higher gain (Kathleen E. Cullen, 2012; Sadeghi, 

Chacron, et al., 2007). Meaning, especially in higher frequency ranges, the irregular afferents 

encode changes in velocity and acceleration more quickly. 

It is known by now that SCC afferents are most sensitive to the first derivative of rotational 

position independent of whether the head movement is active or passive: they are in phase with 

velocity of rotation (Sadeghi, Minor, & Cullen, 2007). The otolith organs, on the other hand, 

respond to the second derivative: besides gravity, the otolith afferents process linear 

acceleration (Angelaki & Dickman, 2000). 

 

1.1.2 Central vestibular areas 

From the periphery, vestibular information is sent via the cranial nerve VIII to the ipsilateral 

vestibular nuclei (VN) in the brainstem and to the cerebellum (Ropper & Samuels, 2009). 

Subsequent higher order vestibular processing takes place in subcortical as well as cortical areas. 

The following paragraphs contain anatomical and functional descriptions of the most important 

infratentorial and supratentorial brain structures that are known to be involved in vestibular 

processing.  

 

1.1.2.1 Vestibular nuclei of the brainstem 

Besides some smaller vestibular nuclei in the brainstem (for further details see Barmack, 2003), 

the major VN receiving vestibular input are the medial, the lateral, the superior and the inferior 

vestibular nucleus (Khan & Chang, 2013; Tascioglu, 2005). The largest of those four nuclei, the 

medial vestibular nucleus, receives primarily hSCC input. The superior vestibular nucleus mainly 

receives input from the vertical SCC but also hSCC. The lateral vestibular nucleus is characterized 

by large cell bodies and receives primarily input from the otolith organs. The inferior vestibular 

nucleus largely receives otolith input as well. The VN of each side are connected via (inhibitory) 

commissure fibers and this crosstalk is not restricted to homotopic nuclei (Barmack, 2003).  

Looking more closely at the vestibular processing of the VN there is much more convergence of 

SCC and otolithic input (Dickman & Angelaki, 2002; Highstein & Holstein, 2006). Horizontal SCC 

afferents project to the medial and superior vestibular nerve but also to the other two major VN 
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(Goldberg et al., 2012). Vertical SCC afferents send input primarily to the superior vestibular 

nucleus. The posterior SCC information projects to the lateral vestibular nucleus with frequent 

convergence of saccular information (Sato, Imagawa, Kushiro, Zakir, & Uchino, 2000). This is in 

line with previously mentioned convergence of saccular and posterior SCC information in the 

inferior division of the vestibular nerve (Büttner-Ennever, 1999; Hain, 2007). Utricular afferents 

terminate in all four vestibular nuclei (with a predominance for the inferior vestibular nucleus) 

as well as the abducens nucleus discovered in cats (Imagawa et al., 1995; Sato et al., 1996). 

Afferents of the feline saccule terminate mostly in the lateral and inferior and some in the 

superior vestibular nucleus. Few saccular afferents project to the reticular formation and the 

spinal trigeminal nucleus (Imagawa et al., 1998).  

Considerable research has been carried out with head-restrained alert monkeys to gather 

further detailed knowledge on the neuronal level of VN (e.g. Boyle, Büttner, & Markert, 1985; 

Dickman & Angelaki, 2002; Waespe & Henn, 1977; Yakushin, Raphan, & Cohen, 2017). Studies 

have identified three neuron classes: (1) position-vestibular-pause (PVP) neurons, (2) vestibular-

only (VO) neurons, and (3) eye-head (EH) neurons (Goldberg et al., 2012). PVP neurons stop 

firing (therefore the name position-vestibular-pause) during ipsilateral saccades or ipsilateral 

directed quick phases of vestibular nystagmus. Most of the PVP neurons can be found in the 

medial vestibular nucleus and are critical for the vestibulo-ocular reflex function (see chapter 

1.2 Reflexive eye-movements as a window to the vestibular sense). VO neurons are 

unresponsive to eye-movements (e.g. saccades) but react to passive head motion (whole body 

rotation and translation). VO neurons are proposed to be involved in the vestibulo-collic reflex. 

EH neurons fire during smooth pursuit and during head movements when vestibulo-ocular reflex 

(VOR) is cancelled (Goldberg et al., 2012). EH neurons are also known as flocculus projecting 

neurons or floccular-target neurons due to their connections to the flocculus in the cerebellum 

(Langer, Fuchs, Scudder, & Chubb, 1985).  

Besides the convergence of vestibular peripheral afferents (otolith and SCC) on this brainstem 

level there is also convergence of different modalities (visual input: Boyle et al., 1985; 

proprioceptive: Gdowski & McCrea, 2000; ocular motor: Sekirnjak & du Lac, 2006; visual motion: 

Waespe & Henn, 1977). The VN additionally receive input from several other brainstem, 

cerebellar and cortical areas. For higher order vestibular function these multimodal and 

multisensory interactions are essential. With the integration of visual, proprioceptive and 

vestibular cues as well as motor planning, humans are able to distinguish between active and 
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passive head movements and are able to control gaze and posture. The next paragraph will list 

the involved known cerebellar, subcortical and cortical regions.  

 

1.1.2.2 Cerebellar vestibular areas 

The cerebellum receives primary (from the vestibular afferents) and secondary (from the VN) 

vestibular input (Ango & Dos Reis, 2019; Langer et al., 1985). Thereby, it is believed that the 

cerebellum tunes both reflex and active movement (Manzoni, 2005).  

Few cerebellar regions are reported to be involved in the sensory vestibular input processing. 

Primary afferents largely originate at the three SCC and end (as mossy fibers) in the ipsilateral 

nodulus and uvula (Balmer & Trussell, 2019; Barmack, 2003; Barmack & Yakhnitsa, 2013; Dow, 

1936). Nodulus and ventral uvula have both been associated with the velocity storage (Angelaki 

& Hess, 1994). Secondary afferents end bilaterally in cerebellar regions, mainly uvula-nodulus 

and flocculus (Barmack, 2003). But also other deep cerebellar nuclei as for example the fastigial 

nucleus are reported to modulate and process both earth horizontal rotations and otolith-driven 

information (Shaikh, Ghasia, Dickman, & Angelaki, 2005). The Purkinje cells of the posterior 

cerebellar vermis on the other hand exclusively encode inertial motion (Yakusheva et al., 2007). 

Flocculus and ventral paraflocculus are both involved in gaze stabilization, and smooth pursuit 

and they keep compensatory eye movements plastic (Hain & Helminski, 2007; Ramos, Cal, 

Carmona, Weber, & Zuma E Maia, 2019).  

Most of the studies claiming vestibular involvement of the cerebellum show that it processes 

and adjusts vestibular information according to different sensory inputs (mostly visual and/or 

vestibular). How exactly the cerebellum is involved in vestibular processing is far from 

understood and further investigations are needed. Technological improvement and future 

studies will help gain more knowledge about its vestibular involvement. 

 

1.1.2.3 Subcortical vestibular areas 

It is not easy to identify subcortical vestibular structures in-vivo with a high validity and 

confidence yet in human imaging studies. The signal-to-noise ratio (SNR) of MR images of deeper 

brain structures is lower than that of cortical regions since coil elements are furthest away from 

these brain structures. In addition, there are more motion artifacts due to pulsation in these 

areas, i.e. sub-voxel motion. Therefore, research on the human vestibular thalamus and other 
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subcortical structures are sparse. The studies that do attempt to identify human subcortical 

vestibular areas and their connections to cortical regions using MRI measurements suffer from 

poor MRI data quality in these deep brain structures. Therefore, these results should be treated 

with caution; we will focus on what is known from animal models instead.  

The vestibular thalamic nuclei have been examined in non-human primates with single neuron 

recordings (Marlinski & McCrea, 2008), retrograde (Meng, May, Dickman, & Angelaki, 2007) and 

anterograde tracer injections (Lang, Büttner-Ennever, & Büttner, 1979). For instance, the 

ventroposterior and ventrolateral thalamic nuclei in primates were found to have vestibular 

sensitivity (Lang et al., 1979; Marlinski & McCrea, 2008). A retrograde tracer study revealed 

rotation and translation-sensitive cells in the dorsolateral thalamic region (Meng et al., 2007). A 

detailed description of the vestibular involvement of different thalamic nuclei can be found in 

previous work (e.g. Sherman, 2005; Wijesinghe, Protti, & Camp, 2015).  

Similar to the thalamus, the hippocampus is a deep brain structure that is challenging to study 

in the living human brain. The hippocampus and parahippocampal cortex play an important role 

in navigation, for which vestibular input plays and important role. Place cells, grid cells, and head 

direction cells, that encode specific signals for navigation, have been found in the hippocampal 

and parahippocampal areas of rodents (Moser, Kropff, & Moser, 2008; Taube, 2007). A review 

of the literature showed that information from the SCC and otoliths are essential for the 

generation and stability of the head direction signal (Yoder & Taube, 2014). Some of these cells 

are reported to exist in humans as well; grid cells are present in the human entorhinal cortex 

(Doeller, Barry, & Burgess, 2010; Horner, Bisby, Zotow, Bush, & Burgess, 2016; Jacobs et al., 

2013). Putative head direction cells are suggested to be present in the retrosplenial cortex and 

thalamus (Shine, Valdés-Herrera, Hegarty, & Wolbers, 2016). For further reading, please refer 

to detailed reviews about the hippocampus and its vestibular and navigational cell structures 

(e.g. Eichenbaum, 2017; Goodroe, Starnes, & Brown, 2018; Rowland, Roudi, Moser, & Moser, 

2016; Yoder & Taube, 2014).  

To date, MRI cannot overcome the obstacles given to accurately visualize these deeper brain 

structures in-vivo due to the sub-voxel motion (Terem et al., 2018). New methods and additional 

investigations will help us to fully understand the role of the human thalamus and hippocampus 

as part of vestibular sensory processing. 
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1.1.2.4 Cortical vestibular areas 

In comparison to the subcortical structures, human cortical vestibular structures have been 

relatively well defined through animal studies and functional MRI (fMRI) studies of the human 

brain. Classical neuroscience has used experiments with unimodal sensory information to probe 

the sensory processing in primary sensory cortices (e.g. Hubel & Wiesel, 1959). In audition and 

vision as well as the motor and somatosensory system, unimodal stimulation is feasible and 

primary cortices are well understood. Cortical vestibular processing, on the other hand, is more 

difficult to understand, due to the large amount of multimodal and multisensory integration 

that occurs in already at the level of the primary vestibular nuclei.  

 

Cortical vestibular areas in non-human primates 

Still a number of regions have been revealed that are important for cortical vestibular 

information processing. The parietoinsular vestibular cortex (PIVC) plays an essential role in 

higher order vestibular processing in non-human primates (Guldin, Akbarian, & Grüsser, 1992; 

Guldin & Grüsser, 1998). Rotational and translational vestibular stimulation excites neurons in 

the PIVC (Chen, DeAngelis, & Angelaki, 2010). Approximately 30% of PIVC neurons receive 

vestibular input and even more also respond to proprioceptive input (Hitier, Besnard, & Smith, 

2014; Shinder & Taube, 2010). Further cortical brain areas involved in vestibular processing are 

the anterior parietal cortex of somatosensory area 2v and area 3aV (containing neurons 

responding to SCC afferents). Non-human primate area 3aNV, a subarea containing neck 

representations, receives vestibular input (Guldin & Grüsser, 1998). In the posterior parietal 

cortex, around 30% of neurons in the ventral intraparietal area (VIP) are responsive to rotations 

around the vertical axis (Bremmer, Klam, Duhamel, Ben Hamed, & Graf, 2002). Guldin and 

Grüsser (1998) reported that a marginal percentage of area 7 neurons responded to vestibular 

input. According to Guldin et al. (1992) most of the aforementioned cortical regions (PIVC, 3aV, 

Area 7) are unresponsive to otolith stimulation. Area 2v however is reported to receive otolith 

as well as SCC input (Büttner & Buettner, 1978). The (dorsal) medial superior temporal area 

(MST/MSTd) is another identified vestibular area often associated with self-motion (Fetsch, 

Wang, Gu, Deangelis, & Angelaki, 2007; Gu, Watkins, Angelaki, & DeAngelis, 2006). Further 

vestibular projections have been identified in the periarcuate cortex (Ebata, Sugiuchi, Izawa, 

Shinomiya, & Shinoda, 2004).  
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Human vestibular cortical areas 

All of the cortical vestibular areas identified in non-human primates have now been localized in 

humans as well. The human equivalent to the PIVC is considered to be the parietal operculum 

OP2 (Eickhoff, Weiss, Amunts, Fink, & Zilles, 2006; zu Eulenburg, Caspers, Roski, & Eickhoff, 

2012). Damage in PIVC/OP2 leads to an impaired subjective vertical (Brandt, Dieterich, & Danek, 

1994) indicating that OP2 is involved in vestibular processing. The human homologue area to 

area 7 is most likely the inferior parietal lobule, which has been shown to respond to head 

movements and changes in gaze direction (Petit & Beauchamp, 2003). Functional imaging in 

humans identified activity in cortical areas PIVC/OP2, area 3a, human area MST (hMST), the 

anterior and posterior cingulate, visual posterior sylvian area (VPS) and the frontal eye field (FEF) 

during vestibular stimulation via caloric irrigation (for details of the method see chapter 1.3.2 

Caloric irrigation) (Fasold et al., 2002). Otolithic and galvanic vestibular stimulation revealed 

cingulate sulcus visual (CSv) activation (with electroencephalography: Ertl et al., 2017; with MRI: 

Smith, Wall, & Thilo, 2012). The lateral and medial premotor areas are closely connected with 

area OP2 and seem to also play a role in the vestibular cortical network (zu Eulenburg et al., 

2012). Additionally, the vestibular system receives a large amount of feedback from, for 

instance, motor areas that constantly update and calibrate the vestibular signals.  

The aforementioned regions are thought to make up the important cortical structures in human 

cortical vestibular processing, and have recently been brought together as a vestibular atlas 

containing each of the relevant regions as regions of interest (ROIs) (zu Eulenburg, Stephan, 

Dieterich, & Ruehl, 2018). This vestibular atlas (see Figure 4) was taken as the basis for the 

corticocortical vestibular connectome which is presented in chapter 2.2 The human 

corticocortical vestibular connectome, the second research project in this thesis.  
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Figure 4. Vestibular cortical areas of the human brain 
From a posterior, lateral and frontal view. Cortical areas involve: Area 2v, Area 3av, SMA = 
supplementary motor area, Premotor, CSV = cingulate sulcus visual, Area 7, VPS = visual posterior 
sylvian area, OP2, VIP = ventral intraparietal area, hMST = human medial superior temporal area. This 
atlas was visualized according to the vestibular regions reported by zu Eulenburg et al. (2018). 
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1.2 Reflexive eye-movements as a window to the vestibular sense 

The requirement for clear vision is a stable image on the retina despite head movements. This 

is made possible with the vestibulo-ocular reflex (VOR). It is one of the fastest reflexes in 

primates as it has a latency of only 5-6 ms (Huterer & Cullen, 2002). The VOR was first described 

in 1933 by Lorente de Nò studying this reflex in rabbits (Nó, 1933). In our everyday life the VOR 

is beneficial and essential for gaze stabilization and corrects for the broad range of head 

movements (Huterer & Cullen, 2002).  

Its pathway includes only three neurons. Under normal circumstances, a head rotation leads to 

movement of the endolymphatic fluid in the according SCC. The optimal and maximal excitation 

for the hSCC occurs for instance when the horizontal canal is aligned with the plane of head 

movement. The cupula is thereby deflected and the afferent fibers from the crista ampullaris 

send this information to the medial vestibular nucleus. PVP neurons are the major players 

amongst the vestibular nuclei neurons involved in the horizontal VOR. The PVP neurons send 

excitatory projections via the medial longitudinal fasciculus to the contralateral abducens 

motoneurons (i.e. extraocular motoneurons) and mediate the according compensatory eye-

movement: the angular VOR. EH neurons with their floccular connections are involved in 

calibrating and adjusting the VOR gain (Hain & Helminski, 2007; Manzoni, 2005). This becomes 

very important due to changes in the environment (e.g. new glasses) or effects of aging. For 

vertical head rotations and the according compensatory eye-movement, the superior vestibular 

nucleus is involved in the pathway instead of the medial vestibular nucleus. 

The gain of the VOR is defined as the ratio of eye velocity to head velocity. In the ideal case, eye 

velocity is equal to head velocity causing in a gain of 1. There are distance-related changes in 

VOR gain reported in primates (Chen-Huang & McCrea, 1999) indicating that there is constant 

modification of the VOR. The gain can be artificially altered through vestibular-visual mismatch 

stimuli to study adaptation mechanisms. For example, magnifying lenses (Demer, Goldberg, 

Jenkins, & Porter, 1987) or reversing prisms (Gonshor & Jones, 1976) let the environment appear 

larger or mirrored. The retinal slip and therefore eye-movements need to be bigger (magnifying 

lenses) or to the opposite direction (reversing prisms). After some initial time where gain is not 

ideal, adaptation takes place and VOR gain improves. Floccular input through EH neurons 

mediates this adaptation (reviewed in Cullen, 2008). Using incremental VOR adaptation, a 

frequency selection in VOR adaptation was found (Rinaudo, Schubert, Figtree, Todd, & 
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Migliaccio, 2019). In incremental VOR adaptation the vestibular-visual stimulus mismatch 

increases over time and leads to faster VOR gain adaptation than the classical methods (Rinaudo 

et al., 2019). For more detailed information about adaptation in VOR it is referred to the recent 

comprehensive review of Schubert and Migliaccio (2019).  

If head movement exceeds a certain amplitude or duration, the eyes reach a limit in the 

complementary direction. Hence an eye-movement to a new start position (in head/body 

movement direction) is made and from there the compensatory eye-movement is further 

proceeded (Goldberg et al., 2012). This phenomenon is known as vestibular nystagmus. 

Nystagmus is characterized by a slow phase in one direction and a quick correcting phase into 

the opposite direction.  

When this VOR pathway from the vestibular to the visual peripheral system is impaired, patients 

cannot stabilize their gaze. This gaze instability is called oscillopsia and is most severe during 

rapid head movements. Affected people have problems walking or driving due to the severely 

reduced VOR gain and are extremely impaired in their everyday-life (Halmagyi et al., 1990). 

Whether the VOR is functionally intact can be tested clinically with the head impulse test for 

instance (see chapter 1.3.1 Physical acceleration).  

 

In clinical and scientific settings, the VOR is tested with head mounted eye-tracking systems. 

Some settings require the suppression of fixation to investigate the participants’ spontaneous 

eye-movements. This can be achieved either with Frenzel glasses (Frenzel, 1956), occluded 

vision through endarkening glasses or complete darkness. When performing simultaneous VOG 

the latter two are the settings of choice in combination with infrared light cameras. However, in 

these special settings eye-tracking faces major challenges and most conventional eye-tracking 

devices fail to capture the pupil with a high precision due to dilated pupils or heterogenous 

illumination (Schnipke & Todd, 2000). Further, if the set-up requires to mount the eye-tracking 

camera very close to the eye (e.g. inside the MRI scanner) focusing can be a challenge. We 

therefore established a novel offline eye-tracking analysis method with the help of deep learning 

algorithms presented in chapter 2.4 Pupil segmentation and gaze estimation using deep learning 

(DeepVOG). 

There are two other important physiological vestibular reflexes. First, the vestibulo-collic reflex 

(VCR) through which head and body postures are coordinated and maintained. This reflex 

compensates for the head-in-space or body in space velocity with movement of the head/body 
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in the opposite direction (Peterson, Bilotto, Goldberg, & Wilson, 1981; Wilson et al., 1995). The 

VCR is comprised of a more complex pathway than the VOR and is reviewed by Goldberg and 

Cullen (2011). The second important vestibular reflex is the vestibulo-spinal reflex (VSR). The 

VSR controls and modulates trunk and limb muscles in order to preserve balance and posture. 

It is based on many inputs from the vestibular periphery, visual system, brainstem and 

cerebellum (Khan & Chang, 2013). The lateral and medial vestibular nuclei and VO neurons are 

involved in the pathway of these reflexes (Boyle, Belton, & McCrea, 1996; Goldberg & Cullen, 

2011; Khan & Chang, 2013). Adaptation can also be observed in these other vestibular reflexes: 

for instance the VSR has been reported to go through adaptation in astronauts (Minor, 1998).   
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1.3 Vestibular stimulation techniques 

Stimulating the vestibular system in an experimental environment is requires a way to excite 

the vestibular system in a controlled manner. There are several ways to stimulate the vestibular 

system, the most common of these techniques involve: (1) physical, (2) thermal, (3) electrical 

and (4) magnetic stimulation. Most of these techniques aim for stimulation of the horizontal 

canal because this is the easiest part of the vestibular system to stimulate – in part because of 

its location. The otolith organs can be stimulated with vestibular evoked myogenic potentials 

(reviewed by Rosengren, Colebatch, Young, Govender, & Welgampola, 2019), but will not be 

covered in this thesis. 

 

1.3.1 Physical acceleration 

Two common ways to physically stimulate the vestibular system, in particular the semicircular 

canals are with the head impulse test (HIT) or stimulation with a rotational chair. The 

Halmagyi/head impulse test (Halmagyi & Curthoys, 1988) was refined through a video system 

for guaranteeing a more standardized and objective detection of potential corrective saccades, 

and termed video-HIT or vHIT (MacDougall, Weber, McGarvie, Halmagyi, & Curthoys, 2009). The 

readout from the vestibular system is the VOR (see chapter 1.2 Reflexive eye-movements as a 

window to the vestibular sense), which should be equal but in the opposite direction of the head 

movement to maintain a fixation point. The gain between the head motion and the reflexive 

eye-movement is computed, and values that are different from one are considered to be 

pathological.  

The (v)HIT can be easily performed as a bedside test as it takes only little time, no instruments 

are required, and it is not invasive (Kheradmand & Zee, 2012). A study comparing three different 

vHIT devices reported mean vHIT gains values between 0.91 to 1.05 in normal participants 

(Janky, Patterson, Shepard, Thomas, & Honaker, 2017). With an impaired vestibular system, 

patients show corrective saccades during the head impulse test: unilateral vestibular 

hypofunction leads to a reduced VOG gain (< 1) and corrective saccades when the head is moved 

quickly towards the affected side (Halmagyi et al., 1990; Ramos et al., 2019). For bilateral 

vestibulopathy these corrective saccades can be observed in both head directions leading to a 

lower gain (Ramos et al., 2019).  
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The second common way to physically test the SCC function is with a rotational chair. Just like 

the vHIT, it aims to measure the VOR with a physiologic stimulus, however in a slightly lower 

frequency range. Unlike the HIT not only the head but the whole body is moved passively. People 

are sitting in a chair that rotates along the center axis. Most commonly rotation is performed 

along the earth vertical axis and provides information about the hSCC function. Some devices 

can even rotate along all three axes allowing for  testing of the VOR function of the vertical SCC 

(Dits, Houben, & van der Steen, 2013). Otolith function has been suggested to be measurable 

(along with the SCC function) with the axis of whole body rotation moved to the front or back, 

known as eccentric rotation (Takimoto, Imai, Okumura, Takeda, & Inohara, 2016). This 

measurement is mainly used in scientific settings as it requires more complicated hardware and 

the tests take a lot longer than vHIT. 

 

1.3.2 Caloric irrigation 

Another test to objectify hSCC function is the caloric irrigation. This test stimulates the vestibular 

system at low frequencies and artificially, with no actual movement or acceleration of the head. 

This test is performed with water (alternatively air) applied unilaterally to the outer ear canal 

(for a standardized time of 30 seconds) with the participant lying in a supine 30° upward 

position. In this position, the hSCC is approximately perpendicular to the earth horizontal. 

Caloric irrigation stimulates the horizontal canal (as it is the closest canal to the outer ear canal) 

in the low frequency range (Perez & Rama-Lopez, 2003) which results in a physiological 

nystagmus that slowly increases in frequency, lasts for about two minutes and gradually 

diminishes. The slow phase velocity (SPV) of the nystagmus is the objective measurement for 

both ears in both conditions: warm and cold irrigation. Figure 5 depicts the results of the caloric 

irrigation for one healthy participant.  

One influencing factor for the strength and direction of the occurring nystagmus is the 

temperature of the water. Water below body temperature results in nystagmus with the quick 

phase away from the stimulated ear (i.e. stimulating the right ear results in a leftward quick 

phase), and water above body temperature leads to a quick phase of the nystagmus ipsilaterally 

to the stimulated ear. Another influencing factor is the head position with respect to gravity. 

The maximal response is obtained in a supine position with the hSCC forming a 90° angle with 

the earth horizontal (Behrman, 1942). At 100° there is an unexpected null point in the nystagmus 
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response (Coats & Smith, 1967). Not as expected with the hSCC being parallel to earth 

horizontal. This lead to the idea that otoliths might modulate the caloric response (Coats & 

Smith, 1967). Another alternative explanation was that the temperature change in the hSCC 

leads to a change in neuronal fire rate (Hamid, 2005). Supporting this, monkeys with blocked 

SCC still showed a caloric induced nystagmus however in a lesser degree than before blocking 

the SCC (Paige, 1985). 

 

 
Figure 5. An exemplary caloric irrigation output.  
Data visualized is the output from a participant of the MVS study. Panel a: excerpt of the spontaneous 
eye movements [in °]. Panel c: Spontaneous eye movements without stimulation are shown in cyan, 
warm water irrigation (44°C) depicted in red, cold water irrigation (30°C) depicted in blue. Values 
written close to the curves are the maximum SPV values recorded during each irrigation (positive values 
indicate rightward SPV, negative values leftward SPV). Panel b and d: excerpt of the quickest eye-
movements during the measurement for both conditions and both sides. Panel e: asymmetry-Index. SPV 
= slow phase velocity; R = right, L = Left; RD = ‘Richtungsdominanz’/ direction dominance, SD = 
‘Seitendifferenz’/ side difference. 
 

The original hypothesized mechanism of caloric irrigation, presented in the early 20th century 

was that temperature changes the density of the endolymphatic fluid (Bárány, 1906). This 

convection theory claims that the density change due to warming of the lateral part of the 
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horizontal canal results in expansion of the endolymphatic fluid in this lateral part causing a 

deflection of the cupula (Jones, 1974; Wit, Spoelstra, & Segenhout, 1990).  

The caloric test is an excellent measurement for peripheral vestibular function. Repeated testing 

however, revealed a large variability (Munro & Higson, 1996), and there is a temperature order 

effect with initial warm water causing larger differences (Noaksson, Schulin, Kovacsovics, & 

Ledin, 1998). One main advantage with caloric irrigation is that the stimulation is unilateral and 

can therefore offer a better insight of laterality differences (i.e. asymmetry index). Caloric 

irrigation leads to more information about the vestibular sensitivity than the vHIT. Further it can 

be applied easily in a clinical setting and even in the MRI for investigating vestibular cortical 

areas for instance (Fasold et al., 2002).  

 

1.3.3 Galvanic vestibular stimulation 

Another artificial vestibular stimulation technique is galvanic vestibular stimulation (GVS). 

Probing the human vestibular system with GVS is possible through modulated cathodal and 

anodal currents externally applied on the bony outcropping of mastoid bone behind the ear. 

GVS can either be applied unilaterally or bilaterally (Kim, 2013). Cathodal stimulation of one side 

and anodal inhibition of the other side leads to a realistic imitation of rotational head and/or 

body movement in roll plane (Schneider, Glasauer, & Dieterich, 2002).  

GVS can activate sensory hair cells as well as vestibular afferent fibers as tested in the amphibian 

model (Gensberger et al., 2016). The exact mechanism of GVS in humans is still under debate. 

GVS predominantly affects irregular afferents due to their thicker diameter (Blair & Erlanger, 

1933). It is unclear whether the stimulation is selective for SCC or otolith organs. Research 

suggested that mainly otolithic responses are perceived by the subject, i.e. tilt in roll plane (Bent, 

Bolton, & Macefield, 2006). However, with GVS in complete darkness a horizontal and torsional 

nystagmus is observed implying SCC activation (MacDougall, Brizuela, & Curthoys, 2003). Today, 

common opinion is a non-selective activation of vestibular organs as outlined in detail by 

Curthoys and MacDougall (2012).  

Unfortunately, GVS does not only stimulate the vestibular system; the vagal nerve is stimulated 

as a side effect. At low stimulations frequencies, the results are changes in heart rate and blood 

pressure due to GVS blocked vasovagal responses in rats (Cohen et al., 2011; Cohen, Martinelli, 

Xiang, Raphan, & Yakushin, 2017). An increase in insulin secretion has been observed because 
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of the vagal stimulation making GVS a potential therapeutic option for diabetes (Sailesh, 

Archana, & Mukkadan, 2015; Sailesh & Mukkadan, 2014). As another side effect, subjects 

reported a metallic taste during GVS without nausea (Lobel, Kleine, Bihan, Leroy-Willig, & 

Berthoz, 1998) and increased saliva production (Wilkinson, Zubko, & Sakel, 2009) which is 

known to be a product of vagal stimulation (Ueda et al., 2016). 

In humans currents up to 10mA have been used and electrodes are typically placed bilaterally 

on the mastoids (Aw, Todd, & Halmagyi, 2006). A variety of waveforms have been used: for 

example short current pulses (Phillips et al., 2015), sinusoidal stimuli (Bent et al., 2006), step 

stimuli (Wardman, Day, & Fitzpatrick, 2003), ramp stimuli (current building up) (Helmchen, 

Rother, Spliethoff, & Sprenger, 2019), and white noise GVS (Wuehr et al., 2018). GVS can also 

be applied inside the fMRI making it an excellent tool for understanding cortical vestibular 

function (e.g. Bense, Stephan, Yousry, Brandt, & Dieterich, 2001; review by Dlugaiczyk, 

Gensberger, & Straka, 2019).  

 

1.3.4 Magnetic vestibular stimulation 

Humans often report dizziness when they enter the bore of the MRI or when they are close to a 

strong magnet (Schenck, 1992; Weintraub, Khoury, & Cole, 2007). This dizziness can be 

explained by the electromagnetic induction (EMI) generated through a magnetic field and 

movement (of either the magnetic field or the conductor). Vestibular stimulation has 

additionally been described when humans are in a strong static magnetic field. This 

phenomenon has been explained by the magnetohydrodynamic (MHD) Lorentz force that acts 

upon the vestibular system (Roberts et al., 2011). This force is generated by the strong magnetic 

field in combination with flowing currents. These two factors are present when a human is in 

the MRI machine: 1. ionic currents created by the endolymphatic fluid in the inner ear and 2. a 

strong magnetic field of the MRI system. In the MRI the MHD mechanism and currents entering 

the utricular hair cells lead to a continuous deflection of the cupula in the ampullae: a constant 

acceleration is mimicked. This stimulation of the vestibular system can be measured indirectly 

using the physiological VOR (see 1.2 Reflexive eye-movements as a window to the vestibular 

sense) and resulting nystagmus. This phenomenon related to the static magnetic field is now 

known as magnetic vestibular stimulation (MVS). 
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In the pioneer work on the MVS effect, Roberts et al. (2011) measured eye-movements and 

changes in the magnetic field while participants were put in and out of the MRI bore without 

MRI data collection (no HF fields or fluctuating magnetic gradients). Complete darkness 

prevented fixation and potential suppression of eye movements. When entering the bore all 

participants showed a horizontal nystagmus that increased in amplitude of the SPV with 

increasing EMI. When the change in magnetic field returned to zero, but the static magnet 

remained, the SPV decreased, but not to zero. The SPV reached a stable plateau over the course 

of approximately 10 minutes in a static strong magnetic field. The horizontal nystagmus suggests 

that the horizontal SCC is predominantly stimulated. The authors interpreted this slow change 

to a stable SPV as an adaptation to the static magnetic field (Jareonsettasin et al., 2016; Roberts 

et al., 2011).  

Additional work on the MVS effect has suggested that the Lorentz force also acts on the anterior 

semicircular canals (Ward et al., 2017; Ward, Roberts, Della Santina, Carey, & Zee, 2014). This 

has been demonstrated by exposing patients with unilateral labyrinth failure to MVS. These 

patients showed not only horizontal but also vertical components in their magnetically induced 

eye-movements (Ward et al., 2014). The direction of the vertical component was explained by 

Ward and colleagues with referring to Ewald’s law of equilibrium (Ewald, 1882). Depending on 

the side of the damaged labyrinth patients showed either an upbeat or a downbeat nystagmus 

component elicited through the MVS (Ward et al., 2017). In healthy subjects the vertical 

component is canceled out through excitation of one and inhibition of the other vertical SCC. 

But if the vertical canals are not equally stimulated in the static magnetic field, for instance the 

head is tilted in roll plane, a vertical nystagmus should be observed (Roberts et al., 2011). 

Activation of the anterior SCC should also lead to torsional eye-movements and according to the 

laws of Ewald, they sum up which is observed in healthy subjects (Otero-Millan, Zee, Schubert, 

Roberts, & Ward, 2017; Ward et al., 2017).  

Interestingly, recent findings suggest that intact utricles are necessary for a magnetic field 

induced nystagmus (Ward et al., 2018). By investigating mice with a mutation in the Nox3 gene, 

which leads to an absence of otoconia in these animals but intact hair cells and synapses, they 

could specifically remove otolith function. None of the Nox3 mice showed a magnetically 

induced nystagmus in any orientation (nose or tail first in horizontal canal aligned with earth 

horizontal; additionally, +10 degrees, and -10 degrees orientation), although the VOR itself was 
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unaffected. This is in line with the fact that the otoliths are thought to be the major factor 

contributing to the net ionic current that is necessary for the MVS effect (Ward et al., 2018). 

While participants report vertigo or some perception of rotation when entering the bore of the 

MRI machine, this sensation ceases after a short amount of time, although nystagmus persists. 

Ward et al. assumed that this nystagmus would eventually disappear after adaptation (2017). 

However, nystagmus in humans persists over a maximally reported period of 90 minutes 

(Roberts et al., 2011; Ward et al., 2017, 2014). Still, fluctuations are visible during the plateau 

phase of the SPV of the nystagmus that we will address in 2.3 Magnetic vestibular stimulation 

and its effect on brain networks.  

 

1.3.4.1 Influencing factors for the strength of the MVS effect 

The participant’s head position is one factor that influences the magnitude of the occurring 

horizontal nystagmus during MVS. In general, the more the head of an individual is tilted 

backwards, the stronger the MVS effect (Roberts et al., 2011). Head pitch was measured with 

Reid’s plane, which defines an unambiguous orientation of the human skull by defining a line 

that goes from the inferior margin of the orbit, or eye-socket, to the center of the external ear 

canal. A change in tilt, will change the relative orientation of the hSCC with respect to B0, which 

will lead to the strongest effect if these two are at right angles to one another. 

Additionally, asymptomatic individual differences were recorded during MVS (Pawlak-Osinska 

et al., 2019; Roberts et al., 2011). Participants with the same head tilt angle with respect to B0 

showed large differences in the magnitude of the resulting SPV (Roberts et al., 2011). One 

explanation might be individual differences in the anatomical orientation of the hSCC with 

respect to Reid’s plane (see section 1.1.1.1 Semicircular canals and otolith organs). This 

anatomical variability across subjects potentially influences the described variation in 

nystagmus strength. 

The strength of the MVS effect scales with the strength of the magnetic field (Boegle et al., 2016; 

Roberts et al., 2011) an effect that could also be found in the strength of the resulting BOLD 

signal at rest (Boegle et al., 2016). The polarity of the magnetic field hereby determines the 

direction of the nystagmus.  
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1.3.4.2 MVS as unimodal bilateral stimulation of the vestibular system 

Although the MVS is not a natural vestibular stimulation, it might be the only pure vestibular 

stimulation. Unimodal stimulation is crucial to detect primary sensory areas in the brain. In 

audition and vision as well as proprioception, unimodal stimulation is feasible and primary 

cortices are quite well defined. But with the vestibular sense things are more complicated. With 

common techniques vestibular stimulation, other sensory modalities are stimulated as a side 

effect (see chapter 1.3 Vestibular stimulation techniques). Besides the vestibular input, the 

rotary chair provides additional proprioceptive, during caloric irrigation a thermal stimulation 

through the water is present, and galvanic vestibular stimulation produces sensations on the 

skin under the electrodes (even with anesthetics). MVS seems to be the only pure and unimodal 

vestibular stimulation because no other sensory information is existent. It is a very unnatural 

stimulation, though, as it mimics a constant acceleration. A similar pattern of stimulation cannot 

be reached naturally over such long time. 

 

1.3.4.3 Effect of MVS onto the brain 

Little is known about whether and how the MVS effect influences the function of the brain. If it 

does, this could confound studies using fMRI, particularly resting state fMRI (rsfMRI). Boegle et 

al. (2016) investigated modulation in brain areas with the same scaling factor as the strength of 

the magnetic field in 1.5 and 3 Tesla MRI systems. They focused on the default mode network 

(DMN) since this resting state network (RSN) is often altered in patients with unilateral 

vestibular neuritis (Klingner, Volk, Brodoehl, Witte, & Guntinas-Lichius, 2014). Assuming a 

linearity of the Lorentz force, with increasing strength of the magnetic field there MVS 

increasingly modulated activation in the cerebellar vermis, the anterior cingulum and the 

calcarine sulcus (Boegle et al., 2016). The focus of the third research chapter 2.3 Magnetic 

vestibular stimulation and its effect on brain networks tries to answer the question whether 

MVS affects rsfMRI results.   
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1.4 Aim of the thesis 

Through improved technologies and methodologies, the human vestibular system can now be 

characterized in greater detail than ever before. This thesis aims first, to describe the human 

structural peripheral vestibular system in a non-biased way in a large sample size.  

The second aim is to establish the first human corticocortical vestibular connectome through 

high resolution MRI measurements. This connectome is compared to non-human primate data. 

It gives insight into the architecture of the cortical vestibular network and reveals potential 

disadvantages of the method used.  

Thirdly, the thesis aims to reveal the impact of magnetic vestibular stimulation on the brain 

through the MRI machine itself. The magnetic vestibular stimulation is the only “pure” vestibular 

stimulation without confounding stimulation of other modalities but also without sensory 

perception. The question remaining is whether the MVS effect is a confound for rsfMRI 

measurements. For achieving this, a novel eye-tracking analyses was developed since other 

programs failed to detect the pupil in complete darkness inside the MRI scanner, which forms 

the basis of the fourth and final research chapter in this thesis. 
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2. Research chapter 
 

This PhD thesis consists of three detailed manuscripts (chapters 2.1, 2.2, and 2.3; all first 

authorship) and one peer-reviewed published paper (chapter 2.4; co-authorship): 

 

A novel morphologically unbiased atlas of the peripheral inner ear is presented in the first 

subchapter (see 2.1 IE-Map: a human in-vivo atlas template of the inner ear). In the second 

subchapter, the first human corticocortical vestibular connectome is introduced including 

structural comparisons to non-human primates (see 2.2 The human corticocortical vestibular 

connectome).  

 

Whether and how the magnetic field of the MRI affects brain activity and functional connectivity 

networks at rest is presented in the third subchapter (see 2.3 Magnetic vestibular stimulation 

and its effect on brain networks). As an excursion and prerequisite for the third study, an 

innovative eye-tracking analyses method was established and is presented in the last subchapter 

(2.4 Pupil segmentation and gaze estimation using deep learning (DeepVOG)).  

 

The following paragraphs enclose each paper or manuscript with a preceding summary and 

explanation of author contributions.  
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2.1 IE-Map: a human in-vivo atlas template of the inner ear 

Ahmadi, S.A.*, Raiser, T.M.*, Rühl, R.M., Flanagin, V.L., zu Eulenburg, P. (submitted). 

* Seyed-Ahmad Ahmadi and Theresa Marie Raiser contributed equally to this work. 

The article “IE-Map: A human in-vivo atlas template of the inner ear” was recently submitted for 

publication in the journal Nature Scientific Reports, with a preprint online version on medRxiv1 

uploaded in November 2019. 

 

Summary 

IE-Map represents the first in-vivo morphologically unbiased atlas for the human inner ear (IE). 

It is a validated atlas comprised of all known neuroanatomical dimensions used to date in 

neuroimaging of the labyrinth and its auditory and vestibular organs from the largest dedicated 

cohort to date (126 inner ears). The atlas represents a unique multi-sequence structural MR 

imaging approach, achieving high-resolution (0.2mm) along the way completely non-invasively 

(hence without the use of a contrast agent or application of radiation), and through more 

accurate measurements of the substructures compared to any previously published works on 

the topic. With sharing all templates of the IE-Map as open-source material (github, neurovault) 

we provide this new, robust and widely applicable tool not only for imaging-based 

neuroscientific research in the future but as a starting point for a wide array of clinical 

applications (neurotology disease classifications, aging and plasticity of the peripheral auditory 

and vestibular system, vestibular implants, detection of neurodevelopmental disease, etc.).  

 

Author contributions 

The following authors contributed to this work: Peter zu Eulenburg designed the study together 

with Seyed-Ahmad Ahmad and Theresa M. Raiser. Theresa M. Raiser and Ria M. Rühl collected 

the data under the supervision of Virginia L. Flanagin and Peter zu Eulenburg. Data analyses was 

done by Seyed-Ahmad Ahmad. Seyed-Ahmad Ahmad and Theresa M. Raiser wrote the paper as 

shared first authors with input from all listed authors.   

 
1 https://www.medrxiv.org/content/10.1101/19011908v1 

https://www.medrxiv.org/content/10.1101/19011908v1
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Abstract

Brain atlases and templates are core tools in scientific research with increas-

ing importance also in clinical applications. Advances in neuroimaging now

allowed us to expand the atlas domain to the vestibular and auditory organ,

the inner ear. In this study, we present IE-Map, an in-vivo template and atlas

of all known substructures of the human labyrinth derived from multi-modal

high-resolution magnetic resonance imaging data in a non-invasive manner (no

contrast agent or radiation). We reconstructed a common template from 126

inner ears (63 normal subjects) and annotated it with 94 established landmarks

and semi-automatic segmentations. Quantitative substructure analysis revealed

a correlation of labyrinth parameters with total intracranial volume. No effects

of gender or laterality were found. We provide the validated templates, atlas seg-

mentations, surface meshes and landmark annotations as open-access material,

to provide neuroscience researchers and clinicians in neurology, neurosurgery,

and otorhinolaryngology with a widely applicable tool for computational neuro-

otology.

Keywords: neuro-otology, morphological template, atlas, inner ear,

⇤Corresponding author: aahmadi@med.lmu.de
⇤⇤Seyed-Ahmad Ahmadi and Theresa Raiser contributed equally to this work.

Preprint submitted to medRxiv December 5, 2019

 .CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.not peer-reviewed)

(which wasThe copyright holder for this preprint  . http://dx.doi.org/10.1101/19011908doi: medRxiv preprint first posted online Nov. 15, 2019 ; 

32



membraneous labyrinth, cochlea

1. Introduction

The pervasiveness of brain imaging techniques across many disciplines has

increased the relevance of standardized templates of brain structures and de-

veloping atlases for the structural and functional substructures within these

templates. Almost the entire human central nervous system has been mapped:

various templates and atlases have charted out the human cortex, the subcorti-

cal nuclei, charting the thalamus and the cerebellum [1, 2, 3, 4] based on MRI.

Recently, a dedicated neuroimaging template was also developed for the brain

stem and spinal chord [5]. These templates provide a means to make group

comparisons and to do quantitative assessments of individual patients, and as

such have found applications in neurology [6, 7], in neurosurgery [8, 9] and in

neuroscience [10]. In comparison, few works have proposed templates and cor-

responding atlases to chart the anatomy of sensory organs like the inner ear,

and the few existing studies have focused on ex-vivo imaging using (micro-)CT,

for comparative neuroanatomy in the field of anthropology.

The inner ear contains several important substructures [11, 12]: (1) The

three semicircular canals with their ampullae that shelter the cupula containing

the sensory hair cells, which detect head rotation. (2) The macular organs

(utricle and saccule), which respond to translational head motion and convey

the gravitational force vector [13]. Anatomically, the utricle and the saccule

together form the vestibule. (3) The cochlea, which is a separate inner ear

organ for hearing. The cochlea consists of the scala vestibuli, the scala tympani

and the cochlear duct (with hair cells). These structures spiral 2.57 ± 0.28 times

from the base to the cochlear cupula, or apex of the cochlea [12]. Physiological

and morphological alterations of the cochlea can result in hearing deficits or

loss whereas affections of the semicircular canals or otoliths lead to vertigo and

balance disorders [14, 15]. The shape of the labyrinth structures carries valuable

functional and phylogenetic information about the inner ear over the course of
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mammalian evolution [16]. Inner ear imaging aids neurological examination and

neuroscientific analysis. A quantitative assessment of the inner ear organs often

requires a preceding segmentation of the relevant target regions and a sub-

parcellation into its key structures like the semicircular canals, vestibule and

cochlea. As has been shown for brain images, segmentation with a template

image and atlas is a versatile and robust tool for anatomic delineation [17].

Beyond deformable atlas segmentation, image templates and structural atlases

are fundamental tools for statistical shape analysis [18, 8] and group-based image

analysis [19].

Previous anatomical and morphological analyses of the inner have empha-

sised the cochlea and avoided the complex anatomy of the peripheral vestibular

system. Models of the cochlea have been assessed for cross-species comparative

neuroanatomy [16, 20, 21, 22], neuronavigation of cochlear electrode implanta-

tion and simulation [23, 24, 25], cochlear shape modeling and surgical trauma

assessment [12]. In the field of anthropology, previous studies have investigated

the inner ear through shape comparison of labyrinthine structures in ancient

Egyptian mummies versus today [26], or in form and function of the mammalian

inner ear across species [27].

The majority of these analyses were based on ex-vivo micro-CT as the imag-

ing modality [28, 29], few also providing cyto-architecture scans based on syn-

chrotron radiation [30] or ex-vivo ultra-high-field MRI [31]. A few studies have

reported detailed measurements of the inner ear’s membraneous structures [32],

and of the semicircular canals in particular, again based on ex-vivo micro-CT

[33, 21] and multi-detector CT [34]. Recently, in-vivo visualization of the inner

ear with MRI, either with [35, 36] or without Gadolinium-based contrast agents

[37, 38, 39, 40, 41] has been used for the detection of endolymphatic hydrops

[39] and for diagnosis of sensorineural hearing loss associated with inner ear

lesions [42]. Furthermore, MRI sequences, such as Constructive Interference in

Steady State (CISS) imaging, which have low susceptibility and a high contrast-

to-noise ratio, have been used to image the inner ear for the detection of leakage

of labyrinthine and cerebrospinal fluids [43].
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The purpose of this study was to build a template and atlas of the hu-

man inner ear and its substructures, based on multiple non-invasive in-vivo

MRI sequences. By harnessing the signal and contrast-to-noise advantages of

multiple MRI sequences, all without invasive contrast agents or radiation, we

believe the inner ear imaging procedures and corresponding template will have

a widespread clinical applicability. We then demarcated the anatomical sub-

structures of the inner ear by registering a previously available inner ear atlas,

based on micro-CT, to our template. With this atlas, quantitative size and

volume information of the inner ear substructures can be extracted for each in-

dividual and side. After validation of the template and atlas with the previous

literature, we demonstrate the usability of the template and atlas by examining

three questions about the population statistics of the inner ear. 1. Does head

size, as measured by intracranial volume, influence labyrinth measurements? 2.

Does gender have an effect in inner ear structure size? 3. Does ear laterality

play a role in inner ear dimensions? In summary, we successfully created an

inner ear template and atlas that can be applied to a wide range of MRI se-

quences. Our template and atlas are comprehensive, applicable, accessible, and

generalizable, forming the basis for future non-invasive neuroimaging studies of

the inner ear under the umbrella term computational neuro-otology.

2. Materials and Methods

2.1. Subject cohort

The template was created from a cohort of 63 healthy, right-handed subjects

(32 female, 31 male, age: 26 ± 2.3 years). To make the template and atlas

representative and generally applicable to both left and right inner ears, left

and right inner ears are treated independently, resulting in 126 inner ears in

total that were used for template building. All subjects gave written informed

consent regarding participation in this study. The local ethics committee of

the Ludwig-Maximilians-Universität, Munich, approved the study in accordance

with the latest revision of the Helsinki declaration from 2013.
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2.2. MR imaging and pre-processing

We acquired multi-modal, isotropic 3D MRI data (whole-head T1- and T2-

weighted at 0.75 mm, CISS measurement of the labyrinth at 0.5 mm isotropic)

in a clinical 3T scanner with a 64-channel head/neck coil (Siemens Skyra, Er-

langen, Germany). The high-resolution T1-weighted MPRAGE sequence was

collected with GRAPPA in an interleaved mode and an acceleration factor 2

(TR 2060ms, TI 1040 ms, TE 2.17 ms, flip angle 12 deg., FoV 240 mm, slice

thickness 0.75 mm, 256 slices, A-P phase encoding, echo spacing 7.9 ms, band-

width 230Hz/Px, prescan normalized). A T2-SPACE sequence with varying

flip angles (TR 3200 ms, TE 560 ms, FoV 240 mm, slice thickness 0.75 mm,

256 slices, A-P phase encoding direction, GRAPPA acceleration factor 2, echo

spacing 4.06 ms, bandwidth 625Hz/Px, prescan normalized) was collected for

an optimized contrast between tissue types for the atlas generation, to detect

brain pathologies and achieve whole-head coregistration for all data. In addi-

tion, we acquired an optimised CISS sequence for labyrinthography (TR = 8.56

ms, TE = 3.91 ms, flip angle = 50 deg., FoV = 150 mm, slice thickness= 0.50

mm, right-left phase encoding direction, sequential multi-slice mode, tune up

shimming, activation of head coil elements 5-7 and the cranial neck coil ele-

ments only, bandwidth 460Hz/pixel, the average of two repetitions was built,

total time of acquisition 13:40 minutes) for achieving the best possible contrast

and resolution for inner ear structures.

Head motion was controlled by a dedicated head fixation device ( R�Pearltec

Crania Adult, Schlieren, Switzerland). All MRI image data underwent stringent

quality assessment before inclusion in the study, using a state-of-the-art MRI

quality control toolkit (MRIQC) [44]. As pre-processing, we performed a cor-

rection for MRI field inhomogeneity using the N4 bias correction algorithm [45].

Further, we performed a rigid intra-subject registration of T1 and CISS vol-

umes to the T2 volume, before proceeding to template building. Intra-subject

registration was performed using Advanced Normalization Tools (ANTs), with

normalized mutual information for multi-modal alignment [19].

Total intracranial volume (TIV) as a potential covariate for head size was
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obtained via segmentation of the T1-weighted image with the CAT12 tool-

box (version 12.6 release 1450, http://www.neuro.uni-jena.de/cat/) of the

Structural Brain Mapping group (Christian Gaser, Jena University Hospital,

Jena, Germany), a toolbox implemented in SPM12 (v7487, Statistical Paramet-

ric Mapping, Institute of Neurology, London, UK).

2.3. Template building

Template building was performed in three steps: 1) full-brain template build-

ing and annotation, 2) axial re-orientation of all subjects to the Reid’s axial

plane, and 3) final inner ear template building. The template building method

utilized in steps 1 and 3 is a state-of-the-art algorithm provided by the ANTs

toolkit [19]. It is designed for computation of a geodesic mean template that

optimally represents the average anatomic shape from a set of input volumes.

Critically, all ANTs components are capable of multi-variate image registration,

allowing us to fully leverage the multi-sequence appearance of the inner ear

and its surrounding anatomy in T1, T2 and CISS MRI during template recon-

struction. The high accuracy and robustness of ANTs registration and template

normalization methods have been validated by demonstrating state-of-the-art

performance in several internationally recognized medical image processing chal-

lenges [17, 46].

In the first step, we computed a full-brain template for our cohort using T1-

and T2-weighted MRI sequences. For the full-brain template, CISS volumes

had to be omitted since they were acquired only within a narrow axial field-of-

view (FOV) centred around the inner ear region. In the full-brain template, we

manually annotated four landmarks for identification of the Reid’s axial plane,

i.e. the locations of the infraorbital point and external auditory meatus in the

left and right hemisphere [47]. We further placed two landmarks at the locations

of the left and right inner ear, for a consistent localization of the inner ears across

all subjects. This procedure is illustrated in Fig. 1.

In the second step, we re-oriented source volumes to Reid’s standard plane.

This was a necessary pre-processing step for the inner ear template building
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63 subjects
N4 bias-field 

correction

Multi-variate whole-head 
templates T1 / T2

Manual labeling of Reid’s 
plane landmarks and

inner ear locations

Reid’s plane re-orientation of 
templates and subject MRI

T1 T2

Figure 1: Full-brain template building and annotation, for re-orientation of the axial plane

to Reid’s standard plane, and for localization of left/right inner ear region-of-interests (ROI).

(Print in colour.)

(step 3), which took crops around the inner ear’s region-of-interest (ROI) as

input. Pre-aligning these crops resulted in less out-of-border interpolation, i.e.

less black margins and a better registration result at the ROI borders during

template building. A side benefit of this step was that the lateral semicircular

canal became approximately aligned with the axial plane, given the common

assumption of coplanarity of the lateral semicircular canals with Reid’s standard

plane [48, 49, 50]. The landmarks for Reid’s plane and inner ear FOV centres

were transformed into the volumes of all input subjects beforehand, using a

full-brain registration from template to individual spaces, followed by visual

inspection for quality control. We then computed Reid’s plane parameters using

least-squares fitting to the four landmarks, and re-oriented the axial plane in all

volumes accordingly.

In the third step, we used the inner ear landmarks identified in step 2 to place

region-of-interest (ROI) bounding boxes at the left and right inner ear. At these

locations, the T2, CISS and T1 volumes were cropped (4×4×3 cm) and resam-

pled (0.2 mm isotropic, bi-cubic B-spline interpolation) with a ROI bounding
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126 (2 × 63) inner ear ROIs

Multi-variate inner ear templates
4 × 4 × 3 cm @ 0.2mm3

T2 T1 CISS

T2 T1 CISS

Figure 2: Inner ear template building input: three of 126 example multi-variate inputs (T2,

T1, CISS) of the inner ear region are shown, centred, Reid’s plane aligned and cropped with

a 4⇥4⇥3cm ROI. The geodesic mean template is reconstructed and shown on the right side.

box that included all relevant inner ear structures as well as the vestibulo-

cochlear nerve. As performed during pre-processing on the full brain volumes,

we linearly registered the CISS and T1 crops to the T2 crop, to ensure a perfect

alignment of fine structures of the inner ear across all MRI contrasts. Cropped

volumes were centred and all left inner ears were mirrored with respect to the

sagittal plane, to match the orientation of the right inner ear. This latter

step ensured that the obtained template is unbiased with respect to afference

laterality (sidedness) of the inner ear structures. The above steps resulted in

126 localized, multi-variate MRI volumes, oriented to Reid’s plane and hence

roughly oriented with the lateral semicircular canal in the axial plane. These

volumes served as input to the multi-variate template building algorithm, which

computed three inner ear templates at an isotropic target resolution of 0.2 mm.

The procedure and resulting template are illustrated in Fig. 2.

2.4. Atlas annotation

The multi-sequence template was segmented into anatomic regions in order

to obtain an atlas of the inner ear. Segmentations were obtained in parts by

transferring fine-grained surface meshes of the semicircular canals, vestibule
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and cochlea from Ariadne, a publicly available atlas and segmentation toolkit

of the inner ear derived from ex-vivo micro-CT data [20]. From this toolbox,

we leveraged micro-meter accurate surface meshes as delineations of inner ear

structures, by registering them to our multi-variate MRI template.

Due to the lack of an accompanying micro-CT intensity volume in the Ari-

adne toolkit, we performed a volumetric registration and geometric transfer

through alignment of the entire inner ear’s outer surface. For our T2 template

volume, we computed the outer iso-surface of the inner ear at an optimal inten-

sity threshold obtained by Otsu’s method [51], followed by manual removal of

background structures that were obtained during thresholding. For the micro-

CT data, we utilized the bony surface mesh provided in the Ariadne toolbox.

Next, we voxelized both the T2 surface mesh and the micro-CT surface mesh

of the inner ear at an isotropic resolution of 0.1 mm, and computed signed

Euclidean distance transforms (SDT) for both meshes [52]. These SDT repre-

sentations served as surrogate image volumes during deformable image registra-

tion, yielding a non-linear deformation field from Ariadne atlas space into our

template space. All micro-CT surfaces including semicircular canals, vestibule,

and cochlear ducts (i.e. scala vestibuli, scala tympani and cochlear duct) were

then transferred onto our template volume and voxelized at the resolution of

0.2 mm. The resulting labelmap was manually post-processed, based on visual

inspection, to ensure alignment of labels with the three intensity channels T2,

T1 and CISS.

The cochlea regions were pre-segmented by intensity-based thresholding of

the CISS template. The threshold was set to obtain a clear separation of the

scala tympani and vestibuli. Both regions were refined manually using basic im-

age processing operations such as connected components, and surface smooth-

ing. The cochlear duct was transformed from the David micro-CT atlas [20]

using the computed deformation fields.

The procedures described above were realized using various tools in the

open-source software toolkits ANTs (deformable surface registration) [19], 3D

Slicer (segment editor effects: threshold, connected components, paint, scis-
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sors, margin) [53] and SimpleITK (Euclidean SDT computation with Signed-

DanielssonDistanceMapImageFilter) [54].

Using landmark annotation in 3D Slicer [53], we further annotated multiple

anatomic landmarks of the inner ear structures described in related literature.

For the sake of reproducibility and annotation consistency, we placed all land-

marks on the Otsu-threshold iso-surface of the T2 template volume. The land-

mark locations on the T2 iso-surface are visualized in detail in Fig. 3. Follow-

ing guidelines and 3D visualizations in [33], we annotated the three semicircular

canals regarding width and height, as well as inner widths and heights measured

at three positions (Figure 3, panels A and B). We also followed instructions in

[33] to compute the height and three width measures of the common crus. The

height and width of the vestibule were described in [55]. The total inner ear

length was described in [56] (Figure 3, panel C). The placement of landmarks

for measurement of cochlea width, length and height was described in [57] (Fig-

ure 3, panel D). While cochlear height here was defined on an oblique 3D cut

through the volume, earlier approaches defined cochlear height on the coronal

plane [58, 59], which we also measured for comparison.

2.5. Statistical methods

First-order group statistics on inner ear dimensions and volumes were com-

puted in terms of mean and standard deviation. Normality of variables through-

out this work was tested using a Kolmogorov-Smirnov (KS) test with Lilliefors

correction, at an alpha level of p < 0.05 [60]. Comparisons of the semicircu-

lar canal dimensions between the left and right inner ear sides were performed

using multiple paired statistical tests (t-test for normal distributed data, Mann-

Whitney U test for non-normal distributions). We corrected p-values after mul-

tiple testing using the Benjamini-Hochberg False Discovery Rate (FDR) algo-

rithm [61], results were considered as significant at a post-correction alpha level

of p < 0.05. For the main general inner ear measures (total inner ear volume,

total inner ear length, oblique cochlea height, and radii of anterior/posteri-

or/lateral SCCs), we investigate a potential correlation with overall head size,

10
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Figure 3: Inner ear landmark annotations in template space. Panel A: width and height of the

anterior (left), posterior (middle) and lateral (right) semicircular canals. Panel B: inner widths

and heights of semicircular canals, measured at three locations each (1-3). Panel C: height

and three widths of the common crus (left), total inner ear length (middle), and vestibule

length and width (right). Panel D: width, length and height of the cochlea. Cochlea height

was tagged and measured using both the coronal plane approach (gold arrow) [58, 59], and

the oblique plane (i.e. 3D) approach (grey arrow) [57]. H = height, W = width, L = length.

(Print in colour.)

11

 .CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.not peer-reviewed)

(which wasThe copyright holder for this preprint  . http://dx.doi.org/10.1101/19011908doi: medRxiv preprint first posted online Nov. 15, 2019 ; 

42



represented by TIV. Correlation is reported as Pearson’s correlation coefficient

r, again at a significance level of p < 0.05. After clarification of the role of

TIV, we tested gender effects, i.e. whether there was a significant difference

between male and female cohort subgroups. These tests were performed on the

two major inner ear measures, total inner ear volume, total inner ear length.

To account for head size, we performed an Analysis of Covariance (ANCOVA),

with TIV as the relevant covariate [62]. Statistical computation was performed

using python implementations in scipy.stats [63], Pingouin [64] and Statsmodels

[65], as well as MATLAB (The Mathworks Inc., MA, USA). Where available

and applicable, we provide comparable values from literature that we are aware

of, by referencing reported mean and standard deviation values.

3. Experiments and Results

3.1. Inner ear template and atlas

The reconstruction of the T2- and T1-weighted MRI volumes into unbiased

full-brain templates was successful. Using this template, the localization of

both inner ears and the re-orientation of the axial slice to Reid’s standard plane

could be executed for all subjects and inner ears without manual intervention.

Subsequently, the reconstruction of the T2-, T1-weighted and CISS inner ear

template volumes at 0.2 mm isotropic resolution was performed successfully

using the ANTs toolkit.

Volume renderings can be seen in Fig. 4. The rendering transfer function

was set as a linear ramp between the minimum and maximum voxel intensity

for each template, no manual adjustments other than a shift of the centre in-

tensity (T1: 1.2; T2: 1.5; CISS: 2.3) was necessary to achieve the visibility of

inner ear structures as displayed. As noticeable from the rendering, the inner

structures of semicircular canals, vestibule and cochlea are clearly visible and

are morphologically correct. The volume rendering does not suffer from noise

artefacts typical in single-subject volumes, which we attribute to the fact that

the multi-variate templates on average have a 1.7 times higher signal-to-noise

12
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MRI

sequence

Template

volumes

Individuals

Mean

Individuals

SD

T2 4.02 2.49 0.20

CISS 3.26 1.73 0.14

T1 3.13 1.85 0.28

Table 1: Signal-to-noise ratios in multi-variate MRI templates are on average 1.7 times higher

than in individuals’ volumes, resulting in improved visibility of structural details. Rendering

can be performed nearly free of noise (cf. Figure 4), and fine-grained structures like the

separation of cochlear ducts become visible in templates that are sometimes not even clearly

discernible in individual volumes (cf. Figure 4, panel E).

ratio (SNR) than the mean-SNR in single-subject volumes (see Table 1). SNR

is approximated as the mean voxel intensity divided by the standard deviation

of voxel intensities inside the inner ear ROI [66].

3.2. Cohort measurements and atlas validation

The characterization of the three semicircular canals (see Table 2) was com-

pared to previously reported results using micro-CT in ex-vivo specimen [33].

In general, our atlas produces larger values than reported in literature, how-

ever, the error margin never exceeds the original image resolution of T1- and

T2-weighted MRI (0.75 mm). Overall, the sub-voxel accurate distance measures

demonstrate that the computed template has morphometric properties that are

in line with previously ex-vivo micro-CT studies. The same applies to land-

marks of the common crus (see Table 3) and the cochlea (see Table 4), which

all corresponded to values in literature within a margin of less than 0.5 mm.

Inner ear volume measurements are also largely in line with related litera-

ture (see Table 5), with a notable difference of almost +50 mm3 in total inner

ear volume. Deviations from mean volumes reported in [67] can be attributed

due to simplified geometric approximations made in that previous study. For

example, authors in [67] modelled the ampullae as spheres with 2 mm diameter

(i.e. 4.2 mm3; ours: 3.54/2.27/3.59 mm3 for ant/post/lat ampulla), saccule as

13
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Figure 4: Volume renderings of inner ear templates and atlas (ROI size: 4⇥4⇥3 cm; resolution:

0.2 mm isotropic; viewpoint: right-lateral view onto right inner ear). Panels: A. T2 template;

B. CISS template; C. T1 template; D. Closeup cochlea in T2 template; E. Closeup cochlea in

CISS template, with a clear separation of scala tympani and vestibuli; F. Atlas surface meshes

on CISS template volume rendering. G. Same as F, with a different perspective focussing on

the vestibule. Colours and regions: red: semicircular canals; blue: ampullae; pink: common

crus; grey: cupula walls; green: utricle; yellow: saccule; brown: scala vestibuli; beige: scala

tympani; light blue: cochlear cupula; cyan: cochlear duct. (Print in colour.)
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a hemisphere of 2 mm diameter (i.e. 2.1 mm3; ours: 2.6 mm3), utricle as an ir-

regular oval averaging 1.35 mm in diameter and 5.5 mm in length (i.e. 7.9 mm3;

ours: 8.8 mm3), and the cochlea as a cone with 8 mm diameter and 5 mm height

(i.e. 83.8 mm3; ours: 94.4 mm3). Especially the larger volume measurements

of the cochlea and the total inner ear region indicate an increased estimate of

the inner ear region by our T2 iso-surface, by 11% and 12%, respectively.

3.3. Cohort analysis and statistics

As detailed in Table 2, paired univariate testing with multiple testing cor-

rection yielded no significant differences regarding sidedness in any of the semi-

circular canals measures (height, width, radius, as well as internal height and

width measured at three distinct points from the distal to the common crus).

We further investigated the major inner ear dimensions, i.e. total inner ear

length, total inner ear volume, oblique cochlea height, and radii of the three

semicircular canals. First, we found all these values to be normally distributed

(KS-test with Lilliefors correction, p > 0.05). Second, we investigated a pos-

sible correlation of selected inner ear measures with brain size measured by

TIV. We found the total inner ear volume and length, as well as the radii of

the anterior and posterior semicircular canals (SCC) to be moderately and sig-

nificantly correlated with brain size, while the oblique cochlea height and the

radius of the lateral SCC were not significantly correlated (cf. Figure 5). Third,

we investigated a potential difference between male and female subjects in our

cohort regarding the main and most robust inner ear measures, i.e. the total

inner ear length and total inner ear volume. Since TIV was found to be a con-

founding variable for these measures, we performed an ANCOVA, correcting for

TIV as a covariate. Our ANCOVA tests yielded no significant differences for

the investigated inner ear measures (total inner ear length: p = 0.182; total

inner ear volume: p = 0.088). In other words, after accounting for overall brain

size, gender difference cannot explain residual differences in measured inner ear

characteristics.

15
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SCC Dimension Mean SD Mean

[33]

SD

[33]
�Mean p-val

L vs. R

Ant

Height 6.4 0.5 6.5 0.5 0.1 0.074

Width 8.2 0.5 8.0 0.5 0.2 0.943

Radius 3.7 0.2 3.6 0.2 0.1 0.088

Internal width 1 1.8 0.1 1.2 0.2 0.6 0.995

Internal width 2 1.4 0.2 0.9 0.2 0.5 0.779

Internal width 3 1.6 0.2 1.2 0.1 0.4 ⇤0.995

Internal height 1 1.5 0.2 1.0 0.1 0.5 ⇤0.571

Internal height 2 1.3 0.2 0.7 0.1 0.6 0.943

Internal height 3 1.6 0.2 0.9 0.1 0.7 0.327

Post

Height 7.0 0.6 6.7 0.6 0.3 0.921

Width 7.7 0.6 7.7 0.5 0.0 0.695

Radius 3.7 0.3 3.6 0.2 0.1 0.623

Internal width 1 1.8 0.1 1.4 0.2 0.4 0.695

Internal width 2 1.7 0.2 1.5 0.2 0.2 0.995

Internal width 3 1.6 0.2 1.4 0.2 0.2 ⇤0.995

Internal height 1 1.4 0.1 1.0 0.1 0.4 0.779

Internal height 2 1.3 0.2 1.0 0.1 0.3 ⇤0.995

Internal height 3 1.4 0.2 0.9 0.1 0.5 ⇤0.995

Lat

Height 5.0 0.4 4.9 0.6 0.1 0.088

Width 6.6 0.4 6.5 0.7 0.1 0.571

Radius 2.9 0.2 2.9 0.3 0.0 0.088

Internal width 1 1.8 0.2 2.1 0.3 0.3 ⇤0.716

Internal width 2 1.7 0.2 1.7 0.3 0.0 ⇤0.995

Internal width 3 2.2 0.1 1.7 0.2 0.5 0.164

Internal height 1 1.8 0.2 1.2 0.2 0.6 0.995

Internal height 2 1.4 0.1 0.8 0.1 0.6 ⇤0.954

Internal height 3 1.7 0.1 1.2 0.3 0.5 ⇤0.530

Table 2: Dimensions of the anterior (Ant), posterior (Post) and lateral (Lat) semicircular

canals (SCC). Unit: [mm]. ⇤ indicates non-normal distribution (Kolmogorov-Smirnov test

with Lilliefors correction, p < 0.05). 16
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Mean SD Mean

[33]

SD

[33]
�Mean

Length 2.3 0.2 2.0 0.5 0.3

Width 1 2.2 0.2 1.6 0.3 0.6

Width 2 1.9 0.2 1.5 0.3 0.4

Width 3 2.3 0.2 1.9 0.4 0.4

Table 3: Dimensions of the common crus. Unit: [mm].

Distance Mean

(our)

SD

(our)

Mean

(lit.)

SD

(lit.)
�Mean Reference

Cochlea height coronal 5.58 0.26 5.31 0.52 0.27 [58]

5.58 0.26 5.11 0.30 0.47 [59]

Cochlea height oblique 3.56 0.22 3.59 0.12 0.03 [57]

Cochlea length 8.92 0.34 9.32 0.53 0.40 [68]

8.92 0.34 8.84 0.29 0.08 [57]

Cochlea width 6.78 0.31 6.30 0.38 0.48 [57]

Vestibule length 5.39 0.26 5.45 0.54 0.06 [55]

Vestibule width 3.08 0.17 3.20 0.39 0.12 [55]

Inner ear length total 17.59 0.76 17.13 0.64 0.45 [56]

Table 4: Cochlear and other inner ear measurements. Unit: [mm].
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Region Mean SD Mean

(lit.)

SD

(lit.)
ΔMean Reference

Ampulla (ant) 3.54 0.43 4.20 n.r. 0.66 [67]

Ampulla (post) 2.27 0.27 4.20 n.r. 1.93 [67]

Ampulla (lat) 3.49 0.45 4.20 n.r. 0.71 [67]

Saccule 2.58 0.41 2.10 / 2.10 n.r. 0.48 [67, 69]

Utricle 8.78 1.12 7.90 / 8.20 n.r. 0.88 / 0.58 [67, 69]

Cochlea 94.42 9.41 83.80 n.r. 10.62 [67]

Inner ear total 269.34 24.67 221.47 24.29 47.87 [56]

Table 5: Inner ear volumes. Unit:
[
mm3

]
. (n.r. = not reported)

Figure 5: Correlation plots for inner ear measurements with total intracranial volume (TIV).

Linear correlation values (Pearson’s r) and corresponding p-values are indicated in the subplot

titles. The 95% confidence interval for the regression estimate is drawn as a translucent band

around the regression line. Total inner ear volume and length, as well as the radii of the

anterior and posterior semicircular canals (SCC) are linearly correlated with head size. The

oblique cochlea height might well be while the radius of the lateral SCC appears to not be

correlated at all with TIV. The results indicate the importance of TIV for future quantitative

assessments between cohorts.
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4. Discussion

In this work, we presented a human inner ear atlas derived from multi-

sequence magnetic resonance imaging in-vivo and non-invasively. To the best

of our knowledge, this is the first time a multi-sequence MRI template-atlas-

combination of the human labyrinth covering vestibular and auditory structures

has been proposed, and the first time its has been constructed from a sizable

cohort (>50 subjects). The segmentation and annotation of templates in our

work benefitted predominantly from the SNR of the source whole-head T2 im-

ages in combination with the high spatial resolution of the CISS sequence. The

data analyses resulted in an inner ear atlas uniquely depicting the vestibule (in-

cluding utricle and saccule), the three semicircular canals and their ampullae,

and the cochlea with its three ducts (scala vestibuli, scala tympani and cochlear

duct) as well as the cochlear cupula. The TIV was found to be a relevant covari-

ate for measurements of the labyrinth and its substructures. After controlling

for TIV as a covariate, no gender or laterality effects were found.

Analogous to the volumetric measures, our reported landmark distances were

very much in line with the published literature. We were able to reproduce these

landmarks and the distances in-between mainly with the help of detailed illus-

trations of landmark locations with high-quality 3D visualizations in several

works [33, 57], which we followed closely in our work, and which are presented

in a similar fashion for comparison purposes in Fig. 3. Earlier descriptions of

landmark placement were often based on 2D volume planes, which can be more

difficult to understand and reproduce. For example, the cochlear height was

previously defined either in the coronal image plane [59, 58], or using an oblique

volume cut through the centre of the cochlear basal turn and the cochlear apex

[57]. While the former depends on the orientation of the inner ear anatomy

with respect to the coronal plane, the latter is uniquely defined in 3D space.

Consequently, our measurements of the former has a larger �Mean from mea-

surements reported in either [59] or [58], while the measurement of the latter is

almost identical to the ones in [57]. A further improvement without going to
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higher MRI field strengths is difficult to achieve without a significantly higher

voxel resolution in the source material. In any case, an exact replication of

reported values in literature is not relevant at this point because i) we relied

on a young healthy cohort, while several other works we compared to included

pathologies [59, 58, 70] ii) we relied on a single-rater placement of landmarks,

and neither we nor related works considered intra- or inter-rater variability on

these localizations, and iii) it is not clear yet whether and to what degree dis-

tance measures in MRI can be identical to micro-CT.

Overall, no other publicly available template or atlas of the inner ear has as-

sembled and published a comprehensive list of inner ear landmarks for distance

measurements. It should be noted that the literature-oriented landmark anno-

tation in our work was time-consuming and non-trivial. By publicly providing

these landmarks along with our templates and segmentations, we hope to pro-

vide a reproducible and consistent basis for such measurements in future studies

as well as to pave the road for population-based standard values. Recently, an-

other inner ear MRI template was presented, albeit including the application

of Gadolinium contrast agent and with a less extensive quantitative assessment

of template morphology, without investigation of potential confounds, and with

separate (i.e. biased) templates for the left and right ear [71]. In comparison, we

created an unbiased template and atlas, with detailed labels for sub-structures

of the semicircular duct system, vestibule and cochlea. These were obtained

through manual labelling and registration of an atlas from micro-CT [20]. We

validated the template and atlas by performing a morphometric analysis of the

semicircular canals, vestibule and cochlea, and by comparing anatomical mea-

surements to established measures from literature.

It is important to note that the multi-sequence intensity templates provide

a lot of flexibility for usage of this atlas. Future studies based on T1-, T2-

weighted data and CISS-sequences can directly utilize the provided templates

through intra-modal atlas registration (in a single- or multi-variate approach).

Other structural MRI sequences (with or without contrast), MRI paradigms

(e.g. diffusion-weighted MRI) or even other modalities (e.g. CT, micro-CT)

20
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can still register and utilize the atlas through multi-modal image similarity

functions (e.g. normalized mutual information).

Our atlas deviates slightly from the related literature, in particular regard-

ing volumetric measures. For example, the overall inner ear volume appears

to be marginally over-estimated. This may be due to partial volume effects

and signal blurring after template building. Other volumetric measures like the

ampullae look to be slightly under-estimated compared to the literature. This

is likely due to simplified geometric assumptions for anatomic shapes made by

the authors in the previous work [67], e.g. a sphere for the ampullae. These

simplifications were probably helpful in this pioneering study, which approxi-

mated 3D volumes through 2D cross-cuts but should be dropped in the long

run at higher resolutions to reach anatomical ground truth. Materials like our

3D templates and surface meshes should allow for more accurate volumetric

and thus more realistic measurements. Overall, it is remarkable in our opinion

that the outer surface of the inner ear in the T2-weighted template (i.e. the

Otsu-threshold iso-surface) seems to very accurately represent the outer surface

of bony structures as measured by micro-CT, a result that was not expected

prior to the conductance of this study. This result in return then also justifies

the surface-based co-registration of the bony surface mesh from Ariadne to our

T2 iso-surface, in order to transfer internal surface meshes into our template.

Implications. Our atlas can be applied for localization, segmentation and sub-

parcellations of the entire human inner ear for clinical and scientific questions.

With co-registration to the template, individual differences can be detected (e.g.

of the anatomical structures itself or with respect to deviations from Reid’s

plane). The atlas may also be helpful for surgical planning of implanting the

electrodes of cochlear or vestibular implants. Even though malformations were

not used to build our atlas, image-based registration is often robust enough to

compensate for a wide range of deformations, such that we expect the material

to be useful for in-vivo detection and comparison of morphological abnormalities

of the inner ear structures as well.
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Limitations. Despite the high isotropic voxel resolution of 0.2 mm in our final

template, our results still do not resolve every fine detail of the inner ear, es-

pecially not of the auditory aspects. We were able to visualize the three major

parts of the cochlea (the scala vestibuli, the scala tympani and the cochlear

duct), but the results were still insufficient for e.g. a visualization of the organ

of corti that lies inside the cochlear duct and houses the hair cells. The same

holds true for the structure inside the ampullae: the cupulae. These structures

are not ossified and it is far more complex to detect them with 3T MRI contrasts

due to the tissue type, achievable isotropic resolution, and mitigating head mo-

tion during data acquisition. In this context, it seems feasible and realistic to

achieve improvements to the resolution of a high-resolution T2-SPACE with

coverage of the temporal bone alone and the CISS sequence in the target range

of 0.4mm. It should further be noted as a limitation that the cohort’s mean

age was 26 +/- 2.3 years, i.e. after development of a fully formed adult human

skull. Changes due to age cannot be addressed within our cohort. However, we

would not expect a change in bony structures in elderly patients with hearing

or vestibular problems. Typically, a degeneration of soft tissue like hair cells in

the organ of corti or the cochlear nerve lead to age related hearing loss. Further

inner ear malformations reported previously [70] are not represented by our at-

las, since we only investigated MRI images of normal subjects. Nonetheless, as

noted, malformations may well be detectable as significant structural deviations,

through co-registration and overlay on our template on a subject-basis.

Future Work. There are several ways in which the proposed inner ear atlas can

be extended. First, the atlas can be augmented with additionally labelled re-

gions nearby. The auditory and the two vestibular nerves appear as separable

structures in the templates and are hence of particular interest, but were out

of scope for this inaugural study. Once these nerves are included, the facial

nerve can as well be segmented as it runs in close proximity of the vestibule.

Similar to the inner ear micro-CT atlas [20] used in this work, other micro-CT

atlases as in [29] can help in identifying and accurately delineating nerves, vas-
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culature and bones in our template space. For nerves, the T1-weighted template

could become more relevant than in this study. In T1, nerve structures are not

only visible (compared to the rest of the inner ear structures), but they have

a complementary, hyper-intense appearance, while appearing hypo-intense in

the T2 and CISS templates (see Figure 4, panel C). Adding the angles of the

semicircular canals towards each other on a single-subject basis and analysing

the coplanarity of functional pairs [72], together with the orientation of the eye

muscles can further increase the clinical relevance of our IE-Map atlas. An-

other next step is to develop an automatic segmentation method for prospective

validation and application of the templates and atlas. In initial registration ex-

periments, we have verified that segmentation of new subjects is possible using

pair-wise single- and multi-variate image registration methods, again provided

by ANTs [19]. A fully automatic segmentation method would require the tool-

chaining of left and right inner ear localization, template displacement, and

local deformation to the inner ear structures of test subjects. The implemen-

tation and validation of such a toolkit is also left for future work. A further

exciting avenue for improvement stems from the multi-modal fusion of our in-

vivo template with micro-CT volumes from multiple subjects. In-vivo MRI may

never resolve a similarly fine-grained structural information as micro-CT, but

we have demonstrated the feasibility of geometric fusion through multi-variate

image registration and surface alignment. Eventually, this could allow for the

construction of probabilistic label maps in micro-meter resolution, within the

unbiased geometry of our template space.

5. Conclusion

In this work, we presented a comprehensive human inner ear atlas and three

unbiased templates. Data were acquired in-vivo in a completely non-invasive

approach from the largest dedicated cohort for vestibular substructures to date.

Semimanual segmentation allowed for successful quantitative assessment of all

relevant vestibular and auditory substructures of the inner ear and landmark-
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based annotation. Total intracranial volume was found to be a confounding

covariate with inner ear measurements. We found no differences in inner ear

measurements with respect to gender or ear. Due to the absence of laterality

effects, a single unified multi-variate template and atlas was published. It is

our hope and aim that template and atlas can find application in numerous

domains and disciplines studying neurootological health and disease. Potential

applications include inner ear localization, segmentation and sub-parcellation,

to quantitatively assess peripheral vestibular and auditory anatomy in group

comparisons as well as over the course of longitudinal studies. By providing

the templates, atlas segmentation, surface meshes and landmark annotations

freely and publicly, we hope to provide clinicians and researchers in neurology,

neuroscience and otorhinolaryngology with a new tool and robust basis as a

starting point for computational neuro-otology grounded in neuroimaging.

Data availability

The atlas material in this repository can be downloaded and used for non-

commercial purposes from our public github repository under the URL:

https://github.com/pydsgz/IEMap.
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2.2 The human corticocortical vestibular connectome 

Raiser, T., Duering, M., Flanagin, V. L., van Ombergen, A., and zu Eulenburg, P. (under review 

and revision). 

The article “The human corticocortical vestibular connectome” was recently submitted for 

publication in NeuroImage and is currently under review and revision. 

 

Summary 

In this second chapter, the first established human corticocortical vestibular connectome is 

presented. With our work, we aim to robustly delineate and characterize the entire human 

corticocortical vestibular network. Through the mapping of recently localized vestibular regions 

of interest, we derived structural and functional corticocortical connectomes from state-of-the-

art 3T multi-modal neuroimaging data, investigated their modules and common network 

measures, and compared the human structural connectome to respective findings previously 

reported in non-human primates (using gold standard tracer injections). Our results show that 

the modularity of the structural corticocortical vestibular connectome of humans is extremely 

robust. Comparisons with non-human primate data revealed substantial differences in the 

organization across the two species. The structural vestibular connectome seems to be 

characterized by very intrahemispheric connectivity indices whereas the functional one 

emphasizes a substantial synchronicity for homotopic nodes. Overall a laterality preference in 

vestibular processing could be observed from the functional and structural data alike for the 

right hemisphere confirming earlier works from lesion data that suggested such a predominant 

processing for the vestibular system.  
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Abstract

Background. Little is known about the cortical organization of human

vestibular information processing. There is no established primary vestibu-

lar cortex - regions receiving vestibular input are rather spread throughout the

cortex. The aim of this study is to describe this network, the human cortico-

cortical vestibular connectome, and compare it to previously published results

in non-human primates.

Methods. We collected high-resolution multi-shell diffusion-weighted (DWI)

and state-of-the-art resting-state functional MR images of 29 right-handed nor-

mal subjects. Ten vestibular cortical regions per hemisphere were predefined and

applied as regions of interest. Four different structural corticocortical vestibular

connectomes accounting for established constraints were investigated. The anal-

yses included the investigation of common network measures and hemispheric

differences for functional and structural connectivity patterns alike. In addition,

the results of the structural vestibular connectome were compared to findings

reported in non-human primates with respect to tracer injections.

⇤Corresponding author: peter.zu.eulenburg@med.uni-muenchen.de
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Results. All structural connectomes independent of the applied constraints

showed a recurring subdivision into identical three submodules. The struc-

tural human connectome was characterized by a predominantly intrahemispheric

connectivity, whereas the functional pattern highlighted a strong synchronicity

for all homotopic nodes. A significant laterality preference towards the right

hemisphere can be observed throughout the analyses: (1) with larger nodes,

(2) stronger connectivity values structurally and functionally, and (3) a higher

functional relevance. Comparisons with non-human primate data revealed sub-

stantial differences in the organization across the two species.

Conclusion. The vestibular sense is an ancient system from an evolutionary

perspective and as such our analysis delineated a remarkably stable organiza-

tion. Differences found between primate species may be attributed to phylogeny

as well as methodological differences. With our work we solidified evidence for

lateralization within the corticocortical vestibular network. Our results might

explain why cortical lesions in humans do not lead to persistent vestibular symp-

toms. For this redundant structural routing throughout the network and high-

degree functional synchronicity may buffer connectivity and reestablish network

integrity quickly in case of injury.

Keywords: functional connectome, structural connectome, vestibular system,

comparative connectomics
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Highlights:

• robust modularity of the structural corticocortical vestibular con-

nectome (CVC)

• fundamental differences in the organization of the CVC across hu-

mans and macaques

• structural CVC is characterized by a substantial intrahemispheric

connectivity

• functional CVC is characterized by a strong synchronicity for ho-

motopic nodes

• laterality preference in vestibular processing for the right hemi-

sphere

1. Introduction

With the evolution of methods like functional MRI and diffusion-weighted

imaging, we are able to build a model of the connections within the human brain

from a functional and structural point of view. The concept of a connectome

was introduced by Sporns, Tononi, and Kotter [1]. In the past years it has

become a research target to build a detailed human connectome for answering

questions in neuroscience [2]. Here, disease connectomics [3] and comparative

connectomics (e.g. [4, 5]) have lately gained attention for investigating dif-

ferences and common substrates within and among species. In this study we

aimed to comprehensively characterize the vestibular corticocortical structural

and functional connectome of the human brain. Besides whole brain connec-

tomes, researchers work on connectomes of subnetworks of several species on

various scales. On a cellular level (microscale nm to µm; mesoscale µm to mm),

mostly performed in rats and monkeys, researchers use injected tracers for iden-

tifying (long) interneuronal connections. These invasive methods can resolve
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directionality. On a macroscale level, diffusion weighted imaging is used as an

indirect and non-invasive measurement of fiber orientations. This method is

widely used for researching the human brain and cannot detect retrograde or

anterograde directionality. Mapping the entire human brain on a cellular level

in the living organism is facing major technical challenges and is not (yet) re-

alizable in comparison to other species (e.g. mouse connectome, [6]). Different

sensory connectomes have been characterized over the past years. In non-human

primate research visual areas have been defined, connectomes constructed and

compared across species [7, 8, 9]. Further auditory [10], pain [11], and olfac-

tory [12] connectomes have been established for instance. Independent of the

modality or methods used, it is first of all essential to define the cortical areas

of the specific (sensory) network or to choose an appropriate parcellation of the

brain. In contrast to the auditory or visual system, where unimodal stimula-

tion is feasible, manifold confounders hampered the definition of the vestibular

cortical network [13]. In the macaque, some pure vestibular interconnected cor-

tical areas have been identified with tracer injections [14] and human homologue

areas have been identified, too [15, 16, 17, 18]. Hemispheric lateralization has

been observed in several networks like language [19] and the auditory system

[10]. With regard to the vestibular system, Dieterich et al. [20] found a corre-

lation with handedness and vestibular dominance of the ipsilateral hemisphere.

Lesions in the right hemisphere seem to cause vestibular symptoms more often

than lesions in the left hemisphere [21] and symptoms persist longer (e.g. [22]).

Very recently it has been shown that functional lateralization of certain tasks

or states correlates negatively with the corpus callosum probability of the con-

nection [23]. In our current study we aimed for a corticocortical vestibular con-

nectome on a macroscale with non-invasive diffusion weighted imaging (DWI)

and state-of-the-art functional connectivity from resting-state data. The human

corticocortical vestibular connectome was to be compared to the tracer-based

structural connectome in non-human primates. We also wanted to characterize

our vestibular network with respect to common network measures. Last but

not least a goal of this study was to investigate if there is a lateralization of
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the structural and/or functional vestibular corticocortical connectome and the

role of commissural connections via the corpus callosum. Central disorders can

lead to vestibular deficits in the acute stage, but no chronic central vestibular

disorder with persisting vertigo symptoms exists [24]. Therefore, we aimed to

analyze the robustness of the corticocortical vestibular connectome and derive

its vulnerability to cortical node lesions with an additional focus on hemispheric

laterality from our results.

2. Materials and methods

We recruited 29 right-handed participants (age range: 20.5 - 36.7 years,

mean age: 27.4 ± 4.3 years, 16 female). All participants gave their written

informed consent and were paid for participation. The local ethics committee of

the Ludwig-Maximilians-Universität, Munich, approved the study in accordance

with the latest revision of the Helsinki declaration from 2008. The imaging data

were acquired on a clinical 3T MRI scanner (SKYRA Siemens, Erlangen, Ger-

many) with a 64-channel head/neck coil. During all scans, participants wore

ear plugs and a dedicated head fixation device to limit head motion artifacts

during structural and functional imaging ( R�Pearltec Crania adult, Schlieren,

Switzerland). A high-resolution T1-weighted image was acquired for each sub-

ject at the start of the study (TR= 2060 ms, TE= 2.17 ms, flip angle = 12

deg., FoV= 240mm, 320x320 matrix, 0.75mm isotropic voxel resolution, A-P

phase encoding, GRAPPA 2). Multi-shell diffusion weighted images were ob-

tained for three shells of (1)b= 1000 s/mm2, (2)b= 1750 s/mm2, and (3)b=

2500 s/mm2 at a 1.75mm isotropic spatial resolution. Ten non-diffusion and

150 directions encoding scans were obtained with the following parameters: ac-

quisition matrix 128x128, 72 slices, TR= 3800ms, TE= 104.8ms, FoV= 224x224

mm, slice thickness= 1.75 mm, multi-band factor 3 [25]. Reverse phase encod-

ing in a subsequent otherwise identical second run was applied to minimize

susceptibility-induced distortions during post-processing. Resting state fMRI

images were obtained during which participants had their eyes open fixating a
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dot straight ahead. Here, eye movements were recorded (with the MRC camera

built into MRI compatible binocular goggles; NordicNeuroLab, Bergen, Nor-

way). The images (589 volumes) with whole-brain coverage (2.5mm isotropic

resolution) were acquired in an interleaved slice order with multiband accelera-

tion factor 6 (TR = 700 ms, TE = 33 ms, flip angle = 45 deg., FoV = 210 mm,

matrix size = 84x84, slice thickness 2.5mm, anterior-posterior phase encoding

direction, prescan normalized).

2.1. Vestibular Node Definition

Defining robust, biologically motivated regions of interest is essential for an

accurate connectome. In this study we targeted the vestibular cortical network.

Ten cortical regions known in primates for vestibular processing were motivated

from a large group study using whole-nerve galvanic vestibular stimulation for

each hemisphere [18] and used as regions-of-interest consisting of Area 2v, Area

3av, premotor area, cingulate sulcus visual (CSv), ventral intraparietal area

(VIP), OP2, Area 7, visual posterior sylvian area (VPS), supplementary motor

area (SMA) and human medial superior temporal area (hMST) (a detailed list

of the nodes with size and coordinates can be found in Supplement S1). For each

subject we took the T1 to DWI co-registered image and created a deformation

field (T1 to Montreal Neurological Institute (MNI) space) using the CAT12 tool-

box (version: r1432; http://www.neuro.uni-jena.de/cat/index.html) in SPM12

(version: 7487). An inverse of the spatial deformation field was applied onto the

atlas to generate an atlas on single subject level. We then created an intercept

between a binarized grey matter mask (from the 5TT image; grey matter >0.1)

and the atlas on single subject level to guarantee anatomical correctness with

respect to tissue boundaries.

2.2. Description of the vestibular cortical regions

The vestibular atlas in MNI space is visualized in Figure 1. The volume of the

nodes varied across the established vestibular atlas. Additionally, on average the

right vestibular nodes were 23% larger than the respective left nodes (t(9)=2.27,
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Figure 1: Vestibular cortical regions. Bilaterally: Area 2v, Area 3av, Premotor, CSv, VIP,

OP2, Area 7, VPS, SMA and hMST (in dorsal, right medial and frontal view).

p< 0.05). We therefore constrained the connectome not only for stream length

as advised by Betzel, Griffa, Hagmann, and Mišić [26] but also corrected for the

inverse node volume of the nodes.

2.3. Structural Connectivity Analyses

2.3.1. Diffusion weighted data preprocessing and analysis

The DW images were visually inspected in all three orthogonal views and

no severe artifacts were revealed, i.e. no signal dropout and no gross ge-

ometric distortions could be seen. Preprocessing was performed using MR-

trix3 (http://www.mrtrix.org/; version: 3.0_rc3; Brain Research Institute, Mel-

bourne, Australia), the FMRIB Software Library (FSL) [27], and Advanced

normalization tools (ANTs) [28]. Preprocessing steps involved denoising (MR-

trix ’dwidenoise’), Gibbs artefact removal (MRtrix ’mrdegibbs’), correcting for

eddy currents, motion and susceptibility-induced distortions (FSL topup and

eddy) and intensity bias corrections (ANTs ’N4biascorrection’). MRtrix3 was

further used for constrained spherical-deconvolution (CSD) and anatomically-

constrained whole brain probabilistic tractography [29, 30, 31]. T1 images were

registered to the DW images using ANTs [28]. Segmentation was obtained

through generating five-tissue-type (5TT) images (consisting of: grey matter,

white matter, CSF, subcortical grey matter, lesions). In none of the participants
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lesions were detected through the segmentation. The anatomically informed re-

sponse function was then estimated from the data using the dhollander option

[32]. Fiber orientation distributions (FOD) were estimated from the data with

a spherical deconvolution followed by a multi-tissue informed log-domain in-

tensity normalization. With the anatomically-constrained tractography (ACT)

[33] ten million streamlines (=107 streamlines with a maximum length of 250

mm and a FOD amplitude cutoff of 0.06) were generated. The 5TT anatomical

information in this step results in biologically greater accuracy [33]. For visual

inspection a subset of 105 streamlines was generated for each subject and over-

laid on the 5TT images to check for correctness. For the tractography we used

gray and white matter interface cropped streamlines, the backtrack option and

determined the seed points dynamically with the help of the white matter norm

mask. ACT was used in combination with spherical deconvolution informed

filtering of tractograms (SIFT2) to further improve the biological accuracy of

streamlines [33, 34, 35].

2.3.2. Establishment of a structural corticocortical vestibular connectome (sCVC)

By means of combining the delineated 10 million streamlines and the above

described vestibular atlas, we constructed corticocortical vestibular connectomes

for each subject. Using the calculated weightings after SIFT2 filtering, we cre-

ated symmetric, undirected structural connectivity matrices of all cerebral nodes

with a diagonal set to zero. Betzel et al. [26] recently pointed out that cor-

recting for the length of the streamline outperforms other more conventional

approaches of establishing connectomes. When not correcting for the distance

between nodes, short-range connections are typically overestimated and local

and global network statistics are not preserved [26]. Further it also seemed im-

portant to correct for node volume as nodes were quite different in size. We

generated an unscaled version of the connectome as well as a streamline length

scaled, an inverse node volume scaled and a scaled combined connectome. Focus

of our analyses is the structural scaled combined connectome. The three addi-

tional structural connectomes were established to see whether the modularity
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of the network is stable across the differing constraints.

2.4. Establishment of a functional corticocortical vestibular connectome (fCVC)

A functional connectivity analyses was performed with the rsfMRI data us-

ing CONN toolbox (version 18b; [36]; http://www.nitrc.org/projects/conn) for

Matlab (version 2019a). Movement parameters, quality control timeseries and

scrubbing regressors were employed by the CONN Toolbox as first level covari-

ates. For denoising we used the following nuisance regressors’ time series to

lessen their impact: white matter (WM) and cerebrospinal fluid (CSF) con-

founds were considered with their first five principal components each. Further-

more, six principal temporal components of the movement parameters (three

translation and three rotation parameters) as well as their six derivatives were

employed. Images were denoised with a temporal band-pass filter (0.008-0.09

Hz). The ROI-to-ROI analysis resulted in the functional weighted connectiv-

ity matrices with Fisher-transformed correlation coefficients. The results are

thresholded at p<0.05 FDR corrected (two-sided) together with 1000 permu-

tations for non-parametric thresholding. This fCVC was used for detecting a

stable number of modules within the network. For the subsequent network

analyses, we set any negative correlation values to zero [37, 38].

2.5. Brain Connectivity Analyses

2.5.1. Network Modularity

The weighted undirected networks were all ordered by applying the com-

munity Louvain algorithm [39] of the brain connectivity toolbox (BCT, version

2017-15-01; [38]) iteratively onto the mean matrices of the four different scaled

versions of the structural connectome as well as the functional connectome.

With looping over several gamma values (ranging from 0 to 2.5) we detected

a stable number of modules. The connectomes on single subject level were or-

dered accordingly. As we are not comparing two groups, we normalized the

data for each subject to make the connectomes comparable to each other. The

presence of a normal distribution of certain network measures was tested with
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the Anderson Darling test and then pairwise t-tests were performed to precisely

test for significant differences between the right and the left hemispheres.

2.5.2. Network measures

Characteristics of a network are typically described by a combination of

network measures. The following steps were only applied onto the structural

stream length and inverse node volume scaled connectome (for reasons described

above), as well as the functional connectome.

2.5.3. Clustering coefficient and path length

We generated random networks from the existing matrices to be able to

detect whether our structural connectome follows a small world character. Ac-

cording to the pioneer work of Watts and Strogatz [40], a small world network

is characterized by the ratio between path length L of a network and the path

length Lr of a random network being equal or bigger than 1. Additionally, the

ratio of the clustering coefficient C of a network and Cr of a random network

is greater than 1. The generated random networks were identical in the degree

and strength distributions of the input matrix [37].

2.5.4. Degree and betweenness centrality

For hubs the network measures often comprise degree centrality (DC) and

betweenness centrality (BC), and can be combined with vulnerability. For every

node we calculated the DC using the BCT after applying different thresholds

onto the connectome (from 0 to 1 in 0.1 steps). Putting thresholds on the ma-

trices lowers the likelihood of false positive and false negative connections [41].

The area underneath the curve (AUC) of the degree centrality was calculated

for each node with jackknife resampling of all subjects. To further investigate

the homotopic organization of the brain, we performed a pair-wise t-test of the

AUC values for left and right brain regions. For each node we further calculated

the mean BC. For BC we calculated the AUC as described for DC.
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Figure 2: Visualization of parts of the pipeline analyses. The tractogram as well as the adja-

cency matrices of the connectome were generated with MRtrix3 (detailed pipeline commands

can be found in the supplement). Visualized is data of one representative subject. The func-

tional data were generated with the CONN toolbox. The brain connectivity toolbox was used

for generating network measures. AUC = Area under the curve.
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2.5.5. Local and Global Efficiency and Vulnerability

Further, the local and global efficiency was calculated for each node using the

BCT. To investigate the resilience of the network communication, we measured

the vulnerability as described in Iturria-Medina, Sotero, Canales-Rodriguez,

Aleman-Gomez, and Melie-Garcia [42]. The vulnerability Vi was calculated for

each node i by subtracting the global efficiency without node i from the global

efficiency, and then dividing it by the global efficiency. As vulnerability values

can be both negative and positive and can change sign when applying different

thresholds, we calculated the vulnerability for the adjacency matrices without

applying thresholds and calculating the AUC. Positive Vi values give rise to

how important node i is for the global efficiency and removing node i harms the

network efficiency. Negative values on the other hand indicate that the node is

reducing the global efficiency. Values around 0 denote that the global efficiency

does not change when node i is damaged or removed from the network.

2.6. Comparison with primate data

We compared our human structural scaled combined connectome to the con-

nections reported in non-human primates of the homotopic vestibular ROIs. We

took the mean values of the homotopic human nodes that led to a mean 10x10

structural connectome without hemispheric information. The connections be-

tween the analogous ROIs in primates were all generated via tracer projections

[14], whereas our results originate from noninvasive imaging methods. Hence, we

applied a filtering normalized threshold of 0.2 on our structural connectome to

eliminate spurious connections. We considered connections with values between

0.6 and 1 as densely connected and values ranging from 0.2 to 0.6 as moderately

dense connected. As we cannot detect directionality with our measures, we also

extracted the non-human primate data without directionality from the litera-

ture. In non-human primates the connections were only reported as groups of

either densely or moderately dense connected nodes. For the densely connected

nodes, we chose a value of 0.8 and for the moderately dense connections a value

of 0.4 for visualization purposes. Within the scope of the non-human primate
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tracer studies the majority but not all known cortical vestibular nodes have been

investigated to date (e.g. periarcuate cortex, VIP) leaving us with eight out of

ten nodes and its connections to compare descriptively. Area 3av was separated

into Area 3aHv and Area 3aNV in the primate study but was combined to one

region in our analysis.

3. Results

3.1. Characteristics of the structural CVC

A stable subdivision into three modules were generated consistently across

all structural corticocortical vestibular connectomes (sCVC): (1) the left ROIs:

Area 2v, 3av, IPS3, OP2, 7, VPS, hMST, (2) the right ROIs: Area 2v, 3av, IPS3,

OP2, 7, VPS, hMST, and (3) bilaterally the premotor cortex, CSV and SMA

(for the following gamma values: unscaled 0.59  gamma  1.1; inverse node

volume scaled 0.31  gamma  0.9; stream length scaled 0.88  gamma 

1.05; combined 0.59  gamma  1.1; Figure 3). In all four connectomes the

second module with right hemispheric nodes reveals higher intensities than the

first module with the respective left hemispheric nodes. Hemispheric differences

are addressed in a separate section below. Volume correction is obvious when

comparing the inverse volume scaled connectome to the unscaled version. Con-

nections between Area 2v and 3av gain weight as the nodes are relatively small

in size and we corrected for the inverse of the node volume. Relatively large

nodes’ (e.g. premotor) connectivity values do not change drastically with in-

verse node volume correction. Further, the influence of correcting for the stream

length is evident when comparing all four differently constrained connectomes.

For example, Area VPS and Area 7 are in very close proximity in the brain

and receive a highly dense connection attributed in those connectomes, which

do not correct for stream length (i.e. unscaled and inverse node volume scaled).

The same holds true for Area 2v and Area 3av. Stream length correction did

not affect longer connections (e.g. Premotor – hMST) as much as shorter ones.

The premotor regions are overall densely connected within the according hemi-
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Figure 3: Mean normalized structural matrices in community Louvain order: the unscaled,

the inverse node volume scaled, and the stream length scaled connectome are listed on the

left. The combined scaled connectome is shown bigger on the right. Higher values depict

greater connectivity between regions. R corresponds to nodes in right hemisphere, L to the

ones in the left hemisphere. Order of the node labels is identical for all four connectomes.

White frames indicate stable modules assigned by the community Louvain algorithm.

sphere and are highly connected with each other, as well as with the SMA of

both hemispheres. Right and left SMA are densely interconnected and after

correcting for stream length, SMA is ranked the most densely connected node

of the network.

3.2. Homotopic organization of the network

Structurally we compared our results of the streamline strength and inverse

node volume scaled connectome to connections reported in primates [14]. We

identified overlap and differences in connections between the vestibular nodes

in human and non-human primates (Figure 4). Unfortunately, we could not
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compare all connections of the vestibular nodes as two of the vestibular defined

nodes (IPS3/VIP and periarcuate/SMA) were not reported in the tracer study

of Guldin and Grusser [14]. On the one hand, we found some similarities between

the two species in the vestibular structural connectomes. Two connections with

very high density described in the human sCVC are also reported to be densely

connected in primates: Area 2v – Area 3av, and VPS – Area 7. A rather

moderately dense connection in humans of VPS and OP2 (0.33) is reported as

a dense connection in primates (VPS-PIVC). On the other hand, there is quite

some difference in the reported connections. A moderate connection between

hMST and the human premotor cortex (0.45), as well as hMST and Area 7

(0.23) are not reported in primates. A dense connection of MST and VPS in

primates is not observable in the thresholded human connectogram. Further

the densely connected PIVC in primates with several regions (VC, Area 6, Area

3av, Area 2v, VPS and Area 7) are mostly absent in the human equivalent OP2

(except a moderately dense connection to Area 3av (0.21) and to VPS (0.32)).

3.3. Hemispheric differences

We proceeded by comparing the left and right hemispheric node values of

the human streamline strength and inverse node volume scaled connectome.

The sum of the unthresholded intrahemispheric connections for each node was

calculated for each hemisphere across subjects. The connectivity density values

followed a normal distribution and were significantly larger for the right hemi-

sphere compared to the left (t(9)= 3.0, p< 0.05). Pair-wise t-tests of left and

right hemispheric AUC DC with jackknife resampled data was narrowly missing

conventional significance for the inverse node volume and stream length scaled

connectome (t(9)=2.22, p = 0.0536). For the AUC BC there was no hemi-

spheric difference for the structural connectome. The structural vulnerability

failed significance when comparing hemispheres.

3.4. Network measures

Premotor and SMA areas are characterized by relatively high vulnerability

values for the network (between 0.13 and 0.2) in comparison to the vulnerability
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weighted structural stream length and inverse node volume scaled connectome of humans

with a threshold at 0.2, grey color indicates that a homologous region/connection was not

taken into account in primates; human brain template in MNI space 3Drendered with MRI-

croGL; (right) primate dense (thicker lines) and moderate dense (thinner lines) projections

(right) between the respective homologous nodes reported by Guldin and Grusser (1998); im-

age of the macaque brain was acquired from the INIA19 Primate Brain Atlas; brain pictures

are not scaled according to their relative size.
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values of the rest of the nodes that accumulate around 0 (Figure 5). Even though

the SMA (node 17 and 18) displays a lower AUC BC than the premotor areas

(node 5 and 6), the vulnerability is comparably high (between 0.1 and 0.2).

Premotor and SMA areas are characterized by a relatively high AUC DC in

both hemispheres. The premotor areas are additionally characterized by a high

AUC BC.

The remaining nodes cluster with relatively low centrality (AUC DC 0.75-

1.5, AUC BC 1.5-6) and low vulnerability values around 0 and none of the

nodes show lower values than -0.05 for the vulnerability. The path length L

of the structural combined scaled connectome was 4.16 whereas the one of the

random network Lr was 0.14. Hence, the ratio L/ Lr was much greater than 1.

The ratio of the clustering coefficient C/Cr was 1.1.
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3.5. Characteristics of the functional CVC

The functional connectome was divided into seven stable modules for 1.41 

gamma  1.68 with the iteratively performed community Louvain algorithm.

Modules consist of bilateral (1) Area2v and Area 3aV, (2) Premotor Area, (3)

CSv and VIP, (4) OP2, (5) Area 7, (6) VPS, and (7) SMA and hMST (Figure 6).

We observed higher correlation coefficients for the right hemisphere compared to

the left (t(9)= 4.66, p<0.01). Investigating centrality measures a clustering of

nodes is visible in the upper right corner of the graph (AUC DC between 3.9 and

5.9; AUC BC between 7.1 and 14.3). Both SMA regions (17 & 18) are spatially

separated from this cluster with lower AUC DC and AUC BC values (see Figure

6). For the functional connectome AUC DC was significantly higher for the right

hemisphere (t(9)= 3.16, p<0.05). For the AUC BC there was no hemispheric

difference. The higher the AUC DC and the higher the AUC BC, the higher

the vulnerability of the nodes. Functional vulnerability was significantly higher

for the right hemisphere (t(9)=3.64, p<0.01). Right hemispheric areas VIP

and VPS show the highest vulnerability in the functional network. Mean path

length Lf of the fCVC was 0.29 and the one of the random network Lfr 0.01. The

ratio Lf/Lfr showed a 29fold larger path length for fCVC. The mean clustering

coefficient ratio came to 1.1.

4. Discussion

The current results provide novel insights into the corticocortical organiza-

tion of vestibular information processing in the human brain. We investigated

the structural corticocortical vestibular connectome in humans across all estab-

lished constraints (i.e. unscaled, streamline length scaled, inverse node volume

scaled and a scaled combined connectome). We then compared the structural

vestibular connectome with tracer-based findings in non-human primates. We

discovered clear differences between the human and non-human primate vestibu-

lar structural connections. Finally, our structural and functional connectivity

18

85



L A
rea

 2v

R Area
 2v

L A
rea

 3a
V

R Area
 3a

V

L P
rem

oto
r

R Prem
oto

r
L C

Sv
R CSv

L V
IP

R VIP
L O

P2
R O

P2

L A
rea

 7

R Area
 7
L V

PS
R VPS

L S
MA

R SMA

L h
MST

R hM
ST

L Area 2v
R Area 2v

L Area 3aV
R Area 3aV
L Premotor
R Premotor

L CSv
R CSv
L VIP
R VIP
L OP2
R OP2

L Area 7
R Area 7

L VPS
R VPS
L SMA
R SMA

L hMST
R hMST

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Correlation coefficients

108642 12 14 16
AUC Betweenness Centrality

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

AU
C 

De
gr

ee
 c

en
tra

lity

Vulnerability

1 2

3
4

5

6

7

8
9

10

11

12

13
14

15

16

17

18

1920

-0.05

-0.04

-0.03

-0.02

-0.01

0    

0.01 

0.02 

0.03 

Area 2v

Area 3av

Premotor

N
or

m
al

iz
ed

 st
re

ng
th

CSv

VIP

OP2

Area 7

VPSSMA

hMST

1

0.5

0

L Area 2v

R Area 2v

L Area 3aV

R A
rea

 3a
V

L 
Pr

em
ot

or R Prem
otor

L CSv

R CSv

L VIP

R VIP

L OP2

R OP2

L Area 7

R A
rea

 7L 
VP

S

R 
VP

S

L SM
AR SMA

L hMST

R hMST

fCVC

L Area 2v

R Area 2v

L Area 3aV

R A
rea

 3a
V

L 
Pr

em
ot

or R Prem
otor

L CSv

R CSv

L VIP

R VIP

L OP2

R OP2

L Area 7

R A
rea

 7L 
VP

S

R 
VP

SL SM
AR SMA

L hMST

R hMST

sCVC

Figure 6: (upper left) Network measures AUC Degree centrality, AUC betweenness central-

ity and vulnerability for all nodes of the functional network. Odd numbers are assigned to

left hemispheric nodes, even numbers to right hemispheric nodes (1-2: Area 2v, 3-4: Area

3av, 5-6: Premotor, 7-8: CSv, 9-10: VIP, 11-12: OP2, 13-14: Area 7, 15-16: VPS, 17-18:
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the functional connectome thresholded at 0.2, grey color indicates that a homologous primate
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spheric information and a threshold at 0.4. For comparison reasons the sCVC connectogram
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to right hemisphere nodes, L to the left hemisphere nodes.
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findings might explain why cerebral stroke patients present with only with tran-

sient vertigo.

4.1. Robust modularity of the cortical vestibular network across constraints

Independent of the constraints and scaling that were put on the structural

connectomes, we consistently found three modules with identical composition.

These modules were found irrespective of correcting or not correcting for stream

length or node volume. The first two modules are homogenous for both hemi-

spheres. These findings underpin the stability and robustness of the CVC con-

nectome. Neither of the constraints resulted in a different separation of modules.

4.2. The corticocortical vestibular connectome in human and non-human pri-

mates

We quantified the density of the connections between our predefined ROIs

and compared them to previously reported connections in the macaque brain

[14]. Directly neighboring regions of interest are shown to be (densely) con-

nected in both species (Area2v - Area3av, OP2/PIVC - VPS, VPS - Area7).

We additionally found clear differences between the two species’ connectomes.

In the macaque brain, the PIVC is densely connected within the vestibular

network. Surprisingly, dense structural connections of the pendant human OP2

region with other vestibular regions of interest are scarce. Yet, human area OP2

is functionally very well interconnected with other vestibular regions. Interest-

ingly, the whole functional connectogram of humans shares more similarities

with the macaques structural connectogram than the structural connectome of

humans (this might be due to the different methods used, see below). Func-

tionally, OP2 is in high synchronicity with Area2v, Area 3av, the Premotor

Regions, VPS and Area 7. All these connections are detectable in the struc-

tural connections of the monkey’s pendant regions. The same holds true for

the area VPS. However, even within the same species, structural connection not

always resolves in functional connectivity and vice versa. Consequently, one has

to be cautious with interpretations and comparisons of structure and function.
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While the clear differences between the structural connectomes of humans and

macaques might be due to the investigation of two different species, they might

as well arise due to the different methods used to obtain the structural connec-

tomes. Unfortunately, DWI-based tractography cannot detect the underlying

anatomical connectivity on a micro scale and can only give us an estimation of

the fiber orientation. In general, we have to be careful with the interpretation

of streamlines as we cannot detect orientations of all fibers as resolution is too

poor [43]. Fibers can be fanning, branching, crossing, or twisting. The method

of DWI-based tractography is limited due to the detection of false-positive and

false-negative connections. With better resolution the chance of multiple orien-

tations of fibers within one voxel decreases, but it still cannot depict the cellular

organization. Besides that, conclusions about retrograde or anterograde direc-

tionality cannot be drawn with DWI and a graph theoretical method [3]. Hence

at the moment we are still lacking appropriate in vivo methods for quantifying

and comparing connections within the human brain and across species. With

the tracer studies, on the other hand, not all possible connections between the

regions might have been studied. There is only a limited number of injections

possible per animal and it is time-consuming work. Within our pool of regions

two regions SMA and VIP were not reported in the macaques’ connectome by

Guldin and Grusser [14]. With our comparison we face two problems: we are

not comparing the same species nor same methodologies. More work is needed

to compare in vivo MRI and tracer injections within the same species across

species to potentially overcome this obstacle as already pointed out by van den

Heuvel et al. [5]. Limits of DWI in direct comparison with tracer injections are

discussed elsewhere [44, 45].

4.3. Characterization of the vestibular connectome by network measures

Network measures further characterize the corticocortical vestibular connec-

tome. Despite the clustering coefficient ratio C/Cr being 1.1, path length is

(almost) 30fold larger than the one of random networks for both the structural

and the functional connectome. According to pioneer work in the field of graph
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theory in brain networks this is not optimally in line with small world prop-

erties. In a small world network, the ratio L/Lr should be bigger but close

to one [46, 40]. Hence, we suggest that the vestibular corticocortical network

has only a tendency toward a small world character. However, the presented

network size deems too small for exploring small worldness, hubs or rich clubs.

Future studies could include more sensory modalities and their corticocortical

networks. Naturally, the vestibular network is communicating with the visual

and proprioceptive networks and it is important to investigate their brain con-

nectivity patterns during rest and vestibular stimulations. Our main goal of

this work was to characterize the vestibular network itself without comparing

it to other sensory subnetworks. But with a bigger network, the likelihood of

identifying subnetworks is greater.

4.4. Structural vs. functional CVC

If DWI-based tractography can actually give us a good assessment of the

streamline fiber orientations, we hypothesize that the central vestibular infor-

mation flow in humans works bottom-up through projection and association

fibers without many structural commissural connections and information flow

between the hemispheres. Structurally a greater intrahemispheric connectivity

is observable. Two modules consisting of seven brain regions were found in both

hemispheres (Area 2v, 3av, IPS3, OP2, 7, VPS and hMST). All ten homotopic

nodes of the left and the right hemisphere are in high functional synchronicity

in humans despite lacking the structural connection in almost all cases (ex-

cept premotor and SMA regions). This can be witnessed in the hemisphere

specific connectograms and the modularity profiles. Therefore, we hypothesize

that vestibular information flow might spread bottom-up from either the brain-

stem or thalamic regions creating a high synchronicity in the homotopic cortical

nodes.

4.5. Cerebral laterality in the CVC

Our results suggest that there is a right-sided dominance. Firstly, we ob-

served this in the volume of the homotopic regions. Secondly, across all four

22

89



structural, as well as the functional connectomes, the connections were signifi-

cantly stronger in the right hemisphere compared to the left. Thirdly, functional

vulnerability and the functional AUC DC were significantly higher for the right

hemisphere. Karolis et al. [23] recently investigated the functional lateraliza-

tion in combination with structural corpus callosum connectivity across four

different axes including communication, emotion, perception/action and deci-

sion. The vestibular network was not part of the laterality profile. Our results

might help to close this gap: Within our vestibular network only two brain

structures, premotor and SMA, were presented with interhemispheric connec-

tions via the corpus callosum and there seems to be a lateralization to the right.

These results are in line with the reported results of Karolis et al. [23] tested

with other sensory modalities.

4.6. Remission of central vestibular symptoms due to cortical lesions

In about 5% of patients with dizziness, imbalance or vertigo symptoms an

acute ischemic stroke is diagnosed [47]. With lesions in one node or one con-

nection of the vestibular network patients can suffer from vertigo in the acute

stage prior and shortly after stroke (see review [24]). Chronic central vestibular

disorders however do not exist. That was the motivation for us to investi-

gate the degree of vulnerability within the cortical vestibular network. Across

our delineated connectomes we found characteristics, that might at least partly

explain the generally transient nature of vestibular symptoms following a cere-

bral stroke. Hereto, the high degree of preexisting intrahemispheric structural

connectivity might help to overcome lesion-associated symptoms occuring from

stroke or other etiologies. In the acute state, functional synchronicity might

be reduced between homotopic regions leading to vertigo. But we infer from

our results that depending on which edge or node is damaged, this informa-

tion flow can be quickly rebuilt through an alternative route. The structural

corticocortical network with the detected modules forms a good basis for this

on a corticocortical level. Our findings with respect to functional vulnerability

being significantly higher in right hemispheric nodes are in line with previously
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reported higher prevalence of vestibular symptoms due to right hemispheric

lesions [21]. Further, Abe and colleagues reported longer rehabilitation time

in the Pusher Syndrome (a disorder of postural balance that manifests as a

pushing away toward the contralesional side in unilateral stroke) following right

hemispheric lesions [22]. Whether there is a general difference in remission of

vestibular symptoms depending on the lesion site needs to be further investi-

gated by comparing vulnerability profiles of the nodes with lesion mapping and

vestibular symptom status.

4.7. Methodological considerations

We want to emphasize the quality of our generated dataset as we did not only

include a reasonable number of subjects, but also guaranteed a state-of-the-art

DWI data quality. DWI data quality benefitted from three shells (b-values of

1000, 1750 & 2500 s/mm2) and 150 directions certainly improved the sensitivity

of the fiber orientation [43]. Some previous studies of the vestibular system using

single shell DWI data on bias-field prone scanners at lower resolutions than ours

make ambitious statements about corticothalamic or even brain stem-cortex

connections within the vestibular network (e.g. [48, 49]). We fear that the

investigators were neglecting limitations of the signal-quality of their data and

the applied analytical methods. It is due to the awareness of the still prevalent

profound limitations of DWI for deeper brain structures that we completely

refrained from investigating any subcortical connectivity patterns.

Conclusion

With the present work, we described and characterized the corticocorti-

cal vestibular network. Modularity of the human structural corticocortical

vestibular connectome is extremely robust. There are substantial differences

and little overlap for the vestibular connectome of humans and monkeys leav-

ing abundant room for future research. The human structural corticocortical

vestibular connectome features a stronger intrahemispheric connectivity whereas
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the resting-state derived corticocortical vestibular connectome emphasizes a

substantial synchronicity of homotopic nodes. A laterality preference for the

right hemisphere was observable in vestibular processing for the functional and

structural analysis alike (stronger connectivity values, larger anatomical nodes,

higher functional vulnerability in the right cerebral cortex). There are obviously

still many steps pending to fully understand the cortical vestibular organization

and its embedding in and contribution to the whole-brain network. We are op-

timistic that our results and subsequent characterizations of the vestibular and

adjacent subnetworks will help us understand the vestibular system in health

and disease.
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Supplementary material

Table S1: List of nodes of the corticocortical vestibular network, its volume and the coordinates

of the center of mass in MNI space.

Node Assigned Area
Volume

(in in mm3)

MNI-coordinates

(x;y;z)

1 Left Area2v 416 -23;-39;61

2 Right Area2v 569 28;-39;61

3 Left Area3aV 1142 -23;-37;61

4 Right Area3aV 1265 27;-36;67

5 Left Area6/ Premotor 5608 -44;-9;51

6 Right Area6/ Premotor 8808 47;7;36

7 Left CSv/ VC 1789 -10;-17;41

8 Right CSv/ VC 1795 12;-24;43

9 Left VIP/ IPS3 1298 -29;-51;42

10 Right VIP/ IPS3 2182 34;-50;44

11 Left OP2/ PIVC 988 -39;-30;20

12 Right OP2/ PIVC 1375 37;-31;19

13 Left PF/ Area7 1775 -58;-35;25

14 Right PF/ Area7 3640 64;-33;20

15 Left PFcm/ VPS 2447 -46;-34;21

16 Right PFcm/ VPS 2594 54;-33;23

17 Left Periarcuate/ SMA 1752 -8;-8;65

18 Right Periarcuate/ SMA 2592 4;1;60

19 Left hMST 2513 -52;-60;3

20 Right hMST 2398 53;-58:2

35

102



 103 

2.3 Magnetic vestibular stimulation and its effect on brain networks 

Raiser, T. M. *, Ahmadi, S. A. *, Flanagin, V. L. (in preparation) 

* Theresa M. Raiser and Seyed-Ahmad Ahmadi contributed equally to this work 

 

Summary 

The project “Magnetic vestibular stimulation and its effect on brain networks” investigates 

whether the magnetic field of the MRI machine is influencing brain activity or functional 

connectivity of normal participants. In 33 participants we investigated vestibular sensitivity, 

cortical activation patterns due to galvanic vestibular stimulation, rsfMRI activity and 

connectivity in complete darkness in relation with video-occulography parameters (n=29) as 

well as rsfMRI with fixation. In summary, on a group level, the MVS effect does not influence 

cortical network activity nor connectivity in a 3T MRI scanner. Our data suggests, that there is a 

high variance across participants onto the MVS effect, in line with previously reported results 

(Roberts et al., 2011). This might reflect an intersubjective sensitivity to the MVS stimulation 

and it is still unclear which individual factor is influencing this. With our results it is clear that the 

orientation of the horizontal semicircular canal is not the only underlying cause. Vestibular 

sensitivity is varying across participants (measured with caloric irrigation) and is explaining some 

of the variance in the observed MVS effect in our data set. 

 

Author contributions 

The following authors contributed to this work: Virginia L. Flanagin designed the study. Theresa 

M. Raiser collected the data under the supervision of Virginia L. Flanagin. Seyed-Ahmad Ahmadi 

provided the horizontal and vertical components of the eye-tracking data. Further eye-tracking 

analyses were performed by Virginia L. Flanagin. Seyed-Ahmad Ahmadi provided canal 

orientations with respect to the magnetic field and with respect to Reid’s plane. MRI data 

analyses were done by Theresa M. Raiser and Virginia L. Flanagin. Theresa M. Raiser wrote the 

manuscript with guidance of Virginia L. Flanagin and input from all authors. 
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Abstract

About a decade ago the magnetic vestibular stimulation (MVS) has been de-

scribed. Strong magnetic fields like the one in the MRI scanner elicit nystagmus

eye-movements in complete darkness due to the Lorentz force that acts upon

the peripheral vestibular system. To date it is not clear, whether the MVS effect

affects the BOLD signal or the brain connectivity.

We investigated the MVS effect in 33 healthy right-handed participants via

videooculography (VOG) in a 3T MRI. Parallel to VOG we collected resting

state fMRI (rsfMRI) data in two conditions: in complete darkness and with

a fixation task (i.e. nystagmus suppression). For increasing the likelihood of

nystagmus, participants were lying in the scanner with a neck extension (head

tilted backwards). Further, vestibular sensitivity measurements (video head

impulse test and caloric irrigation) and questionnaires about physical activity

and motion sickness have been conducted.

In 88% of our participants we could detect a MVS induced nystamgus during

rsfMRI scanning. The variability of the MVS effect could not be exclusively

explained by the horizontal semicircular canal orientation with respect to the

⇤Corresponding author: vflanagin@lrz.uni-muenchen.de
† T.M. Raiser and S.-A. Ahmadi contributed equally to this work.
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magnetic field. Caloric irrigation as a measurement of vestibular sensitivity

additionally explains part of the variance observed in the MVS effect. BOLD

fluctuations did not correlate significantly with slow phase velocity (SPV) over

time. Participants with higher mean horizontal SPV however, showed higher

activation in vestibular, executive control and attention regions. Comparing the

two rsfMRI conditions, functional connectivity did not change apart from the

visual occipital areas and cerebellar regions. Main effect of the horizontal slow

phase velocity correlated with higher connectivity in the sensorimotor network

of the rsfMRI session in complete darkness.

Not only horizontal semicircular canal orientation with respect to the mag-

netic field, but also vestibular sensitivity (measured with caloric irrigation) influ-

ence the strength of the MVS effect across participants. Whether other vestibule

measurements (e.g. utricle) are contributing to the variability in the MVS effect

remains unclear.

Keywords: MVS, vestibular stimulation, horizontal canal, rsfMRI

1. Introduction

For many years we try to understand how the brain functions, which brain

regions are responsible for which processes, how we perceive, etc. and developed

methods to investigate neural mechanisms and solve neuroscientific questions.

One method of focus here is resting state functional magnetic resonance imag-

ing (rsfMRI). During rsfMRI the person lying in the scanner is instructed to

do nothing in particular, is not trained to perform any task, but asked to not

fall asleep. The signal of rsfMRI contains low frequency fluctuations and their

origin is not fully understood yet. Recent studies claim that some eye param-

eters like dilation or movement confound the signal. In this paper we try to

solve whether a stimulation of the vestibular system by the MRI scanner itself

might contribute to these fluctuations. This stimulation is known as magnetic

vestibular stimulation (MVS).
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1.1. Fluctuations of resting state BOLD fMRI signal

RsfMRI is one standard method to solve functional neuroscientific questions

about the human brain. However, there is no standardized condition in rsfMRI.

It is performed in one of the following combinations: either eyes are closed or

open, either with or without fixation, in an enlightened or completely darkened

room. Over the past years rsfMRI gained popularity due to its ease in acquisition

in contrast to task functional MRI (fMRI). Further for performing rsfMRI there

exists no specific presuppositions for the participant or patient, meaning you

can easily study brains of children, people with low intelligence, patients with

disorders of consciousness etc..

The activity of neurons of the brain consists of both high and low frequency

spectral power distributions. Studying task fMRI, low frequencies are considered

background noise and the high frequencies are in focus. The background noise

in task fMRI is considered the main signal in rsfMRI. During rest the BOLD sig-

nal contains spontaneous low-frequency fluctuations ranging from 0.01 - 0.08 Hz

[1, 2]. This constant background activity can be split into several spatially sepa-

rated, functional networks that are known as the resting state networks (RSN):

e.g. default mode network (DMN), sensorimotor network, salience, visual, and

auditory network, etc. [3].

All reasons for the fluctuations in rsfMRI have yet to be clarified. Besides

the neural there are also non-neural contributions. In the following paragraph

we aim to address (potential) influencing factors and artifacts before we inves-

tigate whether the magnet of the MRI counts as one of the factors. First of all,

physiological parameters influence the signal. At 3T fMRI experiments respira-

tory and cardiac related noise have been reported to account for 1/3 of the total

physiological noise in gray matter [4, 5]. Fortunately, the cardiovascular (0.6 –

1.2 Hz) and respiratory signal frequencies (0.1 – 0.5 Hz) can be separated from

the BOLD since they are in a slightly faster frequency range [1]. Removing

the physiological confounding noise is significantly improving both fMRI and

rsfMRI data quality [4]. Further, eye-tracking can be used to study the rela-

tionship of eye specific parameters (e.g. eye movements and pupillometry) with
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the signal. Fransson et al. [6] detected slow fluctuations in the DMN to be in

line with slow eye movement fluctuations during passive visual fixation. Pupil

dilations have been linked to the resting state fluctuations, especially in the

buildup of DMN activity and suppression in the sensorimotor network activity

[7]. Schneider et al. [8] reported pupil dilations to correlate with activity of the

salience network. Eye movement recordings were also done with closed eyes:

Ramot et al. [9] recorded spontaneous electro-ocular activity and demonstrated

a link between amplitude and velocity of the eye movements and the BOLD

fluctuations in occipital and parietal cortices. Eye-tracking can additionally be

a good measurement of wakefulness of the participant. Not only can we observe

whether eyes are open or whether the pupil is dilated, but also whether eye pa-

rameters change with decreasing wakefulness. With measures of EEG activity

Regen et al. [10] identified a high correlation of pupillary unrest with sleepiness.

During sleep there is a higher whole brain fluctuation compared to the awake

stage [11]. So sleep is affecting the signal but the extracted RSN are reported to

stay relatively stable through different sleep stages. RSN can still be identified

and the integrity of the DMN is comprised, however the frontal and posterior

areas of the DMN are for example less correlated with reduced consciousness

caused by sleep [12, 13]. In the meantime, right and left parietal regions have

an increased correlation during deep sleep [12]. For more information about

functional and effective connectivity during sleep, we refer to a comprehensive

review by Klimova [14].

Concerning the MRI itself we further consider technical factors for causing

fluctuations in the rsfMRI signal. There are high frequency oscillations in the

MRI when obtaining images. During rsfMRI we focus on the low fluctuations

though. However, one indirectly influencing factor might be the magnetic field.

The magnetic field is nearly homogeneous in the middle of the bore, but it

can lead to some physiological fluctuations in humans described in the next

paragraph.
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1.2. The magnetic vestibular stimulation

Roberts et al. [15] reported not long ago that the magnetic field of the MRI

machine is stimulating the vestibular system. This can indirectly be measured

by observing eye movements in complete darkness. Through the strong magnetic

field and currents within the inner ear a force (i.e. Lorentz force) acts upon the

vestibular organ. Through the created deflection of the cupula in the inner ear

the vestibulo ocular reflex is elicited, and eye movements can be recorded. The

eye movements are characterized by a slow (mostly horizontal) movement in one

and a quick phase in the opposite direction, and are called nystagmus.

Influencing factors to the strength and the direction of the occurring nystag-

mus are (1) polarity of the magnetic field of the MRI scanner, (2) field strength,

(3) orientation of the head with respect to the magnetic field, and (4) it has

been hypothesized that individual anatomical differences might be an influenc-

ing factor [15, 16]. With a change in polarity the direction of the eye-movement

reverses. Some MRI systems therefore elicit a rightward nystagmus and others

a leftward nystagmus. With increasing field strength of the MRI the MVS effect

increases [15, 16]. Further the orientation (along the pitch plane) is essential for

the direction and the strength of the effect [15]: with the head tilted backwards

horizontal nystagmus occurs in one direction. With a head position where the

chin is close to the chest the nystagmus direction reverses with a null position in

between. This null position varies across participants and might indicate that

individual anatomical differences might be the underlying cause here. Further

with a head tilt in roll plane, vertical and torsional components of the nystagmus

occur as the Lorentz force affects the vertical semicircular canals [17, 18].

Once in a certain position in the MRI scanner and after some adaptation

time, there are still fluctuations within the nystagmus strength, i.e. variation in

slow phase velocity across time. Our aim is to relate the fluctuations of these eye

movements to the rsfMRI signal and reveal a potential additional explanation

for the rsfMRI fluctuations. It is of course essential for the data quality and

research results to separate non-neuronal from neuronal signal contributions for

allowing valid statements.
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2. Methods

2.1. Participants

Thirty-six right-handed participants (mean age: 28.1 ± 3.97 years, 19 fe-

male) were initially recruited for the study. Only participants without any

neurological condition were recruited. None of the participants had ever been

diagnosed with vertigo. None of the participants showed signs of ocular mis-

alignment, as measured via the cover test (see section 2.2.2 paragraph Orthoptic

testing). Prior to analysis, two participants were excluded due to excessive head

motion during MRI data acquisition (see section 2.4.1 and figure S1), and one

additional participant was excluded because of missing eye-tracking calibration,

resulting in 33 participants that were included in the analyses (mean age: 28.4 ±

3.99 years, 18 female). The local ethics committee in Munich approved the study

and all participants gave their written informed consent in accordance with the

declaration of Helsinki (ethics approval 366-16; declaration of Helsinki amended

by the 64th WMA General Assembly, Fortaleza, Brazil, October 2013). Of

those 33 participants, an additional four participants were excluded from those

analyses involving eye-tracking information, because they did not show sponta-

neous nystagmus during data acquisition (n= 29, mean age: 28.5 ± 4.0 years,

17 female).

2.2. Procedure Day 1

The experiment was performed over two days, with no more than 12 days

in between. On the first day, we gave participants questionnaires and vestibu-

lar diagnostic testing. Participants were required to meet the following criteria

in order to participate in the MRI experiment on day 2. Only right-handed

healthy individuals between 20 and 40 years of age have been recruited. Ex-

clusion criteria were any neurological disease, especially if they have ever been

diagnosed with vertigo as well as generally acknowledged contraindications to

MRI (claustrophobia, metal implants, etc.). None of the participants that were

initially recruited were excluded at this point. The details of the individual tests

are explained below.
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2.2.1. Questionnaires

To investigate the vestibular sensitivity two questionnaires have been per-

formed: the Motion Sickness Susceptibility Questionnaire Short-form (MSSQ-

Short) [19] for investigating the likelihood of kinetosis, and the Global Physical

Activity Questionnaire (GPAQ) [20] to interrogate participants about their ex-

ercise level. Handedness was documented with a subset of 10 questions [21] out

of the original 20 question handedness inventory [22].

2.2.2. Orthoptic testing

We tested ocular dominance and the absence of strabismus in each partici-

pant at the beginning of the first day, since video-oculographic (VOG) measures

were so critical to the study. To test for ocular misalignment, the cover test was

performed on both eyes. None of the participants showed a shift in fixation

of the uncovered nor the covered eye. A variation of the Miles test [23] was

used to assess ocular dominance. Participants stretched out their arms as far

away from their bodies as possible and formed a small triangle with both hands

through which they focused on a mark on the wall that was completely within

the boundaries of the triangle. The mark was 3.5m away from the participant.

Participants were then instructed to close one eye followed by the other eye.

The eye through which they still could sight the object was defined as their

dominant eye. For consistency of our results, eye-tracking was performed with

the participants’ dominant eye.

2.2.3. Vestibular diagnostic testing

After orthoptic testing, vestibular diagnostic testing was performed. To

test the sensitivity of the peripheral vestibular system we used the video-based

head impulse test (vHIT) and caloric thermal irrigation. Physiological data was

based on VOG using the EyeSeeCam eye-tracking system and accompanying

software [24]. The Halmagyi/head impulse test [25] was refined by [26] through

a video system for guaranteeing a more standardized and objective detection of

corrective saccades. For the vHIT a five-point calibration was performed. Then
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participants were instructed to fixate a point at 3.5m distance. Participants’

head position was kept at an approximately 30 degrees downward pitch during

performance of the vHIT to increase the mean gain. The gain for left and right

as well as the respective median gain ± one standard deviation (0-100 ms) were

recorded. Deficiencies detected by this test can indicate a peripheral vestibular

lesion. Caloric thermal irrigation was used to test the sensitivity of the left and

right peripheral vestibular system separately. The caloric irrigation test was first

described by Robert Bárány and is done in clinical settings since the late 1800s

[27, 28]. The caloric irrigation is clinically used to detect vestibular deficiencies

like the acute peripheral vestibulopathy. After another five-point calibration,

participants were placed on a chair in in a supine position at 30 degrees upright

from earth horizontal. Like this, the horizontal canal is perpendicular to earth

horizontal and hence maximally stimulated in this position. Spontaneous eye

movements were recorded with occluded vision due to the special darkened

glasses used for this test that allowed eye-tracking with infrared lights. After

this baseline, the thermal irrigation was performed. The procedure was done

with 44�C and 30�C water at both sides successively (right warm, left warm,

left cold, right cold). Water was rinsing into the outer ear canal for 30 seconds

and eye-movements of the dominant eye were recorded for 100 seconds after

stimulation. The output parameters were the slow-phase velocity (SPV) for each

side and condition (in �/s). We calculated the absolute value out of the four

thermal irrigation conditions plus the spontaneous SPV without water irrigation

for each participant.

2.3. Procedure Day 2

On the second day, participants performed two MRI sessions: in the first ses-

sion, we positioned the participants heads with a maximal chin-upwards tilt (see

figure 1), to maximize the likelihood of MVS-based nystagmus in all participants,

with a rightward SPV direction. Galvanic vestibular stimulation was performed

after topical anesthetic (Emla R� creme, AstraZeneca, Wedel, Germany; 5 g for

each side, active substances: 25 mg Lidocain and 25 mg Prilocain) was applied
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to the skin of the mastoid bone and surrounding areas and left to soak for at

least 45 minutes. During this time, the first MRI session was performed (for ex-

act sequences see chapter 2.3.1 MRI data acquisition). Participants then left the

MRI room, the anesthetic crème was removed and the galvanic electrodes were

placed behind the ears with electrode gel (see chapter 2.3.2 Galvanic vestibular

stimulation for details). We placed the participants back into the MRI machine

for the second session with the head in a neutral tilt position for the remaining

structural MRI as well as the GVS fMRI scans.

2.3.1. MRI data acquisition

We performed imaging on a 3 Tesla MRI scanner (SKYRA Siemens, Erlan-

gen, Germany), with a compatible 64-channel head and neck coil. During all

scans participants wore the Pearltec Crania Pad to minimize head motion ar-

tifacts (MRI / CT Pearltec Crania Pad). There were three functional sessions:

rsfMRI in darkness (rsDark), rsfMRI with visual fixation (rsFix) and fMRI with

galvanic vestibular stimulation (GVS) in complete darkness. Each of the whole

brain EPI sequences contain 460 volumes and were acquired in an interleaved

order and a multiband acceleration factor of 8 (TR = 828 ms, TE = 38 ms,

flip angle = 45 deg., FoV = 212 mm, matrix size = 106, phase sampling =

100%, 2 mm isotropic voxel size, anterior-posterior phase encoding direction).

The order of the resting state sessions was randomized. fMRI with GVS always

took place after the resting state sessions as an anesthetic crème (necessary for

performing painless GVS) was soaking in during the first scans. Both resting

state runs, rsDark and rsFix, were performed with the subjects’ head tilted

backwards to increase the likelihood for MVS stimulation and nystagmus (in

rsDark). During GVS-fMRI subjects were lying in a comfortable supine posi-

tion with a neutral tilt position. During all fMRI sessions we recorded heart

rate at 400Hz sampling rate via four EKG electrodes. In addition to the func-

tional images, a high-resolution T1 weighted MPrage sequence was collected

with GRAPPA, interleaved mode and an acceleration factor of 2 (TR = 2400

ms, TE = 2.17 ms, flip angle = 12 deg., FoV = 240 mm, slice thickness = 0.75
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mm, A-P phase encoding). A T2-SPACE sequence with varying flip angles (TR

= 3200 ms, TE = 560 ms, FoV = 240 mm, slice thickness = 0.75 mm, A-P

phase encoding direction, GRAPPA acceleration factor PE = 2) was collected

to exclude neurological pathologies in the brain. Finally, we performed a con-

structive interference in steady state (CISS; TR = 8.56 ms, TE = 3.91 ms, flip

angle = 50 deg., FoV = 150 mm, slice thickness = 0.50 mm, right-left phase

encoding direction, sequential multi-slice mode) in order to determine the exact

orientation of the horizontal semicircular canal with respect to Reid’s plane and

B0.

2.3.2. Galvanic vestibular stimulation

For descriptive reasons and for further analyses not reported within this

work, bimastoidal GVS [29] was performed using rubber electrodes (surface of

24 X 16 mm) with conductive gel and handmade cables. Synchronized timing of

fMRI data acquisition and GVS was coordinated from the control room via op-

tical cables. Controlled by own programs written in Matlab a 2.5mA sinusoidal

stimulus with a frequency of 0.9Hz and duration of 9 seconds elicited naturalis-

tic vestibular sensations. After each stimulation a varying pause of 22-26 scans

followed and the cycle of stimulation was repeated 15 times. During the GVS

conditions, participants had their eyes open in complete darkness.

2.3.3. Orientation of the horizontal semicircular canal

Instead of relying on Reid’s base line or Reid’s plane, an external landmark-

based reference frame for defining the orientation of the human head in space,

we chose to directly measure the orientation of the inner ear with respect to

B0. The horizontal semicircular canal (hSCC) lies approximately parallel to

Reid’s plane with a degree of individual variability [30]. A direct measure of

the hSCC orientation based on high-resolution MRI images, is important for

understanding the variability in the MVS effect [15]. To this end, we collected T1

and T2 images, as well as a CISS sequence, with 0.5 mm resolution, specifically

located over both inner ears.
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We were interested in the orientation of the hSCC during resting state imag-

ing. During this imaging session, with a neck extension to maximize the MVS

effect, the T1 image was also acquired. The CISS sequence was coregistered

rigidly to the T2 and T1 images. The T1 DICOM images were converted to

Nifti format using 3D Slicer (Version 4.10.1 r27931 [31]). After conversion, the

world coordinate system in 3D slicer represented the scanner coordinates, with

the z-axis in alignment with the B0 field. The T1 and T2 images were brain

extracted using FSL bet [32]. The T1 image was then rigidly co-registered to

the T2 image with a normalized mutual information loss function using SPM12

(Version v7487) in Matlab (R2018b Version 9.5.0.944444). To robustly account

for the high differences in neck extension between the T1 and T2 scans, the

magnitude of separation and the number of iterations were increased to [30 20

10 4 2 1] (values in mm). All other parameters were left as default.

We only analyzed the orientation of the hSCC (not the vertical SCC). First,

the hSCC was localized using our custom whole-head and inner ear templates

within IE-Map [33], which was registered to subject data using the Advanced

Normalization Toolkit (ANTs) [34]. Part of IE-Map are 21 landmarks which

indicate anatomical keypoints of the hSCC (e.g. the mid- and endpoints, inner

and outer width and height etc.). We extracted the orientation of the hSCC

plane by performing a least-squares fit to these landmarks, i.e. we computed a

PCA to generate the three components that explain the variance of the given

landmarks’ spatial distribution. The smallest of these three eigenvectors indi-

cates the normal vector to the hSCC plane. The center of the hSCC was defined

as the average 3D location of all hSCC landmarks from IE-Map. Similar to the

hSCC, we calculated the Reid’s plane orientation of each subject. Using the

whole-head template in IE-Map and ANTs deformable image registration, we

located the left and right infraorbital and external auditory meatus points [35],

followed by a least-squares identification of the plane normal, analoguous to the

hSCC plane. The resulting plane orientations are illustrated in Figure 1.

For head tilt in roll direction, we added the two values for the left and

the right hSCC. We assume a symmetric orientation for this step. A perfectly
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B0 field

Horizontal SCC

Reid‘s
plane

Figure 1: Overview of angles considered in our study. Right panel: During rsfMRI acqusition,

subjects were lying with a neck extension, to maximize the MVS effect. For simplification

reasons, the head coil as well as the mounted goggles for eye-tracking and visual stimulation

are not visualized. Left top panel: Using IE-Map, we were able to localize the inner ear

and accurately segment the fine-grained structures, including the hSCC. Left bottom panel:

Detailed zoom on the normals of the hSCC (red) and Reid’s plane (blue), compared to the

B0 field (yellow), and angle differences between them. In the left two panels, the surface

rendering of the head and inner ear structures, as well as the inner ear orientations and plane

normal directions are illustrated physically accurately, computed for one subject in our study

(P19). There is a notable difference between the normals of Reid’s plane and the hSCC.

straight aligned head in y-axis would result in a zero misalignment. Head roll

tilt to the right results in positive and head roll tilt to the left in negative

values. Values for head tilt in yaw plane can not be extracted from the analyses

performed.

2.3.4. VOG during MRI

During functional MRI, we recorded the participants’ eye movements with

the MRC camera built into MRI compatible binocular goggles (NordicNeuroLab

(NNL), Bergen, Norway). Two infrared lights installed in the device guaran-

teed good sight of the participants’ dominant eye (the right eye in 25 out of 33

participants). We monitored the participant’s dominant eye at a sample rate

of 60Hz (RGB24 320x240) using the NNL EyeTracking camera and collected

12

115



the data with the ViewPoint EyeTracker software (Version 2.9.5.117) from Ar-

rington Systems (Scottsdale, USA). Before the rsfMRI, a 5 point calibration

(central point plus four additional points on the vertical and horizontal axes

with 8.5� distance) was presented via the binocular goggles and the eye move-

ments were recorded with ViewPoint. The calibration matrix was determined

by the EyeSeeCam software [24].

Since the commercial algorithms for pupil detection failed to detect the pupil

center in our VOG data in darkness, we created a custom deep learning network

with a manually labelled training set for detecting the pupil center. The result-

ing network represents an intermediate step of the final DeepVOG framework

that was published in [36]. The network returned x- and y-coordinates (in pix-

els) for the center of the pupil for each frame, along with a confidence value for

the detection. After training, the network performed localizations on an inde-

pendent test set with a high accuracy and precision (localization error: 3.7±0.7

pixels). Once the pupil center data were available, blinks were removed and the

data were smoothed [37, 38]. An example frame with labeled pupil center can

be seen in Figure 3.

VOG data in pixels were transformed into angular velocity (in �/s), based

on the five point calibration. The resulting x and y positional information

were then analysed for nystagmus in a three-step procedure in Matlab (R2018b

Version 9.5.0.944444). In the first step, fast eye-movements were detected in

an iterative way, according to [39]. Eye velocity was computed by upsampling,

filtering and 2-point differentiation. This 2D eye velocity was then separated

into fast and slow components via a three step iterative algorithm. Fast eye-

movements were detected if the velocity exceeded a threshold that decreased

with each iteration. The threshold was set to 1.5 times the standard deviation

(SD) of the eye-velocity for each participant separately, half the SD and 2 �/s.

The beginning and end of each fast phase were defined as the time points before

and after peak velocity when the velocity vector either became zero or deviated

by more than 90� from its direction at peak velocity. The slow phase velocity

was then estimated by linearly interpolating over the fast phases, and then low
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pass filtering (2, 5, and 8 Hz were used in the three iterative steps). At the end

of this step, the eye trace was separated into fast and slow phases.

In the second step, the quick-phase direction was manually determined by

selecting well-defined individual nystagmus events with the characteristic alter-

nating slow drift (slow phase) and fast resetting movement (quick phase) in the

videos of the eyes and in an interactive graph of the x and y eye position. All

quick eye movements that were within 30 degrees of this direction were con-

sidered potential nystagmus quick-phases. If the slow phase preceding these

quick phases were approximately opposite in direction (± 15 degrees) then the

event was considered a nystagmus. Finally, eye-movement traces from each

participant were visually inspected, with fast eye-movements and nystagmus

events labeled differently, and could be interactively corrected if a nystagmus

was falsely labeled or vice versa.

The following values were then calculated for each participant from the la-

beled nystagmus events in complete darkness. The peak slow-phase velocity

(peakSPV) was the magnitude of the vector describing the average slow phase

eye velocity in 2D. This was additionally decomposed into the horizontal and

vertical components (horSPV and verSPV respectively). The average 2D direc-

tion of quick phases in degrees was also extracted for each participant (QPdir).

These values were used for between-subject comparisons. In addition, we cre-

ated five regressors for the fMRI analysis based on the time course of the VOG

data. The x- and y- eye position and eye-velocity over time, the slow-phase

velocity (SPV) over time, and the confidence of the pupil-tracking were used.

All time courses except the confidence values were convolved with the hemody-

namic response function (HRF) from SPM [40], with the spm_get_bf and conv

functions and all of the regressors were linearly down-sampled to the first slice

acquisition timepoint (inperp1).

Four participants were removed from the time course related VOG analyses

as they did not show a nystagmus at all.
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Figure 2: The VOG analysis. This graphic illustrates the steps of the analysis (blue arrows).

Step 1: the DeepVOG algorithm detected the pupil in each video frame, creating a heatmap

(lower eye picture) for the most likely location of the pupil center (in red). Step 2: using

a 5-point calibration, the pupil center in image pixels per frame was converted into x and y

positional information in degrees visual angle. Plotted here is the horizontal eye-position for

the participant shown on the left during resting-state dark. Step 3: Nystagmus detection. In

the final step, the nystagmus events were detected via detecting quick eye-movmements (blue)

and then in a semi-automated manner detecting the nystagmus-related eye movements, and

then using the slow-phase (orange) to calculate the slow-phase velocity (SPV).
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2.4. MRI analyses

2.4.1. Quality control and preprocessing

Prior to data analysis, we ran the MRI Quality Control tool (MRIQC, Ver-

sion 0.9.6) [41] to exclude any data sets with low quality data. Due to excessive

motion any participant with a grey matter SNRd value [42] lower than 1.5 times

the 25th percentile was excluded from further analyses. Two participants were

excluded at this step (see supplementary figure S1).

Analyses were performed in Matlab (version R2018a). To improve the start-

ing point for the preprocessing algorithms, we ensured the origin was set to

the anterior commissure in all data. The origin of the T1 weighted images was

set using the predefined script, nii_setOrigin12x.m, and manually for the func-

tional images. Preprocessing was done using SPM 12 (version v7219, Statistical

Parametric Mapping Software, Wellcome Department of Imaging Neuroscience,

London, UK, http://www.fil.ion.ucl.ac.uk/spm). If not indicated at each pre-

processing step parameters were kept default. Voxel displacement maps (vdm)

were calculated using the phase and magnitude images of the gradient field map

(short TE 4.92, long TE 7.38, with a mask brain, blip direction = -1, total EPI

read out time 66.78, non-EPI based field map, unwarping method: Mark3D, field

map was coregistered to the EPI, the T1 was chosen for anatomical comparison

and was matched to the distortion corrected EPIs). By using the generated

vdm-file, images were realigned and unwarped, and coregistered to the anatom-

ical T1 scan. After segmentation of the anatomical scan (saving bias corrected

images and forwarding the deformation), both the coregistered functional and

the bias-corrected T1 weighted data have been normalized to MNI space (func-

tional: 2mm isotropic, anatomical: 1mm isotropic). The smoothing kernel was

set to 6mm isotropic for the functional images. Denoising of the functional data

was performed with the CONN Toolbox (version18a www.conn-toolbox.org) for

Matlab (version 2018a). We used the following nuisance regressors’ time series

to prevent their impact: white matter (WM) and cerebrospinal fluid (CSF) con-

founds were taken into account with their first 10 principal components each.
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Further, 6 physiological noise confounds consisting of heart beat PCA temporal

components (generated by PhysIO toolbox), and the 6 PCA temporal compo-

nents of the movement parameters (3 translation and 3 rotation parameters)

as well as their 6 derivatives were considered. Images were denoised with a

band-pass temporal filter (0.008-0.09 Hz).

To generate the regressors of EKG we used the PhysIO Toolbox [43] for

Matlab (Mathworks, version 2018a). Breathing curves were not integrated as

clipping effects occurred in approximately 50 % of all cases. In one participant

and one condition the physiological data could not be collected for technical

reasons and was therefore replaced by a matrix of zeros.

2.4.2. Analyses of rsfMRI and GVS in complete darkness

The preprocessed and denoised data of the rsDark and GVS session were

fed into SPM12. Cardiac and movement parameters were added to the first

level analysis. VOG regressors were added in the rsDARK condition as well.

High pass filter was set to 512 and the masking threshold to minus infinity. For

rsDark we defined contrasts on the first level for the slow phase velocity (SPV)

over time of the nystagmus. For the second level we investigated positive and

negative contrasts for the second level covariate horizontal SPV (horSPV). In

the model we additionally added peak SPV, vertical SPV (vertSPV), the quick

phase direction (QPdir) and the head tilt in roll plane as nuisance regressors.

For the GVS session, we only investigated the positive contrast for the stimuli.

We report brain regions with an uncorrected peak level of p<0.001 and a cluster

size >28 voxels (>43 voxels for GVS). We chose this threshold due to the cluster

significance of p<0.05 without correcting for clusters in our analyses.

2.4.3. Connectivity analyses

We further performed a group independent component analysis (Group-ICA)

with the CONN Toolbox (version18a www.conn-toolbox.org) for Matlab (ver-

sion 2018a). First, we compared the rsDark session to the rsFix session in all 33

participants. Second, we analyzed the relation of rsDark connectivity with the
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VOG regressors (see section 2.3.4). Only 29 participants could be analyzed at

this step (see section 2.3.4). At the group level, we added MSSQ score, GPAQ

score (without rest), caloric absolute values, peak slow phase velocity (peak-

SPV), horizontal and vertical component of the SPV (horSPV and vertSPV),

quick phase direction (QPdir), and the tilt of the hSCC in roll and pitch plane

as covariates of interest.

The following steps were performed for both analyses. EKG and movement

parameters were fed into the CONN Toolbox as covariates. Age, gender, MSSQ

score, GPAQ score without resting period, caloric irrigation results were added

as covariates. For the second analysis (with only rsfMRI in complete darkness)

the VOG regressors (see section 2.3.4) and hSCC tilt (see section 2.3.3) were

additionally added as covariates for the between-subject effects. Voxel to voxel

analysis was performed with a group-ICA consisting of 20 components and a

default dimensionality reduction of 64. Two noise components identified via

visual inspection have been excluded from further analyses. The following most

common ICA spatial components were identified via spatial correlation between

the components and CONN’s default networks files, as well as visual inspection

of the group-level maps: default mode network, salience, sensorimotor, visual

networks, and cerebellar network.

3. Results

Seventy-five percent of our right handed participants were right-eye-dominant.

The demographics of the participants as well as the results of the questionnaires

are listed in table S1. None of the participants showed neurological pathology

in their brain verified by visual inspection of the T2-SPACE images. The VOG

data were collected in such a way that an online eye-video was visible to the ex-

perimenters, we had a reliable measurement of participants’ wakefulness during

all functional MRI runs. Previous research suggests that approximately 30 per-

cent of participants fall asleep during rsfMRI within 4 minutes and participants

are more likely to stay awake during fixation than with eyes-closed or without
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fixation [44]. In our experiment, less than 1% of participants fell asleep after

three minutes, and less than 20% were asleep after five minutes in the rsDark

condition with eyes open, as measured with the VOG video data. In the rsFix

and GVS conditions, none of our participants fell asleep in the seven minutes

of data collection.

3.1. Does MVS occur during functional MRI imaging?

Although human subjects show MVS effect in a strong static magnetic field

in complete darkness, it was possible that the additional magnetic and electrical

activity that occur when the MRI machine is in use, cancel out the MVS effect

in humans. We found consistent MVS activity, as measured by spontaneous

nystagmus, while the MRI machine was collecting functional MRI data. Out of

the 33 participants analysed, only four of these participants did not show any

measurable MVS-induced nystagmus (Figure 3).

3.2. Intersubject variability in MVS effects

The magnitude of the MVS effect is thought to be measured by the amplitude

of the horSPV. If the proposed mechanism is correct, the strength of the SPV

will increase with an increasing tilt of the head in pitch because the plane of the

hSCC more perpendicular to the magnetic field, thereby increasing the Lorentz

force within the canal. This has been shown within individuals at different head

pitch orientations, but the variability between participants in the null-point, the

head angle at which the SPV is zero, has been too high to see an effect [15]. Here

we could for the first time measure the tilt of the hSCC directly via MRI, in each

of our participants. We additionally measured vestibular sensitivity through

diagnostic testing and behavioral questionnaire, summarized in table S2. The

hSCC orientation with respect to B0 was strongly correlated with the orientation

of Reid’s plane with respect to B0, but there was quite some variability across

our sample (Figure 3). Angles between the two planes ranged from -22.6 to 7.5

degrees (mean angle: -8.4 ± 6.1 deg.). A multiple linear regression (F[2,28] =

60.55, p = 6.78 x 1011) revealed that larger MVS effects (measured by horSPV)
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Figure 3: Physiological effects on SPV during MVS. a) The relationship between Reid’s plane

and the hSCC as seen by the tilt with respect to B0. There is a strong relationship between

the orientation of the hSCC and Reid’s plane, however there is a stronger variability in the

orientation of the hSCC. No systematic differences were seen between the left and the right

ear. The equality line is the dashed gray line. A few hSCC lie above this line. b) the

distribution of SPV across the participants measured. The four orange data points show the

4 participants that did not have a measurable SPV. These participants are also represented

in orange in c) and d). c) The orientation of the hSCC has a weak effect on the SPV. d) The

vestibular sensitivity as measured by caloric irrigation also affects the strength of the MVS

effect, measured with the SPV during MVS.
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was related to larger head extension (larger deviations between hSCC and B0,

t = 4.521 p = 0.000) and the magnitude of the caloric response (t = -2.388, p

= 0.024) (Figure 3). No other factors measured contributed to the variability

in horSPV.

3.3. SPM analyses of GVS and rsDark

To prob the vestibular system and look at the brain regions recruited for

vestibular processing, we measured brain activity during GVS stimulation. We

observed an activation pattern, visualized in Figure 4, similar to the one that

has been found in a meta-analysis of the vestibular system [45]. Activation

was found bilaterally in the insular and opercular cortex (OP), middle supe-

rior temporal area (MST), inferior frontal gyri (IFG), superior parietal lobules

(SPL), cerebellar regions VIIb, the left cingulate sulcus visual (CSv),and the

right frontal pole (FP).

We then tested whether SPV correlated with brain activity during rsDark.

We found no voxels with a significant average correlation between SPV and brain

activity over the resting-state interval across participants. However, the subjects

differed in the strength of the MVS effect. So we investigated whether the

horizontal component of the SPV correlates with the cortical activation between

groups. Here we find distributed activity in the cortex and cerebellum (Figure

5) in the right premotor cortex, right frontal orbital cortex, bilateral lateral

occipital cortex, superior frontal gyri, SPL, pars opercularis of the IFG (i.e.

Broca 44), and the cerebellar vermis and left cerebellar region VIIb. Significant

results are listed in table S3 of the supplement.

3.4. Contrasting connectivity: rsDark vs. rsFix

Although we found no main relationship between resting-state brain activity

and the MVS effect, it is possible that a connectivity analysis revealed differences

in activity. To this end we compared the network connectivity between the

rsfMRI session in complete darkness to the one with fixation, calculated with

an ICA analysis. We found significant connectivity differences between rsDark
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Figure 4: Activation pattern for the sinusoidal GVS stimulus with eyes open in complete

darkness. Operculum (OP), middle superior temporal area (MST), inferior frontal gyri (IFG),

superior parietal lobules (SPL), cerebellar regions VIIb (VIIb), cingulate sulcus visual (CSv),

frontal pole (FP). Images were generated with FSLeyes with the provided MNI template with

a resolution of 0.5mm in neurological view.
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Figure 5: Correlation between rsfMRI activity in complete darkness and horizontal SPV (with

contrasting SPV over time on the first level). Right premotor cortex (rPM), right frontal

orbital cortex (rOFC), bilateral lateral occipital cortex (LO), superior frontal gyri (SFG),

superior parietal lobules (SPL), pars opercularis of the inferior frontal gyrus (IFG; i.e. Broca

44), and the cerebellar vermis and left cerebellar region VIIb. Images were generated with

FSLeyes with the provided MNI template with a resolution of 0.5mm in neurological view.
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4.62

x= -10 y= -76 z= -50 0

Figure 6: Contrasting the connectivity of rs dark >rs fix; F contrasts; Images were generated

with FSLeyes with the provided MNI template with a resolution of 0.5mm in neurological

view.

and rsFix (F(18,576)=2.4; two-sided) in the visual cortices, namely bilateral

occipital pole and bilateral lateral occipital cortex, and in the left cerebellar

VIIb region (see figure 6 and table 1 for details).

The specific effects were then tested for five resting-state networks (RSN),

separately: the default mode network (DMN), the salience network, the visual

network, the sensorimotor network and the cerebellar network. These are re-

ported at a significance level of t(32)= 3.37, in table 2. The DMN showed

significantly larger connectivity in bilateral precentral gyrus and smaller left

precentral and postcentral gyrus left connectivity in rsDark compared to rs-

Fix. The main effect of the salience network revealed higher left occipital pole

(positive, dark>fix) connectivity. Main effect of the visual network showed

higher connectivity in right lateral occipital cortex (inferior division) and bilat-

eral cuneal cortex. There was no main effect in the sensorimotor network nor

the cerebellum.

3.5. Connectivity of rsDark

Finally, we correlated the connectivity measures of the resting state session

in complete darkness (rsDark) between subjects with the MVS and vestibu-

lar parameters measured, to see to what degree the resting-state networks are
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Table 1: F-contrast across all ICA components contrasting the rsfMRI session in complete

darkness to the one with fixation; two-sided; F(18,576)=2.4; L = left, R = right, Coordinates

are reported in MNI space (x,y,z)

brain region coordinate (in mm) size (voxel) p-FDR

occipital pole L -10,-102,12 334 <0.001

occipital pole R 18,-94,20 66 <0.005

lateral occipital cortex L -26,-64,54 40 <0.05

lateral occipital cortex R 46,-66,0 63 <0.05

cerebellum L -10,-76,-50 29 <0.05

Table 2: Main effects of resting state networks (RSN) of interest comparing both rsfMRI

conditions: darkness (rsDark) and fixation (rsFix), one-sided, t(32)= 3.37, t(32)= 3.37. R

= right, L = left, comp. = component, DMN = Default Mode Network. Coordinates are

reported in MNI space (x,y,z).

brain region
coordinate

(in mm)

size

(voxel)
p-FDR

positive

in condition

comp.

RSN

precentral gyrus L -60,-4,26 57 <0.05 rsDark DMN

precentral gyrus R 62,8,14 108 <0.005 rsDark DMN

pre- and postcentral

gyrus L
-46,-14,52 97 <0.005 rsFix DMN

occipital pole L -8,-104,14 77 <0.05 rsDark salience

lateral occipital

cortex R
38,-72,6 118 <0.001 rsDark visual

precuneal cortex 16,-76,32 156 <0.001 rsDark visual
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Table 3: Main effect of the GPAQ score onto the connectivity of the rsDark condition

brain region
coordinate

(MNI space)

size

(voxel)
p-FDR

inferior temporal gyrus L -48,-66,-22 63 <0.05

inferior temporal gyrus R 42,-46,-30 62 <0.05

precentral gyrus L -44,4,30 60 <0.05

precuneus 4,-66,40 51 <0.05

related to vestibular sensitivity, activity levels and the strength of the MVS

effect. The global physical activity questionnaire was the only covariate that

showed a significant effect on the connectivity in rsDark (t(27)=3.42; see table

3). With greater GPAQ scores, less connectivity was revealed in the inferior

temporal gyri, the precuneus and the left precentral gyrus. We did not find

significant main effects on connectivity of the remaining covariates of the sec-

ond level analyses (these being MSSQ score, caloric absolute values, peakSPV,

horSPV, vertSPV, QPdir, and the head tilt in roll or pitch plane). Specifically,

the measures of the MVS effect did not correlate with brain connectivity.

Investigating horSPV influence on the five RSN of interest, we only found

significant changes in connectivity in the sensorimotor network: higher horSPV

is associated with higher functional connectivity in the right inferior frontal

gyrus (t(27)=3.42, p<0.05 FDR, 60 voxels, peak: x= 50, y=18, z=38).

4. Discussion

The presented study investigated whether magnetic vestibular stimulation

(MVS), which occurs within an MRI machine when it is not creating an image,

is also present during MRI scanning and whether the MVS effect also effects

brain activity or functional connectivity at rest. To test for overlap between

cortial vestibular processing regions and brain activity that is related to the

MVS effect, we also had subjects experience galvanic vestibular stimulation

during fMRI. In 88% of participants we found a clear MVS effect shown via
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4.63

0x= 50 y= 18 z= 38

Figure 7: Main effect of the horizontal SPV onto the connectivity in the sensorimotor network

of the rsfMRI session. Images were generated with FSLeyes with the provided MNI template

with a resolution of 0.5mm in neurological view.

a horizontal nystagmus with a rightward slow phase velocity (SPV), measured

with the head tilted back in a 3T MRI machine. Unlike previous studies [15,

16] we did not measure the resulting SPV at different head positions within

participants. Therefore it is possible that the head position in the remaining

12% of participants was such that the MVS effect was small. Alternatively,

individuals vary in the ability to see into the infrared spectrum. The infrared

illumination for the VOG camera may have been visible to these participants,

providing them with visual information to fixate with thereby suppressing the

MVS effect.

One average, across the participants we measured, the MVS effect influences

neither cortical network activity nor connectivity. Our data confirms previous

reports that the MVS effect has a high degree of between-subject variability

[15]. We show that this variability is due to the variability in the orientation

of the hSCC with respect to Reid’s plane, which was measured in the previ-

ous studies ([46, 15]), as well as the variation in vestibular sensitivity between

individuals. We used the peak SPV during caloric irrigation as a measure of

vestibular sensitivity. Previous results show that the time constants for nys-

tagmus obtained via caloric irrigation match those calculated with MVS ([47],

providing additional support for the hypothesis that MVS is due to a Lorentz
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force. Caloric irrigation has limited explanatory power, since the results are

dependent on multiple factors and when the same participants are measured a

second time, the results can vary greatly ([28]).

4.1. Do individual differences explain the variation in SPV across participants?

We did find the MVS effect measured via VOG during rsDark. However,

in contrast to Roberts et al. [15] in our study not all participants’ VOG data

showed a nystagmus during the rsfMRI session in complete darkness even though

we tried to maximize its likelihood through the head tilt. In contrast to pre-

vious studies [16], we did not use Reid’s plane as a regressor for the rsfMRI

analyses but the actual orientation of the horizontal semicircular canal (hSCC).

Even though there is a strong correlation between hSCC orientation and Reid’s

plane in our data set (see figure 3), there is to be a bigger variability in hSCC

orientation (with respect to Reid’s plane) across participants than previously

reported [30]. Della Santina and colleagues [30] investigated anatomical dif-

ferences of the hSCC orientation in relation to Reid’s plane: 22 participants

were examined with computer tomography and the (left) hSCC was found out

to be located 19.9 ± 7.0 � with respect to the x-y Reid’s plane, generated by

accessible skull landmarks. Therefore, in our view, it is worth while to measure

the orientation of hSCC with respect to B0; the additional information makes

a large difference when studying the MVS effect.

Despite removing the additional anatomical variance, the variation in SPV

across participants could not solely be explained by the physical orientation of

the hSCC with respect to B0. Adding the individual sensitivity for vestibu-

lar stimuli (with caloric irrigation) improved our model and explained further

variance in our data. During caloric irrigation the density of the endolymph

is thought to change with the change in temperature ([28]), suggesting that

additional physical or physiological parameters of the semicircular canals may

influence the MVS effect. Possible parameters include the diameter of the hSCC

duct, the orientation of the cupula inside the ampulla, or the concentration of

potassium/ ionic currents in the endolymphatic fluid. The vestibule, especially
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the utricle and its dimensions should be examined in the future as animal data

suggests that the structure of the utricle affects MVS [48].

4.2. Can we detect the SPV fluctuations in the BOLD activity?

The primary goal of this study was test whether the MVS induced nystagmus

[15] has a similar time course as the BOLD rsfMRI fluctuations in healthy

participants and whether functional connectivity is changing depending on the

strength of the effect. On average across the participants we measured, the SPV

over time did not correlate with brain activity. This suggests that MVS has no

clear influence on brain activity inside a 3T MRI. However, the high variability

in the amount of MVS effect in our participants could also lead to this effect.

More studies that select participants with a high vestibular sensitivity would

help to elucidate this result.

This is supported by the between-subject findings. The horizontal SPV (hor-

SPV) was found to be correlated with cortical and cerebellar brain regions. Very

interesting are the patterns in the cerebellum: an activation in the vermis as

well as in the left lobe of the cerebellum. Cerebellar vermis activation could be a

direct influence of primary vestibular input from the vestibular afferents sending

information from the hSCC [49, 50]. Cortically, we could detect coactivation

of regions involved in vestibular processing, executive control and attention.

Hence, participants that were more sensitive to the MVS effect might show a

higher BOLD response in these regions. Previous studies using PET and caloric

irrigation show primarily visual and parietal vestibular activity [51], which we

could not confirm with this study, but which could still be due to the different

stimulation paradigms.

4.3. Differences in connectivity between MVS effect (rsDark) and nystagmus

suppression (rsFix)

Contrasting the functional connectivity of the rsfMRI session in complete

darkness to the one with a fixation cross, the only significant difference has

been observed in the occipital cortex and the left cerebellum. Our data did
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not show a change in any of the cortical resting state networks apart from the

visual. The latter was expected due to the visual stimulus (i.e. complete dark-

ness vs. fixation cross), although the connectivity was higher in rsDark than in

rsFix. Areas of the visual cortex in non-human primates increase their activity

in response to saccades ([52]. A similar mechanism could cause increased visual

cortex connectivity here. The left cerebellar (VIIb) functional connectivity is

significantly different between the two sessions. There is not only higher acti-

vation associated with horSPV (see section 4.2), but also significantly different

connectivity in the left cerebellar region VIIb. The same holds true for the

right inferior frontal gyrus in the rsDark condition. It would be very interesting

to see, whether our results can be replicated in a mirrored fashion with MRI

systems that have opposite polarity (e.g. a Philips MRI).

4.4. Methodological considerations

Although we instructed participants to tilt their head back and supported

their neck with a triangular cushion we observe a large variation of head position

across participants which might be due to the head coil itself. The 64-channel

head coil is rather narrow and depending on the head size some participants can

tilt their head further back than others. In some cases, we had to compromise

to still be able to track the participants’ eye movements with the coil mounted

goggles.

Unfortunately, we only measured the MVS effect in each participant with

one head orientation. The previously reported individual range of SPV due to

different orientations, could therefore not be investigated.

Considering the connectivity in our work, increasing the number of ICA

components for a higher model order decomposition might resolve in more stable

components and better results. Future studies might take this into account.

5. Future Directions and Conclusion

The MVS effect occurred during scanning in 88% of our participants. We

can not explain the variability of the MVS effect (measured by SPV of the
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nystagmus) by the canal orientation with respect to the magnetic field alone.

Other anatomical mechanisms might be responsible, such as the diameter of

the hSCC duct or the exact orientation of the cupula inside the ampulla of the

hSCC, the concentration of the ionic currents or utricle parameters. Further,

intersubjective sensitivity to vestibular stimulation varies. Caloric irrigation as

a measure of individual vestibular sensitivity additionally explained parts of

the variance seen in MVS effect. Future studies investigating the MVS effect

should consider these factors. Connectivity studies should further investigate

the cerebellar and attentional networks in greater detail.
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Supplementary Material

Table S1: Demographics of participants and questionnaires. LQ = laterality quotient for

handedness, positive LQ (in %) is indicating right handedness. m = male, eye = dominant

eye, r= right, GPAQ = Global Physical Activity Questionnaire Score (in minutes per week),

GPAQ- = GPAQ score without rest, GPAQ+ = GPAQ score with rest; MSSQ = Motion

Sickness Susceptibility Questionnaire Short-form (total score).

ID
age

(in yrs.)

gender

(m=0)
LQ

eye

(1=r)
GPAQ- GPAQ+ MSSQ

P01 28 0 100 1 2480 7520 13.5

P02 28 1 100 1 2480 6680 0

P03 25 1 100 2 4200 7560 28

P04 23 1 100 2 1240 7120 10

P05 30 0 67 1 3840 7200 10

P06 34 0 100 2 2640 6000 3

P07 33 0 100 1 4680 8040 16

P08 27 1 100 2 2400 5760 2

P09 28 1 100 1 2640 6210 13

P10 39 1 27 1 3840 6990 8

P11 27 0 60 1 1920 4440 15

P12 23 0 100 1 480 6780 6.375

P13 26 1 100 1 3180 6120 2.125

P14 30 1 100 1 1080 5280 13.93

P15 32 1 100 1 20520 21150 15

P17 24 0 100 1 720 4920 7

P18 25 1 100 1 2800 6580 36

P19 35 0 100 1 40 6340 0

P21 30 0 82 1 3600 6540 3

P22 27 1 100 1 1620 3510 29

P23 31 1 100 2 2160 5940 11

P24 26 0 82 2 960 3900 0
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Table S1: Demographics of participants and questionnaires. LQ = laterality quotient for

handedness, positive LQ (in %) is indicating right handedness. m = male, eye = dominant

eye, r= right, GPAQ = Global Physical Activity Questionnaire Score (in minutes per week),

GPAQ- = GPAQ score without rest, GPAQ+ = GPAQ score with rest; MSSQ = Motion

Sickness Susceptibility Questionnaire Short-form (total score).

ID
age

(in yrs.)

gender

(m=0)
LQ

eye

(1=r)
GPAQ- GPAQ+ MSSQ

P25 25 1 100 1 2280 4380 15.75

P26 30 0 100 1 6120 9480 4

P28 22 1 100 1 1680 4620 11.875

P29 23 1 100 1 720 6600 12.86

P30 25 1 100 2 5400 9600 35.1

P31 33 0 100 1 3000 7200 0

P32 29 1 100 1 2160 4680 9.625

P33 29 0 100 1 2880 6660 25.5

P34 29 1 100 2 1560 5340 3

P35 26 0 100 1 3480 4740 19.93

P36 34 0 100 1 1800 3900 6.6
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Table S2: Vestibular sensitivity measures. abs. = absolute values, vHIT = video head-impulse

test, R = right, L = left

ID
Caloric abs.

(in �/s)

vHIT

gain R

vHIT

gain L

P01 14.2 1.05 0.82

P02 55.45 0.95 0.94

P03 33.1 1.11 1.03

P04 63.1 1.01 1.04

P05 21.2 0.95 0.95

P06 41.5 1.03 0.96

P07 26.1 0.95 0.87

P08 28.74 1.1 1.05

P09 50.6 0.98 1.02

P10 77.8 1.28 1.12

P11 84.8 1.05 0.81

P12 60.6 1.19 1.11

P13 22.4 1.18 0.96

P14 8.6 0.91 0.92

P15 23.9 1.19 0.88

P17 23.7 1.18 1.03

P18 12.7 1.03 0.94

P19 18.5 1.06 1

P21 30.7 1.1 1.01

P22 3.6 1.16 1.02

P23 35.7 1.25 1.04

P24 7.3 1.14 0.96

P25 10.8 0.97 0.92

P26 19.7 0.96 0.81

P28 28.3 1 0.87

P29 12.7 1.06 1.09
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Table S2: Vestibular sensitivity measures. abs. = absolute values, vHIT = video head-impulse

test, R = right, L = left

ID
Caloric abs.

(in �/s)

vHIT

gain R

vHIT

gain L

P30 67.2 1.1 0.94

P31 41.2 1.09 1

P32 39.9 1.17 1.12

P33 19.2 1.01 0.85

P34 15.4 1.08 0.83

P35 19.2 0.95 0.88

P36 3.6 1.15 1.13
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CSF GM WM

Figure S1: Dietrich’s SNR (SNRd) for cerebro spinal fluid (csf) grey matter (gm) and white

matter (wm) of the structural T1 images. Each dot represents one participant. The red

circles mark two outliers for each tissue type. The lower dot of the outliers in each tissue type

represents one participant, the upper one another participant. These two participants were

removed from further analyses.
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Table S3: Results of the second level analyses of the resting state fMRI data in complete

darkness for positive correlation with horizontal slow phase velocity over time. Reported are

the significant uncorrected peak-level (p<0.001) results with a cluster threshold of 28 voxels.

Only significant results are reported

cluster-level peak-level

K p uncorr T
[x;y;z]

in mm
brain region

110 0.001 5.939 [30;-6;52] right premotor cortex

5.739 [24;-12;60]

72 0.004 5.913 [-4;36;46] left superior frontal gyrus

35 0.031 5.871 [50;-84;0]
right lateral occipital cortex

inferior division

31 0.041 5.532 [-36;-76;12]
left lateral occipital cortex

visual cortex V5

82 0.002 5.029 [-28;-52;56] left superior parietal lobule

4.207 [-12;-50;66]

3.927 [-20;-50;64]

43 0.019 4.960 [12;-6;78] right premotor cortex

4.030 [6;-12;78]

43 0.019 4.948 [50;36;-16] right frontal orbital cortex

3.973 [56;32;-12]

42 0.020 4.825 [54;16;28]

right Broca44/45

inferior frontal gyrus

pars opercularis

52 0.011 4.643 [-42;-50;-60] left cerebellum VIIb

3.818 [-32;-62;-58] left cerebellum VIIb

41 0.021 4.637 [2;-66;-34] Vermis VIIIa

4.127 [2;-74;-32]
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Table S3: Results of the second level analyses of the resting state fMRI data in complete

darkness for positive correlation with horizontal slow phase velocity over time. Reported are

the significant uncorrected peak-level (p<0.001) results with a cluster threshold of 28 voxels.

Only significant results are reported

cluster-level peak-level

K p uncorr T
[x;y;z]

in mm
brain region

47 0.015 4.568 [-52;8;30]

left Broca 44

inferior frontal gyrus

pars opercularis

4.149 [-48;2;26]

35 0.031 4.395 [22;-50;64] right superior parietal lobule

28 0.050 3.816 [44;-16;62] right premotor cortex
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2.4 Pupil segmentation and gaze estimation using deep learning (DeepVOG) 

Yiu, YH, Aboulatta, M., Raiser, T., Ophey, L., Flanagin, V.L., zu Eulenburg, P., Ahmadi, S.A. 

(2019). Journal of Neuroscience Methods, 324. 

 

The article “DeepVOG: Open-source Pupil Segmentation and Gaze Estimation in Neuroscience 

using Deep Learning” was published in the Journal of Neuroscience Methods, 324, Copyright 

Elsevier in August 2019 (with a pre-online version in June 2019) and is reprinted here (no written 

permission is required by Elsevier).  

 

Summary 

This fourth project of the thesis entitled “DeepVOG: Open-source Pupil Segmentation and Gaze 

Estimation in Neuroscience using Deep Learning” represents an important basis for the eye-

tracking analyses reported in the previous chapter. Eye-tracking in complete darkness resulted 

in eye-tracking videos with heterogeneous light conditions and a black rim in the field of view. 

Other already established eye-tracking analyses software failed estimating horizontal and 

vertical eye-position with a high confidence and low noise confound. Hence, we established a 

deep learning network that can be generalized to other data sets. It results in pupil center 

localization, elliptical contour estimation and blink detection. For the magnetic vestibular 

stimulation project reported in the previous chapter we used the horizontal and vertical position 

of the pupil center as well as their confidence and blink detection. These were eye-tracking 

parameters in a pre-version of the final Deep-VOG published paper.  
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Moustafa Aboulatta performed the deep learning network analyses under the supervision of 

Seyed-Ahmad Ahmadi. Yuk-Hoi Yiu wrote the paper with input from all authors.   
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DeepVOG: Open-source pupil segmentation and gaze estimation in
neuroscience using deep learning
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A R T I C L E I N F O

Keywords:
Video oculography
Pupil segmentation
Gaze estimation
blink detection
Deep learning
Convolutional neural networks

A B S T R A C T

Background: A prerequisite for many eye tracking and video-oculography (VOG) methods is an accurate loca-
lization of the pupil. Several existing techniques face challenges in images with artifacts and under naturalistic
low-light conditions, e.g. with highly dilated pupils.
New method: For the first time, we propose to use a fully convolutional neural network (FCNN) for segmentation
of the whole pupil area, trained on 3946 VOG images hand-annotated at our institute. We integrate the FCNN
into DeepVOG, along with an established method for gaze estimation from elliptical pupil contours, which we
improve upon by considering our FCNN's segmentation confidence measure.
Results: The FCNN output simultaneously enables us to perform pupil center localization, elliptical contour
estimation and blink detection, all with a single network and with an assigned confidence value, at framerates
above 130 Hz on commercial workstations with GPU acceleration. Pupil centre coordinates can be estimated
with a median accuracy of around 1.0 pixel, and gaze estimation is accurate to within 0.5 degrees. The FCNN is
able to robustly segment the pupil in a wide array of datasets that were not used for training.
Comparison with existing methods: We validate our method against gold standard eye images that were artificially
rendered, as well as hand-annotated VOG data from a gold-standard clinical system (EyeSeeCam) at our in-
stitute.
Conclusions: Our proposed FCNN-based pupil segmentation framework is accurate, robust and generalizes well
to new VOG datasets. We provide our code and pre-trained FCNN model open-source and for free under www.
github.com/pydsgz/DeepVOG.

1. Introduction

Many disciplines in clinical neurology and neuroscience benefit
from the analysis of eye motion and gaze direction, which both rely on
accurate pupil detection and localization as a prerequisite step. Over
the years, eye tracking techniques have been contributing to the ad-
vancement of research within these areas. Examples include the ana-
lysis of attentional processes in psychology (Rehder and Hoffman,
2005) or smooth pursuit assessment in patients with degenerative
cerebellar lesions (Moschner et al., 1999). One important area of ap-
plication for eye tracking is vestibular research, where measurements of
the vestibulo-ocular reflex (VOR) and nystagmus behavior are essential
in the diagnostic pathway of balance disorders (Ben Slama et al., 2017).

Beyond neuroscientific applications, eye-tracking was also utilized by
autonomous driving industry for driver fatigue detection (Horng et al.,
2004). Other than that, the trajectories and velocities of eye movements
over a viewing task can serve as individual biometric signature for
identification purpose (Bednarik et al., 2005; Liang et al., 2012). In
consumer-behaviour research, eye-tracking has been used to study the
dynamics and locations of consumers’ attention deployment on pro-
moted products in order to improve the design of advertisement (Lohse,
1997; Reutskaja et al., 2011). It is clear that pupil detection and
tracking techniques build a fundamental block for eye movement ana-
lysis, enabling advancement in neuroscientific research, clinical as-
sessment and real life applications.

Despite their importance, robust, replicable and accurate eye
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tracking and gaze estimation remain challenging under naturalistic
low-light conditions. Most of the gaze estimation approaches, such as
Pupil-Centre-Corneal-Reflection (PCCR) tracking (Guestrin and
Eizenman, 2006) and geometric approaches based on eye shapes
(Krafka et al., 2016; Chen and Ji, 2008; Yamazoe et al., 2008; Yang and
Saniie, 2016; Ishikawa et al., 2004) depend on inferring gaze in-
formation from the pupil's location and shape in the image. However,
the pupil is not always clearly visible to the camera. As summarized in
(Schnipke and Todd, 2000), the pupil appearance can suffer from oc-
clusion due to half-open eyelids or eyelashes, from reflection of external
light sources on the cornea or glasses, from contact lenses or from low
illumination, low contrast, camera defocusing or motion blur. All these
artifacts pose challenges to pupil detection, and eye tracking algorithms
which were not specifically designed with these artifacts in mind, may
fail or give unreliable results under these circumstances.

In medical image analysis and computer vision, dramatic im-
provements in dealing with such artifacts have been achieved in
recent years due to the introduction and rapid advancement of deep
learning, specifically convolutional neural networks (CNN). An im-
portant distinction to hand-designed algorithms is that a CNN can
achieve robust pupil segmentation, by automatically learning a se-
quence of image processing steps which are necessary to optimally
compensate for all image artifacts which were encountered during
training.

1.1. Related work

Conventional gaze estimation is often based on the Pupil-Centre-
Corneal-Reflection (PCCR) method (Guestrin and Eizenman, 2006),
which requires accurate localization of the pupil centre and glints,
i.e. corneal reflections. Localization algorithms for the pupil and
glints are often based on image processing heuristics such as adaptive
intensity thresholding, followed by ray-based ellipse fitting (Li et al.,
2005), morphological operators for contour detection (Fuhl et al.,
2015a), circular filter matching (Fuhl et al., 2015b), Haar-like fea-
ture detection and clustering (Świrski et al., 2012), or radial sym-
metry detection (Kumar et al., 2009). It is important to note that
most of these approaches assume the pupil to be the darkest region of
the image (Fuhl et al., 2015a), which is susceptible to different il-
lumination conditions and may require manual tuning of threshold
parameters (Satriya et al., 2016; Kumar et al., 2009; Santini et al.,
2017). Previous to our approach, several deep-learning based pupil
detection approaches have been proposed to improve the robustness
to artifacts by learning hierarchical image patterns with CNNs. Pu-
pilNet (Fuhl et al., 2016) locates the pupil centre position with two
cascaded CNNs for coarse-to-fine localization. In Chinsatit and Saitoh
(2017), another CNN cascade first classifies the eye states of “open”,
“half-open” and “closed”, before applying specialized CNNs to esti-
mate the pupil centre coordinates, based on the eye state. However,
current CNN approaches output only the pupil centre coordinates,
which alone are not enough to determine the gaze direction without
calibration or additional information from corneal reflection. Some
studies focus on end-to-end training of a CNN, directly mapping the
input space of eye images to the gaze results (Krafka et al., 2016;
Naqvi et al., 2018), but they are confined to applications in specific
environment, such as estimating gaze regions on the car windscreen
(Naqvi et al., 2018) or mobile device monitors (Krafka et al., 2016),
which are not suitable for clinical measurement of angular eye
movement.

1.2. Contribution

In this work, we propose DeepVOG, a framework for video-oculo-
graphy based on deep neural networks. As its core component, we
propose to use a fully convolutional neural network (FCNN) for seg-
mentation of the complete pupil instead of only localizing its center.

The segmentation output simultaneously enables us to perform pupil
center localization, elliptical contour estimation and blink detection, all
with a single network, and with an assigned confidence value. We train
our network on a dataset of approximately four thousand eye images
acquired during video-oculography experiments at our institute, and
hand-labeled by human raters who outlined the elliptical pupil contour.
Though trained on data from our institute, we demonstrate that the
FCNN can generalize well to pupil segmentation in multiple datasets
from other camera hardware and pupil tracking setups. On consumer-
level hardware, we demonstrate our approach to infer pupil segmen-
tations at a rate of more than 100 Hz. Beyond pupil segmentation, we
re-implement a published and validated method for horizontal and
vertical gaze estimation and integrate it as an optional module into our
framework (Świrski and Dodgson, 2013). We show that the integration
of gaze estimation is seamless, given that our FCNN approach provides
elliptical pupil outline estimates. We further show that by considering
ellipse confidence measures from our FCNN output, the accuracy of the
gaze estimation algorithm can be increased. Our implementation is
fully Python-based and provided open-source for free usage in academic
and commercial solutions. Our code, pre-trained pupil segmentation
network and documentation can be found under: www.github.com/
pydsgz.

2. Materials and methods

2.1. Datasets

For this study, we acquired three datasets at the German Center for
Vertigo and Balance Disorders, two for training validation of the pupil
segmentation network and one for validation of the gaze estimation.
Training sequences were acquired in a challenging environment, i.e.
inside a MRI scanner, during a neuroscientific experiment setup in-
volving VOG and simultaneous functional MRI (fMRI) assessment. Both
training datasets were collected on a cohort of healthy young adults.
Training dataset A was acquired from 35 subjects (16 male, 19 female,
age 28.1 ± 4.0 years) in a fully darkened MRI scanner room. Training
dataset B was acquired from 27 subjects (8 male, 19 female, age
25.5 ± 3.7 years) in a scanner room with normal illumination. For
MRI-compatible recording, we utilized a commercial VOG system (NNL
EyeTracking Camera, NordicNeuroLab AS, Bergen, Norway), yielding
VOG videos at a 320× 240 pixel resolution and a framerate of 60 Hz.
Both datasets A and B contained video sections with challenging pupil
appearance, leading to high dropout rates of eye tracking and mis-lo-
calizations of the pupil center with two commercial eye tracking soft-
ware solutions (ViewPoint EyeTracker, Arrington Research, Arizona,
USA; EyeSeeCam, EyeSeeTec GmbH, F+1/4rstenfeldbruck, Germany).
Typical example images from both datasets are shown in Fig. 1. Pupil
detection failures occur e.g. due to highly dilated pupils in dark en-
vironments, dark circular borders from ocular mount gaps, hetero-
geneous illumination and pupil occlusion from ocular borders, eyelids
and eyelashes.

For network training, we randomly sampled 3946 eye image frames
from both datasets (training set A: 1539 frames, training set B: 2416
frames). Five human raters segmented the pupil in all images (one rater
per image), using a custom labeling tool implemented in Python, by
manual placement of at least five points on the visible part of the pupil
boundary, followed by least-squares fitting of an ellipse to the boundary
points.

Validation of the pupil segmentation performance was done on
the test images from datasets A (959 frames) and B (1043 frames),
i.e. images that were not seen by the network during training. In
order to test the generalization capability of our network to entirely
novel eye appearances, we tested its pupil detection performance on
previously unseen third-party data, including Delhi Iris Database
(Delhi) (Kumar and Passi, 2010), Labelled Pupil in the Wild (LPW)
(Tonsen et al., 2015) and Multimedia-University Iris (MMU Iris)
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(Multimedia-University, 2019). Furthermore, we acquired one more
set of video sequence data (Dataset C) at our institute, for the
quantitative validation of gaze estimation (see below). LPW and
MMU Iris were provided with labels of pupil centre coordinates in
their images, which enables quantitative analysis on our network's
performance of localizing pupil centers. To quantitatively validate
the segmentation accuracy on the other unlabelled datasets, we la-
beled pupils in a small subset of each dataset (cf. Table 1a). As a pre-
processing step, all images or video frames with different resolution
were resized to 320× 240 in pixel for the analysis.

Dataset C, the validation set for gaze estimation, was acquired from
9 healthy subjects (5 male, 4 female, age 33.8 ± 5.9 years), in the
neuro-ophthalmological examination laboratory of the German Center
for Vertigo and Balance Disorders. The setup included a commercial

system for clinical video oculography (EyeSeeTec GmbH,1 F+1/
4rstenfeldbruck, Germany; video resolution 320× 240 pixels, 120 Hz
framerate). To calibrate each subject's gaze, a gold standard calibration
was performed using a projector-assisted five-point calibration para-
digm (8.5° horizontal and vertical gaze extent). For 3D eye model fitting
using our framework, each subject additionally performed two pro-
jector-free, unassisted calibrations with three trials each (for details, see
Section 2.5). To validate the accuracy of gaze estimates, each subject
underwent an oculomotoric examination comprising four clinical tests:
saccade test, fixation nystagmus, smooth pursuit and optokinetic nys-
tagmus. We then compare gaze estimates from our framework to

Fig. 1. Examples of input eye images in training dataset A (a, b, c) and dataset B (d, e, f). Observations and artifacts include: (a, b) pupil merging with dark
background from ocular edge, (b) motion blur, (c) eyelid occlusion, (d) clear pupils with glint reflection, (e) inhomogeneous illumination, (f) half occluded pupil with
dark iris. All images have a resolution of 320× 240 in pixel.

Table 1
(a) Difference between predicted and manually labelled pupil regions, measured in terms of median values (inter-quartile range) of Dice's coefficient, Euclidean
distance between pupil centers, and Hausdorff distance between pupil contours. Results on different datasets (blink images excluded for datasets A and B) are
shown. Notably, the DeepVOG network was only trained on datasets A and B, but is able to generalize with high pupil segmentation accuracy to the five other
datasets. (b) Blink detection rate analyzed on dataset A and B. Pupil ellipses with confidence<0.96 were classified as blink.
(a)

Datasets Dice's coefficient Euclidean distance (px) Hausdorff distance (px)

Dataset A &B (1892) 0.966 (0.948–0.976) 1.0 (0.6–1.6) 2.8 (2.0–4.0)
Dataset C (323) 0.97 (0.958–0.978) 0.9 (0.6–1.3) 2.8 (2.0–3.2)
Delhi (763) 0.978 (0.971–0.983) 0.8 (0.5–1.2) 2.8 (2.0–3.0)
LPW (466) 0.938 (0.914–0.957) 0.9 (0.6–1.4) 3.2 (2.2–4.0)
MMU Iris (167) 0.958 (0.947–0.968) 1.0 (0.6–1.4) 2.2 (2.1–3.0)
Blender (361) 0.965 (0.901–0.982) 1.8 (1.3–2.4) 3.6 (2.0–8.2)

(b)

Datasets Accuracy (%) Sensitivity (%) Specificity (%)

Dataset A &B (2002) 0.93 0.94 0.93

1 www.eyeseecam.com.
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estimates from the clinical gold standard calibration and system.

2.2. Pupil segmentation network

The general structure of deep CNNs features stacked convolutional
image filters and other signal processing layers (e.g. for image re-
sampling), arranged in a sequence of processing layers (LeCun et al.,
2015). These filters are trained towards optimally fulfilling a defined
goal given an input image, in this study the robust segmentation of
pupils, despite challenging appearance. Initially, i.e. before training,
these filters extract meaningless information from images and fail to
achieve the segmentation task. During training, the network is re-
peatedly presented with different pupil images and corresponding
human pupil segmentations as a gold standard, including highly chal-
lenging examples. By means of back-propagation of the residual seg-
mentation error through the network (LeCun et al., 2015), the filters in
the network weights gradually get adapted to compensate for artifacts
and iteratively make better and better estimates for the optimal pupil
area.

2.3. CNN architecture and pupil segmentation

Numerous architectures for medical image segmentation have been
proposed to date, and surveys like (Litjens et al., 2017) provide a good
entrypoint into this fast growing field. A well-established architecture is
the U-Net (Ronneberger et al., 2015), which has shown to be adaptable
to many segmentation problems in various medical imaging modalities.
For this work, we adapt a basic U-Net architecture for pupil segmen-
tation in 2D greyscale images. A U-Net consists of multiple layers of
feature extraction, which are arranged in a down-sampling path on the
left side and an up-sampling path on the right side. Horizontal skip
connections relay high-resolution image features from the down-sam-
pling path into the up-sampling path, in order to preserve high-fre-
quency image features and achieve a sharp segmentation output.

Our architecture is depicted in Fig. 2. Compared to the original U-
Net, we previously proposed several architectural changes as V-Net
(Milletari et al., 2016), which we partly adopt in this work as well. At
each stage of the up- and down-sampling path, we utilize a convolu-
tional layer with 10× 10 filters which outputs feature maps with the
same size of the input by appropriate padding. The down-sampling path
reduces the size of the feature maps and increases the size of receptive
fields of convolutional filters at each stage, such that more complex
features in a larger context can be extracted. Compared to
(Ronneberger et al., 2015), which performs down- and up-sampling

through pooling operations, we utilize strided convolution (2× 2 filter
kernel size, stride 2) for downsampling and transposed convolution
(Noh et al., 2015) for upsampling, which is more memory efficient
(Springenberg et al., 2014; Milletari et al., 2016) and able to learn
optimal down-/up-sampling filters.

The final output layer has two output maps for pupil and back-
ground, with the same size as the input layer (320× 240 pixels). We
employ a softmax layer (Litjens et al., 2017) to perform smooth max-
imum activation across regions. The prediction yields a probabilistic
output, to which we can fit an elliptical contour representing the pupil
center and eccentricity of the boundary. To determine the contour
points for ellipse fitting, we incorporate a simple post-processing on the
network's probabilistic prediction of the pupil foreground: the predic-
tion posterior is thresholded at a probability of p > 0.5, denoised
through morphological closing (Soille, 2003), and the largest connected
component is extracted to reject small false positive regions (cf. Fig. 3c).
For both pupil area and center, a detection confidence value can be
determined by computing the average prediction confidence within the
detected pupil area. Finally, a blink can be detected if this confidence
falls under a pre-defined threshold.

The pupil fitting procedure, including probabilistic network output,
post-processing and ellipse fitting, is depicted in Fig. 3. Importantly,
compared to previous approaches (Fuhl et al., 2016; Chinsatit and
Saitoh, 2017; Krafka et al., 2016; Naqvi et al., 2018), our fully con-
volutional approach does not require a cascade of several CNNs to
achieve the pupil detection, neither are we restricted to pure center
localization. Pupil segmentation, center estimation and blink detection
can be performed with a single FCNN, and outputs are assigned with
confidence values which can be further utilized for gaze estimation and
VOG evaluation.

2.4. Augmentation

To make the network more robust to expectable variations in
camera pose and eye appearance, we artificially enhance the training
dataset through random augmentation of image-segmentation pairs.
During training, we apply random rotation within the range of± 40°.
Images were further randomly translated in the range of± 20% of
height and width. We also applied random zooming by a factor of± 0.2
and random flipping in horizontal and vertical direction.

2.5. Gaze estimation

As derived by Świrski and Dodgson (2013), it is possible to
Fig. 2. Architecture of the fully convolutional neural network
(FCNN) for pupil detection, inspired by U-Net (Ronneberger
et al., 2015) and V-Net (Milletari et al., 2016). The network
takes a single eye image as input, and produces an image-sized
output with pixel-wise estimates for the pupil area. The net-
work consists of a sequence of convolutional image filters
which robustly extract features to distinguish the pupil from
the background. The numbers on the top-right corner of the
feature maps represent the number of filter channels. Several
down-sampling operations allow the network to localize and
segment the pupil at multiple image resolutions. In the up-
sampling path, the low-resolution image representation gets
inflated back to the original size, while reconstructing the
location and shape of the pupil. Horizontal skip connections
preserve high-frequency image information and sharp edges
throughout the down-/up-sampling operations. During
training, all image filters are tuned towards optimally com-
pensating for image artifacts encountered in the training set.
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reconstruct a 3D model of the eyeball and perform gaze estimation,
purely based on a set of estimated 2D pupil ellipses from a video se-
quence, and without further fixation-based or projector-assisted cali-
bration. Using the fitted 3D model, estimates of horizontal and vertical
gaze angles can then be derived in each frame of a newly recorded VOG
video, using the location and eccentricity of pupil ellipses. The re-
construction of the 3D eye model is based on the un-projection algo-
rithm by Safaee-Rad et al. (1992). Its extension to gaze estimation is
described in detail in Świrski and Dodgson (2013). Notably, it is as-
sumed that the eyeball is of spherical shape and the pupil is a perfect
circular disk (with varying radius) on the sphere surface, whose pro-
jections onto the camera's image plane form the 2D ellipse shapes. For a
detailed derivation of the eye model fitting theory and algorithm, we
refer the reader to (Świrski and Dodgson, 2013). Likewise, our Python-
based re-implementation of the method with documentation can be
found in our public code repository. Here, we want to emphasize that
this “self-calibration” method can be very well complemented by our
FCNN model, since it directly outputs a full segmentation of the pupil
and elliptical pupil outlines. In particular, we can make the 3D eye
model fitting more robust and gaze estimates more accurate by in-
corporating the confidence estimates of our FCNN into the fitting pro-
cedure. To this end, we extend the original formulae (6) and (9) in
(Świrski and Dodgson, 2013) by incorporating a confidence factor αi for
each image frame (and elliptical pupil estimate) that is considered
during 3D model fitting and gaze estimation. Our confidence-weighted
fitting formulae for the 3D eyeball center C and radius R can be denoted
as:

= <>0, confidence

1, confidence

,i
i

i (1)
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Here, following the notation of (Świrski and Dodgson, 2013), Ĉ

denotes the projection of the eyeball center to the 2D image plane, in
which all projected pupil normals n̂i have to intersect, given projected
pupil centres p̂i estimated by the FCNN. The symbol p i is the inter-
section between p̂i and the parameterized line (C+ nt), as illustrated in
Fig. 4b.

To fit the 3D eyeball model, the camera needs to be fixed with re-
spect to the participant's head and eye, while the participant performs
some form of eye motion that yields sufficiently many image frames
with pupils of elliptical appearance. This can be achieved with different
unassisted calibration paradigms. In this study, we fit and compare the
3D eyeball model based on three such calibration paradigms. The mo-
tivation is to assess the robustness of gaze estimation against different
calibration methods and to discuss the requirements of a correct model
fitting protocol which maximizes the estimation performance. The first
paradigm is “Free-looking”. Here, participants need to keep their head
fixed, while freely and smoothly looking all around the periphery of
their visual field, thus yielding highly elliptical pupil appearances. The
second is inspired by “CalibMe”, a recently proposed unassisted cali-
bration approach for eye tracking, proposed by Santini et al. (2017).
Here, participants select a stationary marker in their visual field and
move their heads around it in a circular motion, while keeping her gaze
fixed at the selected marker. The third one is “narrow-ranged”, a pro-
jector-assisted calibration approach that is commonly utilized in clin-
ical eye-tracking systems and experiments. At our clinical center, par-
ticipants focus their gaze on five sequentially presented fixation points

Fig. 3. Procedure of fitting an ellipse to a probability map of segmented pupil area. (a) Original input image. (b) Probabilistic pupil prediction output from the
network. (c) Binarization of the output with threshold 0.5 and morphological closing for filling in small gaps. (d) Isolation of largest connected area, and extraction of
perimeter points of the area. (e) Fitted ellipse (blue line) from perimeter points. (f) Fitted pupil contour on the input image. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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located at the screen's centre in both horizontal and vertical direction
at± 8.5°. We investigate whether unassisted calibration is feasible
under these circumstances, which is particularly relevant towards a
retrospective evaluation of datasets in which large-range gaze angles
were not yet considered during the calibration protocol.

3. Results

3.1. CNN-based pupil detection results

3.1.1. Robustness
Our network successfully segmented the pupil areas in images under

difficult conditions such as occlusion from eyelid or eyelashes, specular
reflections, non-homogeneous illumination and naturalistic low-light,
leading to highly dilated pupils. Several examples are illustrated in

Fig. 5. It is also robust to glint reflection, motion blur, camera de-fo-
cusing, and even to the appearance of unexpected dark edges from off-
center ocular placement (see Fig. 5f), which is not a consistent feature
throughout the dataset.

3.1.2. Network validation
We tested the performance of DeepVOG on the testing images of

datasets A and B, which were similar to the training images but had not
been seen by the network during the training process. The accuracy of
pupil center detection is measured by the Euclidean distance (unit:
[pixel]) between the predicted and manually labelled pupil centers. The
accuracy of pupil area segmentation is computed by the Dice overlap
coefficient and Hausdorff distance. The Dice coefficient computes the
overlap between predicted and manually labelled areas of the pupil
(range …[0 1], with 1.0 indicating perfect overlap), while the Hausdorff

Fig. 4. Gaze estimation procedure, as adopted from Świrski
and Dodgson (2013). Given a set of FCNN-based pupil seg-
mentations in the camera image frame, the method re-
constructs a 3D eyeball geometry that optimally explains the
observed elliptic pupil projections. (a) Estimation of projected
eye sphere centre Ĉ . Gaze normals (yellow arrows, +n̂
pointing outward and n̂ pointing towards Ĉ) intersect in Ĉ ,
its location is approximated in a least-squares fashion. (b)
Estimation of eye sphere radius R. The orange line denotes the
possible candidates of pupil centres (p̂) after unprojection,
which intersects with the parameterized line (C+ nt) at p′.
The difference vector between p′ and C gives information
about eye radius R, and after the fitting stage, gaze direction
n′ (not shown here). For details, see (Świrski and Dodgson,
2013) and our documented open-source implementation. (For
interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 5. Pupil detection results under different difficult or noisy conditions. Red lines are pupil ellipses manually labeled by human raters. Blue lines are pupil ellipses
fitted to the FCNN segmentations in DeepVOG. The resolution of images are 320× 240 in pixel. (a, b) Eyelid occlusion and dilated pupils. (c) Eyelashes occlusion. (d)
Camera de-focusing. (e) Motion blur and dark edge. (f) Contact lenses and non-homogeneous illumination. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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distance (unit: [pixel]) measures the maximum pupil contour distance
between prediction and manual labeling. Overall, the FCNN in
DeepVOG achieved a high accuracy in pupil tracking on the 2002 un-
seen images of datasets A and B (see Table 1a). The median Euclidean
distance was 1.0 pixel (IQR: 0.6–1.6 pixels), which is visually difficult
to discern in a 320× 240 image. The Dice coefficient (median=0.966)
and Hausdorff distance (median=2.8 pixels) further suggest that not
only the pupil centre, but the entire segmented pupil areas were highly
similar to the manually labelled ground truths.

3.1.3. Generalizability to other datasets
Test images from datasets A and B were similar to training images.

To test whether the network can generalize to images from other
completely novel datasets, we utilized a wide variety of datasets in-
cluding dataset C, Delhi, LPW, MMU Iris and artificially rendered eye
images using Blender. Fig. 6 shows an example image and segmentation
result for each of these datasets. Although images from Delhi, MMU Iris
and LPW differ significantly with the training datasets A and B in terms
of their illuminance, contrast, camera angles, shadows and reflection,

our network was still able to segment a perfect pupil shape. Particularly
in Fig. 6, the segmentation results are still robust against low pupil-
boundary contrast in dataset C and LPW, contact lenses in Delhi and
glasses in MMU Iris. On the other hand, there are a few failure cases in
novel datasets if the surrounding of the pupil is shadowed and com-
parably dark (cf. Fig. 7). Regarding quantitative measures in Table 1a,
the performance of pupil centre detection on the third-party datasets
LPW (median of Euclidean distance=0.9 pixels) and MMU Iris
(median of Euclidean distance=1.0 pixel) is on par with results on
datasets A and B, which our network was trained on. The accuracy of
pupil segmentation remains high on Dataset C and Delhi, as indicated
by the decent quantitative results of Dice's coefficient, Euclidean dis-
tance and Hausdorff distance. This demonstrates a robust detection of
pupil centres in unseen datasets, without much decrease of accuracy.

Among the datasets above, we tested the performance of DeepVOG
on artificially rendered eye images which we generated with a VOG
simulation (Świrski and Dodgson, 2014) in the 3D modeling software
“Blender”, as well as on oculomotoric examination data from our
clinical center (for details, see Sections 3.2 and 3.3). Here, a remarkable

Fig. 6. Generalization capability of the FCNN pupil segmen-
tation in DeepVOG. Examples of eye images (320× 240 in
pixel) from all datasets in this study. Left column: the original
image used as an input to the network. Middle: the output of
the network as a probability map of the pupil area. Right: the
ellipse fitting result based on the network's output. Light blue
contours denote the fitted ellipse by our model and red con-
tours denote the manually fitted ellipse (shown only in data-
sets A and B). It is noteworthy that even though the FCNN was
only trained on images from datasets A and B, the segmenta-
tion maps in all other datasets represent the pupil accurately
and with a high confidence. (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the
web version of this article.)
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accuracy can also be observed for both datasets, which adds to the
impression that DeepVOG can generalize to new data distributions to a
great extent.

3.1.4. Blink detection
To realize blink detection, we utilize the fact that when the FCNN is

uncertain about the classification, it will yield a lower confidence es-
timate, which we calculate as the average confidence of the output pixel
values within the fitted ellipse area. Here we analyze how reliable this
confidence indicator is in identifying blinks. Table 1b shows that a
straightforward confidence thresholding is able to classify blinks with
high accuracy, sensitivity and specificity on dataset A and B where
image frames with during blinks (n=110) had also been manually
labelled.

3.1.5. Inference speed
The FCNN forward-pass and inference speed is important with re-

spect to real-time measurement of eye positions, as well as efficient
offline data analysis. We tested the forward inference speed of
DeepVOG network on a consumer-level workstation with a Nvidia GTX
1080 Ti graphics processing unit (GPU). The results show that
DeepVOG runs at a 30 Hz detection rate if segmentations are inferred
frame-by-frame (corresponding to 17ms latency). If segmentations are
computed in batches of 32 frames (i.e. 533ms latency), inference can
reach a framerate of more than 130 Hz (see Fig. 8), demonstrating the
potential of fast offline data inference, and real-time pupil detection

above 100 Hz and with latencies well below one second.

3.2. Gaze estimation on artificial data

Using the 3D modeling software “Blender”, we generated artificial
gold standard eye images and gaze directions using a dedicated VOG
simulation (Świrski and Dodgson, 2014). DeepVOG performed the pupil
centre detection on Blender's dataset with high accuracy, as indicated
by small Euclidean distances between the predicted centres and simu-
lation ground-truths (Table 2). Further, our model can estimate gaze
directions with very small angular errors at a median of around 0.5°.
We further investigated the effect of using only confident pupil seg-
mentations predicted by the network for 3D eye model fitting. If we
filter out gaze estimation results based on low-confidence network's
outputs, the median of angular errors is reduced by around 0.13° and its
upper-quartile by 0.2°–0.4°. Fig. 9 visualizes the comparison between
the predicted and ground-truth pupil centre coordinates. The visuali-
zation demonstrates a highly accurate performance on Blender images
for both pupil centre detection and gaze estimation, except at the top
left corner where the pupil shape becomes highly elliptical or barely
visible from the camera angle (example shown in Fig. 7). With con-
fidence thresholding, these relatively inaccurate predictions can be
identified and optionally omitted (cf. Fig. 9c and d).

3.3. Gaze estimation on clinical data

3.3.1. Accuracy and precision
We evaluated the gaze estimation accuracy of the DeepVOG fra-

mework, given three calibration paradigms (Free-looking, CalibMe and
narrow-ranged calibration), using the oculomotoric examination videos

Fig. 7. Examples of failed pupil segmentation results (320× 240 in pixel). The light blue contour denotes the fitted ellipse by our model. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Prediction speed: Forward inference frequency (in frames per second) of
the FCNN in DeepVOG, with various input batch sizes at test time. At a batch
size and latency of 32 frames, the FCNN can segment pupils at a rate of more
than 130 Hz.

Table 2
Median (inter-quartile range) of absolute angular errors for horizontal and
vertical eye movements, as well as Euclidean distance between predictions and
simulation ground-truth. Confident prediction includes only data with pupil
segmentation confidence>0.96 while normal prediction includes all data.
Prediction type Absolute horizontal

angular errors (°)
Absolute vertical
angular errors (°)

Euclidean
distance (px)

Normal 0.61 (0.24–1.29) 0.51 (0.26–1.01) 1.78 (1.36–2.42)
Confident 0.45 (0.20–1.02) 0.38 (0.22–0.66) 1.56 (1.22–1.99)
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of 9 participants (Dataset C, cf. Section 2.1). Each examination was
repeated for 3 trials to assess the repeatability of each calibration
paradigm. Our gaze estimation results were validated against the results
of the clinical gold standard system (EyeSeeTec). An example of gaze
estimation results for the oculomotor examination video sequence is
shown in Fig. 10. The median angular errors range between 0.3° and
0.6° (Table 3a), which demonstrates an accurate detection of eye an-
gular movement. This also implies that the FCNN in DeepVOG is able to
generalize well to this novel dataset of oculomotoric examination vi-
deos, given that the correctness of gaze estimation is substantially de-
termined by the success of pupil area segmentation.

3.3.2. Robustness to self-calibration paradigm
All three self-calibration paradigms in this study enabled sub-degree

performance of angular eye movement tracking, demonstrating the
robustness to all three calibration paradigms. Nonetheless, there are
differences. The Free-looking and CalibMe paradigms produced less
angular errors than the narrow-ranged paradigm, as indicated in the
accumulative distributions of angular errors (Fig. 11a and b). Im-
portantly, in Świrski's and Dodgson's model (Świrski and Dodgson,
2013), the 3D eyeball parameters are more accurately fitted if a large
range of pupil motion and elliptical appearances is covered. Here, the
free-looking and CalibMe paradigms provide observations from a wider

distribution of gaze angles, while the narrow-ranged paradigm gives
only small gaze angles at five distinct directions, which is not diverse
enough for estimating an accurate 3D eyeball model. Consequently, this
leads to larger angular deviations.

3.3.3. Repeatability
To assess the repeatability of 3D eye model fitting, we computed the

intra-class correlation coefficient (ICC) across the measurements of
three trials of each calibration paradigm (Table 2b), using ICC's two-
way mixed effect, single-measures and absolute agreement model, i.e.
ICC(A,1). Results revealed that the gaze predictions from the three trials
achieved an excellent (ICC> 0.9, (Koo and Li, 2016)) reliability on
their absolute agreement. The high reliability of measurement implies
that DeepVOG can produce consistent and repeatable results across
several experiment trials. Again, the Free-looking and CalibMe cali-
brations lead to similar ICC values, which are higher than if only
Narrow-ranged gaze angles are used during 3D eye model fitting.

4. Discussion

In this manuscript, we describe DeepVOG, a novel eye-tracking
framework that uses fully convolutional neural networks to perform
pupil segmentation. It outputs pupil centers, pupil areas, elliptical

Fig. 9. Results of DeepVOG gaze estimations compared to gold-standard artificial eye images rendered with a VOG simulation (Świrski and Dodgson, 2014) in the 3D
modeling software Blender. (a) Predicted pupil centre positions (blue dots) by the FCNN on images rendered by Blender, overlaid on ground-truth centre positions
(red dots). (b) Predicted gaze directions by DeepVOG (blue dots) on rendered images, overlaid on ground-truth gaze directions (red dots). (c) Same figure as a, but
with unconfident pupil detections crossed out (confidence<0.96). (d) Same figure as b, but with the unconfident gaze estimation points shown as green dots. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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contour estimates and blink events, as well as a measure of confidence
for these values. In addition, gaze direction is estimated using an es-
tablished method for 3D spherical eyeball model fitting, which we
improve upon by incorporating confidence estimates from our network.
Our results show our FCNN-based pupil segmentation, center localiza-
tion and blink detection to be highly accurate and robust. Likewise,
FCNN-based elliptical pupil contours are accurate enough to be directly
used for robust, accurate and repeatable gaze estimation, which we
validated with a clinical gold standard VOG system.

4.1. Utility of DeepVOG

Traditionally, and in most related works, hand-engineered steps
such as thresholding, edge detection and rejection were used to seg-
ment the pupil area in images. Instead, we utilize a deep-learning model
to autonomously learn the optimal image filters and segmentation rules
from training data. The trained FCNN model yields robust pupil fitting
results even in noisy, underexposed and artifact-ridden images. Though
trained on hand-annotated data from our institute, we demonstrated a
high level of generalizability to new datasets from various eye tracking
setups, which is why we hope that DeepVOG can be readily used by
other research labs in the community. It should be emphasized that
DeepVOG can segment a pupil's shape robustly from low-contrast
images with heterogenous illuminance and highly dilated pupils. This
makes it particularly useful in low-light environments such as darkened

Fig. 10. Example gaze estimation results on an oculomotor examination video sequence (Dataset C). The blue line represents the estimations from DeepVOG and the
red line from the gold-standard clinical VOG setup and eye tracking system (EyeSeeCam, EyeSeeTec GmbH, F+1/4rstenfeldbruck, Germany). The oculomotor
examination comprises measurement of saccades, fixation nystagmus, smooth pursuit and optokinetic nystagmus (shaded regions, from left to right). (For inter-
pretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 3
(a) Absolute horizontal and vertical angular errors (in °), across calibration
paradigms (Free-looking, CalibMe and Clinical standard) and three trials. (b)
Intra-class correlation coefficient (ICC) as a measure for the repeatability of
DeepVOG method under each calibration paradigm.
(a)

1st Trial 2nd Trial 3rd Trial

Free-looking Free-looking Free-looking
Horizontal 0.364 (0.187–0.691) 0.383 (0.211–0.763) 0.404 (0.209–0.837)
Vertical 0.54 (0.2–1.223) 0.477 (0.191–1.116) 0.476 (0.189–1.16)

CalibMe CalibMe CalibMe
Horizontal 0.309 (0.158–0.557) 0.329 (0.165–0.717) 0.315 (0.158–0.574)
Vertical 0.569 (0.22–1.144) 0.591 (0.235–1.213) 0.565 (0.22–1.167)

Narrow-ranged Narrow-ranged Narrow-ranged
Horizontal 0.472 (0.191–1.209) 0.547 (0.208–1.464) 0.604 (0.235–1.512)
Vertical 0.561 (0.248–1.172) 0.59 (0.255–1.21) 0.567 (0.258–1.212)

(b)

Intra-class correlation coefficient Free-looking CalibMe Narrow-ranged

Horizontal 0.996 0.998 0.980
Vertical 0.996 0.998 0.958
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MRI scanner rooms, a scenario for which we had difficulties performing
eye tracking using established solutions. The unique feature of pupil
region segmentation separates DeepVOG from previously proposed
CNN-based approaches that only infer pupil centre coordinates (Fuhl
et al., 2016; Chinsatit and Saitoh, 2017). This not only allows gaze
inference based on pupil shape, but also enables other applications in
neuroscientific research. For example, a change in pupil size is an au-
tomatic response to affective stimuli and an objective measure for
emotional arousal (Bradley et al., 2008). The pupil segmentation may
then aid or even replace the extra measurements of skin conductance
and heart rate in some studies of emotion. Additionally, the output as a
probability map informs the user about the confidence of the segmen-
tation, which gives valuable information on data reliability, inter-
pretation and blink detection.

The pupil ellipse estimates and confidence estimates from our FCNN
lay the foundation for accurate gaze estimation with median angular
errors of around 0.5°, as compared to RMSE of 1.6° in the original study
of (Świrski and Dodgson, 2013), and 0.59° in EyeRecToo (Santini et al.,
2017), one of the best-performing, recently proposed methods. We
further show that if the network's confidence output is considered for
3D model fitting and gaze estimation, the accuracy can be further im-
proved to angular errors around 0.38°–0.45°. Such accuracy could im-
prove the validity of results in eye-tracking based experiments, for ex-
ample, clinical assessment of vestibular and ocular motor disorders as
well as visual attention studies in cognitive neuroscience. Further,
DeepVOG demonstrates a high repeatability given multiple trials of two
unassisted calibration paradigms, making it a stable tool for gaze data
acquisition. Naturally, a projector-assisted, fixation-based calibration
routine as in the neuro-ophthalmological examination laboratory of our
clinical center can further improve the accuracy of gaze estimates.
However, if such a procedure is impossible, for example due to hard-
ware constraints, or in patients with fixation problems, the investigated
unassisted calibration and gaze estimations in DeepVOG might be a
very interesting option. Finally, we highlight the accessibility of
DeepVOG as an open-source software, which does not depend on cor-
neal reflections or stimulus-based calibrations, leaving a head-mounted
low-cost camera as the only required equipment.

4.2. Limitations and future work

Even though DeepVOG's FCNN-based pupil segmentation can gen-
eralize well to unseen datasets, mis-segmentations still do occur (cf.
Fig. 7). In particular, if videos are recorded from a longer distance, thus
containing other facial features such as eyebrows or the nose, DeepVOG
is likely to fail, since it did not encounter such images during training.
Further, if DeepVOG is used for gaze estimation, our experiments de-
monstrated that a narrow-angle calibration yields inferior accuracy
during unassisted calibration. Hence, study conductors should make
sure that study participants cover a sufficiently wide angular range of
gaze directions (e.g. larger than 20°), to achieve highly elliptic pupil
shapes ideally in the entire visual periphery. A fundamental limitation
of the gaze estimation method which we employ in DeepVOG is the
assumption of a spherical eye model, as proposed by Świrski and
Dodgson (2013). Several improvements can be made here, since the
real pupil is not exactly circular, and elliptical shapes are distorted by
light refraction through the cornea. To this end, in a very recent work
by Dierkes et al. (2018) and Pupil Labs Research (Pupil Labs GmbH,
Berlin, Germany), the Le Grand eye model (Le Grand, 1968) was em-
ployed instead, which assumes the eye to consist of two intersecting
spheres, i.e. the eyeball and the cornea. The non-elliptical appearance
of pupils caused by corneal refraction leads to reported gaze estimation
errors similar to those observed in our experiments (cf. Fig. 9d). An
improved 3D eye model fitting loss function and algorithm were pro-
posed (Dierkes et al., 2018), which could help in further improving gaze
estimates in future work. Further, DeepVOG is not applicable in eye
tracking setups where no video can be recorded and provided as input
to the algorithm as a video file or as a real-time video stream. Certain
eye tracking systems, especially those operating at high frequencies
around 1 kHz (e.g. EyeLink 1000, SR Research, Ottawa, Canada),
commonly process eye tracking data internally and do not provide an
interface to high-quality video data in real-time and at a high framerate.

4.3. Conclusion

DeepVOG is a software solution for gaze estimation in neurological

Fig. 11. Cumulative frequency plots for absolute (a) horizontal and (b) vertical angular errors, for three calibration paradigms (free-looking, CalibMe and narrow-
ranged, represented by blue, green and red line respectively). To assess repeatability, each paradigm was repeated three times, represented by solid, dashed and
dotted lines, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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and neuroscientific experiments. It incorporates a novel pupil locali-
zation and segmentation approach based on a deep fully convolutional
neural network. Pupil segmentation and gaze estimates are accurate,
robust, fast and repeatable, under a wide range of eye appearances. We
have made DeepVOG's pupil segmentation and gaze estimation com-
ponents open-source and provide it to the community as freely avail-
able software modules for standalone video-oculography, or in-
corporation into already existing frameworks.

In future work, we aim to incorporate a large number of images
from third-party public eye datasets into training of the DeepVOG
FCNN. This would extend the FCNN's generalization capability and
robustness to an even wider variety of eye and pupil appearances and
avoid mis-segmentations that still do occur (cf. Fig. 7). An easy-to-use
graphical user interface will also be a focus of development. To this end,
it is possible to integrate our segmentation part into other existing
frameworks where gaze inference is based on pupil information, since
DeepVOG is modularised as two parts: pupil segmentation by FCNN and
gaze estimation by Świrski et al. model. Especially Pupil Labs Research
(Dierkes et al., 2018), with its more realistic Le Grand eye model (Le
Grand, 1968) and its Python-based open-source user interface,2 serves
as an inspiration to our next step of improvement.
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3. General discussion 
 

3.1 Summary of the main results 

Within the scope of this thesis four projects were presented. The following paragraphs will 

outline the main findings of each project independently. Subsequently, the findings will be 

discussed with respect to known literature in a broader range. 

 

The first study titled “IE-Map: A human in-vivo atlas template of the inner ear” focused on the 

inner ear structures. The combination of three imaging sequences led to the inner ear atlas (IE-

Map). The IE-Map represents the first in-vivo morphologically unbiased atlas for the human 

inner ear describing the labyrinth and its auditory and vestibular organs using data of the largest 

dedicated cohort to date. It is a validated atlas comprised of all known neuroanatomical 

dimensions used in neuroimaging. For validation, the anatomical measurements were 

compared to established measurements from the literature (Lee et al., 2013). The atlas 

represents a unique multi-sequence structural MR imaging approach (T1-weighted, T2-

weighted and constructive interference in steady state (CISS)), achieving high-resolution (0.2 

mm). The approach was completely non-invasive (hence without the use of a contrast agent or 

application of radiation). The IE-Map is further characterized by more accurate measurements 

of the substructures compared to any previously published work on the topic as we did not use 

simplifications of substructures. 

The second study presented the first human corticocortical vestibular connectome (CVC). 

Through the advance of recently localized vestibular regions of interest (ROI), we (1) established 

structural and functional corticocortical vestibular connectomes, (2) investigated their modules 

and common network measures, and (3) compared the human structural connectome to the 

one previously reported in non-human primates (using gold standard tracer injections; see 

Guldin & Grüsser, 1989). Our results show that the modularity of the structural corticocortical 

vestibular connectome of humans is extremely stable. Modules of brain regions are formed by 

the algorithm if those regions are more highly connected to each other compared to the other 

regions. Comparisons with non-human primate data revealed substantial differences in the 

organization across the two species. The human structural vestibular corticocortical 

connectome is characterized by high intrahemispheric connectivity whereas the functional one 
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shows a substantial synchronicity for homotopic ROIs. Overall, a laterality preference in 

vestibular processing can be observed for the right hemisphere: (1) with larger anatomical ROIs, 

(2) stronger connectivity values both structurally and functionally, and (3) higher functional 

vulnerability. 

The third project inspected whether cortical signal fluctuations correlate with the fluctuations 

observed in the magnetic vestibular stimulation (MVS). It further focused on cortical 

connectivity represented in functional resting state networks (RSN) during MVS effect. The 

project was based on the indirect measurement of the physiological MVS effect using video-

oculography (VOG) in complete darkness. A stimulation of the peripheral vestibular organs leads 

to a nystagmus through the vestibulo-ocular reflex. The mechanism that leads to these eye-

movements is explained in detail in the introduction. In short, slow and fast eye-movements can 

be observed, called nystagmus. Unexplained fluctuations in the slow phase velocity (SPV) have 

been previously observed during MVS. In line with previous results (Boegle et al., 2016; Roberts 

et al., 2011), we found that the strength of the MVS effect is dependent on the participants head 

position. For receiving the exact head position, we measured the orientation of the horizontal 

semicircular canal (hSCC) with the established IE-Map. Yet, the orientation of the hSCC did not 

explain all of the observed SPV variance across subjects. A major influencing factor was the 

varying intersubjective sensitivity with respect to vestibular stimulation measured with caloric 

irrigation in our cohort. Whether the underlying cause for the intersubjective variability is of 

anatomical nature remains unclear. 

The fourth project focused on analyzing eye-tracking videos under specific circumstances. 

During offline analysis of the eye-tracking videos for the MVS project, we realized that eye-

tracking is often very challenging due to dilated pupils, low-light conditions, or heterogeneous 

light conditions throughout the measurement. Existing methods failed to track the pupil with a 

high accuracy in our data. We therefore established DeepVOG, a tool for VOG data analyses 

based on deep learning methods. Its core consists of a fully convolutional neural network model 

that segments and tracks the pupil. DeepVOG tracks not only the pupil center, but also detects 

eyeblinks. In addition, the elliptical contour can be estimated, and given enough eye-movement, 

the data will be automatically calibrated to output eye-movements in degrees visual angle by 

estimating a model of the eye. The method has been validated with another clinical gold 

standard system. DeepVOG is accurate and robust and it can be applied to data sets it has not 

been trained for. For the MVS project the DeepVOG algorithm was used for VOG analyses.  
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With these four multimodal projects the vestibular system was described in a way not yet 

presented to this date. Through improved magnetic resonance imaging methods, detailed 

anatomical in-vivo and non-invasive measurements of the peripheral and central structures 

involved in vestibular processing were realized. Further the functional influence of the MRI 

machine could further be investigated, and a major confound of the MVS onto rsfMRI data could 

be ruled out. Still, a minor effect was present that is worth further investigations.  

 

3.2 Main results in context 

Improved MRI imaging with a 3T magnetic field led to novel structural and functional findings 

outlined in the paragraph above. The vestibular sense was characterized in further detail with 

non-invasive structural imaging and the influence of the magnetic field onto RSN was ruled out 

as a potential critical confound. Additionally, DeepVOG as a novel eye-tracking analyses 

algorithm will help overcome major problems in VOG data analyses. DeepVOG will only be 

discussed briefly in the scope of this thesis as the main focus lies on the vestibular system. In 

the next passages, the findings will be put in comprehensive context of previous knowledge. 

 

3.2.1 Structural insights into the human peripheral vestibular system 

The structural analyses in this thesis provide knowledge about the vestibular structural 

organization in the periphery (IE-Map) as well as in the cortex (with the CVC). Ex-vivo micro-CT 

imaging (Gerber et al., 2017; Lee et al., 2013) or ex-vivo ultra-high-field MRI (Thylur, Jacobs, Go, 

Toga, & Niparko, 2017) provided most of our present knowledge about the peripheral vestibular 

system. Most of these studies suffer from a low sample size and problems that can arise in post-

mortem imaging. Published in-vivo imaging approaches on the other hand, also suffer from 

small sample sizes, and data are collected with the use of contrast agents (Nakashima et al., 

2007). We collected data in-vivo from a sizeable cohort (> 60 normal participants) for a 

morphologically unbiased atlas of the inner ear (IE-Map). The IE-Map is the first inner ear atlas 

to date with more precise and more accurate measurements of the substructures than have 

been reported before. Buckingham and Valvassori (2001) simplified the ampullae as spheres or 

the cochlea as a cone. No geometrical simplifications were used in our template; the structures 

themselves were used for calculating the volume of the respective substructure. In direct 
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comparison to these previous published measurements, our template inner ear volume was 

slightly overestimated, the ampullae on the other hand were underestimated in volume 

(Buckingham & Valvassori, 2001). We believe that the measurements of the IE-Map 

substructures are more accurate and realistic than previously reported. Micro-CT 

measurements result in a resolution of the inner ear in the µm range (Gerber et al., 2017; Lee 

et al., 2013), compared to the sub-mm range in our template. However, those studies 

investigate specimens ex-vivo. The IE-Map has a high resolution of 2 mm for MRI methods. More 

importantly, it was acquired in-vivo with multiple MRI sequences. Image collection of the inner 

ear structures was non-invasive, i.e. without using contrast agents. This means that the template 

can be applied to new images from patients or healthy subjects and used for comparison 

purposes. Future pending additions to the IE-Map are already being considered.  

Providing the IE-Map as well as its templates as a widely applicable tool, will help gain knowledge 

in neuroscientific as well as clinical applications, such as neurosurgery or neuro-otology for 

instance. For the MVS project, the IE-Map has already been used for detection of the orientation 

of the hSCC. This was a core input measurement for the analyses as the orientation of the hSCC 

with respect to the magnetic field was used in our model to explain the strength of the MVS 

effect. In general, the MVS effect scales with extension of the head with respect to the magnetic 

field. With a head tilt towards the chest the direction of the horizontal nystagmus reverses with 

a null position in between (see chapter 1.3.4.1 Influencing factors for the strength of the MVS 

effect). 

As structural dimensions of the inner ear segments were studied, influencing factors were 

considered. The total intracranial volume (TIV) was found to be significantly correlated with the 

labyrinth parameters. Typically, gender can be revealed through the size of the inner ear (Osipov 

et al., 2013). Therefore, we corrected for TIV in our analyses, which revealed no gender 

difference in our data. Hence, TIV can be used to rule out gender differences in future studies 

that are interested in other influencing parameters on the anatomy of the inner ear.  
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3.2.2 Organization of the human central corticocortical vestibular connectome 

The corticocortical connectome (CVC) used diffusion-weighted MRI images to map the 

connectivity of the cortical vestibular system. Little is known to date about the cortical 

organization of vestibular processing regions, in comparison to other senses. In studies 

investigating different senses, the vestibular sense is frequently neglected (Karolis, Corbetta, & 

Thiebaut de Schotten, 2019).  

Evidence suggests that there is no primary vestibular cortex in the human brain, but rather a 

network of several brain regions responsible for stimulus processing (Guldin & Grüsser, 1998; 

Kirsch et al., 2018). We used ten recently defined cortical areas per hemisphere involved in 

vestibular processing (zu Eulenburg et al., 2018) as ROIs in the analyses of chapter 2.2 The 

human corticocortical vestibular connectome (for human vestibular cortical areas see 

additionally chapter 1.1.2.4 Cortical vestibular areas). These ROIs were defined via galvanic 

vestibular stimulation (see 1.3.3 Galvanic vestibular stimulation for details). Our results 

represent the first established corticocortical connectome for the vestibular system.  

One of the findings of CVC revealed that vestibular information is processed in a bottom-up 

manner without the use of commissural fibers. Information is sent via association and projection 

fibers to both cortical hemispheres resulting in a high synchronicity in homotopic brain areas. 

Information could thereby be either spread from the vestibular nuclei in the brainstem or 

thalamic regions. Remarkably, the structural and functional CVC in humans were fundamentally 

different. Structurally, we see an intrahemispheric integrity and not many connecting fibers 

between the hemispheres. Functionally, a high synchronicity is observed between left and right 

homotopic brain areas. Interpretations have to be made with caution as structure not always 

leads to function and vice versa. Yet, it is essential to combine the two modalities (Zimmermann, 

Griffiths, & McIntosh, 2018). 

Functional resting state data were acquired with eyes open and a fixation task within the CVC 

project. It would be worth investigating how functional vestibular network connectivity and its 

modularity changes in response to differences in conditions (e. g. with eyes open in complete 

darkness) and what role the MVS effect plays in terms of connectivity.  
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3.2.3 The magnetic field of the MRI and whether it affects the brain  

For the MVS study we did not restrict our functional analyses to only vestibular regions. 

Therefore, we did not perform a ROI-to-ROI analyses with the vestibular defined cortical areas 

of zu Eulenburg et al (2018) in this project. Hence, whether modularity changes significantly due 

to different rsfMRI conditions remains unclear. 

In the MVS project we investigated the effect of the MVS on resting state connectivity of higher 

cognitive regions as well as correlations of the BOLD signal and horizontal eye-movements. 

According to Boegle et al. (2016) the default mode network (DMN) is modulated by the MVS 

effect. More specifically, it modulates activity in the cerebellar vermis, anterior cingulum and 

calcarine sulcus. In our cohort of the MVS project, we found the MVS effect to be present via 

nystagmus detection in 88% of participants. In direct comparison of the MVS effect in complete 

darkness with a rsfMRI condition with fixation task, no differences were found in functional 

connectivity. Investigating the DMN in greater detail, greater connectivity values were found in 

the precentral gyri in complete darkness (i.e. with MVS effect presented with nystagmus). 

Further, lower connectivity values were found in the left pre- and postcentral gyri in complete 

darkness. These results are not coherent with findings of Boegle et al. (2016) as we did not find 

an effect of MVS within anterior cingulum and calcarine sulcus. While Boegle et al. (2016) used 

a theoretical change in strength of the MVS effect, our results directly relate to the SPV and to 

the BOLD signal in each participant. Our cortical results might therefore depict the present eye-

movements or nystagmus suppression, respectively. Still, our data suffer from a high inter-

subject variability which might reduce the power of our results. Future studies should consider 

only including participants with a high vestibular sensitivity.  

With increasing values for the horizontal slow phase velocity (horSPV), activation in the 

cerebellar vermis was found as well. This is in line with Boegle et al (2016). In contrast, when 

investigating the horSPV in a between subject design, the MVS effect modulated activation in 

additional cortical areas: premotor cortex, right frontalorbital cortex, bilateral lateral occipital 

cortex, superior frontal gyri, superior parietal lobules, pars opercularis of the inferior frontal 

gyrus (i.e. Broca44) and left cerebellar region VIIb. However, most of the regions, except the 

premotor cortex, are not part of the known vestibular cortical areas (zu Eulenburg et al., 2018). 

Cortical activation in the frontal, precentral and parietal lobules might be due to the eye-
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movements whereas vestibular stimulation might end being processed on the cerebellar level 

(vermis and cerebellar region VIIb). 

 

3.2.4 (Cortical) laterality effects 

Our results partly support previously reported right-sided dominance in the cortical organization 

of the vestibular system (Brandt, 1991; Dieterich et al., 1998; Fasold et al., 2002; Kirsch et al., 

2018). It has been suggested, that in right-handed participants the right hemisphere is dominant 

in vestibular processing. In left-handers, the left hemisphere is reported to be dominant. 

In comparison to cortical results, in the peripheral vestibular system, no laterality difference was 

detected with detailed measurements of the inner ear structures. Since there were no laterality 

differences in the peripheral anatomy of our balance organ, we could mirror the left inner ear 

structures onto the right and therefore double the sample size from 63 pairs to 126 inner ear 

structures. In the cortical organization however, a right sided dominance was observable in the 

right-handed participants: as mentioned already, we found significantly larger anatomical ROIs, 

stronger connectivity values (structurally and functionally) and a higher functional vulnerability 

in the right hemisphere. We corrected the CVC not only for streamline length but also for node 

volume, so the latter two results (stronger connectivity values and higher vulnerability) were 

not affected by the node size. We did not investigate left-handed participants, but according to 

results of Dieterich et al (2003) we would expect the opposite pattern for left-handers.  

For the MVS project we did not investigate laterality effects. The polarity inside the MRI scanner 

and the orientation of the hSCC results in bilateral stimulation and therefore a nystagmus with 

a principle direction. On a descriptive level, we found bilateral activation patterns that 

correlated with the horSPV strength between subjects (i.e. lateral occipital cortices, superior 

frontal gyri, superior parietal lobules, pars opercularis of the inferior frontal gyri). Whether these 

bilateral regions were significantly different in size or intensity cannot be answered. The only 

unilateral activation pattern associated with higher horSPV was in the right premotor cortex, 

right frontal orbital cortex, and the left cerebellar region VIIb. This pattern could be due to the 

rightward SPV and leftward quick phase. Whether the opposite pattern would be visible in 

systems with opposite polarity (or same polarity but head tilt towards the chest) remains 

unclear.  
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From a clinical point of view, it is further of interest, whether laterality differences are visible in 

the occurrence of symptoms (due to the lesion side) or in rehabilitation time of vertigo patients 

after stroke for example.  

 

3.2.5 Transient symptoms due to cortical lesions 

As was pointed out in the discussion of chapter 2.2 The human corticocortical vestibular 

connectome (CVC) there is no chronic vestibular central disorder. Within the CVC chapter it has 

been discussed why this might the case. In about 5% of patients with dizziness, imbalance or 

vertigo symptoms, an acute ischemic stroke is diagnosed (Kim et al., 2018). With lesions in one 

node or one connection of the vestibular network patients can suffer from vertigo in the acute 

stage after stroke (see review Brandt & Dieterich, 2017). The locations of a stroke that cause 

vertigo show a highly variable anatomical localization: they can be found in the parietal cortex 

(Naganuma et al., 2006), insular regions (Papathanasiou et al., 2006), brainstem and cerebellar 

regions (Kim & Lee, 2013). In the course of vestibular central disorders the symptoms are 

typically transient (Brandt & Dieterich, 2017). Alternative paths in a network allow robust 

communication flow despite a damaged site in the network: single nodes or edges can be 

impaired through brain damage of different etiologies, but signals can compensatively still be 

delivered through alternative routes within the same network (Wook Yoo et al., 2015). The 

robustness of the CVC was investigated and measured through the vulnerability of each node. 

Communication is more likely to be sent through nodes with higher betweenness centrality. If a 

node with high betweenness centrality is damaged this leads to a lower global efficiency and 

higher vulnerability, both measures of graph theoretical approaches (see 2.2 The human 

corticocortical vestibular connectome). As expected, with high centrality values we observed 

higher vulnerability. For most nodes, global efficiency did not change when a node was 

simulated to be damaged. Vulnerability was accumulated around 0 for most nodes of the 

structural connectome (between -0.05 and 0.05), as well as for most nodes of the functional 

connectome (between -0.01 and 0.03). There was no laterality for the structural vulnerability. 

So, despite the structural laterality profile, vulnerability was the same for both hemispheres. 

However, functional vulnerability was significantly higher for right hemispheric nodes. Leading 

to the conclusion that there is a difference in the occurrence of symptoms depending on the 

side of lesion in stoke patients. This is in line with recent findings of Eguchi et al. (2019) who 



 173 

report that right sided lesions cause vestibular symptoms more frequently than left sided 

lesions. Further, Abe and colleagues (2012) reported longer rehabilitation time in the Pusher 

Syndrome (a disorder of postural balance that manifests as a pushing away toward the 

contralesional side in unilateral stroke) following right hemispheric lesions. Whether there is a 

general difference in remission of vestibular symptoms depending on the lesion site needs to be 

further investigated by comparing vulnerability profiles of the nodes with lesion mapping and 

vestibular symptom status.  

The high vulnerability values for premotor and supplementary motor area (SMA) in the 

structural connectome are noteworthy. These nodes are important for the structural 

connectome to keep the global efficiency high. Though, the functional vulnerability was the 

lowest for SMA and not exceptional high for premotor regions. In general, all vulnerability values 

were relatively low, and we cannot state whether lesions in specific nodes of the network are 

more likely to resolve in vertigo symptoms. But in the case of symptoms, the high 

intrahemispheric structural connectivity might help to overcome these symptoms generated 

from stroke or other etiologies. In the acute state, functional synchronicity might be reduced 

between homotopic regions leading to vertigo symptoms. Depending on which edge or node is 

damaged, this information flow can be rebuilt through an alternative route. The structural 

corticocortical network with the detected modules forms a good basis for this. We can only claim 

this for corticocortical vestibular connections. Whether the same holds true for corticothalamic, 

corticocerebellar and corticospinal connections is unclear. 

 

3.2.6 Comparative neuroanatomy 

As mentioned in the introduction and the corticocortical vestibular connectome project (2.2 The 

human corticocortical vestibular connectome), comparative studies gain attention for 

answering basic research questions. Studies have compared the inner ear structures across 

different species (e.g. Gunz, Ramsier, Kuhrig, Hublin, & Spoor, 2012). As our established IE-Map 

of the human inner ear is freely available, it can easily be used for future comparative studies 

(see 3.5.4 Clinical and comparative studies for further discussion).  

Comparing the cortical structures and vestibular connectome across species, was one of the 

goals of the CVC project. Besides the comparison of functional and structural connectomes in 

humans, we investigated differences between the structural connectomes of humans and 
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monkeys (Guldin & Grüsser, 1998). Outstanding was the structural difference in connections of 

the macaques’ PIVC and the human pendant OP2. Whereas the PIVC was densely connected 

with other brain regions of the vestibular network, human area OP2 was only scarcely connected 

within the vestibular network. This would either mean (1) that human area OP2 is not the right 

pendant to PIVC, (2) that PIVC is a core region in monkeys and lost its importance in humans, or 

that (3) DW imaging is not able to depict the ground truth of fiber connections (as measured 

with tracer injections for instance). Functionally, however, human OP2 is well interconnected 

and shares more similarities with the monkeys’ structural connectome. As already mentioned, 

structural connections not always resolve in functional synchronicity, so interpretations have to 

be made with caution. In general, the method of diffusion weighted imaging (DWI) needs to be 

seen in a critical light and results have to be interpreted with caution. Despite the big 

opportunity of streamline imaging, DWI faces some obstacles that will be addressed in the 

limitations section of the discussion. 

Concerning the MVS effect, there are no studies directly comparing two or more species with 

each other. However animal studies have shown that the utricle plays a critical role in the MVS 

effect (Ward et al., 2018). Genetically modified mice with missing otoconia led to an absence of 

MVS effect with VOR-function remaining intact. At the current state, we did not include utricle 

measurements as regressors into the analyses of the MVS manuscript. Differences among 

participants onto the strength of the MVS effect could lie in the utricle but todays resolution of 

MRI imaging with a 3T machine is too poor to detect details about the otoconia.  

 

3.3 Methodological considerations 

3.3.1 Limitations due to spatial resolution and location precision 

Despite technical improvements in neuroimaging, visualizing structural data with non-invasive 

imaging methods remains approximate at best. Our and other in-vivo imaging approaches of the 

peripheral vestibular system lack the visualization of small membranous structures like the 

organ of Corti that lies inside the cochlea or the hair cells (see chapter 1.1.1 Peripheral vestibular 

system). Ultra-high field MRI already overcomes these obstacles in some sense  with a resolution 

in the µm range (Thylur et al., 2017). The authors were able to visualize the ampullae and the 

maculae in clearer detail than ever before using a 11.7 T MRI. However, visualization of the hair 

cells in-vivo, for instance, is still far out of reach with today’s imaging technologies. The same 
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holds true for the spatial resolution of DWI and its structural connectivity analyses. Fiber 

orientation can be estimated but the organization and orientations of the fibers cannot be 

directly measured with the in-vivo imaging techniques available for human experiments. We 

estimated fiber orientations through water diffusion at a resolution just below 2mm3 and 

therefore results lack precision because the actual thickness of fibers is in the nanometer range. 

More research is needed comparing tracer studies with DWI studies within the same species 

and across species to determine whether biases exist in estimating fiber organization with DWI.  

Spatial dimension is also a limiting factor for the DeepVOG analysis method for video-

occulography (VOG). With the well-established online and offline analyses methods, eye 

movement components can be measured in two dimensions. However, the eye can move in one 

addition dimension, i.e. torsion. Torsion is much more complicated to estimate. Common 

methods for determining torsional eye-movements involve temporary markers placed on the 

sclera, magnetic search coils worn on the eye, or matching the pattern of the iris to a template 

if high-resolution video information is available. Search coils can be painful to wear which 

increases the drop-out rate. Dilated pupils or heterogeneous lighting make extraction of 

torsional information with the other methods especially difficult. Scleral markers tend to vanish 

shortly after application due to blinking or physiological fluid in the eye. The focal range of the 

camera is another limitation as the iris or scleral markers must be in focus the entire time for 

accurate torsional measurements. Future methodological advancements are necessary to 

reliably detect the torsional component of the eyeball (see 3.5.1 The vestibular system and 

neighboring structures).  

A number of assumptions are made for the DeepVOG network to successfully analyze the data. 

The DeepVOG algorithm estimates the direction of gaze by analyzing the ellipsoid of the pupil 

and estimating the center of rotation. This method assumes that the pupil is perfectly circular 

and that the eyeball is a sphere. Both are not always true. An analysis of the variability of eye 

shapes and the influence it has on the model would lead to a more accurate gaze direction 

estimation.  
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3.3.2 Other methodological limitations 

Young healthy participants were exclusively recruited for all of the projects presented in this 

thesis. Therefore, important hypotheses that we would like to make about the diseased 

vestibular system or vertigo patients (as in 3.2.5 Transient symptoms due to cortical lesions), 

cannot be made. In healthy, young participants, vHIT does not seem to be a very good 

measurement of vestibular sensitivity, as ceiling effects occurs. In our cohort in the MVS project, 

gains in the vHIT ranged around 1. Gains below and above 1 have been observed in normal 

healthy subjects previously (Janky et al., 2017). The question remains why so many normal 

participants show gains above 1. Physiologically, a gain above 1 means that the velocity of the 

compensatory eye-movement after a head movement is greater than the head movement 

velocity during the head impulse test. Gains above 1 could be due to noise. Slippage of the head-

mounted camera system could lead to gains above 1 during vHIT. In general, more studies on 

the variability of vestibular sensitivity in normal participants measured with the current 

vestibular diagnostic tests would be desirable as well as a reduction in measurement noise.  

 

3.4 Technical strengths 

3.4.1 MRI 

It is worth emphasizing that the data quality of projects presented in this thesis is as high as we 

can currently acquire in terms of data collection, pre- and postprocessing at 3 Tesla. In all 

imaging studies, we minimized head motion via a dedicated head fixation device (®Pearltec 

Crania adult, Schlieren, Switzerland). We used physiological nuisance regressors (motion and 

cardiac parameters) as well as denoising steps to improve the fMRI data quality. Despite the 

mentioned limitations of DWI, it is the only available method for detecting fiber orientation in-

vivo in the human brain so far. The quality of the acquired data was set to the highest standards 

available at the time of data collection with a 3T MRI machine. We chose multiple shells (i.e. 3), 

10 non-diffusion and 150 direction encoding scans to improve sensitivity of the fiber orientation. 

Other very recently published DWI studies often use less shells, less b-values as well as less 

diffusion gradients: Horbruegger et al. (2019), for instance, used 2 shells with b1=800 s/mm2, b2 

=1200 s/mm2 and 60 direction encoding scans. Additionally, in our data, a second inverted DWI 

sequence was collected to reduce susceptibility-induced distortions. We further increased 



 177 

temporal and spatial resolution by using a multiband image acquisition method. Preprocessing 

involved selecting only high quality data using the MRI Quality Control tool (MRIQC, Version 

0.9.6) across the projects (Esteban et al., 2017).  

 

3.4.2 Eye-tracking improvements 

Within the presented DeepVOG paper (see chapter 2.4 Pupil segmentation and gaze estimation 

using deep learning (DeepVOG)), different methods for calibrating the eye-tracking analysis to 

degrees visual angle were compared and validated. The standard 5-point calibration (“narrow-

ranged”) which involves providing set visual fixation points at a known visual angle, was 

compared to calibration with a stable head and wandering gaze (“free-looking”), and fixation of 

an object/dot while moving the head in a circular manner (“CalibMe” by Santini et al. (2017)). 

“CalibMe” outperformed the other methods and should be considered in future studies. It 

makes calibration of eye-tracking devices easier than ever before as no explicit visual 

presentation is necessary. The only prerequisite is that the participant or patient can move his 

or her head in a relatively large radius. The DeepVOG algorithm can be generalized to other 

datasets it has not been trained for and is publicly available. 

The confidence values of the DeepVOG algorithm were used to detect sleep in the MVS project. 

In darkness on average a third of participants fall asleep after 4 minutes of rsfMRI (Tagliazucchi 

& Laufs, 2014). In the MVS project, only 20% of participants were asleep after 5 minutes of 

scanning (see section 2.3 Magnetic vestibular stimulation). It is of major interest to detect sleep 

in rsfMRI studies as resting state networks change between sleep and wakefulness (e.g. 

Fukunaga et al., 2006). With regular online eye-tracking methods sleep might not be captured. 

Algorithms typically search for the darkest spot and once eyes are closed this might be the 

eyelashes for example. With our method a confidence for the pupil center was received and 

blinks as well as closed eyes could therefore easily be detected.  
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3.4.3 Vestibular stimulation 

MVS was introduced as the only pure vestibular stimulation in the introduction (see 1.3.4.2 MVS 

as unimodal bilateral stimulation of the vestibular system). Even though we were able to see the 

MVS effect in 88% of our participants, we could not detect significant differences in functional 

connectivity between rsfMRI measures with MVS and rsfMRI with nystagmus suppression 

through fixation. Either the MVS effect is too small with a 3 T MRI, or it is cancelled out in 

subcortical areas and therefore has no cortical effect. As the MVS effect did not lead to a sensory 

percept in participants, it is hypothesized that the effect is cancelled out in lower infratentorial 

brain areas. In the MVS project, painless GVS was used to descriptively compare activated brain 

regions between GVS and MVS. It would be interesting to see whether a GVS stimulus below 

threshold would result in the picture seen with MVS or whether the MVS effect in higher field 

strength MRIs results in a similar activation pattern as GVS. Whether magnetic fields of higher 

Tesla MRI scanners might be able to elicit stronger maybe even subjectively perceivable MVS 

effects via nystagmus needs to be clarified. 

GVS, in contrast to MVS, stimulates the vestibular organ in the periphery with a perceptual 

outcome; participants have the feeling of being tilted or moved. Different stimuli can be chosen 

and can be varied in intensity without pain perception if anesthetics are used. Most published 

GVS studies, however, do not use topical anesthetics before the experiment (e.g. Fujimoto et 

al., 2019; Javaid, Chouhna, Varghese, Hammam, & Macefield, 2019). Yet, with the reduced skin 

discomfort through lidocaine for example a cleaner vestibular signal is received. GVS has evolved 

into a very important method for vestibular research (see review by Dlugaiczyk et al., 2019) and 

was directly and indirectly used within the projects in this thesis. GVS elicits a natural perception 

of head and/or body tilt, especially with sinusoidal stimuli (Dlugaiczyk et al., 2019). Zu Eulenburg 

and colleagues (2018) have defined a vestibular cortical atlas by means of GVS during fMRI. We 

used these regions as basis for the CVC project.  
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3.5 Future work 

3.5.1 The vestibular system and neighboring structures 

Future work should focus on the interaction of the visual and ocular-motor with the vestibular 

sense due to the mentioned convergence on the brain stem level (Boyle et al., 1996; Sekirnjak 

& du Lac, 2006; Waespe & Henn, 1977) and the visual activation and connectivity patterns seen 

in the MVS study.  

With the vestibulo-ocular reflex a vestibular and ocular motor interaction is very nicely 

observable for instance (see chapter 1.2 Reflexive eye-movements as a window to the vestibular 

sense). Adding the eye-muscles to the IE-Map atlas could advance our understanding of this 

relationship. The orientation of the muscles together with the canal orientation might answer 

clinical and basic research questions. It might detect further insights in the relation of the two 

structures and might potentially answer variability in vestibular sensitivity.  

Previous work already investigated coplanarity of the functional SCC pairs (Kim et al., 2015) and 

individual anatomical differences (Della Santina et al., 2005). Within the MVS project (that was 

using the IE-Map) a bigger variability in hSCC orientation with respect to Reid’s plane was 

observable (see figure 3a of the MVS manuscript). The orientation angles of the functional SCC 

pairs were not added to the IE-Map yet but could be realized in parallel with including the eye-

muscles. This augmentation could further increase clinical relevance and further address the 

variance of planarity of the functional SCC pairs across participants.  

Besides adding the eye-muscles and canal orientations to the IE-Map, the afferent fibers of the 

vestibular system should further be added to it. This could have clinical relevance. Data could 

potentially reveal nerve compressions for instance when comparing it to the template. The facial 

nerve could be added along this step as it runs in close proximity. 

 

Because of the strong interaction between visual and vestibular sensory modalities, it is of 

special interest how the visual and the vestibular corticocortical connectomes interact or change 

their interaction due to different tasks. Functional connectivity might change due to visual tasks 

or vestibular stimulation. Combining the two modalities should be focus of future research. With 

imaging, this can be realizable with specific vestibular stimulations (GVS for instance), visual 

stimulations and their combination. 
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3.5.2 Adding a third dimension to DeepVOG 

When it comes to adding features to projects, another dimension can be added to the DeepVOG 

project. Besides the mentioned gaze direction estimation, the published DeepVOG algorithm 

(Yiu et al., 2019) results in horizontal and vertical components of the eye-movements. Future 

work will focus on implementing the third, torsional, dimension: DeepVOG-3D. With an iris 

recognition pattern, torsional eye-movements will be depictable without scleral markers. The 

pattern of the iris will be monitored and through the extracted band of the iris pattern and a 

neural network (training data has already been labelled), robust open-source torsional eye-

tracking algorithm will be available in the near future. As no markers are needed to be placed 

onto the eye, this method is more tolerable for participants. Especially for GVS, torsional 

component is of major interest as mainly horizontal and torsional eye-movements are observed 

due to the stimulation (MacDougall et al., 2003). 

 

3.5.3 Individual differences 

For the peripheral vestibular system, an analysis of the individual differences in SCC orientation 

are desirable. Few studies have looked at these differences so far (Della Santina et al., 2005). 

The data of Roberts and colleagues (2011) and the presented MVS project (see chapter 1.3.4 

Magnetic vestibular stimulation and 2.3 Magnetic vestibular stimulation and its effect on brain 

networks) suggest that the individual differences play a critical role in the MVS effect. In 

comparison to Della Santina et al. (2005) a bigger variability was detected in hSCC orientation 

with respect to Reid’s plane in the MVS project. The angle between Reid’s plane and hSCC 

ranged from -22° to 7° with a mean of -8° r 6°. Della Santina et al. investigated patients (aged 

48 r 15 years) that had taken a CT due to different indications and found the hSCC-Reid’s plane 

difference to be 19.9° r 7.0q. Our cohort however consisted of young healthy adults and 

structural MRI images were taken. The angle differences between their and our results most 

likely not result because of health status, age nor the imaging method used. Most likely the 

differences occur because of the manually labelling of the Reid’s plane. Future studies should 

consider a larger number of raters when investigating individual differences. 

Not only anatomically, but additionally in a functional perspective more studies are needed to 

investigate individual differences. Across healthy subjects an intersubjective variability onto 

vestibular testing was observed in the MVS project. Whereas some participants only respond 
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mildly to caloric irrigation, others responded strongly to the stimulation. We did not find 

significant correlations of the caloric irrigation with motion sickness scores nor general physical 

activity values (retrieved though questionnaires). What causes these functional differences is 

still up for debate. It has been suggested over half a decade ago that caloric response might be 

modulated by the otoliths (Coats & Smith, 1967). Interestingly, the utricle is also mentioned to 

be an influencing factor for the MVS effect (studied in genetically modified mice by Ward et al., 

2018). The exact influence of the otoliths onto the VOR is still not resolved. Individual differences 

in sensitivity to vestibular cues could hypothetically also result from the orientation of the 

cupula inside of the ampullae, or even the hair cell orientation. Future work is required to shed 

light on this matter. 

 

3.5.4 Clinical and comparative studies 

From a clinical and evolutionary point of view, more studies on the vestibular system in health 

and disease are desirable, as well as cross-species comparisons. Future research on disease 

connectomics should, for instance, investigate the functional synchronicity in the acute and the 

post-acute stages of stroke patients with or without vanishing vertigo symptoms over time. In 

chapter 3.2.5 Transient symptoms due to cortical lesions, it was already hypothesized that most 

likely functional synchronicity is rehabilitated in chronic stages leaving no vestibular symptoms 

behind. This should be tested in a longitudinal disease connectomics study. 

Further, with the CVC developed here, we can begin to address differences in the structural and 

functional CVC in vestibular patient populations (e.g. Menière’s disease, functional dizziness). In 

functional dizziness patients, changes in functional connectivity of the insular cortex can be 

observed despite the absence of cerebral structural changes (Indovina et al., 2015). Whether 

and how the entire CVC changes in these patient populations should be addressed by future 

studies. 

Cross-species comparisons with more evolutionarily similar animals to humans are wished for. 

Fundamental differences in hair cells between humans and fish or amphibians make 

comparisons difficult, although the information gleaned from these species is still highly 

important for understanding the vestibular system (see 1.1.1.2 Mechanoreceptive hair cells). 

Reptiles, birds and mammals have both type I and type II hair cells, which may improve 

comparability. Birds, however, have a slightly different anatomy in the inner ear in comparison 
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to humans (lagena – another inner ear structure- instead of cochlea). Still both species have 

three SCC (Benson, Starmer‐Jones, Close, & Walsh, 2017). Comparing species revealed 

fundamental differences about vestibular afferents between mice and monkeys as mice show 

lower sensitivities to head velocity (Cullen, Chen-Huang, & McCrea, 1993; Cullen & McCrea, 

1993). Differences in head velocity and acceleration between bipeds and quadrupeds should not 

be neglected in future studies. 

More studies that compare non-human primate research to human research would answer 

some important questions about cortical processing. Most of our knowledge considering 

subcortical vestibular processing is retrieved from animal studies with monkeys (Lang et al., 

1979; Marlinski & McCrea, 2008; Meng et al., 2007). For translating the results of tracer studies 

onto the human organism, more insights are needed. Also, more within-species comparisons of 

tracer injection and DWI data are necessary to validate DWI study results (e.g. Schilling et al., 

2019).  
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4. Conclusion 
 

This work provides a broad and fundamental contribution to basic vestibular research. The 

openly available morphologically unbiased atlas of the inner ear that was established here has 

several clinical and scientific purposes. Similarly, we were able to improve offline eye-tracking 

analyses via deep-learning, that is versatile enough to track the pupil in various eye-position and 

lighting situations and that is also now open source. This has the potential to improve eye-

tracking methods in low lighting situations or with reflections such as glasses. We characterized 

the first corticocortical vestibular connectome and show that structural and functional 

connectivity information are complementary and not completely overlapping. Finally, we show 

that the MVS effect is maintained during fMRI but that if there are any effects on resting state 

activity, they are likely to be small.  
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