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Summary 
The mammalian brain is a highly complex organ that controls and regulates the organism’s vital 

functions, such as breathing or body temperature, and non-vital functions, such as movement, learning 

and instinct. Millions of neurons and glia, the two major cell types of the brain, are linked to each other 

to receive, process and eventually store information at any time of the organism’s lifespan from the 

moment on they develop during embryogenesis.1, 2 To fulfill its functions, the brain needs to adapt 

constantly on a molecular level and dynamic changes of the gene expression pattern of individual brain 

cells are one essential part of this adaption.3-6 Changes of gene function without changing the DNA 

sequence itself are epigenetic changes. The DNA sequence is the universal blueprint of an organism 

that does not change except for random mutations in individual cells. In contrast, epigenetic changes, 

which include modifications of DNA nucleobases, histone modifications and changes of the chromatin 

status by non-coding RNAs and chromatin remodelers, are highly orchestrated and dynamic.7 This 

epigenetic plasticity allows short-term or permanent changes of gene expression. In the brain, 5-

methyl-2’-deoxycytidine (5mdC) and 5-hydroxymethyl-2’-deoxycytidine (5hmdC) are important 

epigenetic marks.8 Genes that are important for neural function and whose expression levels depend 

on and are regulated by neural activity show dynamic changes of the 5mdC and 5hmdC pattern in their 

promoters and intragenic sites.9-12 5mdC is oxidized to 5hmdC by ten-eleven translocation (TET, Tet1-

3) enzymes. TET enzymes belong to the family of -ketoglutarate (KG)-dependent dioxygenases and 

in neurons, Tet3 has the highest expression levels among the three paralogues.13, 14 In mice, Tet3 has 

been shown to be important for synaptic transmission and homeostatic plasticity and in humans, TET3 

mutations within its catalytic domain could be recently linked to developmental delay, severe 

intellectual disability and growth retardation.15, 16 This TET3-linked disorder shows similarities with a 

well-studied developmental disorder known as Rett syndrome (RTT) that is caused by mutations within 

the methyl-CpG-binding protein 2 (MeCP2). MeCP2 is also highly expressed in neurons and glia and 

binds 5mdC and 5hmdC thereby attracting additional proteins and influencing gene expression.17-19 

This PhD thesis focuses on the metabolic control of Tet3 activity in the brain, compares the phenotypes 

of TET3-deficient and MeCP2-deficient neurons and studies the interplay of TET3 and MeCP2 in 

neurons.  

We discovered that many metabolic enzymes are enriched by Tet3 co-immunoprecipitation (coIP) in 

nuclear brain lysate of adult mice. We could identify glutamate dehydrogenase (Glud1, Gdh), which 

converts abundant glutamate to KG, among the interactors. I confirmed and characterized this 

interaction between Tet3 and Gdh in hippocampal neurons. Glud1 is nuclear encoded but possesses a 

mitochondria-targeting sequence (MTS) and the expressed protein (Gdh) is therefore normally 

transported to the mitochondria, where the MTS is eventually cleaved off. I found out that in 

hippocampal neurons, Gdh is predominantly nuclear located to supply Tet3 with KG, which is rate 

limiting for the Tet3-catalyzed 5mdC oxidation reaction. Nuclear Gdh still possesses the MTS, which 

seems to be important for the interaction with Tet3 (Figure I). In contrast, in hepatocytes of the liver, 

where TET expression and 5hmdC levels are very low in a non-fasted state20, 21, Gdh is in the 

mitochondria.  
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Figure I: Interaction of Gdh with Tet3. In liver, Gdh is transported to the mitochondria, where its MTS is cleaved off and Gdh 

supplies the TCA cycle with KG. In hippocampal neurons, Gdh is mainly transported to the nucleus, where it interacts via its 

MTS with Tet3 to supply KG for 5mdC to 5hmdC oxidation. 5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-

2’-deoxycytidine, KG = -ketoglutarate, Gdh = glutamate dehydrogenase (protein), Glud1 = glutamate dehydrogenase 

(gene), MTS = mitochondria-targeting sequence, Tet3 = ten eleven translocation enzyme 3. 

During neuronal activation, Gdh activity regulates TET activity. When hippocampal neurons are 

depolarized, the 5hmdC levels are increased compared to the unstimulated control. However, when 

Gdh is inhibited, this increase in global 5hmdC cannot be observed anymore. The increase in 5hmdC 

goes along with increased gene expression levels of neuronal PAS domain-containing protein 4 (Npas4) 

and brain-derived neurotrophic factor (Bdnf). Npas4 and Bdnf are two major players in neurons for 

synaptic plasticity and memory formation22, 23 and when Gdh is inhibited, both genes show lower 

expression levels compared to stimulated neurons without Gdh-inhibition. Furthermore, I observed 

that neuronal TET activity also depends on the general metabolic state of the cell and when glycolysis 

is impaired during stimulation, TET activity is lower. Taken together, my results show that Gdh activity 

controls Tet3-dependent 5mdC oxidation, and thereby gene expression, in hippocampal neurons. As 

KG is important for energy metabolism and a co-substrate for more than 60 KG-dependent 

oxygenases24, 25, the increase of the effective KG molarity only in the environment of Tet3 is an 

elegant way to avoid globally changing KG levels that would otherwise go along with various side 

effects. 

 

Not only Gdh was enriched in the Tet3-coIP in nuclear brain lysate, but also the malate dehydrogenases 

(MDH, Mdh1/2) and the aspartate aminotransferases (GOT, Got1/2), which are part of the malate 

aspartate shuttle (MAS), and lactate dehydrogenase (LDH, Ldhb). The MAS and LDH are essential to 

regulate the nicotinamide adenine dinucleotide (oxidized NAD+/reduced NADH) levels between the 

cytosol and the mitochondria.26 MDH and LDH use NAD+/NADH as redox equivalents and GOT performs 

a pyridoxal-dependent transaminase reaction to convert glutamate to KG, thereby converting 

oxaloacetate, which can be subsequently reduced to malate, to aspartate or vice versa. Using in vitro 

assays, I could show that oxaloacetate is a Tet3-inhibitor and when I fed Tet3/Got2-transfected 

HEK293T cells with aspartate, I observed drastically reduced 5hmdC levels compared to the unfed 

control. These preliminary results indicate that Tet3-activity is controlled by a whole metabolic 

network, which includes the MAS, but further studies are needed to decipher the individual 

contribution of these metabolic enzymes to the network. 

 

In my second main project, I focused on the interplay between TET3 and MeCP2 in iNGN-derived 

neurons. iNGNs are a small molecule-inducible Neurogenin induced pluripotent stem cells (iPSCs) 
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line.27 Neurogenin 1 and 2 overexpression in iPSCs leads to rapid differentiation of the cells to neurons 

with immature neurons four days and mature neurons two weeks after induction. I found out that 

TET3 and MeCP2 interact in the iNGN-derived neurons in a phase of ongoing synaptogenesis (eight 

days post-induction) and that MeCP2, but not two common RTT-associated mutants thereof, reduce 

TET3 activity. Our study revealed that MeCP2-/Y and TET3-/- iNGN-derived neurons are very similar on 

the DNA methylation, transcriptome and proteome level and different from the wildtype (wt). Neither 

of the knockout cell lines shows obvious differences during the differentiation and early maturation 

process. However, eight days post-induction, genes that belong to the category of neuronal signaling 

are massively upregulated, whereas genes that belong to the category cell migration are 

downregulated. The main difference between MeCP2-/Y and TET3-/- iNGN-derived neurons are the 

global 5hmdC levels, which are higher in the MeCP2-/Y, but lower in the TET3-/- compared to the wt. 

These results indicate that in the resting neuron, global 5hmdC levels are not essential for gene 

expression regulation. Rather, the interplay between TET3 and MeCP2 during ongoing synaptogenesis 

seems to be important for transcription regulation. In the developed brain, the situation is probably 

different since I failed to confirm the interaction between both proteins in adult murine brain and fully 

matured neuronal networks in culture. These results fit to the clinical progression of RTT in humans, 

which starts six to 18 months after birth when synaptogenesis is high but enters afterwards a 

stabilization period. Taken together, our results suggest that TET3 might play an important role in the 

clinical progression of RTT by influencing MeCP2 and help to explain why TET3 mutations cause a 

neurodevelopmental disorder reminiscent of RTT. 
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AcOH  acetic acid 

ADP  adenosine diphosphate 
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ATP  adenosine triphosphate 

BAT  brown adipose tissue 

Bdnf  brain-derived neurotrophic factor 

BER  base-excision repair 

bp  base pairs 

C  carbon 

Ca2+  calcium ions 

cd  catalytic domain 

cDNA  complementary DNA 

ChIP  chromatin immunoprecipitation 

cKO  conditional knockout 

CNS  central nervous system 

CO2  carbon dioxide 

CoA  coenzyme A 

coIP  co-immunoprecipitation 

coREST  REST corepressor 

CpA  cytidine/adenosine dinucleotide 

CpG  cytidine/guanosine dinucleotide  

dA  2’-deoxyadenosine 

dC  2’-deoxycytidine 

ddH2O  ultrapure water 

dG  2’-deoxyguanosine 

DG  dentate gyrus 

DKO  double knockout 

DM-KG dimethyl-KG 

DMEM  Dulbecco's Modified Eagle's Medium 

DNA   2’-deoxyribonucleic acid 

DNMT  DNA methyltransferase 

DTT  dithiothreitol 

EAAT  excitatory amino acid transporter 
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EC  entorhinal cortex 

E. coli  Escherichia coli 

EDTA  ethylenediaminetetraacetic acid 

EpiSC  epiblast-like stem cell 

EtOH  ethanol 

FA  formaldehyde  

FAD  flavin adenine dinucleotide (oxidized form) 

FADH2  flavin adenine dinucleotide (reduced form) 

FDR  false discovery rate 

Fe2+  iron2+  

FBS  fetal bovine serum 

FH  fumarate hydratase 

GABA  -aminobutyric acid 

Gadd45b growth arrest and DNA-damage-inducible, beta  

Gdh  glutamate dehydrogenase 1 (protein) 

gDNA  genomic DNA 

Glud1  glutamate dehydrogenase 1 (gene) 

GluR1  glutamate receptor 1 

GO  gene ontology 

GOT  aspartate aminotransferase (formerly glutamate-oxaloacetate transaminase) 

GTP  guanosine triphosphate 

HAT  histone acetyltransferase 

HDAC  histone deacetylase 

HEPES  2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid 

hESC  human embryonic stem cell 

HF  hippocampal formation 

HIF  hypoxia-inducible factor 

H2O  water 

hPSC  human pluripotent stem cell 

HRP  horseradish peroxidase 

iBKM  immortalized baby mouse kidney epithelial cells 

ICC  immunocytochemistry 

IHC  immunohistochemistry 

IDH  isocitrate dehydrogenase 

IF  immunofluorescence 

IgG  immunoglobulin G 
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Introduction 
Life is based on an enormously complex interaction network of molecules and a major goal of biological 

science is to understand these networks and ultimately to manipulate them in a desired way. A classical 

approach towards these aims is to change one parameter experimentally, e.g. to knock-out a single 

gene or change an important nutrient, and subsequently study the effects of this manipulation. 

However, this approach is often time and material consuming and ideally it should be possible to 

simulate these experiments for any kind of cell in any kind of environment in advance. But the state of 

a single cell is already so complex that not even using the computer power nowadays it is possible to 

simulate all processes within one cell. In principle, all the information about the cell is encoded in its 

genome, which is the entity of 2’-deoxyribonucleic acid (DNA). DNA is a molecule that forms a double-

stranded helix with thymidine (T), 2’-deoxyadenosine (dA), 2’-deoxycytidine (dC) and 2’-

deoxyguanosine (dG) as the principle building blocks. These nucleotides are connected by 

phosphodiester bonds, resulting in a coding DNA-sequence. The sense and anti-sense strand in the 

DNA are held together by hydrogen bonds resulting from T/dA and dC/dG base pairing (Figure 1A).28 

However, the DNA sequence is only the basic software, which is essential, but not sufficient for proper 

cell functioning. In general, all cells of a multicellular organism carry identical genomic information, 

but random mutations at every step of development cause a certain variability of the DNA sequence – 

a phenomenon which is called mosaicism.29 However, mosaicism cannot explain the highly 

orchestrated and heritable differences that cells at different developmental stages and tissues show. 

The importance of additional information layers beyond the DNA sequence also becomes clear when 

one recalls that even terminally differentiated cells in culture can be reprogrammed to be pluripotent 

by changing the culturing conditions.30, 31 The heritable changes in gene function that do not depend 

on the DNA sequence are called epigenetic changes by the original definition.7 Nowadays, the 

definition of “epigenetics” has broadened and is applied in sense of the Greek prefix “epi”, which 

means “over”. Therefore, the term “epigenetic changes” often describes any changes in gene function 

that do not depend on DNA sequence alterations.  

Genomic DNA (gDNA) is not naked in eukaryotic cells but is organized in a highly conserved 

DNA/protein polymer that is called chromatin (Figure 1).32 Chromatin is very dynamic and epigenetic 

layers define chromatin organization, which in turn decides whether the DNA is accessible for 

ribonucleic acid (RNA) polymerases to start gene transcription or not.7, 33 Modifications of the DNA 

nucleobases (Figure 1A) which can be recognized by specific reader proteins34 are the first layer of 

epigenetic information and are described in more detail in the following subchapter The Chemistries 

and Consequences of DNA and RNA methylation and demethylation8. The second epigenetic 

information layer consists of post-translational modifications (PTMs) of histone proteins.35, 36 Histones 

are small, positively charged proteins being able to bind DNA very efficiently. In complex with DNA, 

they form the basic organization unit of chromatin – the nucleosome core particle (NCP). The NCP 

consists of a disc-shaped histone octamer formed by the histone proteins H2A, H2B, H3 and H4 with 

approximately 145 – 147 base-pairs (bp) of DNA wrapped 1.65 times around.37 Several residues of the 

histone proteins can become heavily modified post-translationally (Figure 1B), which in turn can be 

recognized by specific proteins (readers). Most of these modifications were shown to be dynamic, and 

enzymes for their introduction (writers) and their removal (erasers) exist.38 Arginine residues were 

found to be (mono-, di- or tri-) methylated and deiminated to citrulline. Furthermore, phosphorylation 

of serine and threonine residues was discovered as well as adenosine-diphosphate (ADP)-ribosylation 

of glutamate residues and isomerization of proline residues. However, most PTMs of histones are 

introduced on lysine residues. They were found to be (mono-, di- or tri-) methylated, acetylated, 

ubiquitylated and sumoylated.33 All modifications influence transcription, whereby methylation, 

ubiquitination, ADP-ribosylation, acetylation and phosphorylation are also associated with DNA 
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repair.33 One well studied example how chromatin condensation is influenced by histone PTMs are 

acetylation and phosphorylation. Under physiological conditions, with a pH environment of 7.4, lysine 

residues are positively charged, since the acid dissociation constant (pKa, logarithmic scale) is 10.53 for 

the side chain.39 Acetylation removes this positive charge and therefore weakens the binding of histone 

proteins to DNA, resulting in a more open chromatin state (euchromatin or permissive chromatin) with 

enhanced transcription as a consequence.40 Phosphorylation has the same effect, since it introduces a 

negative charge to a previously neutral hydroxyl group.41 Deacetylation and dephosphorylation have 

the opposite effect, resulting in denser chromatin. To further condense chromatin to repressive 

chromatin (heterochromatin), where gene transcription is significantly slowed down or even 

completely prevented, certain DNA and histone modifications attract histone H1 and additional non-

histone proteins that can function as writers, readers or erasers of histone PTMs (Figure 1C).42 Histone 

H1 binds the linker DNA between the NCPs and can therefore stabilize the chromatin structure.43 As a 

third layer of epigenetic information, long non-coding RNAs (lncRNAs) and other types of non-coding 

RNA (ncRNA) are often enriched in the chromatin fraction, implying that they play a role in epigenetic 

processes and chromatin remodeling by recruiting remodeling enzymes.42, 44-46 Interestingly, lncRNAs 

that are involved in heterochromatin formation and maintenance are often transcribed from 

heterochromatin loci that become accessible during DNA replication. The lncRNAs act through base 

pairing with the DNA and can attract further chromatin remodeling enzymes in case of 

heterochromatin formation or proteins that shield chromatin modifications from removal in case of 

heterochromatin maintenance.45 For example, differentiation and self-renewal of hematopoietic stem 

cells depend on lncRNAs that control the expression of many transcription factors47 and X-

chromosome inactivation is mediated by the lncRNA Xist48. 

When a cell is dividing, both genetic and epigenetic information must be passed on to the daughter 

cells. If only genetic information was passed on, lineage preservation would not be possible. However, 

in contrast to genetic information, epigenetic information is dynamic. For genetic information, semi-

conservative DNA replication before division ensures that all the genetic information is divided equally. 

But how can this be achieved for epigenetic information that is more complex and depends on many 

factors? Especially during DNA replication prior to mitosis, chromatin is remodeled extensively, 

allowing to modify epigenetic marks at the replication fork.7 The transmission of the epigenetically 

highly relevant dC modification 5-methyl-2’deoxycytidine (5mdC) to the daughter cells is well studied. 

DNA methyltransferase (DNMT) 1 recognizes hemi-methylated DNA strands after replication and adds 

the methyl-group to cytosines on the newly synthesized DNA strand accordingly to maintain the 

methylation pattern.49 If preservation of the DNA-methylation pattern is not desired, DNA can be 

either shielded from Dnmt1 activity when ncRNAs are interacting with Dnmt1 and thereby blocking its 

binding to DNA50 or Dnmt1 activity can be downregulated by certain PTMs or Dnmt1 can be even 

excluded from the nucleus.51, 52 If a similar mechanism exists for other DNA modifications is unknown 

to date. For histone modifications, several mechanisms are discussed. During DNA replication, the NCP 

disassembles and reassembles afterwards with the assistance of histone chaperons. Not only the DNA 

strand has to be replicated, but also the histone octamer must be copied. When the histone octamer 

reassembles, half of the new octamer can consist of parental histone proteins that already carry the 

epigenetic information, which in turn can be established on the new histone proteins.7, 53 Moreover, 

the histone modifying enzymes often act in big chromatin remodeling complexes and can stay close to 

the DNA to reestablish the epigenetic marks right after DNA replication.7, 53 

Taken together, epigenetic modifications allow the cells within one organism to be very different 

regarding morphology and function, while having the same set of genes. The dynamic character of 

epigenetic information ensures not only proper differentiation, but also fast and nevertheless precise 
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adaption when required. Semiconservative replication of DNA facilitates the inheritance of epigenetic 

modification patterns, while the situation on histone modifications is more complex. 

 

Figure 1: Organization of DNA as chromatin and epigenetic modifications on chromatin. Organizational units of DNA, 
starting from naked DNA that is wrapped around histone octamers to form NCPs. NCPs form euchromatin that can be further 
condensed to heterochromatin, which eventually leads to chromosome formation during mitosis. (A) Depiction of the 
canonical DNA building blocks dA, dG, dC and T and epigenetically relevant modifications of the nucleobases. (B) Crystal 
structure of the NCP37 and typical PTMs of histone residues. (C) Representation of heterochromatin formation by histone H1, 
chromatin remodeling enzymes and lncRNA. 
 dA = 2’-deoxyadenosine, dC = 2’-deoxycytidine, dG = 2’-deoxyguanosine, DNA = 2’-deoxyribonucleic acid, lncRNA = long-
noncoding RNA, NCP = nucleosome core particle, PTM = post-translational modification, T = thymidine. 
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ABSTRACT
Chemical modification of nucleobases plays an important role for the control of gene expression on
different levels. That includes the modulation of translation by modified tRNA-bases or silencing and
reactivation of genes by methylation and demethylation of cytosine in promoter regions. Especially
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development of complex organisms from a single cell. Errors in the cytosine methylation pattern are
associated with most types of cancer and bacteria use methylated nucleobases to resist antibiotics. This
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towards a deeper knowledge about their regulation and function and will help us to find ways how
nucleobase methylation can be manipulated to treat diseases.
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Since the discovery of (deoxy)adenosine (dA, A), (deoxy)cyti-
dine (dC, C), (deoxy)guanosine (dG, G), (deoxy)thymidine
(dT, T) and uracil (U) in the early 20th century as the informa-
tion carrying building blocks, which form the basis for RNA
and DNA, various modifications of these nucleosides were dis-
covered (Fig. 1).1,2 Particularly in transfer-RNA (tRNA) but
also in rRNA (rRNA), modified bases are central elements,
needed to fine tune the translation of the genetic code.3-6 In
rRNA of bacterial pathogens, many methylated bases are pres-
ent to block binding of small molecules that work as translation
inhibitors, resulting in a resistance against antibiotics such as
aminoglycosides.7 More recently it was discovered that also
mRNA (mRNA) contains modified bases. Although it is not
yet fully understood what the function of these bases are, it was
revealed that the modification chemistry is to some extent
reversible. This suggests that the modification and de-modifica-
tion chemistry has a novel and yet unexplored regulatory func-
tion. In this regard N6-methylated adenine (m6A) is the best
analyzed modification, but most recently also the reversible for-
mation of N6,C20-dimethyl adenine (m6Am) was discovered.
According to current knowledge, reversible chemistry on modi-
fied RNA bases is limited to methyl groups, which are intro-
duced by methyltransferases and removed by demethylases.
DNA, in contrast, as the prime carrier of genetic information
in the biosphere, is structurally less complex and only few mod-
ified bases are known. Most prominent is the methylated base
5-methyl deoxycytosine (5mdC). Ideas about the potential
chemistry of methylations and demethylation are the focus of
this review. For other aspects, the following excellent reviews
can be consulted.1,2

5mdC is the most abundant modified base in genomic
DNA of eukaryotes and also present in the DNA of

prokaryotes.8-10 In mammals, 5mdC typically reaches global
levels between 1 and 5% in genomic DNA.11,12 Methylated
adenine (6mA), which is the DNA equivalent to m6A in
RNA, is another DNA modification that is under intensive
investigation at the moment. Whereas 6mA is a well-char-
acterized modification in bacterial DNA, its presence was
only recently shown in several higher eukaryotic organ-
isms.13,14 In Caenorhabditis elegans, where 5mdC is not
detectable, 6mA is dynamically regulated and linked to
other epigenetic marks15 and in early embryos of Drosophila
melanogaster, 6mA levels are high, but decrease fast during
development, resulting in very low 6mA levels in adult tis-
sue.16 In the unicellular green alga Chlamydomonas rein-
hardtii, 6mA was discovered in 84% of the genes, where it
is mainly located at transcription start sites.17 Recently, it
was reported that mammalian DNA, including human and
mouse, also contains 6mA.13,18 There, 6mA seems to be dis-
tributed across the genome, but absent in gene exons,19 and
6mA-demethylation in mouse embryonic stem cell (mESC)
DNA was shown to correlate with ALKBH1 depletion.18

These findings question the previous paradigm that DNA
modifications in mammalian genome are limited to cytosine
residues. However, when our group tried to confirm these
results by a novel ultrasensitive UHPLC-MS method, we
were not able to detect 6mA in mESC DNA or DNA from
mouse tissue, whereas Chlamydomonas DNA, which served
as a positive control, delivered the expected positive result.20

These observations suggest that 6mA might be present at
defined time points in mammalian DNA, but is not an epi-
genetic mark. In the coming years, the question whether
6mA is a relevant modification in mammalian DNA or not
will thus certainly be under intensive investigation.
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Chemistry of RNA and DNA base methylation

The addition of the methyl-group to DNA and RNA bases
(Fig. 2) is catalyzed by DNA- and RNA-methyltransferases that
use S-adenosyL-methionine (SAM) as an active methyl-group
donor.21-23 While the methyltransferases that methylate RNA
bases are now under extensive investigations, the enzymes that
catalyze the methylation of dC in DNA are well characterized.
In mammalian cells, 3 active DNA-methyltransferases (DNMTs:
DNMT1, DNMT3a and DNMT3b) exist.24,25 DNMT3a and 3b
are de novo DNMTs, which methylate canonical dC bases.26 In
contrast, DNMT1 maintains the methylation status during cell
division. DNMT1 operates on hemi-methylated DNA during
replication, where the template strand is already methylated, but
the newly synthesized strand is lacking methylation.27 As such,
DNMT1 converts the methylation of dC into an inheritable
modification that can be transferred during reproduction.28,29

DNMTs and thus cytosine methylation is essential in those
multicellular organisms, where it exists. The presence or absence

of 5mdC is associated with various important cellular functions,
such as transcription control, X-chromosome silencing and
genomic imprinting.28 A global deletion of only one of the 3
DNMTs leads to severe cellular aberrations and is therefore
lethal in early embryogenesis (DNMT1 and 3b) or postnatal
(DNMT3a).26,30 During differentiation the “methylome” is
highly dynamic and a celltype-characteristic 5mdC pattern is
established during this process.31 While 5mdC is located to a
CpG-dinucleotide context in the majority of somatic cells, non-
CpG methylation is also present in embryonic stem cells, many
pluripotent progenitor cells and adult brain. However, CpG-
methylation is also dominating here.32-34 Cytosine-methylation
in vertebrates occurs in all types of DNA sequence contexts,
including repetitive and regulatory sequences, genes and trans-
posable elements; in contrast to invertebrates, where mostly
repetitive sequences are methylated.35 The majority of cytosines
in a CpG-context, depending on the cell type up to 80%, are
methylated, leaving so-called CpG islands (CGI) of actively tran-
scribed genes as unmethylated patterns in a CpG-context.36,37

Figure 1. Examples of methylated and oxidized bases found in RNA and DNA.

Figure 2. Mechanism of methylation leading to the formation of het-CH3 and C-CH3 connectivities in RNA and DNA.
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CGIs are regions of high CpG frequency over a length of at least
500 base pairs compared with the bulk genomic DNA and found
in 40% of promoter regions in the mammalian genome, with
even higher levels (60%) in the human genome.38,39 Symmetric
methylation of CpG:GpC islands is consequently a hallmark of
silenced genes.40,41

The enzymatic mechanism of how methyltransferases meth-
ylate DNA and RNA bases is shown in Fig. 2. Centers with a cer-
tain nucleophilicity like the amino group of the RNA base A can
attack the SAM coenzyme directly leading to immediate methyl-
ation. This type of direct methylation is certainly operating for
the formation of 6m2A, 4mC or m6Am. SAM as nature’s
“methyl iodide” is hence reactive enough to methylate even weak
nucleophilic centers such as the exocyclic amino groups of A,
which feature, as an sp2-hybridized N-atom only a very weak
nucleophilic lone pair at the N-atom. This type of direct methyl-
ation creates bases, which possess the methyl group attached to a
heteroatom establishing a het-CH3 system. This will be impor-
tant in the context of active demethylation (vide infra).

In contrast to the formation of het-CH3 connections, meth-
ylation of the dC base in DNA at position C5 is far more com-
plex. The C5-center features no nucleophilicity at all, making
direct methylation impossible. Nature solves this problem by
exploiting a helper nucleophile (R-SH, Fig. 2). The DNMT
enzymes attack the dC base first with a nucleophilic thiol in a
1,6 addition reaction. This establishes a nucleophilic enamine
substructure (green in Fig. 2), which can subsequently be meth-
ylated with the SAM cofactor. Importantly, the helper nucleo-
phile is subsequently eliminated, thereby re-establishing the
aromatic system. This more complex enzymatic transformation
allows nature to methylate non-nucleophilic carbon atoms to
create C-CH3 connectivities which feature a strong and stable
C-C single bond.

Chemistry of demethylation

To establish the reversibility needed for switching biochemical
processes, nature requires to remove the attached methyl groups.

Removal of het-CH3 groups found predominantly in RNA was
found to occur with the help of a-ketoglutarate (a-KG) depen-
dent oxidases. These proteins contain a reactive Fe(II) center,
which reacts to a strongly oxidizing Fe(IV) D O species with
oxygen under concomitant decarboxylation of a-KG to succinate
(Fig. 3).42 The Fe(IV) D O species is able to abstract a H-atom
from the het-CH3 group to form a het-stabilized het-CH2� radi-
cal, which reacts with the Fe-bound hydroxylradical to form a
het-CH2-OH hemiaminal/acetal functionality.

However, these structures are unstable. In water, they
decompose in a spontaneous reaction under loss of formalde-
hyde to give the unmethylated compound. It is interesting that
formaldehyde is formed as a byproduct of this reaction because
it is typically a rather toxic compound. It needs to be seen how
this molecule is detoxified in the context of the demethylation
reaction. Particularly well studied is the removal of the N6-
methyl group from m6A to revert into the canonical RNA base
A. So far 2 a-KG dependent oxidases were found to catalyze
the oxidation. One is the fat mass and obesity-associated pro-
tein (FTO) protein and the second is ALKBH5. It was shown,
that knockdown of FTO led to increased amounts of m6A and
in turn overexpression of FTO resulted in decreased m6A lev-
els.43 Alkbh5-deficient mice had a similar effect as FTO knock-
down in human cells and resulted in increased m6A levels of
the mRNA.44 The demethylation activity of both proteins is
comparable, although ALKBH5 shows direct demethylation,
whereas FTO-mediated demethylation is supposed to create
hm6A and f6A as intermediates.42,44

In 2009 it was found that also 5mdC is further enzymatically
oxidized in a stepwise fashion to give first 5-hydroxymethylde-
soxycytosine (5hmdC), followed by 5-formyldesoxycytosine
(5fdC) and 5-carboxydesoxycytosine (5cadC). “Ten-11 translo-
cation” (TET) enzymes, which are Fe2C/a-KG dependent diox-
ygenases, were discovered to catalyze this iterative 5mdC
oxidation reaction.45,46 Regarding the first oxidation step that
transforms 5mdC to 5hmdC, the Fe2C/a-KG catalyzed reaction
generates a stable C-CH2-OH connectivity, which is as a pri-
mary alcohol stable in water (Fig. 3). 5hmdC is consequently a

Figure 3. Oxidation of m6A followed by decomposition of the hemiaminal to A and oxidation if 5mdC to stable 5hmdC.
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stable DNA base modification and it was suggested that the
base has indeed epigenetic functions. For example, 5hmdC con-
stitutes 0.6% of all nucleotides in Purkinje neurons, a special
neural cell type of the cerebellum, and 0.032% of all nucleotides
in embryonic stem (ES) cells.45,47 The highest 5hmdC levels in
fully differentiated tissues were found in the brain with up to
1% of all cytosines.48,49 Evidence accumulates that 5hmdC in a
given gene is able to accelerate transcription and it is not sur-
prising that 5hmdC is mainly present in the promoter of
actively transcribed genes.50,51

TET enzymes are in this sense required to orchestrate the
transcriptional activity of genes. In vertebrates, TET proteins
exist in 3 different types (TET1 – TET3) that do not differ
regarding their chemistry, but seem to have different spatio-
temporal activity. Whereas TET1 is mostly expressed in stem
cells, TET3 is upregulated during differentiation and the most
abundant TET enzyme in fully differentiated cells.52-54 A global
TET3-knockout is lethal in embryogenesis, because it prevents
epigenetic reprogramming during differentiation.55 It is inter-
esting, that the presence of 5hmdC in mammalian DNA was
described first already in 1972.56 It took more than 30 y to con-
firm that 5hmdC is really present in substantial amounts that
are highly depending on the cell and tissue type.57

The further oxidized bases 5fdC and especially 5cadC
(Fig. 4) could not be associated yet with distinct cellular func-
tions, but for 5fdC it was reported that it might have regulatory
purposes and is also a stable epigenetic mark.58 In accordance
with these previous findings, a recently reported single-cell
5fdC-sequencing method called CLEVER-seq revealed that the
generation of 5fdC in promoter regions precedes the upregula-
tion of gene expression.59 Despite this faint evidence for

epigenetic functions, 5fdC and 5cadC are currently mainly con-
sidered to be intermediates on the way of an active DNA
demethylation process. DNA demethylation is a crucial process
of cell development. Especially during fertilization (paternal
part of the genome), early embryogenesis (maternal part of the
genome) and the development of germ cells, DNA demethyla-
tion takes place in a genome-wide manner, allowing a broad
reprogramming of the fertilized oocyte and the cells in the early
embryo.60-63 But not only during development, also in fully dif-
ferentiated cells, it occurs at specific sites of the genome. In
brain, for example, locus-specific DNA demethylation and de
novo methylation is induced by neural activation, arguing that
DNA demethylation is important for normal brain function,
including memory formation and learning.64-66 DNA demeth-
ylation can take place either actively, which means replication-
independent, or passively when DNMT1 does not methylate
the nascent DNA strand in hemi-methylated DNA after repli-
cation. Passive demethylation occurs, when DNMT1 is absent
or blocked during the replication process, which happens for
example during early embryogenesis to ensure the demethyla-
tion of the maternal genome.67 Interestingly, 6mA demethyla-
tion in Drosophila is catalyzed by Drosophila’s TET homolog
(DMAD or dTet). DMAD depletion results in higher 6mA lev-
els, but unchanged 5mdC patterns, and is lethal at pupa stage
or shortly after.16 DMAD and TET possess similar catalytic
active Cys-rich and DSBH domains, however, 6mA-demethyla-
tion activity was not observed yet for mammalian TET
enzymes.16

Although oxidation of 5hmdC to 5fdC and 5cadC creates
stable molecules due to the lack of a het-atom in b-position, it
is discussed that both could be turned into unstable structures

Figure 4. Potential mechanism of chemically induced active demethylation with a potential immediate re-methylation.
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upon further chemical manipulation. A chemically attractive
mechanism requires that 5fdC and 5cadC are attacked by a
helper nucleophile, preferentially a thiol group at the C6 posi-
tion, in a Michael-type reaction (Fig. 4). Hydratization of 5fdC
and tautomerization of the reacted 5fdC and 5cadC allows us
to formulate a “b-imino-type” substructure that is prone to
deformylation and decarboxylation (red arrows in Fig. 4).
Indeed, we could show that reaction of 5fdC and 5cadC with a
thiol-nucleophile leads to spontaneous deformylation and
decarboxylation showing that the suggested chemistry is feasi-
ble. There is currently no evidence that this type of chemistry
occurs in vivo but we could show that stem cell lysates feature a
decarboxylating activity.68 Interesting is the observation that
deformylation and decarboxylation of 5fdC and 5cadC after
reaction with a thiol nucleophile leads to a reaction intermedi-
ate (boxed in Fig. 2 and 4) that is the key intermediate observed
already during methylation of dC to 5mdC by the DNMTs. It is
therefore tempting to speculate that DNMT enzymes are
involved in the deformylation and decarboxylation maybe fol-
lowed by immediate re-methylation. Although this reaction
sequence would follow chemical logic, it needs to clarified in
the near future, if such reactions occur indeed in nature. It was,
however, shown that C5-DNA-methyltransferases are indeed
able to remove formaldehyde from 5hmdC, converting 5hmdC
directly to dC, therefore supporting these ideas.69

In this context, it is interesting to note that 5hmC and 5fC
were also discovered in RNA. In human cells at tRNA position
C34, the oxidation of the corresponding RNA base 5mrC to
5frC is catalyzed by the Fe2C/a-KG dependent enzyme
ALKBH1, which is also responsible for m1 A demethylation in
mammalian tRNA.70,71 Interestingly, 5hmrC was not detected
as an intermediate in the ALKBH1-dependent 5mrC oxida-
tion.70 In Drosophila, 5hmrC was discovered in polyadenylated
RNA and is associated with enhanced mRNA-translation effi-
ciency back to normal level, when 5mrC has lowered the

efficiency.72 Surprisingly, the oxidation reaction is catalyzed by
Drosophila’s TET homolog dTet that is also responsible for
6mA demethylation, but does not oxidize 5mdC.16,72 Moreover,
there is evidence that TET enzymes are also responsible for
5mrC oxidation,73,74 but at the moment it is not clear whether
TET-mediated 5hmrC or 5frC formation are stable or rather
transient modifications.

In contrast to the chemical mechanism of active demethyla-
tion discussed above, strong evidence exists that active demethyl-
ation via formation of 5fdC and 5cadC is also linked to base
excision repair (BER), which repairs also mismatches caused by
deamination of 5hmdC to 5hmdU (Fig. 5). This mechanism
includes excision of 5dfC or 5cadC and subsequent activation of
BER. The dG/dT mismatch specific thymine DNA glycosylase
(TDG) recognizes dG/dT mismatches, but with an even higher
activity it excises 5fdC or 5cadC, but not 5mdC and 5hmdC, in
vitro.75 This reactivity was not observed for other DNA glycosy-
lases. Evidence that TDG excises 5fdC and 5cadC also in vivo is
given by the fact that 5fdC and 5cadC levels are
5–10 times increased in TDG-deficient ES cells compared with
the wildtype.76 However, TET/TDG-mediated demethylation is
very unlikely to be the only demethylation mechanism. It rather
occurs at defined promoter regions in the genome than in a
genome-wide manner. First, TDG-activity causes abasic sites.77 If
this happened genome-wide, it may impair genomic stability,
which is crucial for correct development. Second, TDG knockout
starts to be lethal not before embryonic day 12.5 and TDG levels
are very low in the zygote, where the paternal genome is
demethylated.78,79

Most recently it was suggested that nature may not need to
oxidize 5mdC to 5fdC and 5cadC for demethylation and that a
third TET-independent pathway has to exist. In the zygote, the
most drastic demethylation occurs when 5mdC is globally
erased from the paternal part of the genome, while the maternal
part is shielded from demethylation. DNA-demethylation of

Figure 5. Active demethylation via base excision repair. Two possibilities are discussed: A direct removal of 5fdC and 5cadC in xdC:dG base pairs or removal of a deami-
nated 5hmdU in a 5hmdU:dG mismatch by BER glycosylase.
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the paternal pro-nuclei is replication- and TET-independent,
since 5hmdC levels increase after 5mdC levels have dropped
and global demethylation can be detected in Tet3-deficient
zygotes.80 It might be that deamination of genomic 5mdC to
dT and subsequent dT/dG mismatch repair are the mechanism
behind this observation.81 However, this would also impair
genomic stability.

Implication of misguided methylation and
demethylation

Whereas the distribution of 5mdC and 5hmdC is tightly regu-
lated to ensure the anticipated functionality of a cell and its
response to DNA damage, one hallmark of cancer cells is their
completely different methylation and hydroxyL-methylation
pattern.82,83 In many cancer types, the global methylation levels
are decreased, while promoter regions of important regulatory
and tumor suppressor genes are hypermethylated and therefore
silenced.84 One example is the hypermethylation of the pro-
moter region of HIC1, which is a transcriptional repressor of
SIRT1, a survival protein (proto-oncogene) that is consequently
upregulated.85 It was also shown that certain CGIs are coordi-
nately methylated in some tumor cells, which is called “CpG
island methylator phenotype.”86-88 Since TET1 was initially dis-
covered in 2002 as a fusion protein to MLL1 H3K4 methyl-
transferase in patients with acute lymphoblastic leukemia,
which is characterized by mutations in the MLL1 protein, it
was considered to be an oncogene.89 Only when the biologic
function of the TET enzymes was elucidated in 2009, it was
proven a few years later that TET enzymes are actually tumor
suppressors that are silenced in various types of tumors.
Decreased levels and activity of TET1 and therefore reduced
5hmdC levels are associated with haematopoietic malignancies,
colon, breast, prostate, liver and lung cancers, which show
greater levels of proliferation and for breast cancer increased
invasion rates as a direct consequence of TET1 downregula-
tion.90-93 TET2 mutations and consequently decreased 5hmdC
levels occur in various myeloid malignancies, including chronic
myelomonocytic leukemia, myeloid proliferative neoplasm and
acute myeloid leukemia.82,94,95 Mutations in the genes of isoci-
trate dehydrogenase (IDH) 1 and 2 lead to the production of
D-2-hydroxyglutarate (D-2HG), a metabolite that inhibits
TET2 activity for example in AML and MPN, but also in malig-
nant gliomas, resulting in a dramatic decrease of 5hmdC lev-
els.96 Interestingly, IDH1/2 and TET2 mutations seem to be
mutually exclusive in these types of tumor, with IDH1/2 muta-
tions being the ones with higher oncogenic potential.97,98

Recent results show that not only mutations in TET genes or
their inhibition by cancer metabolites are important for tumor-
igenesis, but also tumor hypoxia is responsible for reduced TET
activity.99

There is more and more evidence that epigenetics and metabo-
lism are closely connected not only via D-2HG in cancer metabo-
lism, but also in normal cells.100,101 As an intermediate in the tri-
citric acid (TCA) cycle and part of nitrogen catabolism through
deamination of glutamate, a-KG is one of the key metabolites.
Since it is the co-substrate of TET enzymes and other dioxygenases
involved in epigenetic regulation, such as histone lysine demethy-
lase, it links epigenetics directly to metabolism. Levels of a-KG are

rate limiting for TET activity and higher a-KG levels result in
higher TET activity with direct impact on differentiation pro-
cesses.102 Depending on the cell type and status, a-KG can either
promote self-renewal or induce differentiation.103 In brown adi-
pose tissue (BAT) development, for example, TET3 mediates cell
commitment to BAT by demethylating the Prdm16 promoter.
AMP activated protein kinase a1 (AMPKa1) influences a-KG lev-
els positively and therefore increase TET3 activity.104 Glutamate
and glutamine metabolism increases a-KG levels, leading to self-
renewal in pluripotentmouse embryonic stem cells, while succinate
supply leads to differentiation.102 Additionally, succinate and also
fumarate, another 2 intermediates of TCA cycle, show an inhibi-
tory effect on TET enzymes in vitro.105

In the future, it will be challenging not only to prove the
existence, but to reveal the distinct biologic functions of
the various DNA and RNA modifications that exist. The role of
the modified bases in mRNA are currently under extensive
investigation and for DNA, especially the functions of 5hmdC
in regulatory and learning processes in brain, but also during
development and in cancer cells are of great interest.
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Metabolism, Epigenetics and the Nuclear-Mitochondrial Crosstalk 
Metabolic processes do not only ensure the energy supply of the cell but also control every cellular 

aspect, including self-renewal, proliferation and differentiation.54 Within the metabolic network of the 

cell, however, energy metabolism has a pivotal role. Living cells in any situation rely on constant supply 

with adenosine triphosphate (ATP), which is the universal carrier of energy in biology.55 Interestingly, 

basal cellular maintenance even needs more energy than mammalian cells need for proliferation.56 

Glucose is an energy carrier that can be quickly taken up and catabolized by any kind of cell, even under 

hypoxic conditions, and therefore plays a major role in energy supply.56 Metabolically very active cells 

or tissues like tumors or brain mainly catabolize glucose to meet their energy demands.57-59 For 

example, the human brain uses 25% of the total amount of consumed glucose, although it only 

accounts for 2% of the total cell mass.57  

In principle, glucose metabolism in higher eukaryotes is divided in three basic processes: glycolysis, 

pentose phosphate pathway (PPP) and glycogenesis. Glycogenesis is an anabolic process for glucose 

storage as glycogen.60 The PPP can be anabolic or catabolic and its final products depend on the stage 

of the cell. When the cell is proliferating, and DNA building blocks are needed, ribose-5-phosphate is 

the main product. In contrast, when the energy demand is high, the PPP is used for the generation of 

the reduced nicotinamide adenine dinucleotide phosphate (NADPH) and pyruvate, of which pyruvate 

is also the final product of glycolysis (Figure 2).61 The main pathway for glucose catabolism, however, 

is the interplay of glycolysis, tricarboxylic acid cycle (TCA cycle) and oxidative phosphorylation (OxPhos) 

(Figure 2). Glycolysis takes place in the cytosol and does not require oxygen (O2).62 The TCA cycle takes 

place in the mitochondrial matrix and the inner mitochondrial membrane. Although the TCA cycle itself 

does not directly depend on O2, it is suppressed under hypoxic conditions, because without O2 it would 

not be possible to maintain the nicotinamide adenine dinucleotide (NAD+) pool that is required to keep 

the TCA cycle running.63 Finally, OxPhos, which takes place at the inner mitochondrial matrix, provides 

most of the energy. As the name suggests, OxPhos is strictly O2-dependent.64  

Glycolysis catabolizes one molecule of glucose to two molecules of pyruvate under consumption of 

two molecules of NAD+, thereby generating two molecules of ATP and NADH net (Figure 2A). Under 

hypoxic conditions, energy supply relies on glycolysis and the TCA cycle is suppressed. In this situation, 

the glycolytic rate is increased and pyruvate is reduced to lactate, thereby recovering the cytosolic 

NAD+ pool (Figure 2A).65 However, if O2 is available, glycolysis is normally linked to the TCA and 

subsequently to OxPhos. Alternatively, the TCA cycle can be directly fueled by amino acid and fatty 

acid metabolism (Figure 2B). If glycolysis is the major source of ATP although O2 is available, the cell is 

on aerobic glycolysis. This effect is known as the “Warburg effect”, which is a metabolic hallmark of 

many cancer and other fast proliferating cells. It seems counterintuitive that fast proliferating cells 

restrict themselves to the, in terms of ATP production, less efficient glycolytic pathway. However, not 

ATP is the limiting factor for proliferation, but the availability of other biomolecules such as 

nucleotides, proteins or fatty acids for membranes. Aerobic glycolysis still provides ATP, but 

nevertheless keeps six carbons available for the production of biomolecules, which is not the case 

when glucose is finally oxidized to carbon dioxide (CO2).59  
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Figure 2: Depiction of glucose catabolism. (A) Glycolysis and pentose phosphate pathway, (B) TCA cycle and (C) OxPhos. 
Dashed arrows indicate more than one reaction step. I = NADH-coenzyme Q oxidoreductase, II = succinate-Q oxidoreductase, 
III = Q-cytochrome c oxidoreductase, IV = cytochrome c oxidase, Aco = aconitase, ADP = adenosine diphosphate, 
Aldo = aldolase, ATP = adenosine triphosphate, Atp5 = ATP synthase, C = cytochrome C, CoA = coenzyme A, Cs = citrate 
synthase, DHAP = dihydroxyacetone phosphate, e- = electron, Fh = fumarate hydratase, GAP = glyceraldehyde 3-phosphate, 
Gapdh = glyceraldehyde 3-phosphate dehydrogenase, GDP = guanosine diphosphate, GTP = guanosine triphosphate, 
Hk = hexokinase, Idh = isocitrate dehydrogenase, Ldh = lactate dehydrogenase, Mdh = malate dehydrogenase, 

NAD+/NADH = nicotinamide adenine dinucleotide (oxidized/reduced), Ogdh = -ketoglutarate dehydrogenase complex, 
OxPhos = oxidative phosphorylation, Pdh = pyruvate dehydrogenase complex, PEP = phosphoenolpyruvate, Pfk = 6-
phosphofructokinase, Pgk = phosphoglycerate kinase, Pk = pyruvate kinase, Q = flavoprotein-Q oxidoreductase, Sdh = 
succinate dehydrogenase, Sucl = succinyl-CoA-synthetase, TCA cycle = tricarboxylic acid cycle, Tim = triosephosphate 
isomerase. 
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The TCA cycle is the core of cellular metabolism, because it is the central common oxidative pathway 

for carbohydrates, amino acids and fatty acids, where they are eventually oxidized to CO2 (Figure 2B). 

Furthermore, it provides precursors for many biomolecules and intermediates of the TCA cycle are 

components of many other pathways. Carbohydrates, amino acids and fatty acids usually enter the 

TCA cycle as acetyl-coenzyme A (acetyl-CoA), except for glutamate and glutamine, which enter the TCA 

cycle as -ketoglutarate (KG) after deamination. The link between glycolysis and the TCA cycle is the 

pyruvate dehydrogenase complex (PDC), which is located in the inner mitochondrial membrane to 

irreversibly decarboxylate pyruvate and generate acetyl-CoA and NADH.66 For the final oxidation to 

CO2, which is performed by dehydrogenases, three molecules of NAD+ and one molecule of oxidized 

flavin adenine dinucleotide (FAD) are reduced as redox equivalents to NADH and FADH2 per molecule 

acetyl-CoA entering the TCA cycle. Additionally, one molecule of guanosine triphosphate (GTP) is 

produced.63  

In the last step, OxPhos, electrons from NADH and FADH2 are transferred to O2 by a sequence of 

electron carriers in the inner mitochondrial matrix, eventually resulting in water (H2O) (Figure 2C). The 

reduction of O2 to H2O is in summary an exothermal reaction and the energy that is released in this 

process drives proton pumps in the inner mitochondrial membrane. The so established proton gradient 

between the intermembrane space (high proton concentration) and the mitochondrial matrix (low 

proton concentration) finally enables the phosphorylation of 26 molecules of ADP to ATP per molecule 

glucose.64 

The interplay of glycolysis, TCA cycle and OxPhos can dictate cellular fate. Many intermediates of these 

fundamental cellular processes are used in other metabolic pathways. Changes in the basic epigenetic 

program of the cell, e.g. from self-renewal to differentiation, are often accompanied or even induced 

by metabolic changes. As mentioned above, fast proliferating cells are more limited by the availability 

of carbon building blocks than by the absolute amount of ATP and therefore often use aerobic 

glycolysis to balance their need for ATP and for precursor molecules. Differentiated cells, in contrast, 

need more ATP, e.g. neurons to maintain a membrane potential, but less precursor molecules for DNA 

or membrane synthesis.59 Consequently, differentiated cells use TCA and OxPhos to obtain the 

maximal amount of ATP. A prominent example how cellular metabolism adapts to meet the 

requirements of the cell and how these adaptions induce further changes, is the metabolic switch that 

stem cells show upon differentiation. Pluripotent stem cells in culture show a shift from alternatively 

aerobic glycolysis or OxPhos to exclusively aerobic glycolysis upon priming, and eventually to almost 

exclusively OxPhos upon further differentiation.67-70  

In mouse embryonic stem cells (mESCs) that are kept in a naïve state in culture, the steady-state level 

of the intermediates of the TCA cycle are usually low, except for KG, indicating that the cells mainly 

use aerobic glycolysis.24 In addition to their need of carbon precursor building blocks, naïve mESCs have 

low DNA methylation and a very open chromatin structure.71 Aerobic glycolysis ensures high acetate 

and thereby high acetyl-CoA levels.72 Acetyl-CoA in turn is a co-substrate for histone acetyl-

transferases (HAT), which are responsible for a preferable open chromatin structure in pluripotent 

cells by establishing an acetyl-group on lysine residues of histones.73 In contrast, S-adenosyl-

methionine (SAM) that is a substrate for various methyltransferases, including the DNMTs, is kept at 

low levels in the pluripotent state, but the levels increase in early differentiation.74 However, in the 

naïve state, the cells can switch between aerobic glycolysis and OxPhos on demand.74, 75 When mESCs 

undergo priming to become epiblast-like stem cells (EpiSCs), which are still pluripotent, but more 

committed than naïve cells, they exclusively depend on aerobic glycolysis.70 EpiSCs proliferate even 

faster than naïve ESC and still have a very open chromatin structure and therefore heavily rely on 

carbon precursor molecules for nucleotides, amino and fatty acids and co-factors.73 Although the 

mitochondria are in principal functional in the pluripotent state of primed cells despite their different 
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morphology, uncoupling protein 2 (Ucp2), which is located in the mitochondrial inner membrane76, 

facilitates glycolysis and prevents OxPhos. The fact that stimulation of aerobic glycolysis in naïve mESCs 

drives the cells into an epiblast-like cell fate75 and in the opposite direction, promotion of OxPhos in 

EpiSCs allows reestablishment of naïve pluripotency77, elucidates that metabolic switches are not only 

a consequence of cell-fate decisions, but also induce them. When Ucp2 is repressed and energy 

metabolism switches from aerobic glycolysis to OxPhos, EpiSCs further differentiate.67 However, in the 

developing organism in vivo, this switch only happens in endo- and mesoderm differentiation, but not 

for ectoderm differentiation which still requires glycolytic flux.78  

A key metabolite that links these metabolic changes to epigenetic changes, is KG. Naïve mESCs in 

culture require glucose and glutamine catabolism to maintain a high intracellular KG to succinate 

ratio. Manipulation on that ratio is directly linked to chromatin changes regarding DNA methylation 

and histone modifications and can therefore force cells under cultured conditions to stay in the naïve 

state when KG is high or to start differentiation when succinate is increased.24, 25 To preserve the 

naïve pluripotent ground state, mESCs are often kept in a medium that is supplemented with leukemia 

inhibitory factor (LIF) and two inhibitors (PD0325901 and CHIR99021 (2i)) against glycogen synthase 

kinase-3 beta and the mitogen-activated protein kinases pathway, respectively.79, 80 When mESCs are 

transferred from 2i/LIF conditions into medium supplemented with fetal bovine serum (FBS) and LIF, 

they change from the naïve to a more committed, in short, a primed phenotype.24, 81 But the effect of 

KG on the ability to keep cultured mESCs in the naïve state is so strong that even when the culturing 

conditions change from 2i/LIF to FBS/LIF, the  shift to a primed phenotype is inefficiently induced when 

a high KG to succinate ratio is maintained by external KG supply.24 The high KG levels in naïve 

mESC are maintained by the phosphoserine aminotransferase 1 (Psat1).82 Psat1 generates KG from 

glutamate by transferring the amino group of glutamate on 3-phospho-oxypyruvate thereby producing 

KG and O-phospho-L-serine, and is down-regulated during the priming process. This already indicates 

that when it comes to the regulation of epigenetic processes by metabolites, the control of intracellular 

KG levels is crucial.70, 83-85 However, it is oversimplification to claim that KG in general promotes self-

renewal and succinate induces differentiation. The impacts of KG and succinate on epigenetic 

plasticity are different depending on the cell’s state. Therefore, local KG and succinate amounts must 

be tightly controlled. Whereas a high concentration of cytosolic and nuclear KG promotes self-

renewal when the cells are in a naïve state, it accelerates early differentiation once the cells are in a 

primed state. Succinate has the opposite effect, both on naïve and primed stem cells.25 Transition of 

naïve to primed to differentiated cells is therefore induced by controlled fluctuations of KG levels.24, 

25, 70, 82 The central roles for KG and succinate for epigenetic plasticity seem to be based on the fact 

that KG is a co-substrate for many epigenome-modifying enzymes such as Jumonji C domain-

containing histone demethylases (JHDMs) (Figure 3A) and ten-eleven translocation (TET) enzymes 

(Figure 3B), which both belong to the family of KG-dependent dioxygenases.24, 25, 83 To perform the 

oxidation reaction, those enzymes decarboxylate KG to succinate, which in turn is a competitive 

inhibitor for them.86, 87 
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Figure 3: Reaction mechanisms of KG-dependent dioxygenases. (A) Reaction mechanism of JHDMs. (B) Reaction 

mechanism of TET enzymes. KG = -ketoglutarate, JHDMs = Jumonji C domain-containing histone demethylases, TET = ten-
eleven translocation enzyme. 

In mammals, more than 60 KG-dependent oxygenases exist and when O2 is not limited, the 

availability of KG is rate limiting for those enzymes.24, 83, 88, 89 In cultured cells, cell-permeable 

dimethyl-KG (DM-KG) can be added to the medium in millimolar concentrations to increase the 

intracellular KG-concentration simply by diffusion through the cell membrane.24, 25 Furthermore, 

some cell types, such as human pluripotent stem cells (hPSCs), have membrane transporters for KG.25 

However, intracellular KG levels, especially in tissue in vivo, can be modulated without external KG-

supply (Figure 4). But how are intracellular KG levels regulated and balanced between the 

mitochondria and the cytosol/the nucleus? Every cell can take up glucose or lactate and glutamine or 

glutamate via membrane transporters and the catabolism of these nutrients balances many metabolite 

levels in the cell, including KG.24, 59, 90 KG can be generated by aminotransferases, e.g. by aspartate 

aminotransferases (GOT) or Psat1, which transfer the amino group of glutamate to another substrate 

and thereby produce KG (Figure 4). An additional group of KG-generating enzymes are certain 

dehydrogenases that perform a NAD(P)+ dependent oxidation reaction. Isocitrate dehydrogenases 

(IDH), glutamate dehydrogenase 1 (Glud1, Gdh) or 2-hydroxyglutarate dehydrogenases (2HGDH) 

belong to this category (Figure 4). In the cell, glucose/lactate and glutamine/glutamate catabolism and 

therefore also KG metabolism are linked to redox chemistry through NAD(P)+ and its reduced form 

NAD(P)H.24 NAD(P)+/NAD(P)H are essential redox equivalents, NAD(P)+ for oxidations and NAD(P)H for 

reductions, to regulate cell homeostasis on every level.26, 91  A dedicated shuttling system, the malate 

aspartate shuttle (MAS), exists to maintain redox homeostasis between cytosol and mitochondria. It 

consists of a malate/KG and a glutamate/aspartate carrier in the inner mitochondrial membrane, 

Got1 (cytosolic) and Got2 (mitochondrial) and the malate dehydrogenases (MDH) Mdh1 (cytosolic) and 

Mdh2 (mitochondrial) (Figure 4).92, 93 Thereby it also regulates the KG amount between the 

cytosol/nucleus, where KG is needed as cofactor for the KG-dependent oxygenases, and the 

mitochondria, where KG is an intermediate of the TCA cycle (Figure 4).25, 92 Malfunction of the MAS 
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by inhibition of Got1/Got2 leads to lower KG levels in the cytosol, which impairs differentiation of 

cultured hPSCs, showing the importance of cytosolic KG concentration control by the MAS for 

epigenetic plasticity.25  

Absolute quantification of KG levels in immortalized baby mouse kidney epithelial (iBKM) and HeLa 

cells revealed that its steady-state concentration is in the high micromolar to even low millimolar range 

in those cell lines.85, 94 Cytosol and nucleus of eukaryotes are separated by a double membrane, called 

the nuclear envelope, which allows the exchange of small molecules and macromolecules between the 

two compartments via nuclear pore complexes.95 These pores allow diffusion of proteins bigger than 

60 kDa through them and thus are not expected to be a barrier for KG. Changes in the gene 

expression profile presumably result in a concentration gradient of KG between the cytosol and the 

nucleus, where KG is consumed by TET enzymes and JHDMs. The more drastic the change in the gene 

expression profile is, the more KG is consequently needed. In contrast, the KG in a cell that is in a 

steady state, which means that its gene expression profile is stable, should be equally distributed 

between the cytosol and the nucleus. Assuming that a typical mammalian cell has a diameter of 

20 µm96 and the nucleus accounts for 10% of the cellular volume and has a round shape97, 98, the 

nuclear volume (I) is  

𝑉𝑛𝑢𝑐𝑙. = 0.1 ×
4

3
× 𝜋 × 𝑟𝑐𝑒𝑙𝑙

3 = 0.1 ×
4

3
× 𝜋 × (10 × 10−6𝑚)3 ≈ 4.2 × 10−16 𝑚3 = 420 µ𝑚3 (I). 

In the steady state, an KG concentration of 1 mM means a total nuclear KG amount (II) of 

𝑛𝛼𝐾𝐺(𝑛𝑢𝑐𝑙.) = 𝑐𝛼𝐾𝐺(𝑛𝑢𝑐𝑙.) × 𝑉𝑛𝑢𝑐𝑙. = 10−3 𝑚𝑜𝑙

𝑙
× 103 𝑙

𝑚3 × 4.2 × 10−16 𝑚3 = 4.2 × 10−16 𝑚𝑜𝑙 (II), 

which is more than 250 million molecules of KG in the nucleus (III) 

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠𝛼𝐾𝐺(𝑛𝑢𝑐𝑙.) = 𝑛𝛼𝐾𝐺(𝑛𝑢𝑐𝑙.) × 𝑁𝐴 ≈ 4.2 × 10−16 𝑚𝑜𝑙 × 6.022 × 1023 𝑚𝑜𝑙−1 ≈ 253 × 106 (III). 

The mouse genome has a size of roughly 2.5 billion bp99 with almost 20 million of NCPs when one NCP 

consists of 150 bp and the average dG/dC content is 0.42100. If 5’-hydroxymethyl-2’-deoxycytidine 

(5hmdC) levels are very high, almost 20% of 5mdC, which is in total about 1% of dC, are 

hydroxymethylated20, resulting in roughly 10 million 5hmdC. With 250 million molecules of KG in the 

nucleus more than ten methyl-groups could be potentially removed from histone lysine residues per 

NCP in an KG-dependent process catalyzed by JHDMs and 20% of 5mdC could be oxidized by TET 

enzymes. As these processes never happen simultaneously, this amount of KG in the nucleus exceeds 

by far the amount that is needed by KG-dependent epigenetic enzymes, even if their KG affinity is 

low, in any situation. Moreover, if KG is massively consumed in the nucleus there will be an KG 

gradient in the cell and therefore flux of KG from the mitochondria, where KG is mainly produced, 

to the nucleus, where it is used, to maintain an overall KG level of 1 mM in the cell. Consequently, 

KG concentrations of about 1 mM cannot be rate-determining for any KG-dependent enzyme. 

Nevertheless, manipulation of the KG level, e.g. in stem cells, results in multiple consequences for 

the epigenetic landscape and cell fate.24, 25 Consequently, one must assume that the cytosolic 

intracellular KG level is substantially lower than 1 mM in cellular systems that are still under 

proliferation control and therefore are different from cancer or immortalized cell lines like HeLa or 

iBKM. Evidence for this assumption comes from a study from Yang et al. on brown adipose tissue (BAT) 

development, where they reported that KG concentrations in brown stromal vascular cells and 

mouse embryonic fibroblasts are in the low micromolar range of about 15 µM and are doubled during 

BAT development.89 Whereas a concentration of 1 mM of KG in the nucleus means more than 

250 million molecules thereof, 15 µM results in less than four million molecules. The Michaelis 

constant Km, which describes the substrate concentration that is needed for half-maximal reaction 
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rate, was shown to be between 50 - 60 µM for Tet1 and Tet2 regarding KG.87 In BAT development, 

the elevation of the KG level towards the Km is directly linked to changes in the epigenetic landscape 

by increasing TET activity, which is needed for active DNA demethylation of promoter regions of 

relevant BAT-developmental genes.89 Under physiological conditions, the majority of KG seems to be 

located in the mitochondria, whereas in HeLa cells cytosolic KG levels exceed the mitochondrial ones 

by almost ten times.94, 101 These observations indicate that cancer cell lines or more general, cell lines 

that lack proliferation control, are not an appropriate model system to study the effects of metabolism 

on epigenetic changes, unless cancer-specific implications are desired to be drawn. 

In addition to KG and succinate, there are many more metabolites that influence the activity of KG-

dependent oxygenases with at least potential epigenetic relevance. Vitamin C, which is a reducing 

agent that is able to restore the catalytic iron2+ (Fe2+) in TET enzymes, was discovered to enhance TET 

activity and thereby promote active DNA demethylation. Interestingly, other reducing agents do not 

show this effect, suggesting that vitamin C is a specific accessory factor for TET enzymes.102, 103 

Oxaloacetate (OAA), which has one hydrocarbon moiety less than KG, could be in theory an additional 

co-substrate for KG-dependent oxygenases that does not bind as efficiently as KG, but is also 

accepted. However, since it is bound in the wrong orientation in the active site, it is a competitive 

inhibitor with an inhibition constant Ki around 50 µM, which is similar to the Ki of succinate.86 Whereas 

KG is bound with its carbon (C) 1 carboxylic/C-2 keto-group, OAA is bound with its C-4 carboxylic 

group, making it impossible for the enzyme to perform the oxidation.86 Whether this inhibitory 

potential is physiologically relevant is under debate as the intracellular concentrations of 

mitochondrial OAA are usually in the low micromolar range and not even quantifiable in the cytosol.85 

Fumarate, isocitrate and L-malate are additional TCA cycle intermediates with less potent inhibitory 

potential regarding KG-dependent oxygenases.86, 87 Under normal physiological conditions, this is 

probably of no physiological relevance, since the cytosolic concentrations of these metabolites are not 

even quantifiable either.85 Many types of tumor cells, however, show an accumulation of succinate 

and fumarate to millimolar concentrations due to loss-of-function mutations of the fumarate 

hydratase (FH) or the succinate dehydrogenase (SDH) and in these tumors, the function of the KG-

dependent oxygenases is impaired.87 An additional metabolite that is a competitive inhibitor of KG-

dependent oxygenases is 2-hydroxyglutarate (2HG), but again is hardly present in the cell under 

physiological conditions (Figure 4). If low amounts of KG are reduced to 2HG under physiological 

conditions, 2Hgdh immediately reconvert 2HG to KG.84, 104 However, 2HG can accumulate in the cell 

to high micromolar or even low millimolar concentrations under pathological or hypoxic conditions. R-

2HG is generated by reduction of KG by malfunctional Idh1 or 2 in cancer cells and is therefore often 

referred to as oncometabolite.84, 105, 106 S-2HG is mainly generated by lactate dehydrogenase A (Ldh A), 

but also by Mdh1 and 2, in response to hypoxic conditions.107 Both enantiomers show inhibitory 

potential.  
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Figure 4: Cellular mechanisms to adjust the cytosolic/nuclear and the mitochondrial KG and NAD+/NADH concentrations. 

Depiction of the MAS and of metabolites that inhibit KG-dependent dioxygenases in the nucleus. Molecules in grey are only 
present at very little concentrations (< 1 µM) in the respective compartment of mammalian cells under physiological 
conditions. 2HG = 2-hydroxyglutarate, 2Hgdh = 2-hydroxyglutarate dehydrogenase, Acetyl-CoA = acetyl-coenzyme A, 

KG = -ketoglutarate, FAD/FADH2 = flavin adenine dinucleotide, Gdh = glutamate dehydrogenase, Got = aspartate 
aminotransferase, Idh = isocitrate dehydrogenase, JHDM = Jumonji C-domain containing histone demethylase, Ldh = lactate 
dehydrogenase, MAS = malate-aspartate-shuttle, Mdh = malate dehydrogenase, NAD+/NADH = nicotinamide adenine 
dinucleotide (oxidized/reduced), PDC = pyruvate dehydrogenase complex, OAA = oxaloacetate, Psat1 = phosphoserine 
aminotransferase 1, TCA cycle = tricarboxylic acid cycle, TET = ten-eleven translocation enzyme.  

Metabolism in mammals does not only rely on the availability of metabolites, but also on the 

availability of O2. Whereas most differentiated cells strictly rely on sufficient O2 supply, the situation is 

different for stem cells and cancer cells. It was shown that local O2 availability directly regulates self-

renewal and differentiation in stem cells.68, 108, 109 In culture, stem cells are often kept under 
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atmospheric O2 levels (21%), but this does not reflect the situation in vivo, where physiological levels 

of O2 are much lower (5%).109 The microenvironment, where stem cells are located in the embryo 

during development and in the adult organism, e.g. in the bone marrow, are even considered as 

hypoxic (1.5 – 5.3% O2).110-112 Stem cells that are grown under physiological or lower O2 level show 

similar growth rates, but less spontaneous differentiation compared to stem cells that are grown under 

atmospheric O2 level.113 Lower O2 levels result in the expression of hypoxia-inducible factors (HIFs) and 

Hif2 and Hif3 for example ensure upregulated expression of the octamer binding transcription 

factor 4 (Oct4), which is essential for early embryonal development and a hallmark of pluripotency.109, 

112, 114 However, it could be shown that a hypoxic environment does not only maintain pluripotency, 

but also facilitates proper differentiation of stem cells.109 Due to the O2-dependance of KG-dependent 

oxygenases, O2 availability also influences their activity and thereby epigenetic processes. In vitro 

studies on Tet1 and Tet2 activity revealed that O2 is bound very efficiently and therefore the authors 

assumed that TET activity is not impaired under hypoxic conditions.87 However, studies on human and 

mouse cancer cells showed that tumor hypoxia significantly reduces TET activity although the 2HG 

levels are not increased.115 

The data indicate that there are tight connections between metabolic processes and epigenetic 

plasticity. Many metabolites, among them KG, acetyl-CoA or SAM as the most prominent ones, are 

often co-substrates for chromatin modifying enzymes. The concept that these metabolites are 

provided “in situ” by metabolic enzymes directly in the nucleus is now established. It has been 

discovered that all enzymes involved in glycolysis, but also many proteins that were assumed to be 

exclusively located in the mitochondria are present in the nucleus.116 These proteins are often referred 

to as “moonlighting proteins” since they fulfill a different purpose at their new location, which is not 

directly connected to their original function. Regarding metabolic enzymes in the nucleus, their new 

functions are providing co-substrates for chromatin-changing enzymes, balancing local NAD+/NADH 

levels and interacting with DNA or DNA-binding proteins such as HIFs rather than direct energy 

supply.116 For LDH, post-translational modifications trigger the nuclear import117, where LDH interacts 

directly with DNA and several DNA-polymerases to modulate their activity118, 119. Furthermore, it was 

shown that LDH co-immunoprecipitates with sirtuin 1 (Sirt1) and that the activity of Ldh in the nucleus 

provides NAD+ that is used by Sirt1 to increase the deacetylation activity.120 Not only cytosolic enzymes, 

but also mitochondrial ones are moonlighting the nucleus. This is even more surprising since these 

enzymes have a mitochondrial import sequence. How these enzymes can end up in the nucleus is still 

under debate and mechanisms like co-import with other proteins upon stimuli like stress-response and 

mitochondria-derived vesicles are discussed.116 The mitochondrial enzymes FH121, SDH122, Aconitase 2 

(Aco2)123, Idh2124 and Mdh2125 were reported to be present in the nucleus, with often unknown 

functions.116 During zygotic genome activation (2-cell stadium in the murine embryo), the PDC and the 

TCA enzymes citrate synthase, Aco2 and Idh3a are transiently located to the nucleus to provide acetyl-

CoA and KG for epigenetic enzymes.126 In more developed and fully differentiated cells, the best 

studied mitochondrial protein (complex) in the nucleus is the PDC.127 Like the mitochondrial PDC, the 

nuclear PDC also generates acetyl-CoA that is in this case used by HATs.128 Sutendra et al. could show 

that nuclear PDC activity modulates histone-acetylation levels and depends on the cell-cycle. 

Interestingly, the translocation seems to be dynamic and happens from the mitochondria to the 

nucleus and vice versa in response to signaling pathways. This is indicated by the fact that increasing 

nuclear PDC levels are accompanied by decreasing mitochondrial PDC levels at the same time.128 

Taken together, metabolic changes ensure a rapid and adequate response of the cell to extra and 

intracellular signaling. The metabolic control of epigenetic plasticity preserves this response in the 

short-term and the long-term perspective and KG plays a pivotal role in these processes. Epigenetic 

changes must be very precise regarding their location on the genome and one way to avoid 
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uncontrolled chromatin modifications is to provide the co-substrate, which is needed for the 

modification, only in the direct environment of the modifying enzyme at a certain location in the 

nucleus. The interaction of metabolic enzymes with the chromatin-modifying enzymes directly in the 

nucleus makes the required co-substrates available, whenever and wherever they are needed, and is 

therefore an important regulation mechanism for epigenetic changes.  
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The Mammalian Brain – Overview  
Vertebrates that belong to the class Mammalia have in common a brain region called neocortex that 

is essential for higher-order brain functions and shows uniform characteristics regarding neuron 

number and proportion among all mammals.129, 130 Although the neocortex is a common and special 

feature of mammals, mammalian brains are very diverse regarding anatomy and functional capacity, 

but on the molecular and cellular level many features are shared. There are two main types of neural 

cells – glia and neurons (Figure 5). The term “neural” thereby refers to both neuronal and non-neuronal 

cell types in the nervous system, whereas the term “neuronal” is exclusively used for neurons. The 

group of glial cells, which includes mainly astrocytes, the oligodendrocyte lineage cells and microglia 

(Figure 5), account for one up to two third of the total cell mass of mammalian brains.2 Initially, glial 

cells were thought to be just structural and housekeeping support for neurons as suggested by the 

ancient Greek word “glía”, which translates to glue. Nowadays, it is unquestionable that an intact 

network between neurons and glial cells is essential for proper brain functioning57 and without glial 

support, vertebrate neurons are neither functional nor viable131. Astrocytes are the most common glia 

with widespread functions ranging from ion and water homeostasis to neurotransmitter recycling.132 

Oligodendrocytes lineage cells include mature oligodendrocytes and their progenitors NG2-glia. 

Mature oligodendrocytes produce myelin in the central nervous system (CNS) similar to the Schwann 

cells in the peripheral nervous system to allow rapid saltatory conduction and support of axons133 and 

NG2-glia renew the pool of mature oligodendrocytes throughout lifespan and can even form synapses 

with neurons in the hippocampus and additional brain areas134, 135. Finally, microglia are in a simplified 

form the immunocompetent phagocytic cells that clean up in the CNS and are the only type of glia that 

do not develop from the ectoderm, but from progenitor cells of the yolk-sac, which, among other 

functions, supplies the early embryo with nutrients and is a source multiple types of progenitor 

cells136.2  

 

Figure 5: Overview of differentiation of neural progenitor cells to neurons and glia, including their typical features and 
function. Glial cells are depicted in the yellow box and neurons are depicted in the green box. CNS = central nervous system, 

GABA = -aminobutyric acid. 
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Neurons are a morphological and functional highly diverse group of electrically excitable cells that 

origin from neural progenitor cells (NPCs) and even though they have been extensively studied for 

more than 100 years, this diversity still prevents a universal definition of neurons.1, 137-139 Protein 

markers that are applied to distinguish neurons from glia, such as the neuronal nuclear protein (NeuN) 

or the microtubule-associated protein 2 (Map2), are present in most types of neurons and are absent 

in glia, but there are exceptions.140, 141 A “typical” neuronal cell that is depicted in most textbooks about 

neuroscience has a bipolar shape with a cell body (soma), including the nucleus, and two types of 

cellular extensions extruding from it – the dendrites and a single axon (Figure 5). Dendrites that receive 

signals at the postsynaptic side and an axon that transmit the signal on the presynaptic side are defined 

cellular compartments that are essential for unidirectional signal transmission.142  

Neural activity, even in very simple organisms, involves communication between neurons via synapses. 

The synapse is an intercellular junction that allows intercellular communication.143 Two main types of 

synapses exist – electrical and chemical synapses and both are widespread in the CNS.144 Electrical 

synapses enable direct and therefore very fast metabolic and electrical communication between most 

neural cell types, in particular between neurons. The distance between the membranes in an electrical 

synapse is only 3.5 nm and the membranes are in most cases connected by gap junctions (Figure 

6A).145-147 Gap junctions consist of two hemichannels, also called connexons, and mediate intercellular 

contacts in many different cell types.148 Neuronal connexons have a pore size of 16 – 20 Å and 

therefore allow the transmission of information via passive diffusion of molecules with a maximum 

size of 1 kDa.147 Importantly, the composition of the hemichannels of each gap junction defines 

whether the flow of current and small molecules through this particular gap junction is bidirectional 

or unidirectional, whereby unidirectional flow requires specific different connexon compositions. By 

expressing different types of connexons, a neuron can modulate its transmission via electric synapses 

very precisely.149 Furthermore, only a small number of gap junctions is usually open at the same time 

to avoid uncontrolled flux of ion and metabolites between the neurons.145 Electric synapses are 

essential for electric coupling of neuron and neuron/glia clusters, so called neural circuits that process 

specific information. For example, they mediate the spiking activity of clustered neurons to ensure that 

incoming and outgoing signals are synchronized to maximize their effect and prevent unwanted 

extinction.150 

Whereas electrical synapses can be both, symmetrical or asymmetrical, chemical synapses are always 

asymmetrical and have a defined pre- and postsynaptic membrane (Figure 6B). Chemical synapses are 

the dominant synapses in the CNS and include many different types regarding neurotransmitters that 

are released on the presynaptic (axonal) side, and their corresponding receptors on the postsynaptic 

(dendritic) side. This functional and molecular diversity is essential for the function of neural circuits, 

synaptic plasticity and transmission.144 The synaptic cleft of a chemical synapse is between 12 - 20 nm 

distance. This distance is optimal regarding neurotransmitter concentration, which increases with 

narrower clefts, and local receptor currents, which decreases with narrower clefts due to higher 

electric resistance of the intracleft medium.151 To remove the neurotransmitter from the synaptic cleft 

and therefore prevent overexcitation, the transmitter is either taken up by astrocytes or neurons and 

recycled or is directly degraded by enzymes in the synaptic cleft.152 In the resting neuron, the majority 

of neurotransmitter molecules are stored in vesicles in the axon terminal and the exocytotic machinery 

prevents spontaneous transmitter release.153 In this state, the intracellular concentration of calcium 

ions (Ca2+) is extremely low, usually between 50 – 100 nM and a Ca2+ concentration of 10 µM is 

sufficient for neurotransmitter release.154 In contrast, extracellular Ca2+ in the brain reaches normally 

levels of about 1 mM, therefore providing a big concentration gradient between the extra- and the 

intracellular milieu.155 When the action potential reaches the axon terminal of a chemical synapse, 

leading to a depolarization of the neuron in this area, voltage-dependent Ca2+ channels are opened, 
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resulting in a rapid influx of Ca2+ to increase the intracellular Ca2+ concentration. The interaction of the 

exocytotic machinery with Ca2+ evokes fusion of the neurotransmitter vesicles with the plasma 

membrane, eventually leading to a massive release of neurotransmitters into the synaptic cleft (Figure 

6B).156 On the postsynaptic side, neurotransmitter-specific receptors are responsible for propagating 

the received signal. Those receptors can be either ionotropic, which means that they are ion channels, 

which are activated upon transmitter binding, or they can be metabotropic, which means that they 

usually activate G-proteins that subsequently transmit the signal directly or indirectly to an ionotropic 

receptor. The various combinatorial possibilities of neurotransmitters and corresponding receptors 

allow the very specific transmission of information. The type of neurotransmitter and the type of the 

receptor define whether a signal is excitatory, e.g. for glutamatergic synapses, or inhibitory, e.g. for -

aminobutyric acid (GABA)ergic synapses, whether the signal propagation is fast or slow. In general, 

Ionotropic receptors are fast reacting receptors, whereas signal transduction of metabotropic 

receptors can even take several hours.157  

 

Figure 6: Electrical and chemical synapses. (A) Schematic depiction of an electrical synapse and the gap junction that connect 
the pre- and the postsynaptic membrane. (B) Schematic depiction of a chemical synapse and its mode of function.  
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A major characteristic of both types of synapses is their ability to adapt to the signals that they receive 

and transmit, which is called synaptic plasticity.150, 158, 159 Synaptic plasticity is the cellular basis for 

memory and learning. It affects for example spiking activity159, 160 and epigenetic plasticity is pivotal for 

synaptic plasticity to conserve the changes on the gene expression level. Exposure of synapses to 

certain stimuli or cellular changes often results in long-term changes of synaptic strength. Long-term 

plasticity is characterized by long-term potentiation (LTP) and long-term depression (LTD) and appears 

in the hippocampus among other brain areas.161 LTP is an activity-dependent increase in the 

transmission efficacy of synapses after a persistent sequence of action potentials that lasts hours, 

whereas LTD is the activity-dependent reduction in the transmission efficacy. LTP and LTD are 

hallmarks of synaptic plasticity and crucial for learning and memory formation.161  

Most data on brain function are obtained from rodents, since they are easier to access from an 

experimental and ethical point of view than primates, especially than humans. Recent studies suggest, 

that the major differences of human brain to other mammals is not based in neurons, but rather in 

glia. Human astrocytes are larger and more complex than their rodent equivalent and can propagate 

Ca2+ waves four times faster.162 However, also human neurons have unique gene expression profiles 

even compared to chimpanzee and differentially expressed genes include genes that are relevant for 

neuronal differentiation, synaptic transmission and metabolic processes – in summary genes that are 

relevant for every aspect of neuronal development and functioning.163, 164 Furthermore, adult 

neurogenesis in the subgranular zone of the dentate gyrus (DG, Figure 7) of the adult mammalian 

hippocampus, which is associated with learning and memory, response to stress and exercise (vide 

infra), is well established in rodents and even monkeys165-169 and was also reported in humans170, 171. 

However, recently the event of neurogenesis in the adult human hippocampus was questioned by a 

study from Sorrells et al.172. Altogether, the data indicate that the human brain is functionally very 

different from other mammals. The focus of this thesis is on epigenetics, where many observations 

regarding DNA modifications in rodents can be indeed also observed in humans. For example, the 

5mdC and 5hmdC patterns in mouse and human brain correlate10 and the age-dependent increase of 

5hmdC levels can be also observed in both173-175. However, implications from mouse data regarding 

epigenetic processes in the brain, which are described in this thesis, cannot be necessarily transferred 

to humans. 

 

  

https://en.wikipedia.org/wiki/Synapse
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The Hippocampal Formation  
The hippocampal formation (HF) is a neuron-dense brain area that is important for the encoding, 

consolidation and retrieval of long-term episodic memory and spatial navigation among other 

cognitive functions.176-178 It describes the bilateral neuronal system that is an integral part of the 

cerebral cortex of the mammalian brain179, but the definitions of the subregions that are comprised by 

the HF vary. By one definition, which is applied in this thesis, the HF includes three distinct subregions 

–  the DG, the hippocampus proper, which consists of the Cornu Ammonis areas CA3, CA2 and CA1,180 

and the subiculum as a link between the hippocampus proper and the entorhinal cortex (EC) (Figure 

7A).176, 181 Other definitions of the HF exclude the subiculum or additionally include the EC, which is 

part of the parahippocampal region by the first definition.182 In the narrower sense, the term 

“hippocampus” refers to the hippocampus proper. However, it is often used to describe the entire HF.  

 

 

Figure 7: The hippocampal formation in mouse. (A) Coronal (section 75 of 132) of the mouse brain (P56) showing the 
hippocampus, which consists of the Cornu Ammonis areas CA1, CA2 and C3 and the DG (Image credit: Allen Institute). (B) 
Standard model of the hippocampal circuitry. Figure adapted from van Strien et al181. (C) Extended model of the hippocampal 
circuitry, including CA2 and several recently reported back projections (blue). DG = dentate gyrus, P56 = postnatal day 56, 
Sub = subiculum. 

The HF consists of three different layers.181 In the DG, the first layer, which is also sometimes 

considered as the CA4 region, is referred to as hilus, whereas it is called stratum oriens in the 

hippocampus proper. This layer is polymorph and consists of afferent (arriving in the layer) and 

efferent (exiting the layer) nerve fibers and interneurons.181, 183 Interneurons, in contrast to receptors 

or motor neurons, are neurons that receive signals from and send signals to other neurons and show 

great diversity regarding morphology, connectivity and physiological properties.184, 185 The next layer 

comprises interneurons for local circuits and principal cells, which are neurons with long axons that 

can transmit information over long distances from one brain region to another. This layer is referred 

to as granule layer in the DG and as stratum pyramidale in the hippocampus proper and the 

subiculum.181 The most superficial layer, which is further divided in sublayers in the CA regions, is the 
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stratum moleculare and contains neurons and the apical dendrites of the neurons from the stratum 

pyramidale.181 DG, CA3, CA1 and subiculum form the polysynaptic HF pathway (Figure 7B).181, 186-189 In 

this standard model of hippocampal circuitry, mossy fibers of the DG granule cells, which are 

characterized by high concentrations of zinc, project (form synapses) unidirectionally to the pyramidal 

neurons of the CA3 region189, 190 and the axons of the pyramidal neurons of the CA3 region, called 

Schaffer collaterals, project to the CA1 region186, which in turn projects to the subiculum187. 

Furthermore, the CA3 region has recurrent collaterals that form synapses within the CA3 region.186, 188 

In addition to the standard model, several back projections have been reported: from CA3 to DG191, 192, 

from CA1 to CA3187, 193 and also from the subiculum to CA1188, 194. The extension of the polysynaptic HF 

pathway is the performant pathway that describes the EC-HF circuitry. Axons from nerve cells of the 

EC project to all fields of the hippocampus, whereas mainly the CA1 region and the subiculum project 

back to the EC.181 Although the CA2 region was already characterized in 1934 by Lorento de Nó as a 

distinct region that does not receive input from mossy fibers of the DG, it was still under debate for 

many decades whether CA2 is a subregion of CA3 or not195-197 and it is often not included in the 

standard presentation of hippocampal circuitry176. However, in recent years it was shown that CA2 is 

a distinct region with a gene expression pattern that is clearly different from CA3 and CA1195, 198, 199 and 

that the molecular defined CA2 region is integral part of the hippocampal circuitry, which receives 

intrahippocampal input from the DG, the Schaffer collaterals of the CA3 region and from the EC and 

mainly projects to the CA1 region (Figure 7C).195, 200 

As part of this thesis, the HF, especially the DG, was chosen as a model brain region for studying the 

activity of Tet3 and the distribution of 5hmdC for several reasons. First, of all brain regions, the adult 

neurons of the DG show the highest 5hmdC content.20 Second, it is already known that Tet3 is not only 

expressed in the HF, but plays a key role there for epigenetic plasticity.16 Furthermore, the HF plays a 

pivotal role in memory formation and therefore, a better understanding of the epigenetic processes 

that underlie hippocampal functioning are of great interest.  
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Metabolism and Neural Function  
The brain is a metabolic very active tissue that not only needs a high amount of energy, but also uses 

metabolites as neurotransmitters.55, 201 Glucose is the main source for energy supply, but glutamate, 

acetate, lactate, pyruvate or glutamine are also sources that are used for oxidative metabolism.202  

Despite its high energy demand, brain tissue does not have big glycogen storages such as the liver and 

therefore relies on constant nutrient supply. Although the amount of glycogen in brain is too low to 

bridge states of hypoglycemia more than a few minutes, proper glycogen metabolism is important for 

brain function, including synaptic activity, learning and memory storage.203, 204 The small glycogen 

storages in brain tissue are mainly found in astrocytes and can be mobilized quickly when there is a 

local demand in glucose increase.  

In principle, both neurons and astrocytes are capable of using glucose and lactate to fulfill their energy 

demands.202 During neuronal differentiation, aerobic glycolysis is important for proper differentiation, 

but in addition mitochondrial biogenesis peaks up and it was shown that the transition from NPCs to 

immature neurons requires downregulation of key enzymes of aerobic glycolysis, indicating the 

important role of oxidative metabolism for mature neurons.205, 206 In recent years, there were 

controversial discussions whether in the developed brain, neurons or astrocytes are predominant in 

taking up glucose upon neuronal stimulation.57, 207 The supporters of the astrocyte-neuron lactate 

shuttle (ANLS) hypothesis claim that especially during neuronal activation, astrocytes are responsible 

for glucose uptake and lactate release, which in turn is then used by neurons for OxPhos.57, 208-210 In 

contrast, the latest data favor the opposite direction of glucose flux (neuron-astrocyte lactate shuttle 

(NALS) hypothesis) and show that neurons increase their glycolytic activity upon stimulation and 

export lactate, which is then taken up by astrocytes.58, 207, 211, 212 The direction of glucose flux is 

important for estimating the alteration of cytosolic NAD+/NADH ratio during neuronal stimulation. In 

principle, there are three main mechanisms to control the NAD+/NADH levels (Figure 4).26 Glycolysis 

lowers the cytosolic NAD+/NADH levels (mechanism 1), but reduction of the glycolysis end product 

pyruvate to lactate by LDH can restore the cytosolic NAD+ pool to some extent (mechanism 2). In 

addition to glycolysis and the activity of the LDH, the MAS is essential for NAD+/NADH homeostasis 

(mechanism 3). The reduction of pyruvate to lactate by the LDH is not fast enough to compensate the 

NAD+ consumption by glycolysis and the MAS can only restore the cytosolic NAD+ pool when OxPhos 

provides sufficient mitochondrial NAD(P)+. Although OxPhos is the main energy pathway for activated 

neurons, it starts delayed after neuronal stimulation.58, 213 Therefore, when neuronal glycolysis is 

increased upon neuronal stimulation, the previously high cytosolic NAD+/NADH level of the resting 

neurons decrease until OxPhos starts.58, 214, 215 

Metabolites in brain are not only parts of anabolic and catabolic processes but are often also 

neuroactive compounds. Glutamate for example is a very abundant amino acid with millimolar 

concentrations in mammalian cells85, which can be used either for protein biosynthesis or oxidative 

metabolism, but in brain it is also a neurotransmitter with 80% of the neurons in the cortex being 

glutamatergic neurons.57, 216 There are two aspects that have to be considered when it comes to 

glutamate for transporting neuronal information. Glutamate is the major excitatory neurotransmitter, 

which is essential for learning, memory and cognition by forwarding nerve impulses in the short term 

and modulating synapse plasticity in the long term.216, 217 However, the sensitivity of neurons towards 

glutamate makes it also highly neurotoxic since it induces hyperexcitability when its concentrations in 

the extracellular space are not tightly controlled.218-220 When the electrical action potential reaches the 

pre-synaptic terminal of a excitatory glutamatergic synapse, it is translated into a chemical signal to 

bridge the synaptic cleft. The action potential opens the Ca2+ channels on the cell membrane of the 

pre-synaptic neuron, which in turn releases glutamate of the intracellular vesicles into the synaptic 

cleft via exocytosis. The vesicles are also recycled via endocytosis and refilled with glutamate in the 
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pre-synaptic end using a proton/glutamate antiporter system.221, 222 On the other side of the cleft, at 

the postsynaptic membrane, glutamate receptors are located and binding of glutamate to these 

receptors induce a conformational change. This allows, depending on the receptor type, either the 

influx of ions to the neuron to start the action potential (ionotropic receptors) or to the activation of 

membrane-coupled G-proteins (metabotropic receptors) to start a signaling cascade that alters the 

epigenome, which influences gene expression and as a consequence synaptic plasticity.216, 223, 224 

Typical ionotropic glutamate receptors are N-methyl D-aspartate receptors (NMDAR), -amino-3-

hydroxy-5-methyl-4-isoxazolepropionic receptors (AMPAR) or kainate receptors. Interestingly, 

NMDAR expression is not limited to neurons, but was also discovered in astrocytes.216, 225 Whereas 

there are controversial discussions about the role of astrocytes for neuronal energy metabolism, it is 

unquestionable that they play a crucial role in neurotransmitter recycling. Once glutamate molecules 

are released into the synaptic cleft via exocytosis and have bound to the glutamatergic receptors on 

the post-synaptic side, they must be removed to avoid hyperexcitation. However, in contrast to 

acetylcholine and other neurotransmitters, there is no enzyme present in the synaptic cleft to degrade 

glutamate to limit its excitatory potential. Instead, glutamate is removed and recycled by uptake.216, 226 

Excitatory amino acid transporters (EAATs), which allow the uptake of glutamate, are located on the 

outer membrane of the pre-synaptic and the post-synaptic neuron and on the outer membrane of the 

surrounding glial cells, mainly astrocytes.226 Most of the glutamate is taken up by the astrocytes, where 

it can be either converted to glutamine and be re-transported to the neurons or used for other 

metabolic processes.227 As glutamine is not a neuroactive compound, it does not cause excitation and 

back in neurons it can be reconverted to glutamate.  

 

Figure 8: Neural glutamate metabolism. Glutamate is a key metabolite in neurons and glia that functions as a 

neurotransmitter but is also a precursor for KG and GABA.  

ADP = adenosine diphosphate, KG = -ketoglutarate, ATP = adenosine triphosphate, GABA = y-butyric acid, 
Gad = glutamate decarboxylase, Gdh = glutamate dehydrogenase, Gls = glutaminase, Got = aspartate transaminase, 
Gs = glutamine synthetase, MAS = malate-aspartate shuttle, NAD+/NADH = nicotinamide adenine dinucleotide 
(oxidized/reduced), Pi  = phosphate, TCA cycle = tricarboxylic acid cycle. 
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Regarding the interplay of metabolism, epigenetics and neural function, glutamate metabolism is a 

pivotal point (Figure 8).228 As described above, glutamate is a major neurotransmitter at excitatory 

synapses, but it is also the precursor for GABA, which is in contrast a major neurotransmitter at 

inhibitory synapses (Figure 8) in the adult mammalian brain.229 Glutamate decarboxylases use 

pyridoxal phosphate (PLP) as a co-factor to perform the decarboxylation reaction on the -carboxyl-

group, yielding GABA. Deamination of glutamate instead of decarboxylation results in KG. This 

reaction can be performed by multiple enzymes, such as Got1 and 2, which perform a transamination 

with PLP as co-factor, or Gdh. Gdh ablation in murine brain does not show a specific phenotype when 

glucose is not limited, whereas its overexpression or Gdh gain-of-function mutations change synaptic 

plasticity and induces neuronal loss in specific brain regions, e.g. in the CA1 region of the 

hippocampus.230-232 A reason for that might be that in affected brain regions, which suffer from 

neuronal loss and altered synaptic plasticity upon Gdh overexpression, mitochondrial KG that is 

produced due to higher Gdh activity is shuttled to the cytosol of the nerve terminals, where it is 

reconverted to glutamate and immediately used as a neurotransmitter. This leads to an increased 

glutamate release at the pre-synaptic end upon neuronal stimulation.230 In contrast, glutamate levels 

are unaffected in the brain-specific Gdh-deficient mice.231 This indicates that other enzymes such as 

Got1 and 2 can compensate the loss of Gdh but are not able to handle increased Gdh activity. 

Interestingly, although Gdh-ablation seems to be easily compensated, transient inhibition of Gdh 

aggravates glutamate uptake by astrocytes.233 Although there is strong link via KG between 

epigenetics and glutamate metabolism, the effects of changes in glutamate metabolism on epigenetic 

modifications in neurons are only poorly understood.   
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Epigenetic Processes in the Developing and the Adult Brain  
Neural activity and epigenetic processes are tightly coupled and influence each other.3, 4, 6, 9, 10 

Especially in the developing brain, when the epigenome changes dynamically on a global level, 

epigenetic processes ensure correct neural differentiation and brain maturation.173, 234, 235 

Regarding DNA methylation, Dnmt1 and Dnmt3a are the dominant DNMTs in the postnatal 

mammalian brain and their high expression in post-mitotic neurons points towards a functional role of 

DNMTs for brain functioning that goes way beyond preservation of 5mdC patterns during cell 

division.173, 236-238 Dnmt3b, which plays an important role in the first stage of embryonal 

neurogenesis239, is also detectable in the early postnatal brain, but is significantly lower expressed.173 

During embryonal development, the conditional knockout (cKO) of Dnmt1 has severe consequences 

for brain maturation and results in degenerated cortex and hippocampal areas and abnormal 

morphology and electrophysical properties of neurons.240, 241 A knockout (KO) of Dnmt3a in postnatal 

neural stem cells impairs neurogenesis, although the global cytosine methylation pattern remains 

unchanged and the expression levels of Dnmt1 and Dnmt3b are not influenced either.242 In the adult 

brain, Dnmt1 and Dnmt3a have overlapping function and are required for synaptic plasticity, learning 

and memory.243 Mice with a Dnmt1/Dnmt3a double knockout (DKO) in post-mitotic forebrain neurons 

have altered long-term plasticity in the hippocampal Schaffer collateral/CA1 synapses, resulting in 

learning and memory deficiencies.243 There is no neural loss in the hippocampus of the Dnmt1/Dnmt3a 

DKO mice. However, the Dnmt1/Dnmt3a DKO hippocampal neurons are smaller, show decreased DNA 

methylation and a down-regulation of genes being associated with synaptic plasticity; whereas the 

Dnmt1 and Dnmt3a single KOs in the post-mitotic neurons do not show these effects.243 In contrast to 

other cell types, including glia cells, where 5mdC is almost exclusively found in CpG regions, the DNA 

of mature neurons shows 25% of dC methylation in a non-CpG context.173, 244, 245 The biggest changes 

in dC methylation patterns occur within genes and their promoter regions that are important for 

neuronal development and happen in mice between week two and four postnatal, especially in the 

non-CpG context.173 This global change correlates with an increase of Dnmt3a expression and 

interestingly, also with synaptogenesis.173, 242, 246 In the developing brain, not only cytosine methylation 

patterns, but also cytosine hydroxymethylation patterns are dynamically changed.173 The global levels 

of 5hmdC in the brain are increasing during neural differentiation and during synaptogenesis, resulting 

in the highest 5hmdC levels in the adult brain.174, 175, 234 247, 248 Neuronal cells have higher 5hmdC levels 

compared to non-neuronal cells, e.g. glia, and 5hmdC was especially found to be enriched in synapse-

related genes.11 19, 173 In the mouse embryo, these cell-type specific differences in the 5hmdC level of 

NPCs manifest between embryonic day 12.5 (E12.5) and E13.5249, which is an important developmental 

stage for early neural differentiation with early neuronal differentiation taking place between E9.5 and 

E12.5 and early glial differentiation taking place from E13.5 on.250, 251 Tet2 and Tet3 seem to be 

important for establishing 5hmdC patterns during neurogenesis, since knockdown of both impairs the 

progression of differentiation.247 Although 5hmdC levels are low in the fetal brain compared to the 

adult one, the adult 5hmdC pattern is already established in the developing brain, where 5hmdC marks 

particularly regulatory CpG sites of active genes that are demethylated in the adult brain19, 173 and in 

the gene body of developmentally activated genes234, 252. Regarding dC modifications in the adult 

murine brain, about 4.5% of all dC are methylated and up to 0.6% are hydroxymethylated (Figure 9). 

In the adult human brain, some areas even show more than 1% hydroxymethylation of dC.20, 253  
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Figure 9: dC modifications levels in the brain. Comparison of 5mdC and 5hmdC levels in different brain regions compared to 
HEK293T cells. IHC data of 5mdC and 5hmdC in the cortex and the DG. Images show overlaid Z-stacks, scale bar zoom out is 
50 µm; scale bar zoom in is 10 µm.  
5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, dC = 2’-deoxycytidine, dG = 2’-
deoxyguanosine, DG = dentate gyrus, IHC = immunohistochemistry. 

More than 99.9% of 5hmdC is found in a CpG context, resulting in 13% cytosine hydroxymethylated 

CpGs in the adult human brain.173, 175 Interestingly, the occurrence of 5hmdC in a CpG context has 

different consequences for chromatin organization and gene expression when compared to 

hydroxymethylation in a CpA context. Whereas 5hmdC in CpG correlates positively with active 

transcription, this was not observed for 5hmdC in a CpA context.12 The majority of 5hmdC in brain is 

enriched in gene bodies and distal, which means upstream of the gene, regulatory regions, but 

depleted from transcription starting sites (TSS).173, 175, 234 Whereas 5mdC is usually correlated with 

repressive histone marks like H3K9 methylation254, 5hmdC in neurons shows negative correlation with 
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the repressive histone marks H3K27me3255 and H3K9me3256. In contrast, 5hmdC shows positive 

correlation with H3K4me1, which marks poised enhancers or active enhancers when in combination 

with H3K27ac257,175 and is associated with active transcription when it occurs within gene bodies of 

neurons.12, 252, 258 About 70% of 5hmdC in neurons is intragenic with an enrichment in exons compared 

to introns.234 Although splicing processes take place on the mRNA level, 5hmdC seems to play a role in 

alternative splicing in neurons, as 5hmdC levels within the 20 bp exon/intron boundary positively 

correlate with constitutively spliced exons compared to alternatively spliced exons.11, 175, 259 This 

correlation was not observed in hepatocytes of the liver.11   

Cytosine modifications were not the only DNA modifications that were discovered to play a role for 

modulation of and response to neural activity. In 2017, Yao et al. observed accumulation of N6-methyl-

2’-deoxyadenosine (6mdA) in the prefrontal cortex upon environmental stress.260 Recently, 6mdA, 

most likely introduced in neurons by N6-adenine-specific DNA methyltransferase 1,  was reported to 

positively regulate neural activity-induced gene expression. Depolarization of primary cortical neurons 

by potassium chloride (KCl) leads to a more than three-fold increase of global 6mdA and 6mdA was 

shown to accumulate upon extinction learning. 260, 261 However, attempts of our group to detect 6mdA 

as an epigenetic mark in gDNA from whole mouse brain failed.262 This indicates that 6mdA might be 

only abundant and physiologically relevant as an epigenetic mark in distinct neurons or glia.  

Despite this latest discovery of an adenine DNA nucleobase modification, cytosine modifications are 

the most important regarding neural activity and development in mammals. Methylation and 

hydroxymethylation of dC play a pivotal role in neurogenesis263, 264, brain function and neuronal 

plasticity3, 16. The synchronous activation of neurons in the DG results in a changing methylation 

landscape in CpGs with 1.4% of the studied 200000 CpGs to be affected.264 Especially genes that are 

linked to neuronal plasticity show both, demethylation of 5mdC and de novo methylation of dC.264 For 

example, depolarization of post-mitotic neurons leads to increased transcription of the brain-derived 

neurotrophic factor (Bdnf) caused by demethylation of the Bdnf promoter.265 Bdnf is expressed in many 

brain areas including the hippocampus and is important for synaptic function and plasticity, neuronal 

survival266 and long-term memory formation in the hippocampus267. In the adult brain, all three TET 

enzymes are expressed with increasing expression levels from Tet1 to Tet3.21 However, compared to 

Tet1 only few cell biology data about the role of Tet3 in neurons exist, among them a first hint that 

Tet3 might help to prevent neurodegenerative diseases.10, 268 Most of the studies regarding TET 

functions in the brain focus on Tet1, especially on its role in the hippocampus. Tet1 KO mice are viable 

with overall normal health, locomotion and brain morphology.269 In those mice, the neuron number 

and synaptic connectivity is not different from the corresponding control and also hippocampus-

dependent learning and memory formation are not affected.270 Regarding effects on spatial memory, 

confounding results have been published.270, 271 Tet1 ablation leads to a statistically significant 

reduction of neuronal 5hmdC and down-regulation of several neuronal activity-regulated genes, such 

as neuronal PAS domain protein 4 (Npas4), by hypermethylation of their promoter region.270 Npas4 is 

a highly expressed transcription factor in neurons, which regulates the formation and maintenance of 

inhibitory synapses.272 Moreover, the hippocampal LTD is increased and memory extinction is impaired 

in Tet1-deficient mice, while the basal synaptic transmission and the LTP remain unchanged.270 

Interestingly, while long-term memory does not seem to be affected in Tet1 KO mice, these mice show 

significant deficiencies in short-term memory.271 Kaas et al., found out that the transcription of the 

Tet1 gene itself is neuronal-activity dependent in the hippocampus, where Tet1 is mostly expressed in 

neurons and only little in astrocytes.273 They showed in their study that in response to four hours of 

depolarization with 25 mM KCl, the levels of Tet1 are down-regulated in primary cultures of 

hippocampal neurons and that 5mdC and 5hmdC levels change in CA1 tissue after having induced 

seizures with variable hours for recovery.273 Furthermore, activity-induced region-specific DNA 
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demethylation in the adult brain by Tet1 and the cytidine deaminase Apobec1 via an 

oxidation/deamination mechanism was reported.274 This leads to enhanced gene expression of Bdnf 

among other genes in the DG and can be prevented by ablation of the growth arrest and DNA-damage-

inducible, beta (Gadd45b) protein.263, 274 Accordingly, knockdown of Tet1 expression in the 

hippocampus results in hypermethylation of the Bdnf promoter IV, which consequently reduces 

expression of Bdnf from this promoter.16 Interestingly, the effects of Tet1 in the hippocampus seem to 

be not only dependent on the protein’s catalytic activity. When Tet1 or a catalytic inactive mutant 

thereof is overexpressed after Adeno-associated virus-mediated induction in mice, several memory-

associated and synaptic plasticity-associated genes in the hippocampus are upregulated and long-term 

memory formation is impaired.273 The in part contradictory results about the importance of Tet1 for 

neural functioning and memory formation might be explained by the role of Tet1 in adult 

neurogenesis. Tet1, which is highly expressed in NPCs, is important for the self-renewal and 

proliferation capability of the NPCs in four-months-old mice. Tet1 ablation therefore results in 

impaired neurogenesis due to a depleted NPCs pool in the subgranular zone of the DG. The 

differentiation capability of the cells in contrast is not affected.271 Additionally, Tet1 and Tet2 

expression correlates with higher 5hmdC content in the promoter region of micro RNA (miRNA) 137 

and thus higher expression level. In hippocampal neurons, miRNA-137 is also involved in adult 

neurogenesis275 and adult neurogenesis in mice is linked to better memory formation, but as 

mentioned before, it depends on many other parameters, including exercise and stress.168, 169 

Moreover, the activity and expression of Tet1 is also influenced by environmental parameters, such as 

physical exercise275, suggesting that to some extent the effects of Tet1-deficiency and the extent of 

compensation by other TET enzymes depend on the keeping conditions of the mice. 

Tet2 activity is important for hydroxymethylation of CpGs of developmentally differentially expressed 

genes, but its role in brain functioning is not well studied yet.173, 259 DKO of Tet1 and Tet2 leads to 

increased perinatal deaths of mouse embryos, but the surviving animals are viable and fertile and do 

not show severe defects. Although, the 5hmdC levels are decreased during development and in the 

adult tissues, including brain, a substantial amount of 5hmdC is still detectable.276  

In contrast, global Tet3-deficient mice are not viable277 and neither murine Tet3 nor human TET3 is 

tolerant to haploinsufficiency15. These findings in addition to the relatively high expression levels of 

Tet3 in differentiated cells indicate that Tet3 can compensate the function of Tet1 and Tet2 in case of 

deficiency and is essential for cellular development and function. In primary cortical neurons, 

expression of Tet3 is regulated by neuronal activity, whereas this is not the case for Tet1.278 Upon 

extinction learning, which means the gradual decrease in response to a conditioned stimulus279, a Tet3-

dependent genome-wide redistribution of 5hmdC in the neocortex is observed that goes along with 

transient reduction of the repressive histone mark H3K9me3256 and a delayed increase of the 

transcriptional activating histone mark H3K27ac257.278 In hippocampal neurons, Tet3 is important for 

synaptic transmission and the maintenance of the homeostatic synaptic plasticity.16 Synaptic 

transmission, which is the communication of two neurons via the synaptic cleft, and synaptic plasticity, 

which is the adaption capacity of the synapse to different stimuli, describe the fundamental properties 

of a synapse.280 When synapses change in number and strength, individual neurons can adapt (synaptic 

scaling), e.g. by changing the number of glutamatergic receptors at the synapse. This is considered as 

homeostatic synaptic plasticity and is crucial for stable neural circuits.281 Tet3 seems to regulate these 

processes by influencing the expression levels of the surface glutamate receptor 1 (GluR1) that plays a 

key role in synaptic transmission and scaling.16, 282 One parameter to characterize synaptic transmission 

processes at glutamatergic synapses is the miniature glutamatergic excitatory postsynaptic current 

(mEPSC). Although releasing of neurotransmitters into the synaptic cleft is strictly controlled and only 

happens massively in the healthy brain when the neurons are stimulated, there is spontaneous release 
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of single vesicles, which is commonly referred to as mEPSC. This event even happens when the voltage-

gated sodium channels are blocked by tetrodotoxin (TTX) and action potential can neither be formed 

nor propagated.283, 284 When Tet3 is knocked down in hippocampal neurons, the global neuron 

properties do not change, but the mEPSC is increased.16 An increase of the mEPSC amplitude is also 

observed for knockdown of either Tet1 or Tet2, however the effects are less pronounced. One factor 

that controls excitatory synaptic transmission and synaptic scaling is Bdnf.285, 286 As shown for Tet1, 

also Tet3 regulates Bdnf expression by DNA demethylation of promoter IV. When central components 

of base-excision repair pathway (BER) are inhibited, demethylation of Bdnf promoter IV is prevented 

and subsequent effects as the change of mEPSC in case of Tet3-knockdown are not detectable 

anymore. This indicates that DNA demethylation is mediated by TET-dependent oxidation of 5mdC and 

subsequent DNA repair by BER.16 Additionally, Tet3 expression levels are increased with elevated 

synaptic activity induced by bicuculline, whereas reduced synaptic activity induced by TTX287, reduces 

Tet3 expression levels.16 Interestingly, the expression levels of neither Tet1 nor Tet2 were reported to 

be affected by this treatment, although Tet1 expression levels were reported to be decreased in 

hippocampal neurons upon depolarization with KCl.273 

Taken together, TET activity in the brain is important to establish 5hmdC as an epigenetic mark, but 

also to initiate DNA demethylation. So far, neuronal activity-dependent DNA demethylation was 

reported to be obtained by TET-induced oxidation of 5mdC in combination with subsequent DNA 

repair.16, 274 Whether DNA demethylation is also mediated by deformylation of 5-formyl-2’-

deoxycytidine (5fdC)288 or decarboxylation of 5-carboxy-2’-deoxycytidine (5cadC)268 in brain, is not 

elucidated yet. Although the TET expression levels of different brain areas are similar, there are 

remarkable differences in the 5hmdC levels, albeit the 5hdmC levels of all brain areas are high when 

compared to other tissues.20, 21 For example, despite lower TET gene expression in the cortex compared 

to the cerebellum, the 5hmdC levels in the cortex are two times higher.20 In both brain regions, the 

global amount of 5mdC is the same.20 This indicates that neither substrate availability nor TET gene 

expression are determining the 5hmdC levels in the brain259, but other factors such as translation 

efficiency, PTMs of TET enzymes, TET interaction partners, the availability of co-factors and other 

metabolites are the underlying reason.  

As explained before, DNA modifications are the first layer of epigenetic information and histone 

modifications are the second one. Histone acetylation in general is linked to improved learning and 

facilitated long-term memory formation and retrieval289, 290 and HATs and histone deacetylases 

(HDACs) are the best characterized chromatin-modifying enzymes in neurons4, 291. The application of 

sodium butyrate, a non-specific HDAC inhibitor292, to mice improves long-term memory formation in 

the hippocampus even after massive neural loss.290 Yet, the effect of HDACs in brain depends on the 

HDAC class.3 In a further study on the role of class I HDACs in brain, Guan et al. reported that specifically 

Hdac2 negatively regulates synaptogenesis by suppressing the expression of neuronal genes such as 

Bdnf, synaptic plasticity and long-term memory formation in the hippocampus.289 Mice with neuron-

specific overexpression of Hdac2 have normal brain anatomy, locomotion and short-term memory, but 

impaired function of the hippocampus due to decreased dendric spine density, decreased synapse 

number and impaired synaptic plasticity. This, in turns, results in deficits regarding long-term memory 

formation and spatial learning.289 Conversely, mice with a constitutive Hdac2 KO also have normal 

brain anatomy, but show an increased synapse number and enhanced associative learning and 

memory formation. In the same study, Hdac1 showed neither in overexpression nor in ablation a 

significant effect compared to the wildtype (wt).289 However, HDACs are not exclusively negative 

regulators of memory formation. In mice, neuron-specific deletion of Hdac4, which belongs to the class 

IIa HDACs, showed the inverse effect compared to Hdac2 deletion. While the basal synaptic 

transmission remains unchanged, the LTP induction and therefore synaptic plasticity is impaired in the 
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neuron-specific Hdac4-deficient mice, resulting in aggravated hippocampus-dependent long-term 

memory formation and learning.293 In addition to (de-)methylation and (de-)acetylation of lysine 

residues, also phosphorylation on serine is induced by synaptic activity.294 The histone mark 

H3S10phos is associated with histone H3 acetylation and activated gene expression295 and in 

hippocampal neurons also with big rearrangements of the nuclear geometry upon synaptic activity.294 

Last, in addition to direct chromatin modifications and chromatin remodeling enzymes, ncRNAs are 

also part of the epigenetic control mechanisms in brain. They can regulate the expression and the 

activity of DNA-binding proteins that are involved in epigenetic pathway regulation.296 For example, 

the expression of the methyl-CpG-binding protein 2 (MeCP2) is silenced by the ncRNA miRNA-132.297, 

298Moreover, especially lncRNAs can recruit chromatin remodeling enzymes and transcription factors 

to their target on the DNA. In brain, the transcription levels of lncRNAs are high compared to other 

tissues and the transcribed lncRNAs are often evolutionary conserved.44, 296, 299 They show a specific 

dynamical expression pattern depending on cell type and cell differentiation during development44, 296, 

300-303 and are essential for neurogenesis303, 304. For example, in the CNS, lncRNAs are involved in the 

recruitment of the repressor element 1-silencing transcription factor (REST) and the REST corepressor 

(coREST), both being master regulators of neural genes and neural cell fate decisions.296, 305 

Taken together, the highly complex and diverse tasks of the brain demand a complex regulation of the 

cellular processes in all type of neural cells. Epigenetic mechanisms are a crucial part of the regulatory 

network to ensure correct brain maturation and function. Even small changes to this epigenetic 

network can have fatal effects on brain function. One well-studied example for this are several known 

point mutations in the MeCP2 gene, with each of them causing independently a developmental disease 

known as the Rett syndrome (RTT). 
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MeCP2 and Neural Function 
RTT is a severe neurological disorder with a prevalence of 1/10000 in female living births, which is 

mainly caused by loss-of function mutations within the MeCP2 gene.306 MeCP2 is not exclusively 

expressed in mature neurons, but the highest expression levels were found in postmitotic neurons, 

whereas the protein is not needed in early neurogenesis.307 Since MeCP2 is encoded on the X-

chromosome and prevalence is almost 100% for certain MeCP2 mutations in heterozygote females, 

much more cases are reported for women than for men. Men can also suffer from RTT. However, they 

are homozygote for MeCP2 mutations and therefore many of them die prenatally or in early childhood 

due to severe neonatal encephalopathy. Nevertheless, there are reported cases in males caused by de 

novo mutations in MeCP2 later in development, which result in somatic mosaicism. Depending on the 

type of mutation these cases can show similarities to RTT-affected females.306, 308 Clinical criteria for 

RTT are based on affected females and RTT can manifest in a wide range of clinical phenotypes. All 

reported cases of RTT have in common that the disorder starts with a period of mental regression 

between six and 18 months after birth, followed by a period of stabilization, before the cognitive 

decline continues. The four main clinical criteria for typical RTT patients are “Partial or complete loss 

of acquired purposeful hand skills”, “Partial or complete loss of acquired spoken language”, “Gait 

abnormalities” and “Stereotypic hand movements”.309 Atypical cases, which can be less or more severe 

than typical cases,306 must at least fulfill two of the four main criteria and additionally at least five of 

eleven supporting criteria such as “Abnormal muscle tone” or “Growth retardation” to be diagnosed 

as RTT.309 Overall, MeCP2 mutations were found in about 75% of RTT patients, with 95% in typical cases 

and 50% in atypical cases.17, 306, 308 However, as RTT can also manifest without MeCP2 mutations, RTT 

is a clinical and not a genetic diagnosis.308  

Several RTT-mouse models have been established.18, 310-318 In mice, Mecp2 is also encoded on the X-

chromosome and the murine Mecp2 shares more than 95% sequence identity with the human MeCP2.  

Mecp2-deficient mice (Mecp2-/- (females) or Mecp2-/Y (males)) develop as unaffected mice until 

approximately six weeks after birth. After that period, they develop a severe phenotype with 

uncoordinated motor behavior and breathing difficulties and therefore die within the next weeks. 

Neurons of those mice are smaller in size, but apart from that do not show major structural 

abnormalities or signs of neurodegeneration, which is in line with examinations of postmortem brains 

of RTT patients.18, 306, 311 For heterozygote female mice (Mecp2-/+) it was reported, that they have an 

apparently normal phenotype until young adulthood (six months of age) and start to show RTT-like 

neurological symptoms afterwards.18, 306 Recent studies, however, suggest that motor dysfunctions 

start already at about six weeks of age, which is more reminiscent of RTT-development in humans than 

the previously reported six months.318 The important role of Mecp2 especially for neuronal functioning 

is indicated by the fact that cKO of Mecp2 in neurons of the CNS during embryonal development results 

in the same phenotype as global Mecp2 ablation and cKO in postmitotic neurons leads to a delayed, 

but eventually similar, RTT-phenotype.311 However, not only MeCP2 loss-of-function results in 

neurological dysfunctions. Mild overexpression of Mecp2 in mice leads to higher susceptibility towards 

epileptic seizures with increasing amplitude and frequency when endogenous Mecp2 is functional but 

rescues RTT-phenotype of Mecp2-deficient mice.310, 313 De novo expression of functional Mecp2 in 

neurons can reverse the RTT neurological phenotype even in mature heterozygote female mice, 

whereas induced loss of Mecp2 in the adult murine brain leads to the RTT phenotype, showing that 

Mecp2 function is required not only for brain development, but for the entire lifespan.312, 319, 320 

MeCP2 was originally discovered as a binding protein of 5mdC in a CpG dinucleotide context, with 

highly increased binding affinity when dA or T are adjacent to 5mdC.321, 322 In many mammals, two 

isoforms exist through alternative splicing of the N-terminus. In humans, MeCP2B (Mecp2alpha or 

Mecp2E1 in mice) and MeCP2A (Mecp2beta or Mecp2E2 in mice) exist (Figure 10). MeCP2B is the 
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longer isoform (498 in B vs. 486 amino acids in A) and in neurons, lung and thymus ten times higher 

expressed than isoform MeCP2A, although both isoforms are highly expressed in those cells.323, 324 

MeCP2 shows transcriptional repression activity in vitro and in vivo and recruits a histone-deacetylase 

complex, including the corepressor mSin3a325 and the nuclear receptor corepressor (Ncor)/ silencing 

mediator of retinoic acid and thyroid hormone receptor (SMRT) corepressor complex326, via its 

transcriptional repressor domain (TRD).306, 322, 327, 328 At the N-terminus, MeCP2 features the methyl-

CpG binding domain (MBD), which is sufficient for DNA-binding and the C-terminus provides a domain 

for additional protein-protein-interactions.306 Most mutations within the MeCP2 gene are not 

inherited, but happen de novo during spermatogenesis and almost 70% of the mutations resulting in 

the RTT phenotype are dC to T transitions (Figure 10).329 Point mutations that are located upstream or 

within the TRD result in general in a more severe phenotype than mutations in the C-terminal protein-

protein-interaction domain. Mutations that are exclusively in the TRD lead to a MeCP2 protein that is 

still able to bind heterochromatin, but not to recruit the histone-deacetylation complex.315, 330, 331  

 

Figure 10: MeCP2 isoforms and Rett syndrome-linked mutations thereof. Figure adapted from Bienvenu et al., 2006.306 
aa = amino acids, bp = base pairs, C = cysteine, kb = kilo base pairs, M = methionine, MBD = methyl-CpG binding domain, 
MeCP2 = methyl-CpG binding protein 2, NLS = nuclear localization signal, Poly-A-site = polyadenylation site, R = arginine, 

T = threonine, TRD = transcription repression domain, UTR = untranslated region, W = tryptophan, WW = RNA splicing 

binding factor region, X = stop codon. 
 

Recently, it was reported, that MeCP2 does not only recognize and bind 5mdC, but also 5hmdC with 

similar affinity and that point mutation R133C, which has been reported in many RTT patients, 

preferentially disrupts the 5hmdC binding.19 However, the affinity of MeCP2 towards 5hmdC is 

contentiously discussed. Whereas Mellén et al. observed similar binding affinities of MeCP2 towards 

5mdC and 5hmdC and identified MeCP2 as the major 5hmdC binding protein in brain19, other groups 

reported lower binding affinity towards 5hmdC when compared to 5mdC and identified additional 

specific 5hmdC readers 34, 332. Interestingly, five years after the initial study, Mellén et al. recently 

proposed that hydroxymethylation of 5mdC in a CpA context does not alter MeCP2 binding, in contrast 

to 5hmdC in a CpG context where MeCP2 binding is reduced upon 5mdC oxidation.12 MeCP2 does not 
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seem to be involved in establishing the 5hmdC pattern in neurons19 and data of the effect of MeCP2 

ablation in neurons on the global 5hmdC levels are inconsistent. While Mellén et al. reported a small, 

but significant decrease of intragenic 5hmdC of actively transcribed genes in Mecp2-deficient murine 

neurons19, Szulwach et al. observed a negative correlation between Mecp2 dosage and 5hmdC234. 

Moreover, the existing data about effects of MeCP2 ablation on gene expression are also confounding. 

Although MeCP2 was first reported to be a global transcriptional repressor, Mecp2-deficient mice only 

show little changes in global gene expression in brain.317, 333 In human RTT-patients, in contrast, 

changes seem to be more dramatic.334, 335 Furthermore, MeCP2 contributes directly and indirectly to 

gene activation in the hypothalamus336 and seem to act as a splicing regulator in brain337. Although 

changes in gene expression levels do not seem to be dramatic in absolute numbers in Mecp2-deficient 

mice, even small changes can cause severe neurological effect when genes that are important for 

synaptic functioning, as for example Bdnf, are affected. Transcription of Bdnf is known to be repressed 

by Mecp2, which binds at Bdnf promoter III. Upon neuronal stimulation, the influx of Ca2+ leads to the 

phosphorylation of Mecp2 and consequently to its release from the Bdnf promoter III and to Bdnf 

expression. However, compared to membrane depolarization in neurons that can result in 100-times 

higher expression of Bdnf, the effect of Mecp2 release from Bdnf promoter III is small with only two 

times higher expression of Bdnf as a result.265, 338 Latest data indicate that the mechanism of MeCP2 to 

influence gene expression works by slowing down elongating RNA polymerase II, which could also 

explain the reversibility of RTT in mouse models.339 Taken together these data suggest, that the 

importance of MeCP2 for proper neuronal functioning goes beyond simple global expression control 

as a transcription factor. For example, additional findings point towards a role of MeCP2 in exon 

recognition and exon skipping events.340  

Although there are no major structural changes in the neurons, small changes of neuronal dendrites 

structures and dendritic spines were observed for RTT patients and in the existing mouse models.341 

Dendritic spines are crucial for synapse functioning342 and manifestation of RTT occurs in a period of 

enhanced synaptogenesis.341, 343 These findings suggest that synaptic transmission is impaired in RTT 

patients, which eventually leads to the RTT phenotype. More evidence for this hypothesis came from 

numerous studies of synaptic transmission processes in mouse models.329, 341 Basal synaptic 

transmission and short-term plasticity were shown to be affected by Mecp2 mutations and the balance 

between excitatory and inhibitory brain activity, which is an integral part of neural functioning344, is 

disturbed in Mecp2-mutant mice.341, 345, 346 Mecp2-mutant mice show altered LTP and LTD in the 

hippocampus. These changes in synaptic plasticity eventually lead to impaired memory formation and 

learning difficulties.347, 348 Regarding the manifestation of these changes the data are not overall 

consistent, but they seem to occur before RTT symptoms are observed.348 Furthermore, Mecp2 

regulates the number of glutamatergic synapses349 and dysfunction of GABAergic Mecp2-deficient 

neurons is sufficient to trigger many symptoms of RTT350. Initially, MeCP2 was thought to play an 

exclusive role in neurons, not in glia cells.306 This view changed within the last years. In 2009, Maezawa 

et al. showed that astrocytes express Mecp2 as well and astrocyte-specific deficiency of Mecp2 leads 

to aberrant Bdnf expression regulation and neuronal dendritic induction.351 Importantly, they observed 

in heterozygous Mecp2+/- female mice that the Mecp2-deficient astrocytes impose their state partially 

via gap junction communication352 on astrocytes with functional Mecp2. These findings might be one 

piece of the puzzle to explain why prevalence of RTT is almost 100% for certain MeCP2 mutations. 

Within the last years, more evidence for a role of glia cells in RTT was reported. Mecp2-deficient 

microglia show fivefold higher glutamate release compared to the wt that damages dendrites and 

synapses 353 and excitatory synaptic signaling depends on Mecp2 expression in astrocytes354. 

In summary, the role of MeCP2 and the consequences when MeCP2 is not functional are an excellent 

example to display the importance of epigenetic mechanisms for neural function. Interventions in the 
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epigenetic landscape can result in severe neurological defects. In case of MeCP2, which is important 

for brain functioning, not initial development, these defects seem to be potentially reversible given 

that expression of functional MeCP2 could be induced in MeCP2-mutation affected neural cells. 

However, the mechanisms behind the effects of MeCP2 on the epigenetic landscape and vice versa 

have still to be elucidated, as many contentious results on the molecular biology level, especially on 

the interplay of MeCP2 and 5hmdC, were reported.  
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Results 
 

Manuscript draft 

Interaction of Gdh with Tet3 to supply -ketoglutarate links neuronal metabolism to 

5mdC oxidation  
 

Neural activity induces changes on the epigenetic landscape of neurons and glia[1, 2] Dynamic changes 

of DNA (hydroxy-)methylation patterns are an integral part of this regulatory mechanism to which ten-

eleven translocation enzymes (TET, Tet1-3) contribute by oxidizing 5’-methyl-2’-deoxycytidine (5mdC) 

to 5’-hydroxymethyl-dC (5hmdC) and further on to 5’-formyl-dC (5fdC) and 5’-carboxy-dC (5cadC), 

which are finally replaced by unmodified dC.[3-5] TET activity depends on -ketoglutarate (KG)[6] that 

plays a pivotal role in energy metabolism and cellular functioning.[7, 8] A recent study on TET3 deficiency 

in humans shows that the affected patients suffer from intellectual disability and growth retardation[9], 

which emphasizes the importance of Tet3 for neural function. We show that in hippocampal neurons 

Tet3 interacts with glutamate dehydrogenase 1 (Glud1, Gdh), which converts ubiquitous glutamate 

into the rate-limiting KG co-substrate. Gdh is a mitochondrial enzyme, but in hippocampal neurons, 

Gdh is transported into the nucleus instead. In contrast, we do not observe this effect in liver where 

Glud1 expression is high, but TET expression and activity are low in a non-fasted state.[10, 11] When 

hippocampal neurons are depolarized and we apply the Gdh inhibitor R162[12], we observe lower levels 

of global 5hmdC, along with a decrease of the gene expression levels of the neural activity-dependent 

genes neuronal PAS domain containing protein 4 (Npas4)[13] and brain-derived neurotrophic factor 

(Bdnf)[14] compared to the depolarized control without R162. Our results show that Gdh activity 

controls Tet3-dependent 5mdC oxidation in hippocampal neurons and thereby activation of neural 

activity-dependent genes, linking neuronal metabolism to 5mdC oxidation and thereby epigenetic 

plasticity and memory formation. 
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Introduction 
DNA methylation, hydroxymethylation and demethylation processes influence gene expression and in 

case of neural activity-dependent genes consequently synaptic plasticity, learning processes and 

memory formation.[15, 16] In promoter regions, 5mdC correlates with low gene expression; whereas 

5mdC oxidation by TET enzymes correlates with reactivation of gene expression by either establishing 

5hmdC as a new epigenetic mark or by further oxidation of 5hmdC to 5fdC and 5cadC and their 

subsequent removal from the genome.[17, 18] In fully differentiated cells, the highest expression levels 

of TET enzymes and of 5hmdC are found in adult brain, where Tet3 is the most abundant among 

them[11, 19] (Extended Data Figure 1A). In hippocampal neurons, Tet3 is important for synaptic 

transmission and the maintenance of the homeostatic synaptic plasticity.[4] The concept that cellular 

metabolism dictates cellular fate by influencing the epigenetic landscape is already well established 

for differentiating cells and cancer cells.[20] In both cases, the amount of intracellular KG plays a 

pivotal role as it is a key intermediate of the citric acid cycle (TCA cycle), important for balancing 

nicotinamide adenine dinucleotide (NAD+/NADH) levels between the mitochondria and the cytosol and 

a co-substrate for TET enzymes and other KG-dependent dioxygenases that are involved in epigenetic 

changes.[20, 12, 8, 21] In brown adipose tissue (BAT) development an increase of the cellular KG 

concentration towards the Michaelis constant Km of Tet1 could be directly linked to increased Tet1 

activity and consequently demethylation of promoter regions of BAT-development specific genes.[21] If 

a similar regulatory mechanism for TET enzymes exists in neurons is unknown. Brain is a metabolically 

very active tissue.[22] However, the dependencies of the epigenetic landscape on the DNA modification 

level on neural metabolism are only poorly understood. Here we show that in the nucleus of 

hippocampal neurons, Tet3 interacts with Gdh, which supplies KG from abundant glutamate[23] for 

the oxidation reaction. The transport of Gdh to the nucleus instead to the mitochondria, where the 

enzyme is normally located, seems to be Tet3-dependent. This interaction in neuronal nuclei allows to 

increase the effective molarity of KG around Tet3 to specifically boost its activity without changing 

the global KG level in the cell.  

Results  
Reported in vitro assays with Tet1, Tet2 and Tet3 showed significantly lower activity for Tet3 than for 

Tet1 or Tet2, which were similar in activity.[24, 25] In a first step, we compared the activities of the 

catalytic domains of Tet1 and Tet3 in an in vitro assay with increasing KG concentrations (Data Figure 

1A, Extended Data Figure 1B). At 10 µM KG, both enzymes, Tet1 and Tet3, showed low activity and 

oxidized between 1.5 and 2% of 5mdC. At 50 µM concentration, however, about 20% of the 5mdC 

substrate was already oxidized to 5hmdC and 5fdC by Tet1, whereas Tet3 only converted about 2%. 

Both enzymes showed increased activity towards higher KG concentrations. But in contrast to Tet1, 

which oxidized at 1 mM KG more than 60% of 5mdC to 5hmdC, 5fdC and even to 5cadC, Tet3 reached 

at 1 mM KG just a similar conversion rate of almost 20% as Tet1 did at 50 µM KG, indicating a lower 

turnover rate for Tet3 than for Tet1 under the same conditions. Compared to the glutamate 

concentration, which was reported to be in the low millimolar range[23], the measured KG 

concentration was 50 times lower in the hippocampus (Data Figure 1B). Based on these results, we 

were wondering whether there is a direct KG supply system for Tet3 in neurons. Therefore, we 

checked for Tet3 interaction partners using a Tet3-enriched co-immunoprecipitation (coIP) (Data 

Figure 1C) and a Tet3-endogenous coIP approach (Data Figure 1D, Extended Data Figure 1C). Mass 

spectrometric (MS) analysis of the Tet3-enriched coIP in total murine nuclear brain lysate revealed 

several possible interaction partners that were significantly enriched compared to the control, among 

them the previously identified Tet3 interaction partner O-linked β-N-acetylglucosamine transferase 

(Ogt)[26] and three metabolic dehydrogenases – Gdh, lactate dehydrogenase b (Ldhb) and malate 

dehydrogenase 1 (Mdh1) (Data Figure 1C). All of them could be confirmed as Tet3 interactors in the 
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Tet3-endogenous coIP that was analyzed by MS and western blotting (Data Figure 1D, Extended Data 

Figure 1C). Gdh directly converts glutamate, which is ubiquitous in the cell, to the rate-limiting KG 

co-substrate, making it a perfect match for Tet3 to specifically control and stimulate Tet3-activity. This 

interaction allows to establish a very high KG concentration in the direct environment of Tet3 without 

changing the global KG concentration in the cell, which might have various undesired side effects. 

Ldhb and Mdh1 are not directly associated with KG turnover but are especially important to control 

cytosolic and nuclear NAD+ levels[27, 28] and could therefore provide NAD+ for Gdh. In accordance with 

this hypothesis, Ldhb was already reported to be in the nucleus to provide NAD+ for NAD+-dependent 

histone deacetylases.[29] Immunofluorescence staining confirmed the presence of Ldhb and Mdh1 in 

the nucleus of hippocampal neurons (Extended Data Figure 2A). 

 

Data Figure 1: Kinetics of Tet1cd and Tet3cd, KG to glutamate ratio in the hippocampus and Tet3 interactors in brain. (A) 
Mean MALDI-TOF MS spectra (n=3) of a single stranded DNA oligonucleotide containing 5mdC (3381.6 m/z (blue) and 3403.6 
m/z (grey, Na+ peak of 5mdC)) that is oxidized in vitro to 5hmdC (3397.6 m/z), 5fdC (3395.6 m/z) and 5cadC (3411.6 m/z) (all 

magenta) by Tet1cd or Tet3cd in presence of different concentrations of KG. (B) Ratio of KG to glutamate in murine 
hippocampus. (C) Volcano plot of the Tet3-interaction partners found in the Tet3-enriched coIP in nuclear brain lysate of 
adult mice (n=4; FDR=0.05; s0=2). Significantly enriched interactors (log2 > 1.0; adj. p-value < 0.05) are highlighted in black or 
colored. (D) Western blots detecting Tet3, Ogt, Gdh, Ldhb and Mdh1 after Tet3-endogenous coIP in nuclear brain lysate.  

5cadC = 5’-carboxy-2’-deoxycytidine, 5fdC = 5’-fomyl-dC, 5hmdC = 5’-hydroxymethyl-dC, 5mdC = 5’-methyl-dC, KG = -
ketoglutarate, A.U. = arbitrary units, cd = catalytic domain, ctrl. = control, coIP = co-immunoprecipitation, FDR = false 
discovery rate, Gdh = glutamate dehydrogenase 1, Ldhb = lactate dehydrogenase b, MALDI-TOF-MS = matrix-assisted laser 
desorption ionization-time of flight mass spectrometry; Mdh1 = malate dehydrogenase 1, neg. = negative, Ogt = O-linked β-
N-acetylglucosamine transferase, Tet = ten-eleven translocation enzyme. 

In contrast, Gdh was previously reported to be predominantly located in the mitochondria.[30, 31] To 

clarify the question of localization, we analyzed the amount of Gdh in different cellular compartments 

of total murine brain lysate using western blot (Data Figure 2A, Extended Data Figure 2B) and 

immunohistochemistry (IHC) (Data Figure 2B). We detected a low amount of Gdh in the organelle 
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fraction, including the mitochondria, and the cytosolic fraction. However, the majority of Gdh was 

detected in the nuclear fraction (Data Figure 2A, Extended Data Figure 2B). Interestingly, we observed 

in the organelle fraction two equally prominent signals for Gdh, one above and one below the 57 kDa 

marker band. In the cytosolic fraction one weak signal above 80 kDa appeared, but the most prominent 

signal was the one above 57 kDa and there were some very weak signals below 57 kDa that probably 

represented aborted fragments. In the nuclear fraction, we predominantly detected the signal above 

57 kDa. Glud1 is nuclear encoded and possesses a 53 amino acids long mitochondrial targeting 

sequence (MTS) that is cleaved off after the protein has been successfully imported into the 

mitochondria.[30, 31] In terms of size, the >57 kDa band fits to Gdh including MTS (61.3 kDa), while the 

<57 kDa band fits to Gdh without MTS (55.9 kDa). The organelle fraction contains both versions as the 

cleavage takes place in the mitochondrial matrix after import. It is expected that in the cytosol only 

the version including the MTS can be found. The small amount of the short version in the nuclear 

fraction was therefore most likely a minor contamination of the nuclear fraction with the organelle 

fraction. Interestingly, Tet3-endogenous coIP showed that Tet3 is only interacting with Gdh including 

the MTS (Data Figure 1D), supporting the conclusion that the MTS is relevant for the Tet3-Gdh 

interaction and Gdh is transported to the nucleus before its mitochondrial import. 

 

IHC confirmed a predominantly nuclear localization for Tet3 and Gdh in hippocampal neurons (Data 

Figure 2B, Extended Data Figure 2C/D). In contrast, in liver from non-fasted adult mice, where we failed 

to detect Tet3, we observed Gdh only in the mitochondria (Data Figure 2B, Extended Data Figure 2C/D). 

The different localization of neuronal Gdh compared to Gdh in the liver raised the question how Gdh 

is transported to the nucleus despite its MTS. When (murine) Tet3 and Glud1 were ectopically 

expressed simultaneously in HEK293T, we observed that almost 40% of the transfected cells were 

positive for Gdh in the nucleus and the mitochondria compared to those that exclusively had Gdh in 

the mitochondria (Extended Data Figure 3A/B). Glud1 expression without parallel expression of Tet3 

resulted in exclusive mitochondrial localization of Gdh (Extended Data Figure 3B). These results 

indicated that Gdh localization is directly influenced by Tet3 and that the MTS is important for the 

interaction.  

 

Next, we performed a proximity ligation assay (PLA) to check for co-localization of Tet3 and Gdh 

interaction and obtained a positive PLA signal in the dentatae gyrus region (DG) of the murine 

hippocampus (Data Figure 2C, Extended Data Figure 4A). Interestingly, the PLA-signal was mostly 

located around the nucleus and not in the nucleus. Spatial organization of the chromatin in the nucleus 

was shown to have a direct effect on gene expression. Whereas localization of a gene at the nuclear 

laminar is associated with gene expression, proximity to the nuclear pore complexes (NPCs) is linked 

to active gene expression.[32] We tested in an additional PLA whether Tet3 and Gdh are located near 

the NPCs and obtained a positive signal for both (Data Figure 2D). This finding supports the idea that 

Tet3 and Gdh are mainly interacting in areas of active gene expression in the DG. Further evidence for 

this hypothesis was provided by our proteomics data after Tet3-enriched and Tet3-endogenous coIP. 

The data showed significant enrichment of several RNA-processing proteins, among them for example 

Fus, a DNA/RNA binding protein with several functions including pre-mRNA binding and transport and 

distinct functions in neuronal homeostasis.[33] 

 



47 
 

 

Data Figure 2: Localization of Gdh in total murine brain and in the DG region of the murine hippocampus and its interaction 
with Tet3. (A) Western blot against Gdh in different cellular compartments of total murine brain. Ponceau S staining shows 
total protein load. (B) Localization of Gdh and Tet3 in the DG of the murine hippocampus compared to liver. (C) PLA of the 
Tet3/Gdh interaction in the DG of the murine hippocampus. NeuN staining shows neuronal nuclei. (D) PLA of the Tet3/NPC 
and Gdh/NPC interaction in the DG of the murine hippocampus. (B) – (D) Images show Z-stacks.  
DG = dentate gyrus, Gdh = glutamate dehydrogenase 1, IHC = immunohistochemistry, MTS = mitochondrial targeting 
sequence, NPC = nuclear pore complex, PLA = proximity ligation assay, Tet3 = ten-eleven translocation enzyme 3. 
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To investigate the role of Gdh activity for 5mdC oxidation during neuronal activation, we depolarized 

mouse acute hippocampal slices for six hours using 25 mM of potassium chloride (KCl) in absence and 

presence of several inhibitors and measured dC modifications levels. Depolarization resulted in slightly 

increased global 5mdC levels, but overall the global 5mdC levels did not differ significantly among all 

the tested conditions (Extended Data Figure 4B). However, we consistently detected an increase of 

global 5hmdC in response to the KCl stimulus, whereas simultaneous application of the Gdh inhibitor 

R162[12] did not change the 5hmdC levels compared to the unstimulated control (Data Figure 3A). This 

result confirmed that Gdh activity is important to control TET activity during neuronal activation. One 

consequence of neuronal stimulation is the activation by DNA demethylation of promoter genes of 

several neural activity-dependent genes that modulate the response of the neuron towards present 

and future stimuli. Among those genes, Npas4 and Bdnf play a pivotal role for synaptic homeostasis, 

learning and memory formation, whereby the transcription factor Npas4 controls the expression of 

Bdnf.[13] When hippocampal neurons were depolarized, we observed an increase of Npas4 and Bdnf 

gene expression. Applying R162, Npas4 was 25% less expressed than without R162 and for Bdnf 

expression, we did not see an increase at all when R162 was applied compared to the unstimulated 

control (Data Figure 3A). On a metabolic level, depolarization of hippocampal neurons resulted in an 

increased KG/succinate ratio, but when we applied R162, this ratio was significantly decreased (Data 

Figure 3A).  

 

To gain further insight how metabolic changes influence TET activity during neural activation, we 

applied UK5099 during depolarization. UK5099 inhibits the mitochondrial pyruvate carrier (MPC) and 

therefore attenuates TCA and oxidative phosphorylation (OxPhos) supplied by glucose catabolism, but 

positively stimulates Gdh activity and aerobic glycolysis to produce lactate.[34] In agreement with our 

model, that Tet3 activity is enhanced through interaction with Gdh, which receives NAD+ from Ldhb 

activity, we observed an increase of global 5hmdC beyond the increase that we observed with the KCl 

stimulus alone (Data Figure 3B). In a complementary experiment, we blocked glycolysis and thereby 

conversion of pyruvate to lactate by Ldhb by addition of 2-deoxy-D-glucose (2DG) and simultaneously 

fed pyruvate to maintain TCA and OxPhos. Under these conditions, we did not observe an increase of 

the 5hmdC levels above the levels of the unstimulated control (Data Figure 3C). This indicates that the 

metabolic state, especially whether the cells are in a glycolytic state or not, directly influences 5mdC 

oxidation by TET enzymes.  
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Data Figure 3: Changes of global 5hmdC level and of neural activity dependent genes expression levels in mouse acute 
hippocampal slices upon depolarization with 25 mM KCl and application of different inhibitors and schematic overview of 
interaction network. (A) Global 5hdmC levels in absence and presence of 20 µM of Gdh inhibitor R162. Tukey boxplot, n = 6 
(measured in technical duplicates). Relative gene expression levels of Npas4 (Tukey boxplot, n = 6, measured in technical 

duplicates) and Bdnf (n = 3, measured in technical duplicates) compared to the unstimulated control. KG to succinate ratio 
in absence and presence of 20 µM of Gdh inhibitor R162 (n = 5). (B) Global 5hdmC levels in absence and presence of 40 µM 
of mitochondrial pyruvate carrier inhibitor UK5099. Tukey boxplot, n = 6 (measured in technical triplicates). (C) Global 5hdmC 
levels after depolarization of hippocampal slices using 25 mM KCl in absence and presence of 10 mM glycolysis inhibitor 
2DG/2 mM pyruvate. Tukey boxplot, n = 4 (measured in technical triplicates). (D) Schematic overview of the proposed 
Tet3/Gdh/Ldhb/Mdh1 interaction network. ns p-value ≥ 0.05, * p-value < 0.05, ** p-value < 0.01. 

2DG = 2’-deoxyglucose, 5hmdC = 5’-hydroxymethyl-2’-deoxycytidine, KG = -ketoglutarate, Bdnf = brain-derived 
neurotrophic factor, dN = nucleotide, Gdh = glutamate dehydrogenase 1, Ldhb = lactate dehydrogenase b, Mdh1 = malate 
dehydrogenase 1, NAD+ = nicotinamide adenine dinucleotide (oxidized), NADH = nicotinamide adenine dinucleotide 
(reduced), Npas4 = neuronal PAS 4 domain, Tet3 = ten-eleven translocation enzyme 3. 
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Discussion 
The concept that rate-limiting metabolites that are needed for the activity of chromatin-modifying 

enzymes, are provided by the manufacturing enzymes directly in the nucleus was reported before, but 

not for DNA modifying enzymes.[35] The best studied example of a mitochondrial protein complex in 

the nucleus is the pyruvate dehydrogenase complex (PDC), which is typically located in the 

mitochondrial matrix to decarboxylate pyruvate and generate acetyl coenzyme A (acetyl-CoA) to enter 

the TCA.[36] In the nucleus, PDC generates acetyl-CoA for histone acetylation.[37] In our study we present 

a novel model for metabolic control of Tet3 activity in neurons by Gdh (Data Figure 3D). Neuronal 

activity is energy-demanding and induces metabolic shifts first to glycolysis and later to OxPhos to 

meet the high energy demands of the firing neuron.[28] Gdh activity towards oxidative deamination of 

glutamate to KG is heavily controlled by various parameters, including NAD+ availability and low ATP 

levels. Dysregulation of Gdh activity has severe consequences for neuronal health and is linked to many 

neurodegenerative disorders.[38, 39] Our data suggest that not only the impaired glutamate and energy 

metabolism are the underlying cause for these findings, but also the direct impact of Gdh activity on 

Tet3-dependent 5mdC-oxidation and therefore gene expression. When neurons are firing and the 

energy consumption and the glycolytic rate are high[28], Gdh activity is upregulated, which stimulates 

Tet3 to change DNA methylation patterns with broad consequences for neural function. The increase 

of the effective KG molarity only in the environment of Tet3 is an elegant way to avoid globally 

changing KG levels when not desired that would impact other KG-dependent enzymes and energy 

metabolism in general. 
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Materials and Methods 
All procedures concerning animals conform to the German animal protection laws and were approved 

by the local authority (Regierung von Oberbayern). 

 

All experiments were at least repeated twice to ensure reproducibility. 

 

The datasets generated during and/or analyzed during the current study are available from the 

corresponding author on reasonable request. 

 

Antibodies 

Cytochrome C antibody (Santa Cruz Biotechnology sc-13560, clone 7H8, mouse monoclonal IgG): 

western blotting (1:1000) 

 

Histone H3 antibody (Cell Signaling Technology 4499S, clone D1H2, rabbit monoclonal IgG): western 

blotting 1:1000 

 

Gdh antibody (Invitrogen PA5-19267, goat polyclonal IgG, Lot #74422112): western blotting (1:1000), 

immunocytochemistry (ICC) (1:200), IHC (1:200) 

Validation: 

• Western Blotting: signal at 56 kDa for haploid mESC, no signal for haploid mESCGlud1 -/ (Extended 

Data Figure 5A) 

• ICC: strong signal for haploid mESC, no signal for haploid mESCGlud1 -/ (Extended Data Figure 5A) 

Ldhb antibody (Santa Cruz Biotechnology sc-100775, clone 431.1, mouse monoclonal IgG): western 

blotting (1:1000), IHC (1:10) 

 

Mdh1 antibody (Santa Cruz Biotechnology sc-166879, clone H-6, mouse monoclonal IgG): western 

blotting (1:1000), IHC (1:10) 

 

NeuN antibody (EMD Millipore MAB377X, clone A60, Alexa488 conjugated, mouse monoclonal IgG): 

IHC (1:100) 

 

Nuclear Pore Complex antibody (Sigma-Aldrich N8786, clone 414, mouse monoclonal IgG): IHC (1:250) 

 

Ogt antibody (Invitrogen PA5-22071, rabbit polyclonal IgG, Lot #RH2258725): western blotting 

(1:1000) 

 

Tet1 antibody (Active Motif 61741, clone 5D6, rat monoclonal IgG): western blotting (1:1000) 

Validation: 

• Western blotting: one strong signal above 200 kDa for mESC, but not for mESC TET triple 

knockout (TKO) cells (Extended Data Figure 1A) 

Tet2 antibody (ptglab 21207-1-AP, rabbit polyclonal IgG): western blotting (1:1000) 

 

Tet3 antibody (Abiocode N1 R1092-1, rabbit polyclonal IgG, Lot #7063 and #9013): 
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western blotting (1:1000), coIP (1 µL for MS analysis, 2 µL for western blot analysis), ICC (1:500), IHC 

(1:500)  

Validation:   

• Western blotting: one strong signal at 190 kDa for nuclear brain lysate, but not for mESC TET 

TKO cells (Extended Data Figure 1) 

• ICC: total signal overlap with GFP in GFP-Tet3 transfected HEK293T, but not with GFP in GFP 

only transfected HEK293T (Extended Data Figure 5B) 

• ICC: no signal in mESC TET TKO (Extended Data Figure 5B) 

• IP: validation for IP has already been reported[40] 

 

Secondary antibodies 

Anti-goat IgG (Sigma-Aldrich G4018, rabbit polyclonal): IP (1 µg for MS analysis, 2 µg for western blot 

analysis) 

 

Cy2-anti-goat IgG (Jackson ImmunoResearch 705-225-147): IHC (1:200) 

Cy3-anti-goat IgG (Jackson ImmunoResearch 805-165-180): IHC (1:400) 

HRP-conjugated anti-goat IgG (Sigma-Aldrich A5420): western blotting (1:5000) 

Alexa488-anti-mouse IgG (Cell Signaling Technologies 4408): IHC (1:800) 

Alexa555-anti-mouse IgG (Cell Signaling Technologies 4409): IHC (1:800)  

HRP-conjugated anti-mouse IgG (Sigma-Aldrich AP130P): western blotting (1:5000) 

Cy3-anti-mouse IgG (Jackson ImmunoResearch 715-165-150): IHC (1:400) 

Alexa488-anti-rabbit IgG (Cell Signaling Technologies 4412): IHC (1:800) 

Alexa555-anti-rabbit IgG (Cell Signaling Technologies 4413): IHC (1:800) 

Cy3-anti-rabbit IgG (Jackson ImmunoResearch 711-165-152): IHC (1:400) 

HRP-conjugated anti-rabbit IgG (Sigma-Aldrich A0545): western blotting (1:5000) 

Expression plasmids 

GFP-Tet1cd (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet1cd (C-terminus); Tet1cd is the shortened version of murine 

Tet1 (UniprotKB – Q3URK3) starting from amino acid 1367 of the original sequence 

 

GFP-Tet3cd (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet3cd (C-terminus); Tet3cd is the shortened version of murine 

Tet3 (UniprotKB – Q8BG87-1) starting from amino acid 696 of the original sequence 

 

Glud1-FLAG (plasmid with ampicillin resistance, CMV promoter): 

(N-terminus) Glud1-FLAG (C-terminus); murine Glud1 (UniprotKB – P26443) starting from amino acid 

1 of the original sequence 
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GFP-Tet3 (plasmid with ampicillin resistence, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet3; murine Tet3 (UniprotKB – Q8BG87-4) starting from 

amino acid 1 of the original sequence 

 

Cell culture HEK293T cells  

HEK293T cells (ATCC) were cultivated at 37°C in water saturated, CO2-enriched (5%) atmosphere. 

DMEM (Sigma-Aldrich D6546) or RPMI 1640 (Sigma-Aldrich R0883), containing 10% (v/v) fetal bovine 

serum (FBS) (Invitrogen 10500-064), 1% (v/v) L-alanyl-L-glutamine (Sigma-Aldrich G8541) and 

1% (v/v) penicillin-streptomycin (Sigma-Aldrich P0781), were used as growing medium. When reaching 

a confluence of 70% to 80%, the cells were routinely passaged. Cells were tested once in two months 

for Mycoplasma contamination using Mycoplasma Detection Kit (JenaBioscience PP-401L). 

 

Transfection of HEK293T cells 

Transfection of HEK293T cells for high protein expression:  

The transfection was performed in four p150 petri dishes (Sarstedt 83.3903.300). Five to six million 

cells per p150 were seeded in 25 mL of medium. After seeding, the cells were incubated for 24 h to 

reach a confluence of 40% to 80%. 10 µg of expression plasmid DNA and 30 µL of the transfection 

reagent jetPRIME (Polyplus Transfection VWR 114-15) were used as described by the manufacturer. 

4 h and 28 h after transfection the medium was changed and sodium butyrate (final conc. 4 mM) was 

added. 48 h after transfection, the cells were harvested by trypsinization and immediately used for 

protein extract preparation.  

 

Transfection of HEK293T cells for immunofluorescence staining:  

The transfection was performed in 15 µ-slide 8 well plates (ibidi 80826). 3×104 cells were seeded per 

well in 200 µL of medium. 24 h after seeding, the cells were transfected using 150 ng of DNA per 

expression plasmid, 0.5 µL of jetPRIME and 15 µL of jetPRIME buffer. 24 h after transfection, the cells 

were washed once with PBS supplemented with MgCl2 and CaCl2 (Dulbecco’s phosphate buffered 

saline, Sigma-Aldrich D8662) and immunofluorescence staining were performed.  

 

Protein extract preparation 

Protein extract preparation from transfected HEK293T cells: 

The harvested HEK293T cells and the resulting lysate were kept on ice during the preparation all time. 

Per eight million cells, 1 mL of RIPA buffer (10 mM Tris (pH = 7.5), 150 mM NaCl, 0.5 mM EDTA, 

0.1% (w/v) SDS, 1 % (v/v) Triton X-100, 1% (w/v) deoxycholate), supplemented with 2.5 mM MgCl2, 

100 U/mL benzonase (Merck Millipore 70746-3) and 1 x protease inhibitor cocktail (PIC, Roche 

05056489001) on the day of preparation was used for the lysis. Cells were resuspended in RIPA buffer 

and lysed for one hour at 4 °C on a tube rotator. Afterwards, the lysate was centrifuged (10000 x g, 

15 min, 4 °C) and the supernatant containing the proteins were transferred into a new tube. To enrich 

GFP-tagged proteins, the lysate was immediately incubated with GFP Nano-Traps either on agarose 

beads (Chromotek gta-20, for in vitro activity assay) or on magnetic agarose beads (Chromotek gtma-

20).  

 

Protein extract preparations from murine brain: 

Protein extracts from whole murine brain (Mus musculus, C57-BL6/J wild type, both genders, 110 days 

old; Charles River, Sulzfeld, Germany), including separation into the organelle, the cytosolic and the 

nuclear fraction, were prepared according to a previously published protocol.[41] The nuclear extract 
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was then treated with 25 U/mL benzonase for 30 min on ice and subsequently centrifuged (21000 x g, 

15 min, 4 °C). The supernatant containing the nuclear lysate was transferred to a new tube. A Bradford 

protein assay (Bio-Rad 5000006) was performed according to the manufacturer´s instructions to 

determine the protein concentration. To check whether the nuclear fraction showed specific 

enrichment for nuclear proteins in comparison to the combined organelle/cytosolic fraction and was 

not heavily contaminated with proteins from other compartments, a western blot against histone H3 

(nuclear) and cytochrome c (mitochondrial) was performed. The western blot confirmed the specific 

enrichment of nuclear proteins in the nuclear fraction (Extended Data Figure 5C). 

 

Protein extracts from mouse embryonic stem cells (mESC): 

Protein extracts from mESC and mESC with TET TKO that were primed for 96 h according to a previously 

published protocol[42] were prepared as previously described.[43] 

 

In vitro activity assay 

For the in vitro activity assay on GFP Nano-Trap on agarose beads, GFP-Tet1cd or GFP-Tet3cd bound 

to the trap was used. The proteins were ectopically expressed in HEK293T (per in vitro assay 1 x P150 

culture dishes for GFP-Tet1cd, 3 x P150 culture dishes for GFP-Tet3cd) and the resulting protein 

extracts were incubated for 1 h at 4 °C on a tube rotator with 140 µL of GFP Nano-Traps on agarose 

beads per extract. Afterwards, the beads were washed twice with coIP wash buffer 1 (10 mM HEPES 

pH = 7.5, 150 mM NaCl, 0.5 mM EDTA), twice with coIP wash buffer 2 (10 mM HEPES pH = 7.5, 

1 M NaCl, 0.5 mM EDTA) and twice with coIP wash buffer 1. The fluorescence of the GFP-tagged 

proteins bound to the GFP Nano-Trap was checked on a Tecan Plate Reader (Tecan GENios Pro, 

fluorescence intensity excitation 400 nm, emission 535 nm) and per reaction, the amount of Nano-

Trap was adjusted that the fluorescence signal was 25000 per reaction. Per assay, seven reactions in 

TET reaction buffer (50 mM HEPES pH=7.5, 100 mM NaCl, 2 mM Vitamin C, 1.2 mM ATP, 2.5 mM DTT, 

0.1 mM Fe(II)(NH4)2(SO4)2 6 x H2O) with different concentrations of KG (0 µM; 10 µM; 50 µM; 100 µM; 

250 µM; 500 µM; 1000 µM) and 4 µM of DNA oligonucleotide (5’-TTTTG[5mdC]GGTTG-3’) were set up 

in 50 µL reaction volume/sample. The samples were incubated at 35 °C for 4 h under shaking. For 

Matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF) measurements, 1 µL of the 

reaction supernatant was desalted on a 0.025 µm ø VSWP filter membrane against ddH2O for at least 

one hour, co-crystallized in a 3-hydroxypicolinic acid matrix (HPA) and mass spectra were recorded on 

a Bruker Autoflex II in a m/z range of 1500 to 6000. Spectra were normalized to the recorded maximum 

intensity. For each condition (Tet1cd or Tet3cd, defined KG concentration) three independent 

experiments were set up and MALDI-TOF spectra recorded. Afterwards the mean was calculated. The 

area under the curve (AUC) was calculated using GraphPad Prism (version 8.0.0 or higher) for 5mdC in 

the m/z range 3373.5 to 3389.0 and 3397.5 to 3404.5 (Na+ peak), 5hmdC and 5fdC in the m/z range 

3389.0 to 3397.5 and 5cadC in the m/z range 3404.5 to 3410.  

 

Tet3-enriched coIP 

20 µl of magnetic anti-GFP beads (Chromotek gtma-20) were washed three times with GFP wash buffer 

(10 mM Tris pH 7.5, 150 mM NaCl, 0.5 mM EDTA) and then incubated for 15 min on ice with nuclear 

extract of GFP-Tet3 overexpressing HEK293T cells. To ensure the saturation of the beads with the GFP 

fusion construct, different amounts of lysate were tested and monitored using a Tecan Reader.  The 

GFP-Tet3 loaded beads were then washed twice with coIP wash buffer 1, twice with coIP wash buffer 

2 and twice with lysis buffer C (20 mM HEPES pH = 7.5, 420 mM NaCl, 2 mM MgCl2, 0.2 mM EDTA, 
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20% (v/v) glycerol). The GFP-Tet3 beads were subsequently incubated with 200 µg of nuclear brain 

extract for 15 min on ice. Following, they were washed twice with GFP wash buffer (10 mM Tris 

pH = 7.5, 150 mM NaCl, 0.5 mM EDTA). To elute the bound proteins, 50 µl of 200 mM glycine pH 2.5 

were added and the solution was vortexed for 30 s. To gain more yield, the elution step was repeated. 

For the negative control, the same procedure was followed using GFP instead of GFP-Tet3.  

 

Tet3 endogenous coIP 

CoIP of endogenous Tet3 was performed using nuclear brain extract. When the interactors were 

subsequently analysed by mass spectrometry, 250 µg of nuclear brain extract, 1 µg of antibody and 

10 µL of Dynabeads Protein G (ThermoFisher 10003D) were used per replicate; for the analysis by 

western blot the doubled amount of nuclear brain extract, antibodies and Dynabeads Protein G were 

used. Anti-goat IgG was used for the negative control.  

 

The nuclear brain extract was incubated with the antibody for 1 h at 4°C on a tube rotator and the 

Dynabeads Protein G were washed three times with GFP wash buffer. Afterwards, the Dynabeads were 

added to the lysate, PBS was added to a final volume of 500 µL and the suspension was incubated for 

1 h at 4°C on a tube rotator. After incubation, the beads were washed three times with coIP wash 

buffer 1. Last, proteins were eluted with 30 µL of 1% (v/v) formic acid for 15 min at room temperature 

(MS analysis) or with 50 µL of SDS loading buffer (50 mM Tris pH 6.8, 100 mM DTT, 2% (w/v) SDS, 

10% (v/v) glycerol, 0.1% (w/v) bromophenol blue) for 10 min at 70 °C (subsequent western blotting). 

 

LC-MS/MS analysis 

Samples for the mass spectrometer were reduced by the addition of 100 mM TCEP and subsequent 

incubation for 1 h at 60°C on a shaker at 650 rpm. They were then alkylated by adding 200 mM 

iodoacetamide and incubating for 30 min at room temperature in the dark. Following, the samples 

were digested with 0.5 µg trypsin (Promega V5113) at 37°C for 16 h. Afterwards, they were incubated 

for 5 min at 100°C and subsequently 1 mM phenylmethylsulphonyl fluoride was added. StageTips were 

utilized to purify the samples for MS.[44]  

 

The samples were analysed with an UltiMate 3000 nano liquid chromatography system (Dionex, Fisher 

Scientific) attached to an LTQ-Orbitrap XL (Fisher Scientific). They were desalted and concentrated on 

a µ-precolumn cartridge (PepMap100, C18, 5 µM, 100 Å, size 300 µm i.d. x 5 mm) and further 

processed on a custom-made analytical column (ReproSil-Pur, C18, 3 µM, 120 Å, packed into a 75 µm 

i.d. x 150 mm and 8 µm picotip emitter).  

 

The samples were processed via a 127 min multi-step analytical separation at a flow rate of 

300 nL/min. The gradient with percentages of solvent B was programmed as follows: 

 

1% for 1 minute; 1% - 4% over 1 minute; 4% - 24% over 100 minutes; 24% - 60% over 8 minutes; 60% - 

85% over 2 minutes; 85% for 5 minutes; 85% - 1% over 2 minutes; 1% for 8 minutes. 

 

Mass spectrometric analysis was done with a full mass scan in the mass range between m/z 300 and 

1700 at a resolution of 60 000. Following this survey scan five scans were performed using the ion trap 

mass analyzer at a normal resolution setting and wideband CID fragmentation with a normalized 

collision energy of 35. Signals with an unrecognized charge state or a charge state of 1 were not picked 
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for fragmentation. To avoid supersampling of the peptides, an exclusion list was implemented with the 

following settings: after 2 measurements in 30 seconds, the peptide was excluded for 90 seconds. 

 

LFQ data processing  

The MaxQuant software (version 1.5.0.25) was used for LFQ. Quantification was performed with four 

biological replicates for Tet3-enriched coIP. GFP alone (four biological replicates) served here as 

control. Three biological replicates were used for the Tet3 endogenous coIP and the coIP (three 

biological replicates) with anti-goat antibody served as control. The Andromeda search engine was 

used in combination with Uniprot databases (Mus musculus). A maximum of two missed cleavage sites 

was allowed. The main search peptide tolerance was set to 4.5 ppm. Carbamidomethyl (C) was set as 

static modification. Variable modifications were Acetyl (Protein N-term) and Oxidation (M). The LFQ 

algorithm was applied with default settings. The option “match between runs” was also used. The mass 

spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the 

PRIDE[45] partner repository with the dataset identifier PXD004518. 

 

LFQ data was analysed with the Perseus software (version 1.5.0.9). The LFQ intensities were log 

transformed and only proteins identified in at least three samples were retained. As one of the GFP 

control quadruplicates contained only 64 proteins instead of >400, this replicate was removed from 

the data set. Gene ontology analyses were performed with the Database for Annotation, Visualization 

and Integrated Discovery (DAVID Bioinformatics Resources 6.7). 

 

Western blotting 

Samples were loaded on a 4-15% precast polyacrylamide gel (Bio-Rad) and MagicMark XP Standard 

(ThermoFisher LC5603) and Blue Prestained Protein Standard, Broad Range (11-190 kDa) (New England 

Biolabs P7706S) or Color-coded Prestained Protein Marker, Broad Range (11-250 kDa) (New England 

Biolabs 14208) were used as protein standards. The gel was run at constant 150 V for 60 min in SDS 

running buffer (25 mM Tris, 192 mM glycine, 0.1% (w/v) SDS). For blotting, we used a PVDF blotting 

membrane (GE Healthcare Amersham Hybond P0.45 PVDG membrane 10600023) and pre-cooled 

Towbin blotting buffer (25 mM Tris, 192 mM glycine, 20% (v/v) methanol, 0.038% (w/v) SDS). The 

membrane was activated for 1 min in methanol, washed with water and equilibrated for additional 

1 min in Towbin blotting buffer; the Whatman gel blotting papers (Sigma-Aldrich WHA 10426981) were 

equilibrated for 15 min in Towbin buffer and the precast gel was equilibrated for 5 min in Towbin buffer 

after the run. Western blotting (tank (wet) electro transfer) was performed at 4°C for 10 h at constant 

35 V. After blotting, the PVDF membrane was blocked for 1 h at room temperature using 5% (w/v) milk 

powder in TBS-T (20 mM Tris pH = 7.5, 150 mM NaCl, 0.1% (v/v) Tween-20). The primary antibodies 

were diluted in 5 mL of 5% (w/v) milk powder in TBS-T. The blocking suspension was discarded, and 

the diluted primary antibodies were added for 12 h at 4°C and shaking. After incubation, the primary 

antibodies were discarded, and the membrane was washed three times five minutes with TBS-T. HRP-

conjugated secondary antibodies were diluted in 5% (w/v) milk powder in TBS-T and added for 1 h at 

room temperature under shaking. In case of Tet3-endogenous coIP samples, TidyBlot HRP conjugated 

Western blot detection reagent (Biorad STAR209P) was used instead of HRP-conjugated secondary 

antibodies if the primary antibodies against the potential interactor were produced in rabbit to avoid 

detection of the antibody fragments from the coIP. Afterwards, the membrane was washed two times 

with TBS-T and one time with TBS (TBS-T without Tween-20) before SuperSignal West Pico 

Chemiluminescent Substrate (Thermo Scientific 34077) was used for imaging.  
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IHC  

All steps were performed in in a humidity chamber and at room temperature when not otherwise 

specified. 12 µm thick coronar cryo-sections of snap-frozen adult mouse brain and liver were incubated 

(if applicable) with MitoTracker Deep Red FM (Invitrogen M22426) before fixation. Cryo-sections were 

fixed on slides using 4% paraformaldehyde (4% PFA, ThermoScientific 28908) in 0.1 M phosphate 

buffered solution, pH 7.4 (0.1 M PB). After three times washing with 0.1 M PB, the slices were 

permeabilized and blocked for 30 min using 0.3% (v/v) Triton X-100 and 5% (v/v) blocking reagent CB 

(Chemiblocker, Merck Millipore 2170) in 0.1 M PB. The primary antibodies were diluted in 0.1 M PB, 

containing 5% (v/v) CB and 0.3% (v/v) Triton X-100 and applied for 12 h at 4°C. For the negative 

controls, no primary antibodies were added. After incubation, slices were washed three times with 

0.1 M PB containing 2% (v/v) CB. For secondary detection, the fluorescent labelled secondary 

antibodies were diluted in 0.1 M PB, containing 3% (v/v) CB and applied the antibodies for 1 h in the 

dark, followed by three times washing with 0.1 M PB. Cell nuclei were stained with Hoechst 33342 

(5 µg/mL), which was applied for 10 min in the dark, followed by one washing step with 0.1 M PB. After 

mounting (Mountant Permafluor ThermoScientific TA-030-FM), the slices were analysed using a Leica 

SP8 confocal laser scanning microscope (Leica, Wetzlar).  

 

ICC  

ICC experiments were performed as IHC experiments, but instead of 0.1 M PB, PBS supplemented with 

MgCl2 and CaCl2 (PBS+) was used. When ICC of transfected HEK293T cells was analysed, Image J (version 

2.0.0) was used. 

 

PLA 

For the PLA experiments, Duolink InSitu Orange Starter Kit (Sigma-Aldrich DUO92102 and DUO92106) 

were used. Until the application of primary antibodies, the procedure followed the IHC and ICC 

procedures described above. PLA probes without primary antibodies served as a negative control. 

After incubation with primary antibodies, slices/cells were washed once with 0.1 M PB/PBS+. The 

following steps were carried out as described by the manufacturer with modifications after the last 

washing step as described in the manual with 0.01 wash buffer B. Before staining of cell nuclei and 

mounting, slices/cells were washed with 0.1 M PB/PBS+. Where applicable, Alexa488-NeuN antibody 

was applied for 2 h in 2% (v/v) CB in 0.1M PB and slices were washed afterwards three times with 

0.1 M PB. However, Alexa488-NeuN application impaired the intensity of the PLA signal. Cell nuclei 

were stained with Hoechst 33342 (5 µg/mL), which was applied for 10 min in the dark, followed by one 

washing step with 0.1 M PB/PBS+. After mounting (Mountant Permafluor Thermo Scientific TA-030-

FM), the slices were analysed using a Leica SP8 confocal laser scanning microscope (Leica, Wetzlar).  

 

Isolation of genomic DNA (gDNA), RNA and triple-quadrupole (QQQ) MS/MS 

Isolation of gDNA, RNA and QQQ-MS/MS experiments were performed according to a previously 

published protocol.[46] 

 

Synthesis of the Glud1 inhibitor R162 

Synthesis of the inhibitor R162 was done according to the literature.[47, 48] Prior to use for the cell 

culture, the compound was purified via preparative HPLC (Nucleosil VP 250/10 C18 column Macherey 

Nagel, 100% MeCN for 10 minutes). 
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Depolarization of hippocampal neurons followed by UHPLC-QQQ-MS analysis 

Animals: 

4 – 5 weeks old C57-BL6/J (Charles River, Sulzfeld, Germany) wildtype mice of both genders were used.  

 

Hippocampal slices:  

For the experiment with R162, hippocampi of six mice were used. For the experiment with UK5099 

(Sigma-Aldrich PZ0160-5MG), hippocampi of six mice were used. For the experiment with 2DG (Santa 

Cruz Biotechnology sc-202010) and pyruvate (Sigma-Aldrich S8636-100ML), hippocampi of four mice 

were used. 

 

Acute transverse hippocampal slices (400 μm thick) were prepared as described previously.[49, 50] In 

brief, the brain was removed, the hippocampi of each hemisphere were dissected and cut using a MX-

TS tissue slicer (Siskiyou Cooperation, OR). The slices were collected in an oxygenated (95% O2, 5% CO2) 

physiological solution (118 mM NaCl, 3 mM KCl, 1 mM NaH2PO4, 25 mM NaHCO3, 10 mM glucose, 

1.5 mM CaCl2, 1 mM MgCl2, 0.1% (v/v) DMSO) at 37°C until the hippocampi of all replicates were cut. 

Then the slices were distributed to three different conditions: oxygenated physiological solution, 

oxygenated 25 mM KCl solution (118 mM NaCl, 25 mM KCl, 1 mM NaH2PO4, 25 mM NaHCO3, 

10 mM Glucose, 1.5 mM CaCl2, 1 mM MgCl2, 0.1% (v/v) DMSO) and oxygenated 25 mM KCl solution 

supplemented with 20 µM inhibitor R162 or 40 µM UK5099 or 10 mM 2DG and 2 mM pyruvate. 

6 – 10 slices were pooled for each replicate. After 6 h incubation time, the slices were transferred into 

reaction tubes, snap frozen in liquid nitrogen and stored at -80°C until use. We excluded mice from 

further analysis, when Npas4 expression was not upregulated in the depolarized hippocampal slices 

compared to the unstimulated control. This correlated with unchanged 5hmdC levels.  

 

RT-qPCR 

For cDNA synthesis, the RevertAid First Strand cDNA Synthesis Kit (Thermo Scientific K1621) was used 

according to the manufacturer’s instructions. 190 ng of total RNA was used for cDNA synthesis. Real-

time quantitative PCR (RT-qPCR) was performed on StepOnePlus Real-Time PCR system (Applied 

Biosystems Thermo Fisher Scientific) using PowerUpTM SYBRTM Green qPCR Master Mix (Applied 

Biosystems Thermo Fisher Scientific A25742). CT values of each sample were determined in technical 

duplicates by the StepOneTM Software (Applied Biosystems Thermo Fisher Scientific) using the fast 

cycle protocol. The relative expression levels of target genes were then quantified from seven 

biological replicates (n = 7) according to Pfaffl et al.[51, 52] 

 

The following primer sets were used:  

 

Alas (mouse):  5’ TCG CCG ATG CCC ATT CTT ATC 3’(forward) 

   5’ GGC CCC AAC TTC CAT CAT CT 3’ (reverse) 

 

Npas4 (mouse):[53] 5’ CTG CAT CTA CAC TCG CAA GG 3’ (forward) 

5’ GCC ACA ATG TCT TCA AGC TCT 3’(reverse) 

 

Bdnf total (mouse):[54]  5’ GCC TTT GGA GCC TCC TCT  3’   (forward) 

   5’ CTG TCA CAC ACG CTC AGC TC 3’ (reverse) 
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Metabolomics 

Pre-weighed frozen hippocampal tissues from five mice (n = 5) per condition (physiological solution, 

25 mM KCl, 25 mM KCl + R162) were homogenized using a bullet blender and five 1.4 mm stainless 

steel beads in a mixture of 1.05 ml ice-cold methanol/chloroform 1:2 (v/v). Following sonication of 

supernatants for 1 min, an additional 0.7 ml mixture of chloroform/LC grade water, 1:1 (v/v) were 

added, samples were vortexed for 20 sec and incubated on wet ice for 30 min. Extracts were then 

centrifuged for 5 min at 16000 rcf and 4 C and 0.6 ml from the upper aqueous phase were collected 

and dried under nitrogen gas. For NMR measurements, the dried extracts were dissolved in 0.25 ml 

0.15 M phosphate buffer (pH 7.4) in deuterated water containing 0.04 mM sodium 

trimethylsilylpropionate-d4 (TSP) as internal standard. One 1D proton NMR was collected for each 

sample in a 14.1 T Bruker Avance II NMR under standardized conditions as described in Kostidis et al., 

2017[55]. The NMR buffer was degassed, and NMR tubes were flushed with nitrogen to prevent 

oxidation. Metabolites were quantified in Chenomx NMR suit 8.4 (Chenomx Inc, Canada) and 

concentrations were corrected according to the tissue mass per sample. 

 

Statistical analysis 

Statistical analysis, except for LFQ data processing as described above, was performed using GraphPad 

Prism (version 8.0.0 or higher) and only biological replicates were considered. 

 

Data Figure 3A  

5hmdC level: for each mouse (n = 6) the prepared hippocampal slices were distributed to three 

different conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl + 20 µM R162.  

RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.0016; matching p-value <0.0001. 

Tukey’s multiple comparisons test with individual variances computed for each comparison:  A/B p-

value 0.0043, A/C p-value 0.7424, B/C p-value 0.0140. 

 

Npas4 expression: n = 6, ratio paired t-test p-value (two-tailed) 0.0248; pairing correlation coefficient 

0.9500, p-value 0.0018. 

 

Bdnf expression: n = 3, ratio paired t-test p-value (two-tailed) 0.0042; pairing correlation coefficient 

0.9212, p-value 0.1272. 

 

KG/succinate ratio: n= 5, ordinary one-way ANOVA p-value 0.0368. Tukey’s multiple comparisons test 

A/B p-value 0.1215, A/C p-value 0.7684, B/C p-value 0.0364. 

 

Data Figure 3B 

5hmdC level: for each mouse (n = 6) the prepared hippocampal slices were distributed to three 

different conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl + 40 µM UK5099.  

RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.0034; matching p-value <0.0001. 

Tukey’s multiple comparisons test with individual variances computed for each comparison:  A/B p-

value 0.0410, A/C p-value 0.0123, B/C p-value 0.0130. 

 

Data Figure 3C 

5hmdC level: for each mouse (n = 4) the prepared hippocampal slices were distributed to three 

different conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl 

+ 10 mM 2DG/2 mM pyruvate.  
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RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.0957; matching p-value 0.4735. 

Tukey’s multiple comparisons test with individual variances computed for each comparison:  A/B p-

value 0.1147, A/C p-value 0.9957, B/C p-value 0.0233. 

 

Extended Data Figure 4B 

5mdC level: for each mouse (n = 6) the prepared hippocampal slices were distributed to three different 

conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl + 20 µM R162.  

RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.4896; matching p-value 0.0023. 

Tukey’s multiple comparisons test with individual variances computed for each comparison: A/B p-

value 0.5547, A/C p-value 0.4637, B/C p-value 0.9964. 

 

Extended Data Figure 4C 

5mdC level: for each mouse (n = 6) the prepared hippocampal slices were distributed to three different 

conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl + 40 µM UK5099.  

RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.2164; matching p-value <0.0001. 

Tukey’s multiple comparisons test with individual variances computed for each comparison: A/B p-

value 0.6278, A/C p-value 0.2213, B/C p-value 0.5375. 

 

Extended Data Figure 4D 

5mdC level: for each mouse (n = 4) the prepared hippocampal slices were distributed to three different 

conditions – (A) physiological buffer, (B) 25 mM KCl, (C) 25 mM KCl + 10 mM 2DG/2 mM pyruvate.  

RM one-way ANOVA with Geisser-Greenhouse correction p-value 0.4941; matching p-value 0.3876. 

Tukey’s multiple comparisons test with individual variances computed for each comparison: A/B p-

value 0.7322, A/C p-value 0.5803, B/C p-value 0.9246. 

 

Contributions: 

I designed experiments, performed and analysed Tet3 endogenous coIPs followed by western blotting, 

performed and analysed western blots, IHC/ICC experiments, PLAs, UHPLC-QQQ-MS experiments, in 

vitro activity assays, helped with depolarization experiments of hippocampal slices, interpreted data 

and wrote the manuscript. Dilara Özdemir1 performed and analysed IHC/ICC experiments and PLAs 

and helped with western blots and in vitro activity assays. Dr. Andrea Glück1 designed proteomics 

experiments, developed the GFP-Tet3 enriched coIP workflow, performed and analysed GFP-Tet3 

enriched and Tet3 endogenous coIPs followed by LFQ MS/MS and interpreted proteomics data. 

Constanze Scheel2 performed depolarization experiments of acute hippocampal slices, dissected 

mouse brain and liver and prepared cryosections thereof, analysed IHC/ICC experiments and 

performed and analysed RT-qPCR experiments. Dr. Anna Geserich2 helped performing and analysing 

IHC/ICC experiments and PLAs. Dr. Katharina Iwan1 helped performing and analysing UHPLC-QQQ-MS 

experiments. Dr. René Rahimoff1 synthesized R162. Sabine Oganesian1 helped with in vitro activity 

assays. Dr. Sarantos Kostidis3 and Dr. Martin Giera3 performed and analysed metabolomics 

experiments. Dr. Markus Müller1 and Dr. Fabio Spada1 helped designing experiments and interpreted 

data. Prof. Dr. Stylianos Michalakis2 designed and supervised experiments, performed depolarization 

experiments of acute hippocampal slices and interpreted data. Prof. Dr. Thomas Carell1 designed and 

supervised the whole study and interpreted data. 
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Extended Data Figures 

 

Extended Data Figure 1: TET protein levels in different cellular systems, Tet1cd and Tet3cd kinetics and full western blots 
of Tet3-endogenous coIP. (A) TET protein levels in nuclear lysate of 4 d primed mESC compared to nuclear brain lysate. 
Nuclear lysate of mESC TET TKO served as a control. Ponceau S staining indicates protein load. (B) MALDI-TOF MS spectra 
(n=3) of a single stranded DNA oligonucleotide containing 5mdC (3381.6 m/z (blue) and 3403.6 m/z (grey, Na+ peak of 5mdC)) 
that is oxidized in vitro to 5hmdC (3397.6 m/z), 5fdC (3395.6 m/z) and 5cadC (3411.6 m/z) (all magenta) by Tet1cd or Tet3cd 

in presence of different concentrations of KG. (C) Complete western blot images of Tet3-endogenous coIP. 

5cadC = 5’-carboxy-2’-deoxycytidine, 5fdC = 5’-fomyl-dC, 5hmdC = 5’-hydroxymethyl-dC, 5mdC = 5’-methyl-dC, KG = -
ketoglutarate, A.U. = arbitrary unit, cd = catalytic domain, coIP = co-immunoprecipitation, ctrl. = control, end. = endogenous, 
FDR = false discovery rate, Gdh = glutamate dehydrogenase 1, Ldhb = lactate dehydrogenase b, MALDI-TOF-MS = matrix 
assisted laser desorption ionization-time of flight mass spectrometry; Mdh1 = malate dehydrogenase 1, neg. = negative, 
Ogt = O-linked β-N-acetylglucosamine transferase, Tet = ten-eleven translocation enzyme. 
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Extended Data Figure 2: Immunofluorescence stainings in hippocampus and liver and Gdh distribution among the different 
cellular compartments. (A) Localization of Ldhb and Mdh1 in the murine hippocampus. Images show Z-stacks. ROI shows 
area of close-up image. (B) Complete western blot against Gdh in different cellular compartments of total murine brain. 
Ponceau S staining shows total protein load. (C) Overview of the hippocampal regions for IHC of Tet3 and Gdh. ROI marks the 
region that was chosen for close-up images in Figure 2B/Extended Data Figure 2D. (D) IHC of Figure 2B showing the 
corresponding mitotracker signal.  
Gdh = glutamate dehydrogenase 1, IHC = immunohistochemistry, Ldhb = lactate dehydrogenase b, Mdh1 = malate 
dehydrogenase 1, MTS = mitochondrial targeting sequence, ROI = region of interest, Tet3 = ten-eleven translocation 
enzyme 3.  



63 
 

 

Extended Data Figure 3: Ectopic co-expression of murine Tet3 and Gdh in HEK293T. (A) ICC of GFP-Tet3/Glud1-FLAG 
transfected HEK293T cells. Calculation of the brightness value per cell of the overlap of Gdh-FLAG and Hoechst from the ICC 
using image J. A mean brightness value above 30 was considered as a nuclear signal. Approximately 40% of the cells show 
Gdh-FLAG signal in the nucleus, when co-expressed with GFP-Tet3. (B) ICC of GFP-Tet3 and Gdh-FLAG compared to GFP and 
Gdh-FLAG in GFP-Tet3/Glud1-FLAG and GFP/Glud1-FLAG-transfected HEK293T cells.  
Gdh (protein)/Glud1 (gene) = glutamate dehydrogenase 1, GFP = green fluorescent protein, ICC = immunocytochemistry, 
Tet3 = ten-eleven translocation enzyme 3.  
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Extended Data Figure 4: PLA of Gdh and Tet3 in murine hippocampus and 5mdC level of murine acute hippocampal slices 
after depolarization in absence and presence of various inhibitors. (A) PLA Tet3/Gdh in murine hippocampus with the ROI 
that marks the region that was chosen for the close-up image in Figure 2C. PLA signal is shown in red, nuclear staining 
(Hoechst) is shown in blue. (B) Global 5dmC levels in absence and presence of 20 µM of Gdh inhibitor R162. Tukey boxplot, 
n = 6 (measured in technical duplicates). (C) Global 5dmC levels in absence and presence of 40 µM of mitochondrial pyruvate 
carrier inhibitor UK5099. Tukey boxplot, n = 6 (measured in technical triplicates). (D) Global 5hdmC levels after depolarization 
of hippocampal slices using 25 mM KCl in absence and presence of 10 mM glycolysis inhibitor 2DG/2 mM pyruvate. Tukey 
boxplot, n = 4 (measured in technical triplicates). ns p-value ≥ 0.05.  
2DG = 2’-deoxyglucose, 5mdC = 5’-methyl-2’-deoxycytidine, dN = nucleotide, Gdh = glutamate dehydrogenase 1, 
ROI = region of interest, Tet3 = ten-eleven translocation enzyme 3. 
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Extended Data Figure 5: Antibody and subcellular prefractionation validation. (A) Validation of the used anti-Gdh antibody 

using haploid Glud1-/ (mESC). Western blot and ICC confirmed the specifity of the antibody. (B) Validation of the used anti-

Tet3 antibody using transfected HEK293T cells and TET TKO mESC. The antibody showed no signal overlap with GFP in GFP-

transfected HEK293T cells, but total signal overlap with GFP in GFP-Tet3 transfected HEK293T cells. TET TKO mESC did not 

show a signal for Tet3 either when using this antibody. Histone modification H3K9me3 was tested in the same ICC as a control. 

(C) Western blotting against histone H3 and cytochrome C confirmed that the nuclear brain extract is specifically enriched for 

nuclear proteins. 

GFP = green fluorescent protein, Gdh (protein)/Glud1 (gene) = glutamate dehydrogenase 1, ICC = immunocytochemistry, 

mESC = mouse embryonic stem cells, TET = ten eleven translocation enzyme, TKO = triple knockout. 
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Influence of metabolites on TET activity 

Introduction 

Metabolites control the activity of a variety of epigenetic enzymes.24, 25, 87, 116, 120, 122 Whereas KG 

stimulates TET activity, fumarate, succinate and the oncometabolite 2HG are TET-inhibitors87, 105 and 

OAA was also shown to inhibit KG-dependent dioxygenases83. We studied in detail the interaction 

between Gdh and Tet3 as they share a natural link via KG, but we are only at the beginning to 

understand the metabolic network that controls TET activity. Hippocampal depolarization in presence 

of 2-deoxy-D-glucose (2DG) and pyruvate resulted in lower 5hmdC levels. 2DG inhibits glycolysis but 

has no direct effect on Gdh when pyruvate is not limited. This indicates that global metabolic changes 

do effect TET activity that seem to be activated under glycolytic conditions (addition of UK5099) and 

downregulated when glycolysis does not take place (addition of 2DG/pyruvate). The NAD+/NADH 

machinery might play a role, but other metabolites could be also important.  

Results 
In our initial proteomics study using HEK293T-expressed GFP-Tet3 as a fishing bait for interaction 

partners in murine nuclear brain lysate, not only Gdh, Mdh1/2 and Ldhb were identified as metabolic 

enzymes that interact with Tet3, but many more (Figure 11A). Interestingly, of the enzymes of the TCA 

cycle, neither SDH nor FH nor IDH were identified among them. SDH, FH and IDH are often found 

mutated in cancers, which results in loss of function or altered activity of these enzymes and therefore 

succinate, fumarate and 2HG accumulate to millimolar concentrations that consequently inhibit TET 

enzymes.106, 355, 356 Under physiological conditions, the concentrations of these metabolites are not high 

enough for TET-inhibition and our Tet3 co-immunoprecipitation (coIP) results indicated that the 

effective molarity is not increased as the producing enzymes are not interacting. Among the identified 

metabolic enzymes was Aco2, which could be confirmed as a Tet3-interaction partner in a Tet3-

endogenous coIP analyzed via liquid chromatography tandem mass spectrometry (LC-MS/MS) (p-value 

for the enrichment 0.0398) and western blotting (Figure 11A). Aco2 is a mitochondrial, iron-dependent 

enzyme of the TCA cycle that catalyzes the isomerization of citrate to isocitrate.357 Surprisingly, only 

Aco2, which is the mitochondrial form and not Aco1, which is the cytoplasmatic form, was found 

enriched. Conversely to the co-IP results with nuclear lysate, immunohistochemistry (IHC) of Aco2 in 

the hippocampus pointed towards a mitochondrial localization instead of a nuclear one (Figure 11B). 

Nevertheless, there were already reports that Aco2 can also be in the nucleus.116 Since we found Aco2, 

but not any enzyme of the IDH protein family as a Tet3-interactor, we assumed that isocitrate might 

accumulate close to Tet3 in brain. Ligand docking simulations using Maestro 10.7 and the available 

crystal structure of the Tet2 catalytic domain (cd, PDB ID: 4NM6) indicated indeed that isocitrate can 

possibly bind in the catalytic pocket of the TET enzymes. Therefore, we wanted to investigate the 

inhibitory potential of isocitrate regarding Tet3. In an in vitro assay using a 5mdC-containing 

oligonucleotide and GFP-Tet3cd immobilized on agarose beads and which we analyzed by matrix 

assisted laser desorption ionization – time of flight mass spectrometry (MALDI-TOF-MS), we confirmed 

that isocitrate can competitively inhibit TET-activity (Figure 11C). Taken together, these results suggest 

that isocitrate can be a TET-inhibitor, however the possibility does not imply physiological relevance. 
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Figure 11: Aco2 as a Tet3 interaction partner and effect of isocitrate on TET-activity. (A) Volcano blot after mass 
spectrometry-based analysis of Tet3-enriched co-IP and western blot after Tet3-endogenous co-IP in murine brain lysate 
showing that Aco2, Got1 and Got2 interact with Tet3. Ogt (black) and Gdh (blue) are shown as comparison. (B) IHC of Tet3 
and Aco2 in the murine hippocampus. Hoechst staining shows the nuclei. The ROI that was used for the close-up image is 

marked. (C) Molecular structure of KG and isocitrate and MALDI-TOF-MS spectra of a single stranded DNA oligonucleotide 
containing 5mdC (3294.5 m/z) that is oxidized in vitro to 5hmdC and 5fdC (3310.8 m/z) by the catalytic domain of GFP-Tet3cd 

in presence of 1 mM KG and increased amounts of isocitrate.  
5fdC = 5-formyl-2’-deoxycytidine, 5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, 

Aco2 = aconitase 2, KG = -ketoglutarate, cd = catalytic domain, co-IP = co-immunoprecipitation, Gdh = glutamate 
dehydrogenase 1, GFP = green fluorescent protein, Got = aspartate aminotransferase, IHC = immunohistochemistry, MALDI-

TOF-MS = matrix assisted laser desorption ionization – time of flight mass spectrometry, Ogt = O-linked -N-
acetylglucosamine transferase, ROI = region of interest, Tet3 = ten-eleven translocation enzyme 3. 

In addition of Aco2, all members of the MAS, which consists of Mdh1 and 2 and Got1 and 2, were found 

to be enriched in the GFP-Tet3 coIP in nuclear brain lysate. In contrast to dehydrogenases, which use 

NAD+ as a redox equivalent, Got1 and 2 are regulating the NAD+ levels, but do not depend on them. 

They use PLP as a cofactor to transfer the amino group from glutamate to OAA, thereby generating 

KG and aspartate or vice versa (Figure 12A)358 and could in principle still supply Tet3 with KG when 

NAD+ is limited and therefore not available for Gdh-mediated KG-supply. We found both, Got1 and 2 

significantly enriched in the Tet3-enriched coIP in murine nuclear brain lysate (Figure 11A). Although, 

Got2 was also significantly enriched in the Tet3-endogenous coIP (p-value for the enrichment 0.0102), 

attempts using proximity ligation assay (PLA) in brain tissue and GFP-Tet3/Got2-expressing HEK293T 

cells failed to show a direct interaction of Tet3 and Got1 or 2. However, the direct interaction is not 

necessarily needed to influence Tet3-activity by metabolites – proximity is enough to increase the 

effective molarity. However, Gdh already supplies Tet3 with KG in brain and this raises the question 



71 
 

why proximity of Got2, which does not influence Gdh activity, is also beneficial. One explanation could 

be that in case of glucose-deprivation, Gdh is essential in the mitochondria to fuel the TCA cycle with 

KG359 and in this case Got2 would step in to secure the KG-supply for Tet3. To test this hypothesis, 

mice should be kept on a low-glucose diet and Gdh localization and Tet3 interaction in the 

hippocampus should be checked. Furthermore, Got1/2 can produce KG and at the same time reduce 

the amount of the potential Tet-inhibitor OAA83 when TET-activity is desired or reduce the amount of 

KG co-substrate and produce OAA when TET-activity should be decreased. Therefore, the activity of 

Got1/2 could influence TET-activity very efficiently. It has been shown for other KG-dependent 

dioxygenases than TET enzymes that OAA is an inhibitor, since it binds to the active center with the -

carboxyl group instead of the -carboxyl group.83 Feeding of 20 mM of OAA to GFP-Tet3 transfected 

HEK293T cells did not influence the 5hmdC or 5fdC levels in a certain direction (Figure 12B). Since OAA 

is doubly negatively charged, it might be that the molecule cannot enter the cells and it might be that 

feeding of the dimethyl-OAA ester (the corresponding molecule to DM-KG) would have an effect. 

MALDI-TOF-MS analysis of an in vitro assay with GFP-Tet3cd and a 5mdC-containing oligonucleotide 

confirmed that OAA is a competitive (Figure 12C) and compared to isocitrate a better inhibitor of TET 

enzymes (Figure 12D).  

 

Figure 12: Got1/2 activity and the effects of OAA on Tet3 activity. (A) Transaminase reactions that are catalyzed by Got1/2. 
Pyridoxal phosphate serves as a cofactor. (B) Cytosine modification levels of GFP-Tet3-transfected HEK293T cells in the 
presence of 0 mM or 20 mM OAA. Graph presents biological replicates. The bar represents the mean; error bars represent 
standard deviation. Statistical analysis unpaired t-test; p-values 0.6872 (5mdC ctrl./20 mM OAA), 0.1161 (5hmdC ctrl./20 mM 
OAA) and 0.0182 (5fdC ctrl./20 mM OAA). (C) MALDI-TOF-MS spectra of a single stranded DNA oligonucleotide containing 

5mdC (3294.5 m/z) that is oxidized in vitro to 5hmdC and 5fdC (3310.8 m/z) by the GFP-Tet3cd in presence of 1 mM KG and 
increased amounts of OAA. (D) Direct comparison of Tet3 inhibition by OAA and isocitrate at different concentrations. 

5fdC = 5-formyl-2’-deoxycytidine, 5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, KG = -
ketoglutarate, cd = catalytic domain, ctrl. = control, GFP = green fluorescent protein, Got = aspartate aminotransferase, 
MALDI-TOF-MS = matrix assisted laser desorption ionization – time of flight mass spectrometry, OAA = oxaloacetate, 
Tet3 = ten-eleven translocation enzyme 3. 



72 
 

To investigate the role of Got1/2 for TET activity, the enzymes should be directly addressed by 

inhibition. However, ectopic expression of TET enzymes in HEK293T cells is an artificial approach, with 

different transfection and expression efficiencies possibly perturbating the results. Therefore, we 

wanted to address the question of metabolic influence on TET enzymes in an appropriate, which means 

neuronal, cellular system. Our model of choice was a small molecule-inducible Neurogenin induced 

pluripotent stem cells (iPSCs) line (iNGNs). This cell line was created by Busskamp et al. by lentiviral 

transfection of human PGP1 iPSCs360 with a bicistronic construct (two loci for protein generation) for 

the doxycycline-inducible expression of Neurogenin 1 and 2.27 Neurogenin 1 and 2 are key players in 

neuronal differentiation 361, 362 which upon overexpression results in rapid differentiation of iPSCs into 

neurons 27.  Before induction, the cells showed a typical stem cell morphology with round cells and 

colonies with clear margins (Figure 13A, uninduced). Already one day post-induction of Neurogenin 1 

and 2 expression by application of doxycycline, the cells were dissociated from the colonies and started 

to adapt the bipolar-shaped morphology (Figure 13A, 1 day). Two days post-induction, the cells 

showed neuronal progenitor morphology with ongoing neuron projection development, which 

describes the formation of neurites (Figure 13A, 2 days). At this stage, the cells were already post-

mitotic.27 Four days post-induction, the iNGNs were fully differentiated to neurons with axons and 

dendrites, however not fully maturated.27 The cells have developed a bipolar-shaped morphology with 

a small cell body and a big nucleus (Figure 13A, 4 days). The iNGN-derived neurons are fully maturated 

after two weeks with electrophysiological properties reminiscent of normally differentiated neurons.27  
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Figure 13: Differentiation of iNGNs. (A) Brightfield microscopy images (10x and 40x magnification) of iNGNs without 
induction, one day, two days and four days post-induction of neuronal differentiation by application of doxycycline. (B) 
Cytosine modification levels and (C) different relative TET expression levels of iNGNs at different stages of differentiation. (B) 
and (C) represent biological replicates. The bar represents the mean; error bars represent standard deviation.  
5fdC = 5-formyl-2’-deoxycytidine, 5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, d = days 
post-induction, dN = nucleotide, iNGNs = small molecule-inducible Neurogenin induced pluripotent stem cells line, TET = ten-
eleven translocation enzyme. 
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Since lentiviral transfection was not 100% efficient when the cell line was created, a few cells in the 

culture (< 5%) do not differentiate to neurons. Consequently, they increasingly contaminate the 

culture, as they keep proliferating while neurons do not. Therefore, and to avoid the necessity to co-

culture the iNGNs with astrocytes, our experiments on iNGNs were carried out between six or eight 

days post-induction and not 14 days after. Furthermore, wherever possible, cells were harvested by 

applying phosphate buffered saline (PBS). Washing with PBS was sufficient to detach the neuronal 

network from the culturing plate but left the undifferentiated cells, which require harsher conditions 

for removal, on the plate. However, for further experiments with this cell line, when fully matured 

neurons are desired, the cells should be sorted using flow-cytometry to identify those with successful 

lentiviral integration.  

During the differentiation process, the 5mdC levels stayed within the same range of ~ 1.2x10-2 

5mdC/dN, whereas the 5hmdC levels increased from day zero to day six and the 5fdC levels decreased 

(Figure 13B). Quantitative real-time polymerase chain reaction (RT-qPCR) revealed that the gene 

expression level of TET1 decreased slightly until four days post-induction, whereas the TET2 and TET3 

levels strongly increased with beginning of differentiation (Figure 13C). The decreasing 5fdC levels 

might therefore be a result of lower TET1 expression. Eight days post-induction, TET1 expression level 

was higher than at four days post-induction, but lower than in the uninduced iNGNs and for TET2 and 

TET3 the levels did not change compared to four days post-induction. However, the changes in TET2 

and TET3 gene expression were much higher than for TET1 expression.  

Regarding the TET3/GDH or the TET3/GOT2 interaction, neither the TET3-enriched nor the endogenous 

TET3 coIP approach with nuclear lysate from iNGN-derived neurons revealed metabolic enzymes as 

TET3 interactors, indicating that the iNGN system eight days post-induction was unsuitable for studying 

the previously identified connection between TET3 and metabolic enzymes in neurons. The culturing 

medium might provide enough KG or precursors thereof, making the interaction of TET3 with GDH 

obsolete. However, as we detected positive PLA signal between Tet3 and Gdh in primary cultures of 

murine hippocampal neurons, which are cultured under similar conditions, but not in the iNGN-derived 

neurons, the culturing conditions are probably not the underlying cause. The brain consists of many 

different types of neurons and glia, whereas iNGN-derived neurons are a much more homogenous. 

Therefore, iNGN-derived neurons might simply be the wrong neuronal type to look at. Another reason 

might be that iNGN-derived neurons at eight days post-induction are not fully matured or that without 

neuronal stimulation this interaction network is not established at all. 

Although the iNGNs did not seem to be right model system to study the direct interaction of TET3 with 

metabolic enzymes, they could be used to test the effects of metabolites on TET activity. For the initial 

feeding trial, I tested DM-KG, isocitrate, OAA, aspartate and glutamate as metabolites (10 mM 

concentration each) and started the feeding with the induction of Neurogenin 1 and 2 until six days 

post-induction. As described, the iNGNs showed already full neuronal morphology at day six but were 

not fully maturated yet. Feeding of DM-KG at 10 mM concentration was toxic for the cells (Figure 

14A), probably as it perturbed the differentiation process. Only some cells survived until three days 

post-induction and those who did, showed heavily impaired neurogenesis, if any, compared to the 

control. Therefore, lower concentrations were tested. At 2 mM DM-KG concentration, we observed 

a mild increase in the 5hmdC levels after eight days of feeding (eight days post-induction), whereas 

with 5 mM concentration we saw a decrease (Figure 14B). We expected to see elevated 5hmdC levels 

upon DM-KG feeding if KG was rate-limiting for TET enzymes in cultures of iNGNs as reported for 

other systems.89 However, higher concentrations of DM-KG seemed to put selection pressure on the 

cells. The data did not reveal whether the higher concentration of available KG or the application of 

DM-KG, which is hydrolyzed to KG and methanol (MeOH) by esterases in the cell, was the problem. 
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With 5 mM concentration it is, however, in both cases possible that we selected those cells that did 

not differentiate as fast as the others and therefore had lower 5hmdC levels. 

 

Figure 14: Feeding of DM-KG to iNGNs during differentiation. (A) Brightfield microscopy images ctrl versus 10 mM DM-

KG feeding of iNGNs three days after Neurogenin 1 and 2 induction by doxycycline. (B) Cytosine modification levels of iNGNs 
eight days post-induction of neurogenesis. Graph presents biological replicates. The bar represents the mean; error bars 
represent standard deviation.  
5hdmC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, ctrl = control, d = days post-induction, DM-

KG = dimethyl--ketoglutarate, iNGNs = small molecule-inducible Neurogenin induced pluripotent stem cells line. 

Feeding of aspartate, glutamate, OAA or isocitrate until six days post-induction did not show any effect 

on the 5mdC and the 5hmdC levels. For 5fdC, the overall difference was significant (p-value 0.0088 for 

ordinary one-way ANOVA), but the individual differences compared to the unfed control were not. 

Nevertheless, we observed a decrease of the 5fdC levels for aspartate and glutamate feeding and an 

increase for OAA and isocitrate feeding. However, without quantification of the intracellular 

metabolite levels, we could not judge whether the metabolites were taken up by the cells or not. In 

principle, glutamate and aspartate should be taken up by excitatory amino acid transporters (EAATs)363, 

364, but it might be that only mature iNGN-derived neurons have functional EAATs. This would be in 

line with the fact that four days after Neurogenin 1 and 2 induction, iNGN-derived neurons are not 

able to fire action potentials whereas at 14 days post-induction they are.27  EAATs expression could be 

checked by RT-qPCR and immunofluorescence/immunocytochemistry (IF/ICC) at different time points. 

We repeated the feeding but extended the feeding period to eight days post-induction. This time, the 

5fdC levels were below the lower limit of quantification, but we observed significant effects on the 

5hmdC levels. Again, feeding of OAA only showed a marginal effect on the 5mdC and 5hmdC levels 

and feeding of isocitrate did not show any effect, most likely because those metabolites were not taken 

up by the cells. However, feeding of aspartate resulted in significantly lower 5hmdC levels (p-value 

0.0403, - 30 %) and feeding of glutamate resulted in significantly lower 5mdC (p-value 0.0420, - 20 %) 

and 5hmdC levels (p-value 0.0008, - 50 %). Maturated iNGN-derived neurons have glutamatergic 

synapses.365 Consequently, long-time exposure to glutamate is toxic for them218-220 and apparently 

their susceptibility towards glutamate develops between six and eight days post-induction. The toxic 

effects of glutamate could explain the almost two third lower 5hmdC levels, which correlated with the 

maturation. One possibility is that only cells that were not as mature as the others, and therefore had 

lower 5hmdC levels, survived the glutamate treatment. Another possibility is that 5mdC and 5hmdC 

levels change in iNGN-derived neurons when the cell initiates the programmed cell death (apoptosis). 

This was already reported for developmental and degeneration processes in the murine retina, where 

changes in the 5mdC and 5hmdC patterns seem to be part of apoptotic progression.366 Furthermore, 

the changes in the 5mdC and 5hmdC levels could also be explained by neuronal activity that is induced 

by glutamate application. To test whether the observed effects were based on contamination by 
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undifferentiated cells that survived glutamate treatment, on cell death events or on neuronal activity 

one should first exclude the contamination of the culture by flow-cytometry based cell sorting as 

mentioned above. Apoptosis can be checked by immunostaining of cytochrome C.367 This protein is 

located in the inner mitochondrial membrane and is released to the cytosol when the cell is dying, 

which initiates apoptosis.368 Additionally, RT-qPCR for certain genes or RNA-sequencing (RNA-seq) for 

a global comparison of the expression levels should reveal, which genes are up- and downregulated 

upon glutamate treatment. If apoptosis was the main event happening, we would expect that genes 

that are associated with cell death are upregulated.369-371 In contrast, if neuronal activity was the 

reason for changing levels of 5mdC and 5hmdC, expression of genes associated with neuronal function 

would be expected to be upregulated.372, 373 In combination with analysis of the expression profiles, 

5mdC and 5hmdC sequencing of pre-defined regions, e.g. BDNF, would be a powerful tool to study the 

effects of glutamate on iNGN-derived neurons during maturation. 

 

Figure 15: Cytosine modification levels of iNGNs under different feeding conditions. (A) Cytosine modification levels for 
feeding of Asp, Glu, OAA and Isocit (10 mM each) to iNGNs for six days post-induction of differentiation. Unfed iNGNs served 
as ctrl. Statistical analysis ordinary one-way ANOVA (p-value 0.7818 for 5mdC, 0.5784 for 5hmdC, 0.0088 for 5fdC) with 
Dunnett’s multiple comparisons test against the ctrl column (5mdC: p-value 1.0 (Asp), 0.9809 (Glu), 0.8289 (OAA), 0.9809 
(Isocit); 5hmdC: p-value 0.4061 (Asp), 0.8192 (Glu), 0.8601 (OAA), 0.4472 (Isocit); 5fdC: p-value 0.2409 (Asp), 0.1633 (Glu), 
0.1706 (OAA), 0.9770 (Isocit)). (B) Cytosine modification levels for feeding of Asp, Glu, OAA and Isocit (10 mM each) to iNGNs 
for eight days post-induction of differentiation. Unfed iNGNs served as ctrl. Statistical analysis ordinary one-way ANOVA (p-
value 0.05639 for 5mdC, 0.0004 for 5hmdC) with Dunnett’s multiple comparisons test against the ctrl column (5mdC: p-value 
0.4742 (Asp), 0.0420 (Glu), 0.4966 (OAA), 0.9988 (Isocit); 5hmdC: p-value 0.0403 (Asp), 0.0008 (Glu), 0.7085 (OAA), 0.6548 
(Isocit)). (A) and (B) The p-values were adjusted for multiple testing. ns p-value ≥ 0.05, * p-value < 0.05, ** p-value < 0.01, *** 
p-value < 0.001.  
5fdC = 5-formyl-2’-deoxycytidine, 5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’deoxycytidine, 
Asp = aspartate, ctrl = control, d = days post-induction, dN = nucleotide, Glu = glutamate, iNGNs = small molecule-inducible 
Neurogenin induced pluripotent stem cells line, Isocit = isocitrate, OAA = oxaloacetate. 
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Aspartate showed a similar, but milder effect than glutamate. Aspartate is also neurotoxic374, which 

might explain the lowered 5hmdC levels. However, lower 5hmdC levels could also be the result of 

GOT1/2 activity that converted aspartate to OAA, thereby depleting the KG pool (Figure 12A). 

Evidence for this hypothesis came from GFP-Tet3-transfected HEK293T cells, which showed lower 

5hmdC (- 33 %) and 5fdC (- 30 %) levels when the cells were fed in parallel with 20 mM of aspartate 

(Figure 16). This effect was multiplied when the cells were not only transfected for Tet3, but also for 

Got2. Upon aspartate feeding, the 5hmdC levels even dropped by - 70 %. This result could be explained 

under the assumption that Got2 metabolized aspartate to OAA. Interestingly, the 5fdC levels only 

dropped by - 35 % in this case. 

 

Figure 16: Cytosine modification levels upon feeding of 20 mM of Asp to GFP-Tet3 only or GFP-Tet3/Got2 transfected 
HEK293T cells. The modification levels were normalized to the unfed control. Graph presents biological replicates. The bar 
represents the mean; error bars represent standard deviation. 5fdC = 5-formyl-2’-deoxycytidine, 5hmdC = 5-hydroxymethyl-
2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, Asp = aspartate, Got2 = aspartate aminotransferase 2, Tet3 = ten-
eleven translocation enzyme 3. 

To test whether GOT1/2 activity was the reason for the decreased 5hmdC levels in iNGN-derived 

neurons after aspartate feeding, metabolomics and inhibition of GOT1/2 by aminooxyacetate375 should 

be performed. 

In summary, cytosine modification levels in differentiating iNGNs can be influenced by metabolites. 

However, many parameters, as cell viability and differences in differentiation due to contaminating 

cells, were not controlled in these preliminary studies. The experiments suggested above would help 

elucidating the mechanisms behind the observed changes in 5mdC and 5hmdC. 
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Material and Methods 
All experiments were at least repeated twice to ensure reproducibility. 

Antibodies 

Aco2 antibody (abcam ab110321, clone 6F12BD9, mouse monoclonal immunoglobulin G (IgG)): IHC 

(1:100), western blotting (1:1000) 

Tet3 antibody (Abiocode, R1092-N1, rabbit polyclonal IgG): IHC (1:500), coIP (1 µg) 

Secondary antibodies 

Alexa555-anti-mouse IgG (Cell Signaling Technologies 4409): IHC (1:800)  

Horseradish peroxidase (HRP)-conjugated anti-mouse IgG (Sigma-Aldrich AP130P): western blotting 

(1:5000) 

Alexa488-anti-rabbit IgG (Cell Signaling Technologies 4412): IHC (1:800) 

HRP-conjugated anti-rabbit IgG (Sigma-Aldrich A0545): western blotting (1:5000) 

Expression plasmids 

GFP-Tet1cd (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet1cd (C-terminus); Tet1cd is the shortened version of murine 

Tet1 (UniprotKB – Q3URK3) starting from amino acid 1367 of the original sequence 

 

GFP-Tet3cd (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet3cd (C-terminus); Tet3cd is the shortened version of murine 

Tet3 (UniprotKB – Q8BG87-1) starting from amino acid 696 of the original sequence 

 

GFP-Tet3 (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet3; murine Tet3 (UniprotKB – Q8BG87-4) starting from 

amino acid 1 of the original sequence 

 

Got2-FLAG (plasmid with ampicillin resistance, CMV promoter): 

(N-terminus) Got2-FLAG (C-terminus); murine Got2 (UniprotKB – P05202) starting from amino acid 1 

of the original sequence 

 

Cell culture HEK293T cells  

HEK293T cells (ATCC) were cultivated at 37°C in water saturated, CO2-enriched (5%) atmosphere. 

Dulbecco's Modified Eagle's Medium (DMEM, Sigma-Aldrich D6546) or RPMI 1640 (Sigma-Aldrich 

R0883), containing 10% (v/v) fetal bovine serum (FBS) (Invitrogen 10500-064), 1% (v/v) L-alanyl-L-

glutamine (Sigma-Aldrich G8541) and 1% (v/v) penicillin-streptomycin (Sigma-Aldrich P0781), were 

used as growing medium. When reaching a confluence of 70% to 80%, the cells were routinely 

passaged. Cells were tested once in two months for Mycoplasma contamination using Mycoplasma 

Detection Kit (JenaBioscience PP-401L). 

 

Transfection of HEK293T cells 

Transfection of HEK293T cells for high protein expression:  
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The transfection was performed in four p150 petri dishes (Sarstedt 83.3903.300). Five to six million 

cells per p150 were seeded in 25 mL of medium. After seeding, the cells were incubated for 24 h to 

reach a confluence of 40% to 80%. 10 µg of expression plasmid DNA and 30 µL of the transfection 

reagent jetPRIME (Polyplus Transfection, VWR 114-15) were used as described by the manufacturer. 

4 h and 28 h after transfection the medium was changed and sodium butyrate (Sigma-Aldrich B5887, 

final conc. 4 mM) was added. 48 h after transfection, the cells were harvested by trypsinization (Life 

Technologies 12604013) and immediately used for protein extract preparation.  

 

Transfection of HEK293T cells for QQQ experiments:  

The transfection was performed in 6 well plates (Sarstedt 83.3920.300). 2.5×105 cells were seeded per 

well in 3 mL of medium. 24 h after seeding, the cells were transfected using 1.5 µg of DNA per 

expression plasmid, 4 µL of jetPRIME and 150 µL of jetPRIME buffer. Six hours after transfection, the 

medium was changed and 24 h after transfection, the cells were lysed and gDNA was isolated as 

described previously.376 

 

Protein extract preparation 

Protein extract preparation from transfected HEK293T cells: 

The harvested HEK293T cells and the resulting lysate were kept on ice during the preparation all time. 

Per eight million cells, 1 mL of RIPA buffer (10 mM 2-amino-2-(hydroxymethyl)propane-1,3-diol (Tris, 

Thermo Fisher Scientific 10724344) pH = 7.5, 150 mM sodium chloride (NaCl, BerndKraft 04160.3600), 

0.5 mM ethylenediaminetetraacetic acid (EDTA, AppliChem A1104.0500), 0.1% (w/v) sodium dodecyl 

sulfate (SDS, AppliChem A2572.0500), 1 % (v/v) Triton X-100 (AppliChem A4975.0500), 1% (w/v) 

deoxycholate (Sigma-Aldrich 30970)), supplemented with 1 mM dithiothreitol (DTT, AppliChem 

A2948.0025), 2.5 mM magnesium chloride (MgCl2, Sigma-Aldrich M8266), 100 U/mL benzonase 

(Merck Millipore 70746-3) and 1 x protease inhibitor cocktail (PIC, Roche 05056489001) on the day of 

preparation was used for the lysis. Cells were resuspended in RIPA buffer and lysed for one hour at 

4 °C on a tube rotator. Afterwards, the lysate was centrifuged (10000 x g, 15 min, 4 °C) and the 

supernatant containing the proteins were transferred into a new tube. To enrich GFP-tagged proteins, 

the lysate was immediately incubated with GFP Nano-Traps either on agarose beads (Chromotek gta-

20, for in vitro activity assay) or on magnetic agarose beads (Chromotek gtma-20). A Bradford protein 

assay (Bio-Rad 5000006) was performed according to the manufacturer´s instructions to determine 

the protein concentration.  

 

Protein extract preparations from murine brain: 

Protein extracts from whole murine brain (Mus musculus, C57-BL6/J wild type, both genders, 110 days 

old; Charles River, Sulzfeld, Germany), including separation into the organelle, the cytosolic and the 

nuclear fraction, were prepared according to a previously published protocol.377 The nuclear extract 

was then treated with 25 U/mL benzonase for 30 min on ice and subsequently centrifuged (21000 x g, 

15 min, 4 °C). The supernatant containing the nuclear lysate was transferred to a new tube. A Bradford 

protein assay was performed according to the manufacturer´s instructions to determine the protein 

concentration.  

 

In vitro activity assay 

For the in vitro activity assay on GFP Nano-Trap on agarose beads, GFP-Tet3cd bound to the trap was 

used. The proteins were ectopically expressed in HEK293T (per in vitro assay 1 x P150 culture dishes 

for GFP-Tet1cd, 3 x P150 culture dishes for GFP-Tet3cd) and the resulting protein extracts were 
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incubated for 1 h at 4 °C on a tube rotator with 140 µL of GFP Nano-Traps on agarose beads per extract. 

Afterwards, the beads were washed twice with coIP wash buffer 1 (10 mM 2-[4-(2-

hydroxyethyl)piperazin-1-yl]ethanesulfonic acid (HEPES, Roth HN77.5) pH = 7.5, 150 mM NaCl, 

0.5 mM EDTA), twice with coIP wash buffer 2 (10 mM HEPES pH = 7.5, 1 M NaCl, 0.5 mM EDTA) and 

twice with coIP wash buffer 1. The fluorescence of the GFP-tagged proteins bound to the GFP Nano-

Trap was checked on a Tecan Plate Reader (Tecan GENios Pro, fluorescence intensity excitation 

400 nm, emission 535 nm) and per reaction, the amount of Nano-Trap was adjusted that the 

fluorescence signal was 25000 per reaction. Per assay, three reactions in TET reaction buffer (50 mM 

HEPES pH = 7.5, 100 mM NaCl, 2 mM Vitamin C (Sigma-Aldrich A5960), 1.2 mM ATP (Sigma-Aldrich 

A26209), 2.5 mM DTT, 1 mM KG (Sigma-Aldrich 75890), 0.1 mM ammonium iron(II) sulfate 

hexahydrate (Sigma-Aldrich 215406) with different concentrations (0 mM; 10 mM; 100 mM) of OAA 

(Sigma-Aldrich O7753) or isocitrate (Sigma-Aldrich I1252) and 4 µM of DNA oligonucleotide (5’-

UUUUG[5mdC]GGUUG-3’) were set up in 50 µL reaction volume/sample. The samples were incubated 

at 35 °C for 4 h under shaking. For MALDI-TOF-MS measurements, 1 µL of the reaction supernatant 

was desalted on a 0.025 µm ø VSWP filter membrane (Thermo Fisher Scientific VSWP02500) against 

ultrapure water (ddH2O) for at least one hour, co-crystallized in a 3-hydroxypicolinic acid matrix and 

mass spectra were recorded on a Bruker Autoflex II in a m/z range of 1500 to 6000. For each condition 

(Tet3cd, defined concentrations of OAA or isocitrate) three independent experiments were set up and 

MALDI-TOF spectra recorded. Afterwards the mean was calculated. The area under the curve was 

calculated using GraphPad Prism (version 8.0.0 or higher).  

 

Tet3-enriched coIP 

20 µl of magnetic anti-GFP beads (Chromotek gtma-20) were washed three times with GFP wash buffer 

(10 mM Tris pH 7.5, 150 mM NaCl, 0.5 mM EDTA) and then incubated for 15 min on ice with nuclear 

extract of GFP-Tet3 overexpressing HEK293T cells. To ensure the saturation of the beads with the GFP 

fusion construct, different amounts of lysate were tested and monitored using a Tecan Reader.  The 

GFP-Tet3 loaded beads were then washed twice with coIP wash buffer 1, twice with coIP wash buffer 

2 and twice with lysis buffer C (20 mM HEPES pH = 7.5, 420 mM NaCl, 2 mM MgCl2, 0.2 mM EDTA, 

20% (v/v) glycerol). The GFP-Tet3 beads were subsequently incubated with 200 µg nuclear brain 

extract for 15 min on ice. Following, they were washed twice with GFP wash buffer (10 mM Tris 

pH = 7.5, 150 mM NaCl, 0.5 mM EDTA). To elute the bound proteins, 50 µl of 200 mM glycine pH 2.5 

were added and the solution was vortexed for 30 s. To gain more yield, the elution step was repeated. 

For the negative control, the same procedure was followed using GFP instead of GFP-Tet3.  

 

Tet3 endogenous coIP 

CoIP of endogenous Tet3 was performed using nuclear brain extract. When the interactors were 

subsequently analysed by MS, 250 µg of nuclear brain extract, 1 µg of antibody and 10 µL of Dynabeads 

Protein G (Thermo Fisher Scientific 10003D) were used per replicate; for the analysis by western blot 

the doubled amount of nuclear brain extract, antibodies and Dynabeads Protein G were used. Anti-

goat IgG was used for the negative control.  

 

The nuclear brain extract was incubated with the antibody for 1 h at 4°C on a tube rotator and the 

Dynabeads Protein G were washed three times with GFP wash buffer. Afterwards, the Dynabeads were 

added to the lysate, PBS was added to a final volume of 500 µL and the suspension was incubated for 

1 h at 4°C on a tube rotator. After incubation, the beads were washed three times with coIP wash 
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buffer 1. Last, proteins were eluted with 30 µL of 1% (v/v) formic acid for 15 min at room temperature 

(MS analysis) or with 50 µL of SDS loading buffer (50 mM Tris pH 6.8, 100 mM DTT, 2% (w/v) SDS, 

10% (v/v) glycerol, 0.1% (w/v) bromophenol blue) for 10 min at 70 °C (subsequent western blotting). 

 

LC-MS/MS analysis 

Samples for the mass spectrometer were reduced by the addition of 100 mM Tris(2-

carboxyethyl)phosphine (TCEP) and subsequent incubation for 1 h at 60 °C on a shaker at 650 rpm. 

They were then alkylated by adding 200 mM iodoacetamide and incubating for 30 min at room 

temperature in the dark. Following, the samples were digested with 0.5 µg trypsin (Promega V5113) 

at 37 °C for 16 h. Afterwards, they were incubated for 5 min at 100 °C and subsequently 1 mM 

phenylmethylsulphonyl fluoride was added. StageTips were utilized to purify the samples for MS.378 

 

The samples were analysed with an UltiMate 3000 nano liquid chromatography system (Dionex, Fisher 

Scientific) attached to an LTQ-Orbitrap XL (Fisher Scientific). They were desalted and concentrated on 

a µ-precolumn cartridge (PepMap100, C18, 5 µM, 100 Å, size 300 µm i.d. x 5 mm) and further 

processed on a custom-made analytical column (ReproSil-Pur, C18, 3 µM, 120 Å, packed into a 75 µm 

i.d. x 150 mm and 8 µm picotip emitter).  

 

The samples were processed via a 127 min multi-step analytical separation at a flow rate of 

300 nL/min. The gradient with percentages of solvent B was programmed as follows: 

1% for 1 minute; 1% - 4% over 1 minute; 4% - 24% over 100 minutes; 24% - 60% over 8 minutes; 60% - 

85% over 2 minutes; 85% for 5 minutes; 85% - 1% over 2 minutes; 1% for 8 minutes. 

 

Mass spectrometric analysis was done with a full mass scan in the mass range between m/z 300 and 

1700 at a resolution of 60 000. Following this survey scan five scans were performed using the ion trap 

mass analyzer at a normal resolution setting and wideband CID fragmentation with a normalized 

collision energy of 35. Signals with an unrecognized charge state or a charge state of 1 were not picked 

for fragmentation. To avoid supersampling of the peptides, an exclusion list was implemented with the 

following settings: after 2 measurements in 30 seconds, the peptide was excluded for 90 seconds. 

 

LFQ data processing  

The MaxQuant software (version 1.5.0.25) was used for LFQ. Quantification was performed with four 

biological replicates for Tet3-enriched coIP. GFP alone (four biological replicates) served here as 

control. Three biological replicates were used for the Tet3 endogenous coIP and the coIP (three 

biological replicates) with anti-goat antibody served as control. The Andromeda search engine was 

used in combination with Uniprot databases (Mus musculus). A maximum of two missed cleavage sites 

was allowed. The main search peptide tolerance was set to 4.5 ppm. Carbamidomethyl (C) was set as 

static modification. Variable modifications were Acetyl (Protein N-term) and Oxidation (M). The LFQ 

algorithm was applied with default settings. The option “match between runs” was also used. The mass 

spectrometry proteomics data have been deposited to the ProteomeXchange Consortium via the 

PRIDE379 partner repository with the dataset identifier PXD004518. 

 

LFQ data was analysed with the Perseus software (version 1.5.0.9). The LFQ intensities were log 

transformed and only proteins identified in at least three samples were retained. As one of the GFP 

control quadruplicates contained only 64 proteins instead of >400, this replicate was removed from 
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the data set. Gene ontology analyses were performed with the Database for Annotation, Visualization 

and Integrated Discovery (DAVID Bioinformatics Resources 6.7). 

 

Western blotting 

For SDS polyacrylamide gel electrophoresis (PAGE) with subsequent western blotting, samples were 

loaded on a 10% polyacrylamide gel and MagicMark XP Standard (ThermoFisher LC5603) and Blue 

Prestained Protein Standard, Broad Range (11-190 kDa) (New England Biolabs P7706S) or Color-coded 

Prestained Protein Marker, Broad Range (11-250 kDa) (New England Biolabs 14208) were used as 

protein standards. The gel was run at constant 150 V for 60 min in SDS running buffer (25 mM Tris, 

192 mM glycine, 0.1% (w/v) SDS). For blotting, we used a PVDF blotting membrane (GE Healthcare 

Amersham Hybond P0.45 PVDG membrane 10600023) and pre-cooled Towbin blotting buffer 

(25 mM Tris, 192 mM glycine, 20% (v/v) MeOH, 0.038% (w/v) SDS). The membrane was activated for 

1 min in MeOH, washed with water and equilibrated for additional 1 min in Towbin blotting buffer; the 

Whatman gel blotting papers (Sigma-Aldrich WHA 10426981) were equilibrated for 15 min in Towbin 

buffer and the precast gel was equilibrated for 5 min in Towbin buffer after the run. Western blotting 

(tank (wet) electro transfer) was performed at 4 °C for 10 h at constant 35 V. After blotting, the PVDF 

membrane was blocked for 1 h at room temperature using 5% (w/v) milk powder in Tris-buffered saline 

including Tween-20 (TBS-T; 20 mM Tris pH = 7.5, 150 mM NaCl, 0.1% (v/v) Tween-20). The primary 

antibodies were diluted in 5 mL of 5% (w/v) milk powder in TBS-T. The blocking suspension was 

discarded, and the diluted primary antibodies were added for 12 h at 4°C and shaking. After incubation, 

the primary antibodies were discarded, and the membrane was washed three times five minutes with 

TBS-T. HRP-conjugated secondary antibodies were diluted in 5% (w/v) milk powder in TBS-T and added 

for 1 h at room temperature under shaking. Afterwards, the membrane was washed two times with 

TBS-T and one time with TBS (TBS-T without Tween-20) before SuperSignal West Pico 

Chemiluminescent Substrate (Thermo Scientific 34077) was used for imaging.  

IHC  

All steps were performed in in a humidity chamber and at room temperature when not otherwise 

specified. 12 µm thick coronar cryo-sections of snap-frozen adult mouse brain and liver were incubated 

(if applicable) with MitoTracker Deep Red FM (Invitrogen M22426) before fixation. Cryo-sections were 

fixed on slides using 4% formaldehyde (4% FA, ThermoScientific 28908) in 0.1 M phosphate buffered 

solution, pH 7.4 (0.1 M PB). After three times washing with 0.1 M PB, the slices were permeabilized 

and blocked for 30 min using 0.3% (v/v) Triton X-100 and 5% (v/v) blocking reagent CB (Chemiblocker, 

Merck Millipore 2170) in 0.1 M PB. The primary antibodies were diluted in 0.1 M PB, containing 5% 

(v/v) CB and 0.3% (v/v) Triton X-100 and applied for 12 h at 4°C. For the negative controls, no primary 

antibodies were added. After incubation, slices were washed three times with 0.1 M PB containing 

2% (v/v) CB. For secondary detection, the fluorescent labelled secondary antibodies were diluted in 

0.1 M PB, containing 3% (v/v) CB and applied the antibodies for 1 h in the dark, followed by three times 

washing with 0.1 M PB. Cell nuclei were stained with Hoechst 33342 (5 µg/mL), which was applied for 

10 min in the dark, followed by one washing step with 0.1 M PB. After mounting (Mountant 

Permafluor, ThermoScientific TA-030-FM), the slices were analysed using a Leica SP8 confocal laser 

scanning microscope (Leica, Wetzlar).  

 

Isolation of gDNA, RNA and triple-quadrupole (QQQ) MS/MS 

Isolation of gDNA, RNA and QQQ-MS/MS experiments were performed according to a previously 

published protocol.376 
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Cell culture iNGNs 

iNGNs were cultivated at 37°C in water saturated, CO2-enriched (5%) atmosphere. iNGNs were grown 

on Geltrex (ThermoScientific A1413202)-coated tissue plates. For coating, Geltrex was thawed on ice 

and diluted 1:1000 in ice-cold DMEM/Ham’s F-12 (F-12, Sigma-Aldrich N4888) (1:1) to a final 

concentration of 15 µg/mL. Per 6 well plate at least 4 mL, per p60 (Sarstedt 83.3901.300) at least 6 mL, 

per p100 (Sarstedt 83.3902.300) at least 15 mL and per p150 at least 25 mL of coating medium were 

used. Plates with coating medium were kept for two to 16 hours in the incubator. For storage of up to 

four weeks, Geltrex-coated plates were sealed with parafilm and stored in the fridge. Uninduced iNGNs 

were cultured in E8 medium (1:1 DMEM: F-12, supplemented with 2 mM L-alanyl-glutamine, 0.1 

mg/mL penicillin-streptomycin, 0.2 mM L-ascorbic acid 2-phosphate, 77.6 nM sodium selenite, 

10.90 mM NaCl, 10 µg/mL hHOLO-Transferrin (Merck Millipore 616424), 20 µg/mL hrInsulin (Sigma-

Aldrich I9278), 100 ng/mL hrFGF-2 (PeproTech AF-100-18B), 2.0 ng/mL hrTGF-1 (PeproTech 100-21C)) 

and iNGNs were passaged in the uninduced state, when they reached about 60 % confluency. For 

passaging, 2 µM (final concentration) of Thiazovivin (Merck Millipore 420220) was added to the 

medium for 24 h. For induction of neuronal differentiation, doxycycline (Sigma-Aldrich D9891) final 

concentration 500 µM) was added for three days and the medium was changed to E6 (E8 without 

hrFGF2 and hrTGF-1). Four days post-induction, the medium was changed to E6/modified Neurobasal 

A (Neurobasal A (Thermo Fisher 10888022, supplemented with 2 % NS21 (PAN Biotech P07-20021)380 

and 2 mM L-alanyl-glutamine) and six days post-induction the medium was changed to modified 

Neurobasal A. When iNGNs were fed, the feeding started at the day of induction and medium, 

supplemented with the metabolite in the desired concentration, was changed every day. Metabolites 

were added from a freshly prepared aqueous 1 M stock solution; the pH was adjusted to 7.4 before 

addition.  

 

RT-qPCR 

For complementary DNA (cDNA) synthesis, the RevertAid First Strand cDNA Synthesis Kit (Thermo 

Scientific K1621) was used according to the manufacturer’s instructions. 190 ng of total RNA was used 

for cDNA synthesis. RT-qPCR was performed on StepOnePlus Real-Time PCR system (Applied 

Biosystems, Thermo Fisher Scientific) using PowerUpTM SYBRTM Green qPCR Master Mix (Applied 

Biosystems, Thermo Fisher Scientific A25742). CT values of each sample were determined in technical 

duplicates by the StepOneTM Software (Applied Biosystems, Thermo Fisher Scientific) using the fast 

cycle protocol. The relative expression levels of target genes were then quantified from three biological 

replicates (n = 3) according to Pfaffl et al.381, 382 

The following primer sets were used:  

hACTB:   5’ GCC GCC AGC TCA CCA T 3’ (forward) 

   5’ CAC GAT GGA GGG GAA GAC G 3’ (reverse) 

 

hTET1:   5’ GCT CTC ATG GGT GTC CAA TTG CT 3’ (forward)  

   5’ ATG AGC ACC ACC ATC ACA GCA G 3’ (reverse) 

 

hTET2:   5’ AAG GCT GAG GGA CGA GAA CGA 3’ (forward) 

   5’ TGA GCC CAT CTC CTG CTT CCA 3’ (reverse) 

 

hTET3:   5’ GCA AGA CAC CTC GCA AGT TC 3’ (forward) 

   5’ CCT CGT TGG TCA CCT GGT TC 3’ (reverse) 

https://www.thermofisher.com/order/catalog/product/A1413202
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Contributions 

I designed experiments, performed and analysed Tet3 endogenous coIPs followed by LC-MS/MS and 

western blotting, performed and analysed western blots, IHC/ICC experiments, UHPLC-QQQ-MS 

experiments, in vitro activity assays, RT-qPCR, cultured and differentiated iNGNs and did metabolite 

feeding experiments. Dr. Andrea Glück1 designed proteomics experiments, developed the GFP-Tet3 

enriched coIP workflow, performed and analysed GFP-Tet3 enriched and Tet3 endogenous coIPs 

followed by LFQ MS/MS and interpreted proteomics data. Dr. Anna Geserich2 helped performing and 

analysing IHC experiments, performed and analysed RT-qPCR experiments. Dr. Katharina Iwan1 helped 

performing and analysing UHPLC-QQQ-MS experiments. Angie Kirchner1 helped culturing, 

differentiating and feeding of iNGNs. Dr. Markus Müller1 and Dr. Fabio Spada1 helped designing 

experiments and interpreted data. Prof. Dr. Stylianos Michalakis2 provided iNGNs, designed 

experiments and interpreted data. Prof. Dr. Thomas Carell1 designed and supervised the whole study 

and interpreted data. 

 
1 Carell Group, Department of Chemistry, LMU München 
2 Michalakis Group, Department of Pharmacy, LMU München 
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The interplay of TET3 and MeCP2 in iNGN-derived neurons 

Introduction 
The approach using TET3-coIPs in iNGN-derived neurons was not suitable for studying the interaction 

of TET3 with metabolic enzymes, but it revealed other potentially interesting TET3 interaction 

partners, among them MeCP2. We decided to have a closer look at the MeCP2/TET3 interaction for 

several reasons. First, although MeCP2 has already been studied intensively, there are many open 

questions regarding the interplay with TET3. Both proteins are epigenetically acting and are known to 

be important for neural functioning15, 17 and both proteins recognize and bind 5mdC and 5hmdC.14, 19, 

322 Furthermore, chromatin immunoprecipitation with subsequent DNA sequencing (ChIPseq) in the 

IMR90 cell line (derived from human lung fibroblasts) and the HCT-116 (derived from human colon) 

revealed that the genomic locus of TET3 is a putative target of MeCP2.383 Interestingly, the genomic 

locus of Tet3 does not appear as a putative target for Mecp2 in murine brain samples.384-387 Based on 

those findings, MeCP2 and TET3 do not only have the same target (5mdC and 5hmdC), but additionally 

MeCP2 seems to be a potential regulator of TET3 expression in human cells. Moreover, MeCP2 might 

influence TET3 activity, which could consequently alter 5mdC and 5hmdC patterns of common target 

genes and thereby influence their expression levels. Consequently, RTT patients might show altered 

TET3 activity in neurons with unknown consequences for clinical progression of RTT. On the other side, 

TET3 might influence the binding affinity of MeCP2 towards 5mdC and 5hmdC. In this case, TET3 

mutations might play a role in untypical RTT. To decipher the contribution of the TET3/MeCP2 interplay 

to neurological developmental disorders, we created TET3-deficient (TET3-/-) and MeCP2-deficient 

(MeCP2-/Y) iNGN cell lines and characterized the resulting phenotype and the consequences of MeCP2-

deficiency on TET3-activity and vice versa. Our results show that MeCP2-/Y and TET3-/- iNGN-derived 

neurons have a distinct, but very similar phenotype on the DNA methylation, transcriptional and 

proteomics level that is very different from the wt. Additionally, MeCP2 regulates TET3 on the 

transcriptional and on the protein activity level. Whether TET3 influences MeCP2 binding affinity 

towards specific genetic loci is not clarified yet but experiments to elucidate this question are ongoing.  

Results 
MeCP2 was identified as a TET3-interactor using TET3-enriched coIP (Figure 17A) and TET3-

endogeneous coIP (Figure 17B) in iNGN-derived neurons eight days post-induction (d8). The MS-

analysis after TET3-enriched coIP and the western blot after TET3-endogenous IP both revealed MeCP2 

as a specific TET3 interactor in iNGN-derived neurons. Although MeCP2 is only about 53 kDa, the signal 

for MeCP2 in the western blot appeared just below 80 kDa. However, the phenomenon that MeCP2 

gives inconsistent bands regarding molecular weight in polyacrylamide gel electrophoresis because of 

various posttranslational modifications was already reported in numerous previous studies.388, 389 

Interestingly, we did not detect Mecp2 as a Tet3 interactor in nuclear extracts from total brain of adult 

mice. Mecp2 was present in the data set, yet not significantly enriched. Human and murine TET3 share 

89% sequence identity and human and murine MeCP2 even show more than 95% sequence identity.390 

Therefore, we wanted to test whether the small sequence differences between human and murine 

TET3 and MeCP2 were pivotal for the interaction. To this end, we ectopically expressed murine GFP-

tagged Tet3 (GFP-Tet3) and Myc-tagged Mecp2 (either isoform 1 or 2, Myc-Mecp2) in HEK293T cells 

and did a coIP against Myc to check by western blotting if we could enrich GFP-Tet3 (Figure 17C). We 

successfully identified GFP-Tet3 as an interactor of both isoforms of Myc-Mecp2. To rule out that this 

result was only based on the artificial ectopic co-expression of both proteins in HEK293T, we tested if 

we also obtain a positive signal in primary cultures of (murine) hippocampal neurons using the PLA. 

Indeed, we also obtained a specific positive PLA signal for the Tet3/Mecp2 interaction in these cells, 

which were cultured for seven days at the day of the assay (Figure 17D).  
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Figure 17: Interaction of TET3 and MeCP2 in different cellular systems. (A) TET3 enriched coIP revealed MeCP2 as a TET3 
interactor in d8 iNGN-derived neurons (n=4; FDR=0.05; s0=2). (B) Western blot after TET3-endogenous coIP confirmed MeCP2 
as TET3 interactor in d8 iNGN-derived neurons. (C) Western blot against GFP after coIP in HEK293T using an anti-Myc-tag 
antibody. HEK293T cells ectopically expressed GFP-tagged murine Tet3 and either Myc-tagged murine Mecp2 isoform 1 or 2. 
GFP-Tet3 single transfected HEK293T served as a negative control. (D) PLA in primary cultures of murine hippocampal neurons 
also confirmed interaction of Tet3 and Mecp2 in murine neurons.  
coIP = co-immunoprecipitation, ctrl = control, d8 = eight days post-induction, FDR = false discovery rate, GFP = green 
fluorescent protein, iNGNs = small molecule-inducible Neurogenin induced human pluripotent stem cell line, 
MeCP2/Mecp2 = methyl-CpG binding protein 2, PLA = proximity ligation assay, TET3/Tet3 = ten-eleven translocation 
enzyme 3. 

Based on these results, Mecp2 is apparently also a Tet3 interactor in murine neurons. The fact that it 

was not enriched in Tet3-coIP in nuclear extracts of total brain of adult mice might have several causes. 

Nuclear lysate from total brain includes the extracts of various neural cell types. The Mecp2/Tet3 

interaction might be limited to neurons or even to neurons in a certain brain area. In contrast, cultures 

of iNGN-derived or primary hippocampal neurons are more homogenous and therefore MeCP2 might 

be enriched above background in the TET3-coIP in iNGN-derived neurons, but not in the Tet3-coIP in 

total brain. However, we did not obtain a positive PLA signal for Tet3 and Mecp2 in the hippocampal 

region of adult mice either, which does not support the idea that the use of total brain for the Tet3-

coIP was the problem. Rather, the TET3/MeCP2 interaction could be only relevant at a certain point in 

time of neural and especially synaptic development. Evidence for this hypothesis comes from clinical 

progression of RTT, where the cognitive decline starts months after birth in a time period of 

pronounced synaptogenesis, but is followed by a period of stabilization.309 At d8, iNGN-derived 
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neurons are already mature by morphology, but their electrophysical properties are still developing as 

well as the synaptic network they form. For primary cultures of hippocampal neurons, it was reported 

that the number of synapses steeply increases in the second and third week of culturing.391 

Additionally, we were unable to reproduce the positive PLA signal in the primary cultures of 

hippocampal neurons that were already three weeks old at the time of the assay, supporting the 

hypothesis that the TET3 and MeCP2 interaction mainly takes place during synaptogenesis. 

To further study the interplay between MeCP2 and TET3 in neurons, we created TET3-deficient and 

MeCP2-deficient iNGN cell lines. Live cell imaging showed that regarding differentiation there were no 

obvious defects in any of the KO cell lines compared to the wt (Figure 18A). TET3-/- and MeCP2-/Y iNGNs 

showed the same speed of differentiation as the wt with neural progenitors two days after 

doxycycline-induced differentiation and neurons four days post-induction (d4). At d8, all samples 

showed an established neuronal network with no obvious abnormalities regarding neuronal 

morphology or number of synapses. However, this result does not imply that in vivo neither of the two 

proteins is important for neuronal differentiation. The strong expression of Neurogenin 1 and 2 under 

an artificial promoter may simply overrule TET3- or MeCP2-dependent effects on neuronal 

differentiation.  

Next, we analyzed the 5mdC and 5hmdC levels of those cell lines compared to the wt before induction 

with doxycycline (d0), at d4 and at d8 (Figure 17B). Mixed-effects analysis was chosen for statistical 

testing, which is a modified form of two-way ANOVA that allows missing values. In summary, for 5mdC 

and 5hmdC the overall differences between the time points and the cell lines as well as the 

combination of time points and cell lines were significant (5mdC p-values: time point < 0.0001, cell line 

0.0031, time point x cell line 0.0024; 5hmdC p-values: time point  < 0.0001, cell line < 0.0001, time 

point x cell line < 0.0001). Before induction, the 5mdC levels of the TET3-/- iNGNs were significantly 

increased compared to the wt (p-value <0.0001). Surprisingly, the 5hmdC levels in the TET3-/- iNGNs 

were not different compared to the wt, ruling out the possibility that the increase in 5mdC at d0 in the 

TET3-/- iNGNs was a result of less 5mdC to 5hmdC oxidation. At d4 and d8, the 5mdC levels of the TET3-

/- iNGNs were not significantly different from the wt levels. In contrast, the post-induction 5hmdC levels 

were decreased in the TET3-/- iNGNs compared to the wt. At d4, the decrease was not significant (p-

value 0.1132), but at d8 the effect was prominent (p-value 0.0004). This was expected as the gene 

expression level of TET3 and therefore its contribution to 5mdC oxidation increases from a low level in 

the uninduced pluripotent state to a high level in the neuronal state (Figure 13C). The increased 5mdC 

levels at d0 when the cells were in a pluripotent state and TET3 expression was low, indicated that the 

influence of TET3 on the DNA methylation pattern might go beyond simple 5mdC to 5hmdC oxidation. 

A comparison of the MeCP2-/Y iNGNs and the wt showed that regarding 5mdC the levels were not 

different at d0 and d8, but at d4, the 5mdC levels were significantly increased in the MeCP2-/Y iNGNs 

(p-value 0.0227). For 5hmdC, the situation was different. Whereas the 5hmdC levels in the TET3-/- 

iNGNs dropped after induction compared to the wt, the 5hmdC levels in the MeCP2-/Y iNGNs were 

increased at d4 (p-value < 0.0001) and d8 (p-value < 0.0001), which is in accordance with the 

literature234. RT-qPCR in TET3-/- iNGNs showed that TET1 and TET2 expression levels were not different 

from the expression levels in the wt at any timepoint [PhD Thesis Dr. Victoria Splith]. In contrast, 

MeCP2-ablation changed TET expression at d0, d4 and d8 (Figure 18C). At d0, the MeCP2-/Y iNGNs 

showed slightly higher TET1 expression and at d8, TET2 and TET3 expression were highly increased 

compared to the wt, which could explain the higher 5hmdC levels. 
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Figure 18: Characterization of the differentiation of TET3-/- iNGNs and MeCP2-/Y iNGNs after induction with doxycycline. (A) 
Live-cell imaging pictures of iNGNs wt, TET3-/- and MeCP2-/Y at d0, d4 and d8. (B) Cytosine modifications of iNGNs wt, TET3-/- 

and MeCP2-/Y at d0, d4 and d8. Boxes represent the mean of at least three biological replicates. Error bars represent standard 
deviation. Statistical analysis Mixed-effects analysis (modified two-way ANOVA) with Dunnett’s multiple comparisons test. 
(C) Relative TET expression levels of iNGNs wt and MeCP2-/Y at d0, d4 and d8. Boxes represent biological replicates. The bars 
represent the mean of the respective biological replicates; error bars represent standard deviation. Statistical analysis 
Student’s t-test. 
5hmdC = 5-hydroxymethyl-2’-deoxycytidine, 5mdC = 5-methyl-2’-deoxycytidine, d0 = before doxycycline induction, d4 = four 
days after doxycycline induction, d8 = eight days after doxycycline induction, iNGNs = small molecule-inducible Neurogenin 
induced human pluripotent stem cell line, MeCP2 = methyl-CpG binding protein 2, TET = ten-eleven translocation enzyme, 
wt = wildtype. 
ns p-value ≥ 0.05, * p-value < 0.05, ** p-value < 0.01, *** p-value < 0.001, **** p-value < 0.0001. 

We decided to study the consequences of TET3 and MeCP2-deficiency in d8 iNGN-derived neurons, 

since the neurons are already mature by morphology at this state, but their electrophysiological 

properties still develop and synaptogenesis is ongoing.392 We did an immunofluorescence staining of 

three typical neuronal markers – synapsin 1 (SYN1), MAP2 and NeuN –  in TET3-/- and MeCP2-/Y and 

compared the staining pattern to the corresponding wt (Figure 19A). SYN1 belongs to the family of 

synapsins, which are neuronal phosphoproteins that are essential for modulating neurotransmitter 

release and therefore for proper synaptic function and plasticity.393 MAP2 is part of the MAP2/Tau 

family of microtubule-associated proteins and plays a pivotal role in stabilizing the microtubules and 

F-actin in the dendrites and axons of neurons.141 The function of NeuN, however, is still elusive, but it 

is known as an important marker of mature neurons.140 In the wt, SYN1 immunostaining showed the 

expected very bright and condensed signal around the synapses. In the TET3-/- and the MeCP2-/Y iNGN-

derived neurons, we also detected a signal for SYN1, but it was not as bright and condensed around 

the synapses compared to the wt, indicating that synaptic activity might be altered in both KO cell 

lines. We observed a similar staining pattern for MAP2, with very bright immunofluorescence signal in 
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the wt, but not in the TET3- and MeCP2-deficient iNGN-derived neurons. For NeuN, in contrast, no 

obvious differences between the three cell lines could be observed. Based on these observations, we 

aimed to quantify the differences in SYN1 and MAP2 gene expression at d8 using RT-qPCR. For both 

genes, the expression levels were significantly lower in both KO genotypes compared to the wt (p-

values SYN1: TET3-/-/wt 0.0046, MeCP2-/Y/wt 0.0014; p-values MAP2: TET3-/-/wt 0.0279, MeCP2-/Y/wt 

0.0384). Since MAP2 is a member of the MAP2/TAU protein family, we also checked the expression 

levels of TAU, but could not find a significant difference between the three genotypes (Figure 19B). 

Next, we studied the global changes of TET3- or MeCP2-deficiency in d8 iNGN-derived neurons on the 

DNA methylation, the gene expression and the protein expression level (Figure 19C – E). To 

characterize differentially methylated CpGs, the Infinium® MethylationEPIC BeadChip Array was used 

and all methylation sites with a differential methylation log2 fold change >|0.2| and a false discovery 

rate (FDR)-corrected p-value < 0.05 were considered as significant. TET3-/- and MeCP2-/Y d8 iNGN-

derived neurons showed massive changes in CpG-methylation compared to the wt (Figure 19C). In the 

TET3-/-, we detected in total 2127 differentially methylated CpGs, whereby 1613 CpGs showed less 

methylation and 514 showed more methylation than the wt. In the MeCP2-/Y, we detected 1993 CpGs 

to be differentially methylated compared to the wt, with 1499 being downregulated and 494 being 

upregulated. Most striking, however, was the discovery that TET3-/- and MeCP2-/Y shared 1399 

differentially methylated CpGs. Compared to all CpGs that were differentially methylated, this overlap 

was highly significant (Fisher’s exact test p-value 0.0045) and there was a strong positive correlation 

(Pearson correlation coefficient 0.9748) regarding the overlapping differentially methylated CpGs 

between TET3-/- and MeCP2-/Y d8 iNGN-derived neurons. Only one of the overlapping differentially 

methylated CpGs showed higher methylation in the TET3-/- and lower methylation in the MeCP2-/Y 

compared to the wt, all the others had the same direction of methylation changes. These results 

indicated that the CpG methylation pattern in TET3-/- and MeCP2-/Y d8 iNGN-derived neurons is very 

similar and different from the wt. As CpG methylation directly influences gene expression8, we 

examined whether the similarities of the DNA methylome also resulted in a similar transcriptome, 

which was analyzed by RNA-seq. Differential gene expression with a log2 fold change > |1| and an FDR-

corrected p-value < 0.05 were considered as significant and our result shows that TET3- and MeCP2-

ablation in iNGN-derived neurons have a huge effect on gene transcription. In the TET3-/-, 2486 

transcripts were found to be differentially expressed with 1630 downregulated and 856 upregulated 

transcripts. In the MeCP2-/Y, 1347 transcripts were downregulated and 571 were upregulated, resulting 

in total in 1918 differentially expressed transcripts. Again, we observed that the majority of 

differentially expressed transcripts (1510) were shared among the TET3-/- and the MeCP2-/Y d8 iNGN-

derived neurons (p-value Fisher’s exact test < 0.0001) and differential expression of overlapped 

transcripts showed a strong positive correlation (Pearson correlation coefficient 0.9626). Experiments 

that allow us to directly link between DNA methylation and the transcriptome are ongoing. Finally, we 

aimed to study the differences of the proteome between the different genotypes and we considered 

a log2 fold change > |0.58| and an FDR-corrected p-value < 0.05 as significant. On the proteome level, 

however, we only detected 56 proteins that were differentially expressed in the TET3-/- d8 iNGN-

derived neurons and only 54 proteins that were differentially expressed in the MeCP2-/Y d8 iNGN-

derived neurons compared to the wt (Figure 19E). This finding has presumably several reasons. First, 

whereas transcriptome analysis via RNA-seq does not discriminate between highly abundant and less 

abundant transcripts, proteome analysis via LC-MS/MS does. In RNA-seq, a single mRNA is in principle 

sufficient for the analysis as it is amplified before the analysis.394  This is not possible in proteomics and 

consequently, current proteomics techniques based on LC-MS/MS, which are becoming more sensitive 

with every year, still face the problem of mining low abundant proteins.395 Moreover, gene expression 

is only the first part of protein biosynthesis and gives only limited information about translation 

efficiencies. It was reported before that protein levels are more stable than transcript levels and that 
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cells can compensate higher or lower transcription levels with adapted translation efficiency.396, 397 

Altered transcription levels are especially important when dynamic and fast changes of the proteome 

are required396, for example in the case of neuronal activity. In this scenario, the cell with a higher 

transcript level of a certain protein can synthesize the protein faster when more mRNA is present. 

Therefore, the heavily altered transcription levels in the KO iNGN cell lines do not seem to have 

immediate consequences on the phenotype of the resting neurons but will probably become 

important when the neurons are activated, and synaptic plasticity is required. Although the changes 

of the proteome compared to the wt were marginal, the phenotype-copying of the TET3-/- and the 

MeCP2-/Y d8 iNGN-derived neurons was again obvious. Both genotypes shared 39 differentially 

expressed proteins and the expression of those proteins was highly positively correlated (Pearson 

correlation coefficient 0.9937). Among the differentially expressed proteins were several laminin 

subunits (beta-1 and gamma-1) that were depleted in the KOs compared to the wt. Despite the minor 

changes on the proteome level, several proteins that are important for neuronal functioning were 

differentially expressed. The cannabinoid receptor 1 (Uniprot ID P21554), which is important for 

neuronal development regarding neurite outgrowth, axonal pathfinding and synaptogenesis,398 was 

enriched in both KOs compared to the wt. In contrast, the protein piccolo (Uniprot ID Q9Y6V0), which 

acts as a scaffolding protein in the active zone where neurotransmitters are released,399 was depleted 

in both. The limited number of differentially expressed proteins did not allow to perform a gene 

ontology (GO) analysis, but these results indicate that synaptic functioning is affected in the same 

direction in the TET3-/- and the MeCP2-/Y d8 iNGN-derived neurons even in a state of rest. 
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Figure 19: Characterization of TET3-deficient and MeCP2-deficient iNGN-derived neurons at d8. (A) Immunofluorescence 
staining against the typical neuronal markers SYN1, MAP2 and NeuN. Images show Z-stacks. (B) Comparison of the gene 
expression levels of SYN1, MAP2 and TAU using RT-qPCR. Statistical analysis Ordinary one-way ANOVA with Dunnett’s 
multiple comparisons test. (C) Venn diagram depicting the overlap between differentially methylated CpGs in TET3-/- and 
MeCP2-/Y as determined using Infinium MethylationEPIC BeadCHip (Fisher’s Exact Test) and correlation (Pearson correlation 
coefficient) of overlapping differential methylated CpGs between both. (D) Venn diagram depicting the overlap between 
differentially expressed transcripts in TET3-/- and MeCP2-/Y (Fisher’s Exact Test) and correlation (Pearson correlation 
coefficient) of differentially expressed transcripts between both. (E) Venn diagram depicting the overlap between 
differentially expressed proteins in TET3-/- and MeCP2-/Y (Fisher’s Exact Test) and correlation (Pearson correlation coefficient) 
of differentially expressed proteins between both.  
d8 = eight days after doxycycline induction, iNGNs = small molecule-inducible Neurogenin induced human pluripotent stem 
cell line, MAP2 = microtubule-associated protein 2, MeCP2 = methyl-CpG binding protein 2, SYN1 = synapsin 1, TET 3 = ten-
eleven translocation enzyme 3, wt = wildtype. 
ns p-value ≥ 0.05, * p-value < 0.05, ** p-value < 0.01. 
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GO analysis on the transcriptome level revealed that the expression of genes involved in neuronal 
signaling and cell migration were mainly changed in the KOs compared to the wt (Figure 20A). 
Upregulated genes were associated with G-protein coupled receptor signaling, action potential, 
neuropeptide signaling and neurotrophin production. Downregulated genes were associated with 
anatomical structure morphogenesis, cell adhesion and cell migration.  

To learn more about the existing differences between the two KO genotypes, we directly compared 

the TET3-/- to the MeCP2-/Y d8 iNGN-derived neurons. As expected, the differences between them were 

much smaller than their individual differences compared to the wt (Figure 20B – D). We found 534 

differentially methylated CpGs (Figure 20B), 449 differentially expressed genes (Figure 20C) and 68 

differentially expressed proteins (Figure 20D). Interestingly, we could not find any enriched GO terms 

for neither the upregulated transcripts nor the upregulated proteins in the MeCP2-/Y. For the 

differentially upregulated transcripts in the TET3-/-, GO terms associated with protein targeting to the 

membrane and cellular compartments and RNA processing were enriched. Interestingly, on the protein 

level, the TET3-/- d8 iNGN-derived neurons showed altered histone protein composition compared to 

the MeCP2-/Y. Consequently, GO terms that are all connected to chromatin organization (Figure 20E) 

were enriched. However, although there are changes in nucleosome and chromatin organization in 

the TET3-/- compared to the MeCP2-/Y, this effect has only minor consequences for CpG methylation 

and gene expression as indicated by the massive phenotype-coping of TET3-/- and MeCP2-/Y on these 

levels. 
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Figure 20: GO enrichment analysis and direct comparison between TET3-/- and MeCP2-/Y d8 iNGN-derived neurons. (A) Top 
enriched GO terms for the common up- and the common downregulated genes in TET3-/- and MeCP2-/Y compared to the 
wildtype. (B) Comparison between TET3-/- and MeCP2-/Y regarding differentially methylated CpGs. (C) Comparison between 
TET3-/- and MeCP2-/Y regarding differentially expressed genes. (D) Comparison between TET3-/- and MeCP2-/Y regarding 
differentially expressed proteins. (E) GO enrichment analysis of proteins that were enriched in the TET3-/- compared to the 
MeCP2-/Y.  
d8 = eight days after doxycycline induction, CpG = 2’-deoxy-cytidine-2’deoxy-guanosine dinucleotide, GO = gene ontology, 
iNGNs = small molecule-inducible Neurogenin induced human pluripotent stem cell line, MeCP2 = methyl-CpG binding 
protein 2, TET 3 = ten-eleven translocation enzyme 3, wt = wildtype. 
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After analyzing the effects of TET3-ablation or MeCP2-ablation in d8 iNGN-derived neurons separately, 

we wanted to learn more about their interplay on different levels. As it was already reported for two 

human cell lines that MeCP2 binds to the TET3 locus, we checked if this was also the case in d8 iNGN-

derived neurons. We performed MeCP2-chromatin immunoprecipitation (ChIP) in the wt and used the 

MeCP2-deficient neurons as a control. In the subsequent RT-qPCR, where we checked enrichment 

above background (= MeCP2-/Y control), we focused on three different parts of the TET3 locus that 

were already reported as MeCP2 binding sites383. Two of them (peak 1 and 2) covered an intronic 

positions, one (peak 3) covered an exonic position and for all three positions, we confirmed MeCP2-

binding in d8 iNGN-derived neurons (Figure 21A). Next, we studied the effects of Mecp2 on Tet3 

activity using HEK293T cells for ectopic expression. In this experiment, we transfected HEK293T cells 

with either a plasmid coding for GFP-Tet3 or did a co-transfection of a plasmid coding for GFP-Tet3 and 

of a plasmid coding for Mecp2. The presence of both isoforms of Mecp2, significantly reduced Tet3-

activity as indicated by the lower detected 5hmdC levels (Figure 21B – C). Differences in the GFP-Tet3 

expression levels were normalized to the detected GFP signal. Interestingly, when GFP-Tet3 was co-

expressed with Mecp2 that carried one of the typical RTT-associated mutations306, we could not detect 

a significant reduction of the 5hmdC levels. This effect was more prominent for Mecp2E1, which is the 

dominant isoform in neurons. In presence of the T158M and the R133C mutations, the 5hmdC levels 

were on the same level as for the GFP-Tet3 only transfected HEK293T (Figure 21B). For the Mecp2E2 

isoform, the 5hmdC levels were still lower compared to the GFP-Tet3 only transfected HEK293T when 

Mecp2E2 was mutated, but this effect was not significant (Figure 21C). 

Taken together, our results show an immense phenotype-copying of the TET3-/- and the MeCP2-/Y d8 

iNGN-derived neurons on the DNA methylation, the transcriptome and the proteome level. MeCP2 

and TET3 interact on the protein level and MeCP2 influences TET3 activity. Additionally, MeCP2 binds 

the TET3 gene locus and influences TET3 transcription. MeCP2 downregulates TET3-activity when both 

proteins are co-expressed in HEK293T, possibly by occupying 5mdC. Typical mutations of MeCP2 that 

are found in almost 20% of RTT patients seem to abolish this effect. These findings support the idea 

that the interplay of TET3 and MeCP2, rather than one of the proteins alone, is essential for neuronal 

functioning, especially during synaptogenesis and synaptic maturation. So far, the influence of MeCP2 

mutations and TET3 mutations on brain development were studied isolated from each other. Our 

results suggest that TET3 plays an important role in the clinical progression of RTT or might even be 

the cause for atypical RTT. 
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Figure 21: MeCP2 binding to the TET3 locus and influence of Mecp2 of Tet3 activity. (A) ChIP-PCR results showing that 
MeCP2 binds the TET3 locus. (B) To the GFP-signal normalized 5hmdC levels in GFP-Tet3 transfected HEK293T cells. The cells 
were either transfected with GFP-Tet3 alone or in combination with Mecp2 (isoform E1) or a typical RTT-mutant thereof. (C) 
To the GFP-signal normalized 5hmdC levels in GFP-Tet3 transfected HEK293T cells. The cells were either transfected with 
GFP-Tet3 alone or in combination with Mecp2 (isoform E2) or a typical RTT-mutant thereof. (B) – (C) Statistical analysis: 
Ordinary one-way ANOVA with Dunnett’s multiple comparison test, only significant differences between the samples are 
indicated by *. 
bp = base pairs, ChIP = chromatin immunoprecipitation, iNGNs = small molecule-inducible Neurogenin induced human 
pluripotent stem cell line, MBD = methyl-CpG binding domain, Mecp2/MeCP2 = methyl-CpG binding protein 2, 
R306C = arginine to cysteine at position 306, NLS = nuclear localization signal, RFU = relative fluorescent unit, 
T158M = threonine to methionine at position 158, Tet3/TET3 = ten-eleven translocation enzyme 3, TRD = transcription 
repression domain, UTR = untranslated region, wt = wildtype, WW = RNA splicing binding factor region. 
ns p-value ≥ 0.05, * p-value < 0.05. 
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Materials and Methods 
All experiments were at least repeated twice to ensure reproducibility. 

Unless otherwise mentioned, culturing and transfection of HEK293T for high protein expression, 

culturing and differentiation of iNGNs, RT-qPCR, western blotting, gDNA and RNA isolation, UHPLC-

QQQ-MS, TET3-enriched and TET3-endogenous coIP were in principle performed as described in the 

previous subchapter (Influence of metabolites on TET activity – Materials and Methods).  

Antibodies 

MAP2 antibody (Sigma-Aldrich M9942, clone HM-2, mouse monoclonal IgG): ICC (1:400) 

MeCP2 antibody (Diagenode C15410052, Lot A20-0042, rabbit polyclonal IgG): western blotting 

(1:1000), ChIP 6 µg/reaction 

MeCP2 antibody (Santa Cruz Biotechnology sc-137070, clone G-6, mouse monoclonal IgG): western 

blotting (1:250) 

NeuN-Alexa488 antibody (Merck Millipore MAB377X, mouse monoclonal IgG): ICC (1:100) 

SYN1 antibody (Cell Signaling 5297, clone D1205, rabbit monoclonal IgG): ICC (1:200) 

TET3 antibody (Abiocode N1-R1092, Lot 7083, rabbit polyclonal IgG): coIP (1 µL/reaction for MS 

analysis, 2 µL/reaction for western blot analysis)  

TET3 antibody (made by Prof. Ammer’s laboratory (Tierärztliche Fakultät LMU München), C-terminal 

#5454, Serum 5): western blotting (1:400) 

Secondary antibodies 

Alexa488-anti-mouse IgG (Cell Signaling Technologies 4408): IHC (1:800) 

Alexa555-anti-mouse IgG (Cell Signaling Technologies 4409): IHC (1:800)  

Cy3-anti-mouse IgG (Jackson ImmunoResearch 715-165-150): IHC (1:400) 

HRP-conjugated anti-mouse IgG (Sigma-Aldrich AP130P): western blotting (1:5000) 

Alexa488-anti-rabbit IgG (Cell Signaling Technologies 4412): IHC (1:800) 

Alexa555-anti-rabbit IgG (Cell Signaling Technologies 4413): IHC (1:800) 

Cy3-anti-rabbit IgG (Jackson ImmunoResearch 711-165-152): IHC (1:400) 

HRP-conjugated anti-rabbit IgG (Sigma-Aldrich A0545): western blotting (1:5000) 

Expression plasmids 

Empty vector pESG-iba45 (iba 5-4445-001) 

 

Mecp2E1-MycDDK (plasmid with kanamycin resistance, CMV promoter, OriGene MR226839) 

(N-terminus) Mecp2-MycDDK; murine Mecp2 (UniprotKB – Q9Z2D6-2) starting from amino acid 1 of 

the original sequence. Mecp2E1 T158M threonine to methionine mutation at position 175; Mecp2E1 

R306C arginine to cysteine mutation at position 323 

 

Mecp2E2-MycDDK (plasmid with kanamycin resistance, CMV promoter, OriGene MR207745) 
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(N-terminus) Mecp2-MycDDK; murine Mecp2 (UniprotKB – Q9Z2D6-1) starting from amino acid 1 of 

the original sequence. Mecp2E2 T158M threonine to methionine mutation at position 158; Mecp2E2 

R306C arginine to cysteine mutation at position 306 

 

GFP-Tet3 (plasmid with ampicillin resistance, CAG promoter): 

(N-terminus) eGFP – TEV cleavage site – Tet3; murine Tet3 (UniprotKB – Q8BG87-4) starting from 

amino acid 1 of the original sequence 

 

Site-directed mutagenesis 

To introduce the T148M or R306C mutations in the Mecp2 expression plasmids, PCR site-directed 

mutagenesis was used.  

 

Primer for site-directed mutagenesis: 

T158M 5’ CTC TCC CAG TTA CCA TGA AGT CAA AAT CAT TAG GGT CC 3’ (forward) 

 5’ GGA CCC TAA TGA TTT TGA CTT CAT GGT AAC TGG GAG AG 3’ (reverse) 

 

R306C 5’ CTC CCG GGT CTT GCA CTT CTT GAT GGG GA 3’(forward) 

 5’ TCC CCA TCA AGA AGT GCA AGA CCC GGG AG 3’(reverse) 

 

PCR reaction set up per sample: 

 

30.34 µL  ddH2O 

10.00 µL  5x GC Buffer (New England Biolabs B0519S) 

1.50 µL   DMSO 

5.00 µL   dNTP mix (New England Biolabs N0447S) 

0.83 µL  forward primer (from 10 µM stock solution) 

0.83 µL  reverse primer (from 10 µM stock solution) 

1.00 µL   Template (= 50 ng) 

0.50 µL  Phusion DNA Polymerase (New England Biolabs M0530S) 

 

Step 1  98 °C 2:00 min 

Step 2  95 °C 0:30 min 

Step 3  62 °C 0:20 min 

Step 4  72 °C 3:00 min 

- repeat Steps 2-4 22x – 

Step 5  72 °C 5:00 min 

 

After the PCR, 10 µL of the PCR product was checked on an 1% agarose gel. The rest was stored on ice 

while the agarose gel was running. Agarose gel electrophoresis confirmed that in any case only one 

PCR product at the correct bp size was obtained. Subsequently, 1 µL of DpnI (New England 

Biolabs R0176S) was added per sample and samples were incubated for 1 h at 37 °C. Afterwards, the 

mix was used completely for transformation of chemical competent Escherichia coli (E. coli, New 

England Biolabs C2987I). Plasmids were isolated from positive clones and checked by sequencing for 

having the correct mutation. 
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Transfection of HEK293T cells and QQQ analysis thereof 

Transfection of HEK293T cells for QQQ experiments:  

The transfection was performed in 6 well plates (Sarstedt 83.3920.300). 2.5×105 cells were seeded per 

well in 3 mL of medium. 24 h after seeding, the cells were transfected using 1.5 µg of DNA per 

expression plasmid (combination of GFP-Tet3 and one of the Mecp2-Myc expression plasmids), 4 µL of 

jetPRIME and 150 µL of jetPRIME buffer. In case of GFP-Tet3 only expressing cells, 1.5 µg of pESG-iba45 

were co-transfected to keep the amount of transfected DNA constant. Six hours after transfection, the 

medium was changed and 24 h after transfection, the cells were harvested and washed once with 1 mL 

of  ice-cold PBS. 100 µL were used for GFP signal quantification of living cells using FACS (BD 

LSRFortessa; FSC 130 V, SSC 300 V, GFP 370 V log, GFP-A > 103, 10000 events per measurement), the 

rest was lysed and gDNA was isolated and analyzed by UHPLC-QQQ-MS as described previously.376 The 

5hmdC/dN were subsequently divided by the GFP signal to obtain 5hmdC/(dN*RFU).  

 

Protein extract preparation 

Whole protein extract preparations from iNGN-derived neurons: 

3.5 Mio cells were plated in a P100 and differentiated as described above to obtain d8 iNGN-derived 

neurons. Cells were harvested using PBS to detach them from the plate and lysed using 1 mL of RIPA 

buffer as described in the previous subchapter. 

 

Nuclear extract preparations from iNGN-derived neurons: 

Nuclear extract from d8 iNGN-derived neurons was prepared as described in a previously published 

protocol.400 A Bradford protein assay was performed according to the manufacturer´s instructions to 

determine the protein concentration.  

 

Tet3-enriched coIP 

Tet3-enriched coIP was performed as described above, except that 200 µg of nuclear protein extract 

from d8 iNGN-derived neurons were used instead of nuclear protein extract from murine brain. Tet3-

enriched coIP was subsequently analyzed by LC-MS/MS. 

 

Tet3 endogenous coIP 

Tet3-endogenous coIP was performed as described above, except that 500 µg of nuclear protein 

extract from d8 iNGN-derived neurons were used instead of nuclear protein extract from murine brain. 

Tet3 endogenous coIP was subsequently analyzed by western blotting.  

 

ICC 

For ICC, 30000 iNGN stem cells were seeded in 15 µ-slide 8 well plates and differentiated as described 

before. Eight days post-induction, the medium was removed, and cells were washed once with PBS+ 

(PBS supplemented with MgCl2 and CaCl2, Sigma-Aldrich D8662) and ICC experiments were performed. 

All steps were performed in a humidity chamber and at room temperature if not otherwise stated. 

Cells were fixed with 4 % FA in PBS+ for 15 min and subsequently washed three times with PBS+. After 

washing, cells were permeabilized in 0.1% (v/v) Triton X-100 in PBS+ for 10 min, washed three times 

with PBS+ and subsequently blocked for 30 min with 5% (v/v) blocking reagent CB in PBS+. The primary 

antibodies were diluted in PBS+, containing 5% (v/v) CB and 0.3% (v/v) Triton X-100 and applied for 

12 h at 4 °C. To remove unbound primary antibodies, cells were washed three times with 3% (v/v) CB 

in PBS+ and secondary antibodies were diluted in 3% (v/v) in PBS+ and applied for 1 h in the dark. After 

the incubation, cells were washed three times with PBS+ followed by nuclei staining with Hoechst 
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33342 (5 µg/mL). Hoechst was applied for 10 min in the dark and cells were subsequently washed once 

with PBS+. A few drops of mounting medium were applied, and ICC experiments were finally analyzed 

using a Leica SP8 confocal laser scanning microscope (Leica, Wetzlar). 

 

RT-qPCR 

cDNA synthesis and RT-qPCR were performed as described in the previous subchapter.  

 

The following primer sets were used:  

 

hACTB:   5’ GCC GCC AGC TCA CCA T 3’ (forward) 

   5’ CAC GAT GGA GGG GAA GAC G 3’ (reverse) 

 

hTET1:   5’ GCT CTC ATG GGT GTC CAA TTG CT 3’ (forward)  

   5’ ATG AGC ACC ACC ATC ACA GCA G 3' (reverse) 

 

hTET2:   5’ AAG GCT GAG GGA CGA GAA CGA 3’ (forward) 

   5’ TGA GCC CAT CTC CTG CTT CCA 3’ (reverse) 

 

hTET3:   5’ GCA AGA CAC CTC GCA AGT TC 3’ (forward) 

   5’ CCT CGT TGG TCA CCT GGT TC 3’ (reverse) 

 

hMAP2:  5’ CTG AGG CTG TAG CAG TCC TG 3’(forward) 

   5’ TGG GAG CCA GAG CTG ATT CC 3’ (reverse) 

 

hSYN1:   5’ AGC CCT GGG TGT TTG CCC A 3’ (forward) 

   5’ CCT TGA CCT TGC CCA TCC CA 3’ (reverse) 

 

hTAU:   5’ GTT CGA AGT GAT GGA AGA TCA CG 3’ (forward) 

   5’ CAG AGC CCG GTT CCT CAG 3’ (reverse) 

 

ChIP 

For crosslinking-ChIP, 3 Mio iNGN stem cells (wt or MeCP2-/Y) were plated per p100 and differentiated 

as described in the previous subchapter. Eight days-post induction, proteins were crosslinked to DNA 

by dropwise addition of 0.75% FA (final concentration) in PBS to the medium. The plates were rotated 

gently for 10 min at room temperature and afterwards glycine was added from a 1.25 M stock solution 

in ddH2O to a final concentration of 125 mM. The plates were gently rotated for additional 5 min at 

room temperature After incubation, cells were rinsed twice with 10 ml of ice-cold PBS. Then, 5 ml of 

ice-cold PBS, containing PIC, were added and dishes were scraped thoroughly with a cell scraper. Cells 

of the same genotype from two p100 were pooled and the cell suspension was transferred into a 15 ml 

tube and centrifuged for 5 min, 4 °C and 1.000 x g. The supernatant was discarded by careful 

aspiration, the pellet was resuspended in 500 µl of ChIP Lysis Buffer (50 mM HEPES-KOH pH = 7.5, 

140 mM NaCl, 1 mM EDTA, 1% (v/v) Triton X-100, 0.1% (w/v) sodium deoxycholate, 0.1% (w/v) SDS, 

supplemented with PIC), transferred to 1.5 mL Eppendorf tubes and incubated for 10 min on ice. To 

shear DNA to an average fragment size of 200 - 1000 bp, the lysate was sonicated (Branson). 30 

consecutive fragmentation steps were applied each with an amplitude of 10 % for 10 s and 10 s pause 

after each pulse. Samples were cooled down on ice for 20 min and again 12 consecutive fragmentation 

steps were applied under the same conditions. After sonication, cell debris was pelleted by 

http://www.ensembl.org/Homo_sapiens/ZMenu/TextSequence?db=core;factorytype=Location;g=ENSG00000078018;r=2:209424058-209734118;t=ENST00000199940;v=rs752068046;vf=117632032
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centrifugation for 10 min, 4 °C and 8.000 g. The supernatant was transferred to a new tube. To 

determine DNA concentration and fragment size, 50 µl of each sonicated sample was removed. The 

rest of the sample was snap frozen in liquid nitrogen and stored at -80 °C until ChIP.  

 

To determine DNA concentration and fragment size, 4.8 μL of 5 M NaCl and 0.5 μL of 

100 mg/mL RNase A (Qiagen 19101) were added to the 50 µl of chromatin and incubated by shaking 

at 65 °C overnight. To each sample 2 μL of 20 mg/mL proteinase K (Qiagen 19131) were added and 

incubated while shaking at 60 °C for 1 h. The DNA was purified using a Chromatin DNA IP Purification 

Kit (Active Motif 58002) according to the manufacturer’s protocol. The purified DNA was run in a 1.5 % 

agarose gel with a DNA marker to determine the fragment size.  

 

For ChIP, the prepared chromatin was thawed on ice. Per ChIP, 3.5 µg of DNA was used. Each sample 

was diluted with ice-cold ChIP RIPA buffer (50 mM Tris pH = 7.5, 150 mM NaCl, 2 mM EDTA, 

1% (v/v) NP-40, 0.5% (w/v) sodium deoxycholate, 0.1% (w/v) SDS, supplemented with PIC) to a total 

volume of 550 µl and pre-cleared by incubating with 10 µl Dynabeads Protein A (ThermoFisher 

10001D) for 1 h at 4 °C. The supernatant was transferred to a new tube and 5.4 μl were removed to 

serve as input sample. The input was stored at -20 °C until further use. The pre-cleared chromatin was 

incubated with 3 µl of anti-MeCP2 antibody for 1 h at 4 °C by end-over-end rotation. Per ChIP 

experiment, 50 µl of Dynabeads Protein A were washed three times in ChIP RIPA Buffer. After washing, 

the beads were resuspended in 100 µL of ChIP RIPA Buffer and single stranded salmon sperm DNA 

(Sigma-Aldrich D7656) was added to a final concentration of 75 ng/μl and BSA (New England Biolabs 

B9000S) was added to a final concentration of 0.1 μg/μl. The beads were incubated for 30 min under 

rotation at room temperature. After incubation, the beads were washed once with ChIP, resuspended 

in 100 µL of ChIP RIPA Buffer and added to the pre-cleared chromatin. To perform ChIP, the samples 

were incubated for 16 h at 4° C under end-over-end rotation. The next day, the samples were washed 

(15 min per washing step at 4° C under rotation) once with ice-cold ChIP Low Salt Wash Buffer (20 mM 

Tris pH = 8.0, 150 mM NaCl, 2 mM EDTA, 0.1% (w/v) SDS, 1% (v/v) Triton X-100), once with ice-cold 

ChIP High Salt Wash Buffer (20 mM Tris pH = 8.0, 500 mM NaCl, 2 mM EDTA, 0.1% (w/v) SDS, 1% (v/v) 

Triton X-100) and once with ice-cold ChIP LiCl Wash Buffer (10 mM Tris pH = 8.0, 250 mM LiCl, 1 mM 

EDTA, 1% (v/v) NP-40, 1% (w/v) sodium deoxycholate). For elution, 120 µl of ChIP Elution Buffer 

(100 mM NaHCO3, 1% (w/v) SDS) was added to the samples and samples were incubated for 15 min at 

30 °C under fast shaking. The supernatant was transferred into a new tube.  

 

The input samples were thawed, and ChIP Elution Buffer was added to a final volume of 120 µl. To the 

eluted samples and the input samples, 4.8 μL of 5 M NaCl and 0.5 μL RNase A were added and 

incubated while shaking at 65 °C overnight. To each sample 2 μL proteinase K were added and 

incubated while shaking at 60 °C for 1 h. The DNA was purified using a Chromatin DNA IP Purification 

Kit according to the manufacturer´s protocol. ChIP samples and input samples were eluted in 55 µl. 

DNA levels were quantitatively measured by RT-qPCR as described in the previous subchapter. For 

each reaction 4 µl of the purified DNA was used. Data were analyzed by the Percent Input method.  

 

GO Analysis 

GO analysis was performed using GOrilla401, 402. “Homo sapiens” was chosen for organism, “Two 

unranked lists of genes (target and background lists)” was chosen for running mode. The target set 

was the list of genes or proteins that were significantly enriched or depleted in RNA-seq or proteomics 

experiments. The background set was the list of all genes or proteins detected in the experiment. All 

ontologies (process, function and component) were analyzed. The p-value threshold was set to 10-3. 

Only results that had an FDR q-value < 0.05 were considered as significant. 
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Contributions 

I designed experiments, cultured and differentiated iNGNs, performed and analyzed TET3-enriched 

and TET3-endogenous coIP, western blots and immunofluorescence experiments, did the cloning of 

MeCP2_T158M and MeCP2_R133C, performed HEK293T assays, helped with proteomics experiments, 

isolated gDNA, RNA and proteins, performed and analyzed UHPLC-MS-QQQ experiments, performed 

RT-qPCR and MeCP2-ChIP, did the statistical analysis for various experiments, the GO-analysis of the 

proteomics data, analyzed and interpreted data. Dr. Victoria Splith2 designed experiments, designed 

and created the TET3-/- iNGN cell line, helped with the design of the MeCP2-/Y iNGN cell line, cultured 

and differentiated iNGNs, did the live cell imaging, isolated gDNA, RNA and proteins, did the statistical 

analysis of various experiments and the GO analysis of the RNAseq data, analyzed the DNA methylome 

data, performed RT-qPCR, prepared  Figure 23 C-E, Figure 24 B and C, analyzed and interpreted data. 

Dr. Anna Geserich2 designed experiments, designed and created the MeCP2-/Y iNGN cell line, cultured 

and differentiated iNGNs, isolated gDNA, RNA and proteins, performed immunofluorescence 

experiments, did the live cell imaging, did the statistical analysis of various experiments, analyzed the 

DNA methylome data, performed RT-qPCR and MeCP2-ChIP, analyzed and interpreted data. Constanze 

Scheel2 helped culturing primary hippocampal neurons, cultured and differentiated iNGNs, isolated 

gDNA, RNA and proteins and analyzed and interpreted data. Dilara Özdemir1 performed the PLA 

experiment and cultured primary hippocampal neurons. Dr. Michael Stadlmeier1 performed and 

analyzed proteomics experiments. Leander Runtsch1 performed and analyzed proteomics 

experiments. Dr. Verena Hammelmann3 prepared the primary hippocampal neuron culture. Dr. Gilles 

Gasparoni3 and Dr. Karl Nordström3 performed and analyzed RNAseq experiments. Prof. Dr. Thomas 

Carell1 and Prof. Dr. Jörn Walter3 helped with study design and data interpretation. Prof. Dr. Stylianos 

Michalakis2 supervised the whole story, designed experiments and interpreted data.  

 

1 Carell Group, Department of Chemistry, LMU München 
2 Michalakis Group, Department of Pharmacy, LMU München 
3 Walter Group, Genetik/Epigenetik, Universität des Saarlandes 
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General Materials and Methods 

Standard Molecular Biology Techniques 

Agarose Gel Electrophoresis 
For one agarose gel, 0.75 g (1.5% gel, used for expected band size < 1000 bp) or 0.5 g (1% gel, used for 

expected band size between 1000 and 3000 bp) or 0.25 g (0.5% gel, used for expected band size > 

3000 bp) of agarose (Eurogentec EP-0010-05) were added to 50 mL of 1x Tris-acetate-EDTA buffer (TAE 

buffer; 40 mM Tris pH = 8.3, 20 mM acetic acid (AcOH, 1.21 mL/L), 1 mM EDTA) and brought to the 

boil in a microwave until the agarose was completely dissolved. The solution was cooled down to 50 °C 

before 2.5 µL of peqGREEN DNA/RNA binding dye (VWR 732-3196) were added. The solution was 

poured into a mini horizontal electrophoresis chamber and an appropriate comb was inserted. After 

the gel had been developed, the comb was removed, and 0.5 x TAE buffer was added to the chamber 

to cover the gel completely. An appropriate amount of 6 x DNA loading buffer (New England Biolabs 

B7021S) was added to the samples before loading and Quick-Load 100 bp DNA ladder (New England 

Biolabs N0467S) or Quick-Load 1 kb DNA ladder (New England Biolabs N0468S) was used as a 

reference. The gel was run at 90 V for 50 min before imaging using blue light.  

SDS-PAGE 
Self-made polyacrylamide gels consisted of a running gel (10% acrylamide) and of a stacking gel (5% 

acrylamide) on top of the running gel. For pouring and running gels, the Mini-PROTEAN Tetra Cell from 

BioRad (0.75 mM spacer) was used. Six gels were prepared as listed in Table 1 and 2. First, the running 

gel was prepared and quickly poured between the glass plates, leaving ~3 cm space to the top. The 

solution was covered with isopropanol to provide a straight gel end. After polymerization had been 

completed, the isopropanol was completely removed, and the stacking gel was poured on top. The 

appropriate 10well comb was inserted before polymerization could occur. Gels were used immediately 

or stored for maximal three weeks at 4 °C in a humified atmosphere. 

Table 1: Running gel for SDS-PAGE. 

Running gel 10%  
Rotiphorese Gel 30 (Roth 3029.1) 
 

6.7 mL 

ddH2O 
 

7.9 mL 

1.5 M Tris pH = 8.8 
 

5.0 mL 

10% (w/v) SDS 
 

0.2 mL 

10% (w/v) ammonium persulfate (APS, Sigma-Aldrich 
09913) 
 

0.2 mL 

N,N,N',N'-Tetramethyl ethylenediamine (TEMED, 
Sigma-Aldrich T9281) 
 

20 µL 

 

Table 2: Stacking gel for SDS-PAGE. 

Stacking gel 5%  
Rotiphorese Gel 30  1.7 mL 
ddH2O 
 

6.8 mL 

1.0 M Tris pH = 6.8 
 

1.25 mL 

10% (w/v) SDS 
 

0.1 mL 

10% (w/v) APS 
 

0.1 mL 

TEMED 
 

10 µL 
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An appropriate amount of 4 x SDS loading buffer (Table 3) was added to the samples before they were 

loaded, except for the coIP samples that were already eluted in SDS loading buffer. Samples were 

incubated for 5 min at 92 °C and loaded directly or stored at -20 °C. After storage, the samples were 

incubated for additional 2 min at 92 °C before loading. SDS PAGE was performed at constant 150 V for 

approximately 1 h in SDS running buffer. After the run, the stacking gel was removed and when the gel 

was not used for western blotting, it was stained using either silver staining following a previously 

published protocol403 or Coomassie staining. For Coomassie staining, the gel was incubated for 5 – 16 h 

in aqueous Coomassie Staining Solution (45.4 % (v/v) ethanol (EtOH), 9.2 % (v/v) AcOH, 0.25 % (w/v) 

Coomassie Brilliant Blue R250 (Fluka 27816); filtered before usage) and unstained in aqueous 

Coomassie Unstaining Solution (20% (v/v) EtOH, 10 % (v/v) AcOH) until only protein bands remained 

stained. 

Table 3: 4 x SDS loading buffer. 

4 x SDS loading buffer  
Tris pH = 6.8 
 

500 mg 

Glycerol 
 

5 mL 

SDS 
 

1 g 

Bromophenol Blue (Sigma-Aldrich B0126) 
 

1.25 mg 

2-Mercaptoethanol (Sigma-Aldrich M6250) 
 

2.5 mL 

ddH2O 
 

to 50 mL 

 

Standard Microbiology Techniques 
For plasmid amplification, E. coli strains NEB 5-alpha (New England Biolabs C2987H) or NEB 10-beta 

(New England Biolabs C3019H) were used.  

Transformation of Chemical Competent E. coli 
For transformation of intact plasmids, 1 – 10 ng of plasmid DNA was used. The cells were thawed on 

ice and plasmid DNA was added. After additional 30 min on ice, cells were heat-shocked for exactly 

45 seconds in a 42 °C warm water bath. Afterwards cells were placed on ice for 5 min and afterwards 

750 µL of SOC medium (Table 4) were added. When the plasmid encoded a carbenicillin resistance 

cassette, the cells were incubated for 60 min at 37 °C under shaking. In case of a kanamycin resistance 

cassette, the cells were incubated for 90 min. Afterwards 50 – 100 µL of the cell suspension were 

plated on LB-agar plates (Table 5) including either carbenicillin (Duchefa C0109.0025, final 

concentration 100 µg/mL) or kanamycin (Carbosynth K-0250, final concentration 25 µg/mL). The plates 

were incubated overnight at 37 °C and were afterwards sealed with Parafilm M (Wagner & Munz  

9170002) and stored at 4 °C for up to four weeks. 

Table 4: SOC medium. 

SOC medium pH = 7.5  
Pepton (Roth 8986.3) 
 

20 g/L 

Yeast extract (Roth 2363.2) 
 

5 g/L 

MgCl2 
 

0.96 g/L 

Glucose (AppliChem A1422.1000) 
 

3.6 g/L 

NaCl 
 

0.5 g/L 

KCl (Grüssing 12008) 
 

0.186 g/L 
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Table 5: Recipe for LB agar without antibiotics. 

LB agar pH = 7.5  
Pepton 
 

10 g/L 

Yeast extract  
 

5 g/L 

NaCl 
 

5 g/L 

Agar-agar (Roth 5210.2) 15 g/L 
 

All media were autoclaved before usage. In case of SOC the medium was autoclaved without glucose 

and afterwards, sterile filtered glucose from a 1 M stock solution was added. For the preparation of LB 

agar plates, the agar was dissolved by heating up the solution. The antibiotics were added after the 

agar was dissolved and the solution cooled down to 55 °C and afterwards the plates were poured 

quickly in sterile 10 cm petri dishes. 

DNA Plasmid Preparations 
For overnight cultures and plasmid amplification, one successfully transformed clone was picked and 

added to 4 mL of antibiotics-containing LB medium (Table 6) for small-scale amplification or 100 mL of 

antibiotics-containing LB medium for large-scale amplification. For carbenicillin a final concentration 

of 100 µg/mL and for kanamycin a final concentration of 25 µg/mL were used. If the plasmids were 

only needed for re-transformation of E. coli small-scale amplification was chosen. If the plasmids were 

needed for transfection of mammalian cells, large-scale amplification was chosen. The cultures were 

incubated for ~15 h at 37 °C under shaking. Afterwards, cells were harvested at 6000 x g for 5 – 10 

min. The pellets were either used directly for plasmid isolation using Monarch Plasmid Miniprep Kit 

(New England Biolabs T1010L) for small-scale applications or ZymoPURE II Plasmid Midiprep Kit (Zymo 

Research D4201) for large-scale applications. Plasmid isolation was performed following the 

instructor’s manual. If pellets were stored, they were washed with PBS and stored at -20 °C. 

Table 6: Recipe for LB medium without antibiotics. 

LB medium pH = 7.5  
Pepton 
 

10 g/L 

Yeast extract  
 

5 g/L 

NaCl 
 

5 g/L 

 

All media were autoclaved before usage. Antibiotics were added directly before usage.  



 



Isotope-dilution mass spectrometry for exact
quantification of noncanonical DNA nucleosides
Franziska R. Traube 1,2, Sarah Schiffers1,2, Katharina Iwan 1,2, Stefanie Kellner1, Fabio Spada1,
Markus Müller 1 and Thomas Carell 1*

DNA contains not only canonical nucleotides but also a variety of modifications of the bases. In particular, cytosine and
adenine are frequently modified. Determination of the exact quantity of these noncanonical bases can contribute to the
characterization of the state of a biological system, e.g., determination of disease or developmental processes, and is
therefore extremely important. Here, we present a workflow that includes detailed description of critical sample
preparation steps and important aspects of mass spectrometry analysis and validation. In this protocol, extraction and
digestion of DNA by an optimized spin-column and enzyme–based method are described. Isotopically labeled standards
are added in the course of DNA digestion, which allows exact quantification by isotope dilution mass spectrometry. To
overcome the major bottleneck of such analyses, we developed a short (~14-min-per-sample) ultra-HPLC (UHPLC) and
triple quadrupole mass spectrometric (QQQ-MS) method. Easy calculation of the modification abundance in the genome is
possible with the provided evaluation sheets. Compared to alternative methods, the quantification procedure presented
here allows rapid, ultrasensitive (low femtomole range) and highly reproducible quantification of different nucleosides in
parallel. Including sample preparation and evaluation, quantification of DNA modifications can be achieved in less than a
week.

Introduction

In addition to the canonical nucleotides, both DNA and RNA contain a variety of modifications of
the bases. In the DNA of vertebrates, for example, modified cytidines such as 5-methyl-2′-deox-
ycytidine (m5dC), 5-hydroxymethyl-dC (hm5dC)1,2, 5-formyl-dC (f5dC)3,4 and 5-carboxy-dC
(ca5dC)4,5 have been discovered. It is well established that m5dC and hm5dC are particularly epi-
genetically relevant6,7. The levels of hm5dC are often altered by several orders of magnitude in tumor
tissues, and this has been shown to correlate with the aggressiveness of tumors8–10. In stem cells, f5dC
and ca5dC were detected at substantial levels3,4 and their abundance changes during differentia-
tion11,12. Both f5dC13 and ca5dC are thought to be involved in a process of active demethylation.
Whether f5dC has additional distinct epigenetic functions is unclear14–18 and, for ca5dC, no such
function has yet been found. Neither f5dC nor ca5dC has yet been explored in regard to potential level
changes in response to disease states. In bacteria, two major modifications are N4-methyl-dC
(m4dC)19 and N6-methyl-2′-deoxyadenosine (m6dA)20. The latter is a well-studied modification with
extreme importance in host defense mechanisms21. m4dC has not been found in vertebrate DNA, and
conflicting results have been found for research into the presence of m6dA in vertebrate DNA22–26.

In addition to these noncanonical bases that are actively generated for partially unknown pur-
poses, genomic DNA (gDNA) contains modified bases that are generated as DNA lesions. In par-
ticular, oxidative DNA lesions such as 8-oxo-7,8-dihydro-deoxyguanosine (8oxodG) can easily
form27, and, again, the levels of such base lesions can correlate with diseases28. Measurement of
8oxodG has proven to be particularly difficult, because its amounts can easily be overestimated
because of additional oxidation during sample preparation or when bringing it into the gas phase in
the mass spectrometer (gas chromatography MS)29.

Determination of the exact amount of all noncanonical DNA nucleosides (epigenetic nucleosides
or DNA lesions) is consequently an important task and requires a fast, ultrasensitive and highly
reproducible approach.

1Center for Integrated Protein Science Munich (CiPSM), Department of Chemistry, Ludwig-Maximilians–Universität München, Munich, Germany.
2These authors contributed equally: Franziska R. Traube, Sarah Schiffers, Katharina Iwan. *e-mail: thomas.carell@lmu.de
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Here, we present a detailed workflow for the quantification of noncanonical nucleosides. It
includes DNA extraction from cell culture or tissues, total enzymatic digestion of the DNA, and
ultrasensitive quantification of the obtained nucleosides via UHPLC and QQQ-MS (UHPLC-QQQ-
MS) (Fig. 1). The major advantage of UHPLC-QQQ-MS is its capability of chemically determining
the true identity of the modified nucleoside and its exact abundance in a relatively short time frame.
Furthermore, the application of the multiple reaction monitoring (MRM) mode enables simultaneous
fragmentation of different precursor ions into one or multiple fragment ions and their subsequent
detection30. The fundament of the method is the isotope dilution technique, in which stable iso-
topologs of the nucleosides of interest are added to the specimen (spiking) as internal standards. This
analytic approach results in highly reproducible parallel quantification of modified DNA nucleosides
in only ~14 min per sample and makes this method the ideal choice when sequence resolution is not
required and sufficient sample material is available.
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Fig. 1 | Procedure overview. General workflow for rapid DNA extraction, digestion and ultrasensitive quantification
of the obtained nucleosides via UHPLC-QQQ-MS. T, deoxythymidine.
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Development of the protocol
Quantification of very abundant DNA modifications, such as m5dC in vertebrates, has been possible
for decades without the need for ultrasensitive quantification methods31. Owing to their abundance,
small quantification errors do not affect interpretation of the data. However, accurate quantification
of DNA nucleosides can be challenging when the modification is very rare. Contaminations at the cell
culture level or during tissue dissection are a particular problem if they go unnoticed. These con-
taminations include bacteria and fungi, which often carry DNA modifications that might be rare or
not present in mammals and can have a substantial effect on the resulting values. Therefore, the
biological material that is investigated must be carefully tested for the presence of such con-
taminations. With respect to the investigation of DNA lesions, it must be noted that lesions are also
formed during DNA isolation, for example, by releasing reactive oxygen species in the course of cell
lysis. Most problematic are unspecific oxidations and deaminations. To overcome these problems,
addition of butylated hydroxytoluene (BHT) and deferoxamine (DFOA) during isolation is essential.
BHT is a radical scavenger that prevents DNA from being oxidized, and DFOA inhibits deaminases
during the isolation process11,32.

The biggest challenge of exact quantification is the generation of correct calibration curves. Mass
spectrometry is a highly sensitive, but inherently not quantitative, method. The signal intensity
reflects not only the amount of a molecule of interest (MOI) in the specimen, but also its ionizability,
which is, in complex mixtures, strongly affected by other co-eluting molecules. To correlate the signal
intensity with the exact amount of the MOI, calibration curves are essential. In principle, there are
two different procedures for quantifying the amount of an MOI. One can use either external or
internal calibration. Both approaches depend on the availability of the MOI in weighable quantities
from, e.g., chemical synthesis. For external calibration, a serial dilution of the synthetic MOI is
measured before analysis of the samples. Here, it is important to use the same buffer and the same LC
column, and to perform the calibration on the same day, ideally once before the sample measurement,
once after the sample set and, in the case of many samples, once during the sample worklist. This is
important in order to counteract differences in instrument performance. The advantage of the
external method is that it requires only the pure MOI as the standard. However, it also has many
disadvantages. For best reproducibility, at least five different dilutions are measured as technical
triplicates, which increases the measurement time substantially. Although this extensive calibration
effort reduces errors from instrument performance fluctuations, it cannot overcome quantification
errors stemming from matrix effects.

Matrix effects are mainly caused by salts, solvents and other undefined components within the
sample33. It must be noted that a biological sample, e.g., gDNA, is much more complex than a
solution of pure, synthetically generated nucleosides and that this complexity impacts the mea-
surement. The matrix of the samples or the pressure on the column may furthermore lead to shifts in
retention time (RT) of the MOI, so that a reliable statement on identification of the MOI may be
infeasible as well. The sample matrix may also affect the signal intensity of the MOI: certain
nucleosides suffer from ion suppression, which occurs when high amounts of interfering ions are
present that may co-elute with the MOI and therefore compete for charge and space in the mass
spectrometry device33,34. Taken together, it is not predictable whether a certain MOI can be reliably
quantified using external calibration. Therefore, the gold standard in MS quantification is internal
calibration, whereby a specific amount (n*) of a reference molecule is added to the sample and used as
an internal standard at all times.

Our group utilizes the isotope dilution technique, in which the reference compound is an iso-
topolog of the MOI (designated MOI*)13,26,35–44. This molecule has very similar chromatographic and
fragmentation properties as compared to the MOI, and as such it elutes ideally with an identical RT.
The isotopes of choice should be 13carbon (13C) and 15nitrogen (15N), because no RT shifting is
observed with 12C/13C and 14N/15N substitutions. By contrast, replacing hydrogen (H) atoms with
deuterium (D) atoms in the MOI* affects the physicochemical properties of the molecules45,46. This
leads to an observable shift in RTs, and, more importantly, the acid–base properties and thus the
ionizing efficiency are affected in the MOI* as compared to the MOI.

The chosen MOI* is then used as an internal standard to reference and identify the correct peak of
the MOI in the chromatogram. As such, it is essential to achieve accurate quantification. Calibration
curves based on internal standards have the advantage that they can be used for multiple mea-
surements on different days, because they are independent of the instrument performance on a
specific occasion.
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Applications of the method
The described protocol for DNA isolation is optimized for cell culture and vertebrate tissues. Isolation
of DNA from other organisms, especially from those consisting of cells with cell walls, require harsher
conditions. Once the DNA is isolated, our protocol can be applied to any kind of sample and the
robust method reported here provides reliable quantification data. In addition, the method is highly
sensitive, which enables quantification of nucleosides in the low femtomole and even attomole range,
as described in the following section. Thereby, depending on the amount of DNA available for the
measurements and the genome size of the organism of interest, even the determination of nucleosides
that are very rare (a couple hundred nucleosides per genome) is possible. With this specificity, one
can reliably demonstrate the presence of a modification in a genome26 and determine even small
changes of its abundance in response to disease progression43. Furthermore, the effects of stress
factors, as well as those of cellular differentiation and mutation/knock-down of involved proteins, can
be measured. Such biological conditions influence the biological pathways that lead to the formation
or removal of noncanonical nucleosides in the genome13,44.

Comparison with other methods
The workflow described here involves isolation and total digestion of gDNA with subsequent (par-
allel) analysis and quantification of nucleosides of interest, even in complex mixtures. This method
provides robust and highly reproducible data in a fast manner due to the utilization of stable
isotopologs as internal standards. The analysis time for parallel quantification of nucleosides routinely
takes <15 min.

DNA digestion can be performed in a variety of ways, depending on the research focus. The
method described here is optimized toward native DNA modifications, and other protocols that
require harsh conditions or reactive substances will not be discussed in detail in this section. A
comparative summary is nevertheless provided in Supplementary Table 1. For the optimized
digestion of DNA adducts, see Liu et al.47.

Antibody-based methods, such as dot blots, often represent the method of choice for nucleoside
analysis when no detector-based system is available. These methods always depend on the specificity
and binding affinity of the antibody. Antibodies have the major disadvantage that they often show
cross reactivity, particularly between RNA and DNA bases24, and it was recently shown that IgG
antibodies have an intrinsic affinity for short DNA repeats48. This might obscure the obtained data.
Our method is a combination of two different analytical techniques, (i) separation of analytes with an
LC device and (ii) detection of these analytes with a detector, and it can distinguish between DNA
and RNA nucleosides. In general, LC can be accomplished by applying HPLC or UHPLC. The
following detection of the eluting MOI is achieved by using a UV detector, a fluorescence detector
(FLD), an electrochemical detector or an MS device.

Chromatographic separation
Separation of the nucleosides of interest can be done by either reversed-phase HPLC or UHPLC. Both
methods can apply either isocratic or binary gradient elution. Binary gradients usually shorten the
analysis time, and the resolution is similar to that for isocratic elution. Gradient elution requires more
regular maintenance, and the accuracy of the peak area and peak height is often questionable, which
could impede reliable quantification49,50. This does not apply to our isotope dilution method, as a
variation in size or shape of the peak will also affect the corresponding isotopologs and is therefore
taken into account. On the chromatographic side, the generally high polarity of nucleosides requires
the use of reversed-phase C8 or C18 columns to achieve good separation. Recently, hydrophilic
interaction chromatography (HILIC) columns were alternatively used for separation of nucleosides51.
The most recent developments regarding the high-throughput analysis of nucleosides is the appli-
cation of UHPLC. The UHPLC columns have smaller particle size (typically ≤2 µm, in comparison
with >4 µm for HPLC), and they are shorter and have a smaller inner diameter (50–150 mm length,
<2.5-mm diameter for UHPLC as compared to 150–250 mm length, 4.6-mm diameter for HPLC). As
such, they provide superior separation in a short time (~15 min for UHPLC as compared to ~45 min
for HPLC). Most importantly, these columns give extremely narrow and sharp peaks that are essential
to achieving the highest possible sensitivity. In comparison to ordinary HPLC, this UHPLC technique
has lower solvent consumption due to low flow rates <0.5 mL/min. With less solvent, analytes are also
more concentrated after elution and can be more easily vaporized and ionized, which is a major
advantage for the subsequent MS measurement. In principle, the injection volumes should be in the
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range between 1 and 10 µL; otherwise, this will impair efficient separation. As a rule of thumb, 10% of
the flow rate should be used as the maximum injection volume. In our system, the flow rate is 0.35
mL/min, which allows for a maximum injection volume of 35 µL. However, the presented system was
found to accept injection volumes up to 40 µL without loss of chromatographic resolution.

Detectors
Previously established methods for detection use, for example, the combination of reversed-phase
HPLC and a UV detector. A UV detector is often the detector of choice, because the resulting peak
area, and therefore the amount of a nucleoside, depends only on its extinction coefficient. UV-based
quantification entails no matrix effects. Determination of the amount of each nucleoside can therefore
be reliably accomplished by applying external calibration curves. One disadvantage is that baseline
separation of the nucleosides of interest is critical. Moreover, UV detection suffers from lower
sensitivity as compared to the MS- and fluorescence-based methods, which is reflected in the limits of
quantification (here, lower limit of quantification (LLOQ)) of ~0.3–1.4 pmol. Correspondingly, the
limits of detection (LOD) are typically not <0.08–0.42 pmol per nucleoside52. The absolute numbers
depend on the type of nucleoside.

Higher sensitivity can be achieved when an LC device is coupled to an FLD. This combination
results, for example, in an LOD for deoxyguanosine (dG) of 0.24 pmol53. Because most nucleosides
do not show strong enough autofluorescence, however, they must be derivatized for fluorescence
detection. For example, phenylglyoxal can be used to modify guanine-containing compounds53.
m5dC can be converted into the corresponding fluorescent 3,N4-etheno-5-methyl-2′-deoxycytidine
(εm5C). These compounds can then be quantified by reversed-phase HPLC-FLD with a typical LOD
of 0.02 pmol54. One major disadvantage of this method is that derivatization chemistry is never
quantitative (never 100% efficient). This leads to an underestimation of the abundance of the MOI
and may distort the resulting data.

For detection and quantification of a rare MOI, an MS detector with higher sensitivity compared
to UV and FLD is required. To analyze the MOI, it must be brought into the gas phase and be ionized
so that it can enter the vacuum of the mass spectrometer. This critical step is achieved in the ion
source, and it is the first critical parameter that must be optimized for high sensitivity. Next, efficient
fragmentation and detection of the specific fragments must be achieved. Our MS device is equipped
with an ESI source, which is perfectly suited to the evaporation and ionization of nucleosides and
nucleotides. ESI is considered to be a mild ionization source that applies relatively low energy. This
results in less in-source fragmentation of the MOI in comparison to those of electron ionization and
chemical ionization, and therefore less loss of signal intensity due to a broad distribution of fragment
ions55. Furthermore, this technique provides the highest possible flow rate to the following interface,
e.g., the mass analyzer56. This is essential for maximal sensitivity.

We use QQQ mass spectrometers for our analyses because they have the highest sensitivity among
the available mass analyzers. Time-of-flight (ToF) analyzers57, ion-trap analyzers58,59 or hybrid
analyzers60, which are a combination of different mass analyzers, can also be used in this protocol.
Compared to ToF and ion-trap mass detectors, the QQQ detector has high sensitivity but low
resolution. This means a QQQ mass spectrometer cannot distinguish between ions that differ in <1
AMU. However, high resolution is not necessary for quantification of known compounds for which
synthetic standards are available.

The greatest advantage of the QQQ mass detector is the possibility of monitoring multiple mass/
nucleoside signals in the MRM mode, e.g., examination of fragmentation of the precursor ion and
observation of the resulting product ion simultaneously, within a fraction of a second. The first
quadrupole can be programmed to rapidly switch between monitoring molecules of various specific
m/z values. The selected MOI ions are then fragmented in the second quadrupole, which represents
the collision cell. Subsequently, the third quadrupole can be stepped to different m/z values to identify
a specific fragment ion generated from the MOI in the collision cell. The detector ascertains the
analytes, and the signal is enhanced by an electron multiplier. This technique improves the detection
limits of analytes because only the m/z values from the molecules of interest are recorded, instead of
scanning across the whole mass spectrum55.

The method presented here is a combination of a UHPLC device coupled to a UV detector and a
QQQ analyzer. The less sensitive UV detector is used to quantify the highly abundant canonical
nucleosides, whereas the quantification of the less abundant noncanonical nucleosides is achieved by
the QQQ detector. Applying this method leads to LLOQs in the femtomole range or lower for
nucleosides of interest and enables the determination of their quantities in the genome.
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Experimental design
Our protocol covers all steps to establish the whole procedure from the beginning, when neither
expertise nor the material for quantification of DNA nucleosides is available. For development of a
quantification method, several machine parameters must be determined, apart from the m/z values
for the precursor and product ion of the MOIs and MOI*s.

The Procedure provides detailed steps for two methods:
(i) Quantification of the so-called epigenetic DNA modifications (m5dC, hm5dC, f5dC and ca5dC), as

well as a common DNA lesion (8oxodG), with highest sensitivity toward the less abundant
modifications. This method uses a C8 column and a water/MeCN solvent system (Supplementary
Tables 2 and 3).

(ii) Quantification of further DNA modifications (m4dC and m6dA) known from bacteria, in which
they are highly abundant. For investigation of their existence in higher organisms, in which their
abundance is expected to be low, the use of a C18 column enables the detection and distinction of
m4dC and m5dC. Furthermore, applying a water/MeOH solvent system provides the highest
sensitivity for the detection of m6dA. This method is used in two variations with adjusted collision
energies (CEs) (sensitive and insensitive) for m6dA to enable quantification of the modification in
organisms with low or high abundance, respectively, without reaching limitations for other
important components of quantification, e.g., the LLOQ of canonical nucleosides (Supplementary
Tables 4 and 5).

A compilation of linear equations is given in Supplementary Tables 2 and 4; these can be applied
only to the respective solvent systems and columns (in Supplementary Table 2, water/MeCN on a C8
column; in Supplementary Table 4, water/MeOH on a C18 column). For m4dC, two linear equations
are given because they span two ranges (big = values in the pmol range; small = values in the low
fmol range), and for m6dA, two linear equations are shown for the different CEs (sensitive and
insensitive), thereby resulting in two respective ranges.

If you want to measure all the nucleosides given in Supplementary Tables 2 and 4 at once, new
calibration curves are necessary for the modifications with the different solvent system. In this case,
we recommend sticking to the water/MeOH system with a C18 column.

If identical equipment and methods are used, it is possible to use the calibration curves provided in
Supplementary Tables 2 and 4.

Internal calibration
We recommend internal calibration with a stable isotopolog MOI* as a reference for the MOI. This
MOI* is spiked into the DNA sample. If several MOIs must be quantified in parallel, a mixture of the
required MOIs* is spiked into the sample in the form of a spiking mixture. This mixture contains not
only the needed MOIs* but also the digestion enzymes, and it is added to all samples of one
experiment. At best, the MOI* should be at least two atom units heavier than the MOI to allow a clear
MS-based differentiation between the MOI* and the naturally occurring MOI. Natural 13C has an
abundance of 1%. Thus, any molecule with 10 C atoms, such as m5dC, will have a 10% chance to
carry at least one 13C atom and a 1% chance to carry two 13C atoms. The presence of these natural
[+1] and [+2] isotopologs limits the sensitivity, especially for highly abundant MOIs. Therefore,
a mass difference between the MOI and the MOI* of three or more units is recommended for
high fidelity.

The mass spectrometer is set to monitor the nucleoside signals of the MOI and the MOI*, which
will be displayed in two separate chromatograms: one for the MOI signal and one for the MOI*
signal. Integration of the peak areas for MOI and MOI* gives areas A and A*. To calculate the amount
of the MOI from A and A*, calibration curves are required. These calibration curves are generated
before the measurement by mixing the MOI and its MOI* at different ratios, in which the amount of
the MOI (n) is stepwise diluted by a factor of two, while the amount of MOI* (n*) is kept constant.

The ratios of A/A* and n/n* correlate in a linear manner. This allows the use of the following
linear equation:

A
A�
¼ m ´

n½pmol�
n�½pmol� þ t:

For the determination of the slope m and the y-intercept t of the calibration curve, the afore-
mentioned ratios for n/n* are measured in technical triplicates, and the resulting ratio of A/A* is
plotted against n/n*. The standard deviation for each data point must not exceed 20%, and the
accuracy must be between 80 and 120%.
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The lowest amount that meets the requirements for the standard deviation and accuracy deter-
mines the LLOQ. The same criteria regarding standard deviation and accuracy apply for the highest
amount, which is therefore defined as the upper limit of quantification.

Once these prerequisites are met, the specific amount of the MOI (n) can be calculated using the
following equation:

n½pmol� ¼
A
A� � t

m
´ n�½pmol�:

If the calibration curve meets those requirements, it is considered reliable, independent of the
machine performance, as long as the components are the same. The specific parameters for each
compound, e.g., collision energy and cell accelerator voltage, must be set identically for the MOI and
the MOI*. This saves measurement time and secures high fidelity. In addition, RT shifts can be
accepted if the internal standard shows the same shift.

However, if the MOI and the MOI* do not co-elute, it must be assumed that one of the signals is
not caused by either the MOI or MOI*. In particular, in complex mixtures, it may be generated by an
unknown analyte that shows the same mass signal. In general, RT differences that are, for example,
caused by the isotope difference between the MOI and the MOI*, are tolerated when they fall within a
2.5% limit. In particular, when deuterium is used as a source of labeling, slightly shifted RTs are
common because of diverging binding strengths. Still, the MOI and MOI* must meet the above
criterion. If the deviation is >2.5%, the apparent peak is not the peak of the MOI61. Whether the 2.5%
limit is exceeded can be calculated with the following equation:

j RTMOI½min� � RTMOI�½min� j
RTMOI�½min� ´ 100%

!

� 2:5%:

The limit of detection
The LLOQ does not equal the lower LOD, which is important for evaluation of the data. Even if the
LLOQ criterion is fulfilled, the sample data may not meet the LOD criterion when the signal-to-noise
ratio (SNR) is too low. The LODtheoretical is set at an SNR of 3 for the pure MOI in water. But
analyzing MOIs in biological samples demands harsher constraints because of matrix effects.
Therefore, the LODpractical is defined as the SNR of 3 of the MOI in a biological sample. To determine
the LODpractical in a biological sample, we always evaluate so-called digestion blanks (in our protocol,
samples 1-3) for each measurement. The digestion blanks contain the spiking mixture, but no DNA.
For the digestion blanks, we analyze A (in this case, ideally A = 0) at the respective RTs of each MOI
and A* of each MOI* of the spiking mixture. Therefore, the LODpractical relates to the background
signal of the spiking mixture in the digestion blanks. It can be calculated in two different ways:
(i) One can calculate the LODpractical as the mean of the ratio A/A* for the digestion blanks multiplied

by the factor of 3.
(ii) One can calculate the LODpractical as the mean of A for the digestion blanks multiplied by the

factor of 3.
Both definitions can be used for further data evaluation. Method (ii) is even stricter than method

(i). However, it is important to choose one method consistently. Applying this LODpractical value will
prevent the emergence of false-positive data and is therefore highly recommended. Only the ratios of
A/A* (method (i)) or the areas A (method (ii)) of the subsequent samples that exceed this LODpractical

represent true peaks. Ratios of A/A* that exceed the LLOQ determined by the calibration curve, but
not the LODpractical, might be false-positive hits and therefore have to be excluded from further
analysis. To overcome this problem in future experiments, we recommend the use of more DNA.

Calibration curves
A calibration curve spans a specific concentration range of at least five data points, in which the curve
is linear. The limitations of this so-called dynamic range become problematic if an experiment
contains samples in which the abundance of the MOI varies by several orders of magnitude. In this
case, a single calibration curve might be insufficient if it does not cover the resulting intensities of
signals. Then a second calibration curve with a different range is needed. The two resulting calibration
curves will ideally cover the lowest and highest concentrations of the MOI in the specimen. To
achieve consistent quantification results across multiple biological samples, it is important to use a
single calibration curve for the whole dataset. It may, for example, occur that a knock-out cell line
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cannot be quantified with the same calibration curve as its corresponding wild type, because the
amount of the MOI in the latter exceeds the values in the knockout by a factor of ten or more. For
this biological question, a combination of different calibration curves might seem a valid solution, but
it is not recommended. It is better to adjust the amount of DNA by dilution, so that the total amount
of the MOI in both samples falls within the same range and hence a single calibration curve can be
applied. It is also important that the concentrations of the spiked-in MOI*s are in the range of the
expected concentrations of the MOI. If dilution of the DNA is not applicable, one can prepare two
different spiking mixtures to meet the requirements of a single calibration curve; one with a higher
amount of MOI*, which is added to the biological samples when a higher amount of MOI is expected
and one with a lower amount of MOI* for the corresponding sample with a low abundance of MOI.
In the subsequent evaluation of the data, the respective amount of MOI* (n*) must be adjusted.

For handling samples with unknown and potentially strongly deviating MOI content, we
recommend generating a calibration curve, in which you start with an amount n that is more than
four times greater than n* and dilute this amount n by a factor of three instead of two. We used this
procedure successfully in some cases, but for certain modifications, the smaller dilution factor
resulted in a better calibration curve.

Evaluation of UHPLC–MS/MS data
The provided Excel sheet (Supplementary Methods 1 and 2) includes all functions that are needed for
evaluating the data. It allows calculation of the ratio of A/A* and thereby the unknown amount n of
the MOI with the following equation, where m represents the slope and t is the y-intercept. This
equation is unique for each MOI and only valid within its concentration ranges.

A
A�
¼ m ´

n½pmol�
n�½pmol� þ t;

n½pmol� ¼
A
A� � t

m
´ n�½pmol�:

Note that in this protocol an injection volume of 39 µL is applied. This was chosen because it is the
largest amount that can be injected without a loss of chromatographic resolution. The amount of the
MOI (pmol/sample), e.g., in 50 µL of digestion mixture, is calculated by multiplication of the upper
equation by (50/39 µL). The complete calculation is described in the following equation:

n½pmol� ¼
A
A� � t

m
´ n�½pmol� ´ 50 μL

39 μL
:

If <39 µL is injected, this value must be adjusted in the provided Excel sheet (Supplementary
Methods 1 and 2). This additional calculation will provide comparable data for your technical and
later biological replicates. The injection volume is automatically recorded in the QQQ quantitative
analysis program.

In the case that the GC content of the DNA is known, division of the amount of MOI (in pmol) by
the amount of dG (in pmol) will provide the term ‘MOI per dG’. For example, for mouse gDNA,
further multiplication by 0.21 (adjusting for the 42% GC value of mouse gDNA62) will yield the term
‘MOI per dN’, which is mainly used for presenting quantification data.

n MOIð Þ pmol½ �
n dGð Þ pmol½ � ¼ MOI=dG;

MOI=dG ´ 0:21 ¼ MOI=dN:

In the case that the GC content is unknown, the amounts of dA, dC, dG and thymidine (T) must
be determined using UV detection, and the amount of MOI divided by the amount of Σ(dA, dC, dG,
T) will directly provide the term ‘MOI per dN’.

If one is interested in the derivatives of dC, namely m5dC, hm5dC, f5dC and ca5dC, it is important
to perform additional calculations because these modifications are measured in the MS mode,
whereas canonical dC is measured in the UV mode. The combination of UV- and MS-derived data
often results in summed values for the total amounts of all dC derivatives (dC, m5dC, hm5dC, f5dC,
and ca5dC and/or dC*) that deviate from the dG content, which is quantified by UV detection.
Therefore, the expected exact 1:1 ratio of ΣxdC/dG is almost never reached. Nevertheless, the
amounts of dC and xdC derivatives can be expressed relative to the amount of dG, but a corrective
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factor is needed. To this end, the amount of each dC derivative is divided by the amount of dG.
Multiplying by 100 results in the percentage of every dC derivative. Summarizing these percentages
will lead to a total percentage as a corrective factor (%dCtotal). Dividing the measured %xdC by this
factor will provide the term ‘MOI/dG’. For mouse gDNA, further multiplication by 0.21 will lead to
the desired term ‘MOI/dN’.

dC½pmol�=dG½pmol� ´ 100 ¼ %dC;

m5dC½pmol�=dG½pmol� ´ 100 ¼ %m5dC;

hm5dC½pmol�=dG½pmol� ´ 100 ¼ %hm5dC;

¼
P

%dC; %m5dC; %hm5dC; :::
� � ¼%dCtotal:

%dC=%dCtotal¼ dC=dGcorrect;

%m5dC=%dCtotal¼m5dC=dGcorrect
;

%hm5dC=%dC
total¼ hm5dC=dG

correct
;

¼
m5dC=dGcorrect ´ 0:21¼m5dC=dN;

hm5dC=dG
correct ´ 0:21¼ hm5dC=dN;

¼

The values of each MOI per sample can be presented as the mean and standard deviation of a
technical triplicate. Combination of at least three biological replicates, e.g., their means, leads to
reliable data.

Level of expertise needed to implement the protocol
A trained technician, graduate student or postdoctoral researcher can perform all the steps from DNA
isolation to DNA digestion and sample preparation. For working with a UHPLC-QQQ-MS system, at
least basic knowledge of how to use the machine is required. Core facilities for MS measurements
typically operate the LC–MS/MS instrument and perform the standard LC-MS/MS analysis, but it is
recommended to use a facility focused on small molecules, with a dedicated instrument and experi-
enced personnel to avoid contamination with distinct analytes that would impair sensitivity. If this
facility is unavailable on-site, the DNA samples can also be shipped to a respective facility on dry ice.
But any researcher with an interest in nucleoside research can generate and evaluate data when he or
she uses the provided material. Nevertheless, the problems addressed in the Troubleshooting section
require a more profound knowledge of the mass spectrometer, so adapting the provided method to
different nucleosides of interest or mastering upcoming challenges calls for a well-trained researcher.

Limitations
The high sensitivity of a triple quadrupole mass spectrometer originates from the selection for the
specific mass signals of the molecules of interest by disregarding other potential contents of the
analysis mixture. Before analysis of a sample of interest, it is therefore critical to define all nucleosides
that are to be quantified. Molecules that were not considered in the method are not monitored, and
their data can therefore not be extracted retrospectively.

The development of measurement protocols for new molecules requires optimization of the
LC-based separation part, adjustment of MS parameters such as the optimal collision energy and
validation of the nucleoside signal of the MOI. Furthermore, quantification with internal standards
requires the availability of suitable isotopologs with a Δm/z of at least 2, preferably more. If such an
isotopolog is not available commercially, the corresponding molecule must be synthesized chemically
or metabolically63,64 or one needs a collaborator who can provide it.

Because the origin of the naturally occurring nucleosides is DNA, the extraction and digestion
efficiency are critical. Extracting DNA from cell culture usually leads to high yields and can typically
also be scaled up. DNA isolation from tissues, however, is more demanding and may not provide a
sufficient amount of DNA to detect a modification with low abundance. In this case, it might be
necessary to combine several biological samples. The isolation of DNA from only a few cells and
subsequent quantification of modified nucleosides has been reported65, but it is not routinely possible.
At the other extreme, excessive amounts of DNA and corresponding nucleosides can result in
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so-called matrix effects, which can suppress the signal of a nucleoside. It is therefore required to
determine the optimal amount of DNA to be analyzed to obtain the best signal. The reported method
provides global quantitative data; sequence information is not available.

The whole method depends on the quality of the input material, as the origin of the resulting
DNA, and the respective nucleosides, cannot be determined at a later stage. Contaminations, e.g.,
from a bacterial or fungal source during cell culture work or from the microbiome of a higher
organism, might lead to false-positive results for certain modified nucleosides. In addition, the
abundance of modifications may vary substantially during cell differentiation or in response to stress.
Therefore, the timing of the cell culture work, e.g., harvesting time points, is very important to
obtaining reliable values for the biological replicates.

There are also some challenges when performing the measurements, as not every rare nucleoside
of interest can be quantified with every setup. Sometimes it may not be possible to measure all
nucleosides with the same setup and conditions. If no further optimization is possible, one needs to
process the sample with two different methods, but this of course requires increased instrument time
and it also requires more material. For nucleosides that are quantified using the UV trace (dC and
dG), it is critical that the peaks be baseline separated. For MS analysis, chromatographic separation of
nucleosides is mostly not necessary because of the separation in the mass spectrometer according to
their unique m/z values and fragmentation patterns. Only when analyzing samples that might contain
isomers, e.g., m5dC and m4dC, which have identical precursor and product ions, chromatographic
separation becomes necessary in order to clearly determine the identity of the detected signal.

To further increase the sensitivity and the number of MS data points, it is beneficial to subdivide
the table of analytes into several segments according to their RTs. In each time segment, only certain
nucleosides are monitored, which increases the dwell time for each analyte and thus the strength of
the signal. The price of this increased MS sensitivity is that, depending on chromatographic per-
formance, the RTs of the nucleosides might change, and then these nucleosides may escape their time
segment. Then the corresponding data of the analyte in the time segment are irretrievably lost.

Materials

Biological materials
● Cell line: cell lines of various sorts, as well as animal tissues, have worked well in our experience.
Specifically, we have performed this protocol using iNGN cells66 (hPSCreg no. HVRDi004-B-1);
HEK293T cells (ATCC, cat. no. CRL-3216); mES wild-type cell line J1 (ref. 67); and mouse cerebellum
from a C57-BL6/J wild-type genetic background, provided by S. Michalakis (Department of Pharmacy,
Ludwig-Maximilians–Universität München). ! CAUTION The cell lines used in your research should
be regularly checked to ensure they are authentic and are not infected with mycoplasma.
! CAUTION Ensure sterile work in order to avoid cross-contamination of the extracted tissue with
bacteria or other organisms from the environment. ! CAUTION All animal experiments must be
performed according to the relevant guidelines and regulations and must be approved by your
institutional animal care and use committee.

Reagents
● 2-Mercaptoethanol (βME, CAS no. 60-24-2; Sigma-Aldrich, cat. no. M3148-25mL)
! CAUTION 2-Mercaptoethanol is toxic, so avoid exposure.

● Acetonitrile (MeCN, 99.95% (vol/vol), LC–MS grade; Roth, cat. no. AE70.2) c CRITICAL Sensitivity of
the mass spectrometer might vary when a different supplier is used. Check new suppliers carefully.

● Antarctic phosphatase (New England Biolabs, cat. no. M0289L)
● BHT (CAS no. 128-37-0; Sigma-Aldrich, cat. no. B1378-100G) c CRITICAL To keep background
oxidation at a minimum, it is recommended to store BHT powder under vacuum.

● Benzonase nuclease, 10 KU (VWR, cat. no. 70746-3)
● Blood & Cell Culture DNA Midi Kit (Qiagen, cat. no. 13343)
● Degradase Plus (Zymo Research, cat. no. E2021)
● DFOA (Sigma-Aldrich, CAS 138-14-7, cat. no. D9533-1G)
● Dimethyl sulfoxide (DMSO, CAS no. 67-68-5; Acros, cat. no. 327182500)
● DNA pre-wash buffer (Zymo Research, cat. no. D3004-5)
● Dulbecco’s PBS without MgCl2, CaCl2 (DPBS; sterile filtered, suitable for cell culture; Sigma-Aldrich,
cat. no. D8537-500 mL)

● EDTA disodium salt (NA2[EDTA]; CAS no. 6381-92-6; VWR, cat. no. 33600.267)
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● Formic acid (CAS no. 64-18-6; Fluka Honeywell Chemicals, cat. no. 94318-50 mL-F) ! CAUTION
Formic acid is highly corrosive and can lead to severe burns when inhaled. Use only in a fume hood or
in a highly ventilated area and protect your skin and eyes carefully.

● gDNA wash buffer (Zymo Research, cat. no. D3004-2)
● Genomic lysis buffer (Zymo Research, cat. no. D3004-1) c CRITICAL Do not add βME in advance.
● Glycerol (CAS no. 56-81-5; Roth, cat. no. 3783.2)
● Magnesium chloride hexahydrate (MgCl2·H2O, CAS no. 7786-30-3; Merck, cat. no. M8266-100g)
● Methanol (MeOH; 99.9% (vol/vol), LC–MS grade VWR, cat. no. HONC34966-1L) ! CAUTION
Methanol is toxic, so avoid exposure. c CRITICAL Mass sensitivity might vary when a different
supplier is used. Check new suppliers carefully.

● Nuclease S1 from Aspergillus oryzae (Merck, cat. no. N5661-50 KU) c CRITICAL Stock solution
should be stored at −20 °C and kept on ice while making aliquots for usage.

● Parafilm M (4 × 125 inches, clear; Bemis, cat. no. 52858-000)
● Phosphodiesterase I from Crotalus adamanteus venom (Abnova, cat. no. P5263)
● PicoGreen dsDNA Assay Kit (Thermo Fisher Scientific, cat. no. P7589)
● Buffer RLT (Qiagen, cat. no. 79216)
● RNase A (100 mg/mL, 7,000 U/mL; Qiagen, cat. no. 19101)
● Sodium chloride (NaCl; CAS no. 77-86-1; Bernd Kraft, cat. no. 10724344)
● Tetrahydrouridine (THU; CAS no. 18771-50-1; Merck Millipore, cat. no. 584222)
● Tris(hydroxymethyl)aminomethane (Tris base; CAS no. 77-86-1; Fisher Scientific, cat. no. BP152-5)
● Water, LC–MS grade (Honeywell, cat no. 39253-1L) c CRITICAL Mass sensitivity might vary when a
different supplier is used. Check new suppliers carefully.

● Zinc sulfate (ZnSO , CAS no. 7446-20-0; Grüssing, cat. no. 14039)

Nucleosides
● 2′-Deoxyadenosine (dA) (Carbosynth, cat. no. ND04011, CAS 16373-93-6)
● 2′-Deoxycytidine (dC) (Carbosynth, cat. no. ND06286, CAS 951-77-9)
● 2′-Deoxyguanosine (dG) (Carbosynth, cat. no. ND06306, CAS 961-07-9)
● Thymidine (T) (Carbosynth, cat. no. NT02592, CAS 50-89-5)
● 5′-Methyl-2′-deoxycytidine (m5dC) (Carbosynth, cat. no. ND06242, CAS 838-07-3)
● 5′-Hydroxymethyl-2′-deoxycytidine (hm5dC) (Carbosynth, cat. no. NH15898, CAS 7226-77-9)
● 5′-Formyl-2′-deoxycytidine (f5dC) (Carbosynth, cat. no. ND63556, CAS 137017-45-9)
● 5′-Carboxy-2′-deoxycytidine (ca5dC) (Carbosynth, cat. no. ND158446, CAS 46003-72-9)
● 8-Oxo-7,8-dihydro-deoxyguanosine (8oxodG) (Carbosynth, cat. no. ND06344, CAS 88847-89-6)
● 15N5-8oxodG (Cambridge Isotope Laboratories, cat. no. NLM-67 15-0, CAS NA)
● D3-m5dC (synthesis described in ref. 36)
● 15N2-hm5dC (synthesis described in ref. 41)
● 15N2-f5dC (synthesis described in ref. 41)
● 15N2-ca5dC (synthesis described in ref. 41)
● N4-methyl-2′-deoxycytidine (m4dC) (synthesis described in ref. 26)
● 15N2-m4dC (synthesis described in ref. 26)
● N6-methyl-2′-deoxyadenosine (m6dA) (synthesis described in ref. 26)
● D3-m6dA (synthesis described in ref. 26)

Equipment
● Stainless-steel beads (5 mm; Qiagen, cat. no. 69989)
● Syringe filter (0.2-µm cellulose acetate; VWR, cat. no. 514-0061)
● Snap ring cap 11 mm tr. (natural rubber/TEF, 60°, 1.0 mm, HPLC vial cap; VWR cat. no. 548-0014)
● Snap ring micro-vial (0.3 mL, polypropylene, 32 × 11.6 mm, transparent, HPLC vial; VWR, cat. no.
548-0120) c CRITICAL If using different HPLC vials, they must have a volume-reducing insert.

● Poroshell 120 SB C8 column (2.7 μm, 2.1 × 150 mm; Agilent Technologies, cat. no. 683775-906)
● Poroshell 120 SB-C18 column (2.7 μm, 2.1 × 150 mm; Agilent Technologies, cat. no. 683775-902)
● PCR plate (skirted, 96-well, 0.2 mL; VWR, cat. no. 732-3225)
● Falcon tubes (15 mL; VWR, cat. no. 188271)
● Falcon tubes (50 mL; VWR, cat. no. 227161)
● AcroPrep Advance 96-well, 350-µL, 0.2-µm Supor short-tip natural polypropylene plates (Pall, cat. no.
518-0022)
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● Centrifuge tubes (0.5 mL; Eppendorf, cat. no. 211-2140)
● Centrifuge tubes (1.5 mL; Eppendorf, cat. no. 211-2130)
● Centrifuge tubes (2.0 mL; Eppendorf, cat. no. 211-2120)
● −20 °C Freezer (e.g., Bosch, model no. GSN58AW45)
● −80 °C Freezer (e.g., Eppendorf, Innova U725, model no. U9440-0002)
● 0.5- to 10-µL, 2- to 20-µL, 10- to 100-µL, 20- to 200-µL, and 100- to 1,000-µL pipettes (Eppendorf)
● 4 °C Refrigerator (e.g., Liebherr, model no. LCv 4010)
● 37 °C Heat block (Eppendorf, ThermoMixer Comfort model, device, cat. no. 5382000015, plus top,
cat. no. 5360000011)

● MM400 bead mill (Retsch, cat. no. 20.745.0001)
● Refrigerated benchtop microcentrifuge (e.g., Centrifuge 5424R; Eppendorf, cat. no. 5404000014)
● Refrigerated swinging-bucket rotor centrifuge (Centrifuge 5810R; Eppendorf, cat. no. 5811000428 with
A-4-81 rotor and holders for MTP plates)

● Microscale (e.g., Sartorius, cat. no. RC 210 P)
● Ultrapure water system (e.g., arium pro DI; Sartorius Stedim Biotech, cat. no. H2OPRO-DI-B)
● UV/Vis spectrophotometer (NanoDrop; NanoDrop Technologies, cat. no. ND-1000)
● Triple quadrupole LC/MS system with iFunnel technology (Agilent Technologies, model no. 6490)
● UHPLC system (Agilent Technologies, model no. 1290 Infinity II LC)
● Vortex mixer (Scientific Industries, model no. Vortex-Genie 2)
● Zymo-Spin IIC-XL column (Zymo Research, cat. no. C1102)

Software
● Microsoft Office Excel 2016 (Microsoft, https://products.office.com/en-us/compare-all-microsoft-
office-products?activetab=tab%3aprimaryr1)

● OriginPro 2016G b.9.3.226 (https://www.originlab.com/2016)

Reagent setup

c CRITICAL Deionized water is used for all solutions, unless otherwise indicated. c CRITICAL For the
gDNA isolation, work at room temperature (23 °C) all the time. Some buffers and solutions will freeze at
4 °C. c CRITICAL For each procedure using stock solutions, let all nucleoside and salt dilutions thaw
and equilibrate at room temperature and vortex them vigorously (for at least 1 min).

c CRITICAL Perform all pipetting steps with well-calibrated pipettes.

Internal standard mastermix
To make the internal standard (ISTD) mastermix, add 58.0 µL of D3-m

5dC (m5dC*, concentration (c)
= 264.1 µM), 90.0 µL of D2,

15N2-hm
5dC (hm5dC*, c = 25.5 µM), 90.0 µL of 15N2-f

5dC (f5dC*,
c = 0.152 µM), 120.0 µL of 15N2-ca

5dC (ca5dC*, c = 0.108 µM), 180.0 µL of 15N5-8oxodG (8oxodG*,
c = 0.181 µM). Sum the real volume and bring the volume to 900.1 µL by adding water. Vortex
rigorously for 1 min. The prepared ISTD mastermix, which is sufficient for 300 measurements, can
be stored at −20 °C for up to 1 year, and multiple thawing and freezing cycles are acceptable.

c CRITICAL To ensure accurate preparation of the ISTD mastermix, the added volume after each
pipetting step is controlled by using microscales. For each MOI*, a deviation in weight of ±5% is
tolerated. If the deviation is >−5%, one could add the required volume of the MOI*, but if the deviation is
>5%, the sample must be discarded. c CRITICAL If you are interested in MOIs other than those listed in
the ISTD mastermix, e.g., m6dA or m4dC, the MOI*s in the ISTD mastermix can be adjusted accordingly.

1,000× BHT
Prepare a 200 mM stock solution of BHT (1,000× BHT) in DMSO. Make 50-µL aliquots and store
them at −80 °C for up to 3 years. 1,000× BHT can be thawed and refrozen up to three times but must
be refrozen as soon as possible, and multiple freeze–thaw cycles should be avoided. Before use, the
1,000× BHT must be diluted 1:10 to make it soluble in water (100× BHT). Combine 1 equiv. of
1,000× BHT with 3 equiv. of DMSO and vortex briefly. Add 6 equiv. of H2O dropwise and vortex
thoroughly between drops to make sure that the BHT does not precipitate. 100× BHT should be a
clear solution at the end. If the solution is turbid, vortex longer. If too much BHT has already
precipitated, discard the dilution and prepare a new 100× BHT dilution from the 1,000× BHT stock.
100× BHT must be prepared immediately before use. c CRITICAL Do not refreeze or store the
100× BHT; instead prepare it fresh each time before the isolation.

PROTOCOL NATURE PROTOCOLS

12 NATURE PROTOCOLS |www.nature.com/nprot



1,000× DFOA
Prepare a 200 mM stock solution of DFOA (1,000× DFOA) in degassed water. Make 20-µL aliquots
and store them at −80 °C for up to 3 years. c CRITICAL 1,000× DFOA should not be refrozen.

c CRITICAL When DFOA is dissolved in water, the final volume increases. Therefore, dissolve DFOA in
only 80% of the calculated amount of degassed water, measure the volume afterward and add the
missing volume at the end.

Lysis buffer
If the option to isolate RNA and total protein (denatured) is desirable, use Buffer RLT as the base lysis
buffer. If only isolation of gDNA is required, use genomic lysis buffer (already contains RNase)
instead. The yield of gDNA will be slightly higher if you use genomic lysis buffer. To 1 equiv. of base
lysis buffer, add 0.01 equiv. of βME (14.3 mM final concentration), 0.002 equiv. of 1,000× DFOA
(400 µM final concentration) and 0.02 equiv. of 100× BHT (400 µM final concentration). For
example, to 1 mL of base lysis buffer, add 10 µL of βME, 2 µL of 1,000× DFOA and 20 µL of 100×
BHT. The ready-to-use lysis buffer is referred to as Buffer RLT+ or genomic lysis buffer+, respec-
tively. These buffers without βME, BHT and DFOA can be stored at room temperature until the
expiration date given by the manufacturer. The buffers supplemented with βME, BHT and DFOA
must be prepared immediately before use and cannot be stored. c CRITICAL If you are interested in
any kind of deamination, you should consider adding a broadband deamination inhibitor such as
tetrahydrouridine (THU).

RNase wash buffer
To 1 equiv. of genomic lysis buffer, add 0.002–0.01 equiv. of RNase A (0.2–1 mg/mL final con-
centration), 0.002 equiv. of 1,000× DFOA (400 µM final concentration) and 0.02 equiv. of 100× BHT
(400 µM final concentration). The amount of RNase A to be added can be adjusted according to the
RNA content of the cells. If cells are known to contain a high amount of total RNA, we recommend
using 0.01 equiv. of RNase A, but 0.002 equiv. is sufficient in most cases. For example, to 1 mL of
genomic lysis buffer, add 2–10 µL of RNase A, 2 µL of 1,000× DFOA and 20 µL of 100× BHT. RNase
wash buffer must be prepared immediately before use and cannot be stored. c CRITICAL If you are
interested in any kind of deamination, you should consider adding a broadband deamination inhibitor
such as THU.

Washing of stainless-steel beads
To wash the beads, shake them in a soap and water mix for 10 min and rinse them with plenty of
water to remove all the remaining soap. Wash them once with acetone and twice in pure ethanol. If
necessary, sonicate between washes. Let the beads dry in an oven and let them equilibrate to room
temperature before use. The washed beads should be protected from dust and can be stored at room
temperature for an infinte amount of time without further washing.

Phosphodiesterase I buffer
Phosphodiesterase I buffer is 5.5 mM Tris (pH 8.9), 5.5 mM NaCl, 0.7 mMMgCl2·H2O, 50% (vol/vol)
glycerol and 50% (vol/vol) water. The buffer can be stored at −20 °C for long-term storage (up to
5 years) and should be filtered with a syringe filter (0.2-µm cellulose acetate) before use.

c CRITICAL Sodium (Na+) adducts form easily, and these can potentially distort the data (the mass of
the MOI-Na+ adduct is not selected). In addition, an abundance of ions in the mass device could
enhance matrix effects. However, for this application, Na+ cannot be avoided and, in our experience,
does not cause any problems.

Snake venom phosphodiesterase I
Use a syringe filter (0.2-µm cellulose acetate) to filter 10 mL of phosphodiesterase I buffer. Add 1 mL
of this sterile buffer to the phosphodiesterase I pellet and dissolve it by slowly inverting the vessel
(enzyme concentration = 100 U/mL). If the enzyme does not dissolve, vortex briefly. Make 100-µL
aliquots and store them at −20 °C until usage for up to 1 year.

ZnSO4 stock solution
Prepare a 4 mM solution of ZnSO4 in water. The stock solution can be stored at −20 °C for up to
1 year.

NATURE PROTOCOLS PROTOCOL
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EDTA stock solution
Prepare a 1 mM solution of Na2[EDTA] in water (pH 8.0). The stock solution can be stored at
−20 °C for up to 1 year. c CRITICAL Na+ is critical for sensitivity in mass spectrometry; however, for
this application, Na+ cannot be avoided and, in our experience, does not cause any problems.

Nuclease S1 solution
Dilute the stock nuclease S1 (100,000 U/mL) to a concentration of 18,400 U/mL for usage. Mix this
dilution by pipetting up and down. For example, add 20.4 µL of water to 4.6 µL of nuclease S1.
Nuclease S1 solution must be prepared immediately before use and cannot be stored.

c CRITICAL Pipette the enzyme very slowly because of its high viscosity, which is due to its glycerol-
containing storage buffer. The nuclease S1 stock solution should be stored for only a few minutes on ice
until dilution. Prepare freshly diluted nuclease S1 for each DNA digestion and prepare at least 1 µL more
than needed for the mastermix 1.

Mastermix 1
For each sample to be digested, you need 7.5 µL of mastermix 1. Per 7.5 µL of mastermix 1, add the
calculated amount of water, ZnSO4 stock solution to a final amount of 3.6 nmol, nuclease S1 solution
to a resulting amount of 18.4 U, antarctic phosphatase to a resulting amount of 5 U and specific
amounts of labeled internal standards (pH 6.0) (add the reagents in the specified order). See the
provided Excel Sheet (Supplementary Methods 3) for details. c CRITICAL The amount of enzyme can
be adjusted according to the amount of DNA you want to digest. It is possible to digest at least 10 µg of
DNA per sample using this mastermix. Mastermix 1 must be freshly prepared for each digestion and
should be stored on ice only for a few minutes before usage. c CRITICAL If you are interested in any
kind of deamination, you should consider adding a broadband deamination inhibitor such as THU. This
will ensure that any detected deaminated nucleosides are native and not produced due to the digestion
conditions, as deaminases are often contaminations of commercially available nucleases.

Mastermix 2
For each sample to digest, you need 7.5 µL of mastermix 2. Per 7.5 µL of mastermix 2, add the
calculated amount of water, EDTA stock solution to a final amount of 3.9 nmol and snake venom
phosphodiesterase to a resulting amount of 0.15 U (add in the specified order). See the provided Excel
Sheet (Supplementary Methods 3) for details. c CRITICAL The enzyme concentrations can be adjusted
according to the amount of DNA you want to digest. It is possible to digest at least 10 µg DNA per
sample using this mastermix. Mastermix 2 must be freshly prepared for each digestion and should be
stored on ice for only a few minutes before usage.

Procedure

General procedure for dissolution and dilution of nucleosides ● Timing 30 min
1 Dissolve a small amount (typically 1-2 mg in 1,000 µL) of each desired nucleoside (natural and

isotopically labeled) in a 1.5-mL centrifuge tube in water.
2 Measure the absorption of the solution at the respective wavelength for the maximum absorption of

the nucleoside on a photometer.

c CRITICAL STEP The extinction coefficient must be known for the respective nucleoside (see
Supplementary Table 6 for the extinction coefficients of m5dC, m4dC, hm5dC, f5dC, ca5dC
and m6dA). If it is unknown, use microscales (Box 1) instead. When using a photometer, make sure
that your absorption is within the linear range.

3 Determine the concentration c of the nucleoside using the Beer–Lambert law:

c ¼ Eλ
ελ ´ d

with wavelength-dependent extinction Eλ, wavelength-dependent extinction coefficient ελ and path
length d.

4 Dilute the nucleoside with water to the desired concentration.

c CRITICAL STEP Very accurate pipettes are needed. Always use the pipette with the smallest margin
of error. If you cannot ensure that your pipettes are accurate, use calibrated microscales (Box 1).

j PAUSE POINT The dissolved nucleoside can be stored at −20 °C for up to 1 year. If you want to
store it longer, we recommend storing it at −80 °C.
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Preparation of ISTD mastermix ● Timing 1-1.5 h
c CRITICAL Very accurate pipettes are needed. Always use the pipette with the smallest margin of error.

If you cannot ensure that your pipettes are accurate, use calibrated microscales.
5 Thaw all labeled nucleosides needed for the ISTD mastermix for at least 30 min at room

temperature, vortex rigorously and spin down (5,000g, room temperature, 3 s).

c CRITICAL STEP If the concentrations of the labeled nucleosides do not match the concentration
needed for the ISTD mastermix, dilute them further (or if the concentration is too low, repeat Steps
1-4 for the desired nucleoside).

6 Prepare the ISTD mastermix.

c CRITICAL STEP If your ISTD mastermix deviates from the one given in the ‘Reagent setup’ section,
consider adjusting the solvent, column and method for the UHPLC–MS/MS in Steps 7 and 8.

j PAUSE POINT If the ISTD mastermix is not evaluated at once, store it at −20 °C for up to 1 year.

Preparation for UHPLC–MS/MS and performance of sensitivity checks ● Timing 1-1.5 h

c CRITICAL From now on, the procedure is described for the epigenetic modifications and the provided
acquisition method (Supplementary Methods 4) must be applied. For the modifications m4dC and
m6dA, use MeOH as solvent B, the Poroshell 120 SB C18 as a column and the acquisition methods for
m4dC- and m6dA-sensitive mode (Supplementary Methods 5) or m4dC- and m6dA-insensitive mode
(Supplementary Methods 6).
7 Set up the UHPLC–MS/MS system by installing the Poroshell 120 SB C8 column and preparing new

buffers for LC. Therefore, add 75 µL of formic acid to a full 1.0-L bottle of MS-grade water (solvent
A) and 187.5 µL of formic acid to a full 2.5-L bottle of MS-grade acetonitrile (solvent B).
(Alternatively, if solvent B is MeOH, use a full 1.0-L bottle of MS-grade MeOH and add 75 µL of
formic acid.)

8 Attach the bottles to the UHPLC system (solvent A to port A, solvent B to port B) and purge at 50%
A/50% (vol/vol) B for 5 min with a flow of 5 mL/min. To provide reproducible separation efficiency,
the columns must be equilibrated. Therefore, you need to perform 20 chromatographic runs using
the method for epigenetic modifications (Table 1) without injection for new columns and three runs
before measurement of the first sample per set. The flowrate is 0.35 mL/min, the pressure is 600 bar,
the temperature of the column oven of the UHPLC is 35 °C and the gas temperature is 80 °C. The
UV detector monitors an absorption signal at the 260-nm wavelength. (Alternatively, if the method
for m6dA and m4dC is used, see Supplementary Table 7. The temperature of the column oven of the
UHPLC is 30 °C; flowrate, pressure and gas temperature are not changed.)

9 If this is the first ever produced ISTD mastermix, add 12 µL to an HPLC vial and analyze it three
times, each with an injection volume of 3 µL. Evaluate the ISTD mastermix according to Steps 49–53
and Steps 55 and 56. If a previous ISTD mastermix is available, add 12 µL of the previous one and
12 µL of the new one each to separate HPLC vials. Measure both three times, alternating with an
injection volume of 3 µL, and evaluate the respective data. Determine the resulting areas for each
labeled nucleoside, calculate the mean of this technical triplicate and evaluate the deviation of the
mean as a percentage between the previous ISTD mastermix and the new one.

c CRITICAL STEP The deviation of the resulting areas must be smaller than 5% for each labeled
nucleoside in order for this ISTD mastermix to qualify for exact quantification.

10 For the sensitivity check, add a few microliters (3 + 3 × n µL, n = number of performance checks)
of the ISTD mastermix to an HPLC vial.

11 Measure 3 µL of the ISTD mastermix with the provided measuring method, integrate the areas of
each labeled nucleoside and compare the areas of the labeled nucleosides and the corresponding
SNRs from this measurement with those of the measurements from Step 9.
? TROUBLESHOOTING

Box 1 | Use of microscales for dilution of nucleosides ● Timing 15–30 min

1 Use microscales to weigh small amounts of the natural nucleoside and the isotopically labeled nucleoside into
separate tared 1.5-mL centrifuge tubes.

2 Add an appropriate amount of water to each tube and weigh the tube again.
3 Calculate the respective concentrations.
4 If your stock solution is too concentrated and you want to dilute it further, calculate the necessary volume of

water and use microscales to control the addition until the desired concentration is reached.
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Calculation of calibration curves ● Timing 1 d
12 Decide which molar range the calibration curve should span; the calibration curve will consist of 11

different data points (levels, L) with serial 1:2 dilutions of the natural nucleoside while the amount
of the labeled nucleoside is kept constant. Note that the highest data point should contain about
four times more of the natural nucleoside (MOI) as compated to the isotopically labeled nucleoside
(MOI*) and consider this in the next step. Example: if an amount of 500 fmol of the MOI is
expected, span the calibration curve from ~10 fmol to ~10 pmol (Table 2).

13 Calculate which volumes (in µL) of the stock solutions (natural and labeled) equal the amount of
substance for the highest point of the calibration curve. Example: The calibration curve should span
10 fmol to 10 pmol; thus the highest data point for MOI is 10 pmol. If the concentration of the
stock solution for MOI is 5 µM (5 pmol/µL), a volume of 2 µL of stock solution is needed for the
highest data point. If the concentration of the stock solution for MOI* is 0.62 µM, a volume of 4 µL
of stock solution is needed in this case to obtain 2.48 pmol (~1/4 of 10 pmol) of MOI* (Table 3).

14 Vortex all nucleoside solutions vigorously (for at least 1 min).
15 Prepare the dilution mix and the Calmix with amounts as calculated in Table 3.
16 Prepare eleven 1.5-mL centrifuge tubes and label them from L1 to L11. Add 100 µL of the dilution

mix to each of the tubes L1–L10.
17 Add 100 µL each of the Calmix to L10 and L11. Set L11 aside and vortex L10 vigorously (for at least

1 min).
18 Make a serial dilution as shown in Fig. 2.

Table 2 | Example of a dilution series from ~10 pmol to ~10 fmol with the corresponding calibration
levels L11–1

L11 L10 L9 L8 L7 L6 L5 L4 L3 L2 L1

n(MOI) [pmol] 10 5 2.5 1.25 0.625 0.313 0.156 0.078 0.039 0.020 0.010

n(MOI*) [pmol] 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48 2.48

n/n* 4.037 2.018 1.009 0.505 0.252 0.126 0.063 0.032 0.016 0.008 0.004

Table 3 | Example for setting up the dilution mix and the calibration mix (Calmix)

Dilution mix Calmix

Calc. for the highest data point (µL) Factor Vol (µL) Factor Vol (µL)

MOI 2 — — 8 16

MOI* 4 37 148 8 32

Water 925 184

Total volume 1,073 232

Table 1 | UHPLC gradient elution table for the method for epigenetic modifications

Time (min) Solvent A (%) Solvent B (%)

1 0.00 100.0 0.0

2 4.00 96.5 3.5

3 6.90 95.0 5.0

4 7.20 20.0 80.0

5 10.50 20.0 80.0

6 11.30 100.0 0.0

7 14.00 100.0 0.0
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19 Transfer the contents of each tube to an HPLC vial and close the vial with an HPLC vial cap. The
injection volume for one measurement is 29 µL. L1 contains the lowest concentration and is
therefore the first vial to be measured. Proceed then with measuring L2-11 in their respective order.
After measuring each level once, insert a blank measurement into the sample queue without
injection. Then repeat the procedure twice, starting from L1 to produce a technical triplicate.

20 For the evaluation, apply Steps 49–53 and 55, integrate the peaks for the MOI (A) and the MOI*
(A*) and transfer the values for A and A* to an Excel sheet, then calculate A/A* for each data point.
In three additional columns, record the amounts for MOI and MOI* and the respective n/n* values
(Table 4).

21 Calculate the mean, the standard deviation and the standard deviation as percentages (%s.d.) for the
A/A* values of all data points from the technical replicates. If the %s.d. exceeds 20%, the data point
is not valid and must be excluded, if it is the highest or lowest data point. Invalid data points in
between render the whole calibration curve invalid.

22 Plot the values for the mean of A/A* value against the respective n/n* and perform a linear
regression of the data points using Origin or similar calculation software. Record the values for
m and t.

23 Perform an accuracy check (backfit) by inserting the value of n/n* into the calculated linear
equation and calculating the A/A* value of every single calibration level. Then determine the
percentage of the calculated A/A* value in comparison to the intended A/A* value. The resulting
percentage provides the accuracy of the linear equation and should not be <80% or >120%.

24 If the accuracy check fails, remove the highest or lowest data point and repeat Steps 22 and 23
with only the remaining data points. Repeat this step until only data points with sufficient
accuracy make up the linear equation. A valid linear equation must consist of at least five
consecutive levels.

Dilution
mix

MOI* 

Calmix
MOI/MOI* 

L11 L10 L9 L8 L7 L6 L5 L4 L3 L2 L1

100 µL each
100 µL 100 µL 100 µL 100 µL 100 µL 100 µL 100 µL 100 µL 100 µL

100 µL each

Fig. 2 | Calibration curve preparation. Pipetting scheme for generating a calibration curve of MOI and MOI* with a
fixed specific amount of MOI*. L, level.

Table 4 | Example of evaluation of a calibration curve for m4dC

Calibration level n/n* A(m4dC) A*(15N2-m
4dC) A/A* Replicate no.

L1 0.004 4,797 1,745,218 0.003 1

L2 0.008 7,214 1,737,978 0.004

— — — — —

L1 0.004 5,094 1,611,819 0.003 2

L2 0.008 6,145 1,658,872 0.004

— — — — —

L1 0.004 4,728 1,689,815 0.003 3

L2 0.008 6,595 1,680,195 0.004

— — — — —
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Isolation of gDNA ● Timing 1.5-3 h
25 Before lysing the cells, wash them once with DPBS and remove all DPBS before proceeding.

c CRITICAL STEP If the cells are loosely adherent and will be washed away with DPBS, they can be
directly lysed after removing the medium. However, this will lower the yield of isolated gDNA.

c CRITICAL STEP Make sure that the cultures are not contaminated with mycoplasma or other
microorganisms, as this may substantially alter the abundance of certain DNA modifications (Fig. 3).

26 Add ~200-300 µL of lysis buffer per 106 cells. For a typical six-well plate with 75% confluent mouse
embryonic stem cells (mESCs; 5–8 × 10−6 cells, depending on specific culture conditions), use
1.6 mL of lysis buffer per well. Pipette up and down several times to reduce lysate viscosity and
ensure homogeneity. For lysing tissue samples, add ~1.5 mL of lysis buffer to 50 mg of tissue.
Transfer the lysate to 2-mL centrifuge tubes.

c CRITICAL STEP We recommend direct lysis in the tissue culture vessel because it is convenient
and, in direct comparison tests, we have experienced increased quantities of oxidative lesions after
harvesting by trypsinization. However, if oxidative lesions are not a major concern, cells can be
harvested and further processed, for example, for counting or flow-cytometric analysis, before being
lysed as a pellet. Whenever possible, lyse samples before freezing, as the highly chaotropic lysis buffer
will inactivate all enzymatic processes. If not avoidable, add lysis buffer directly to frozen cell pellets
or frozen soft tissue in very small pieces without letting them thaw. To ensure quick and complete
lysis, vortex immediately and thoroughly until no pellet/tissue fragments are visible. Before lysing
larger or harder frozen tissue samples, pulverize them using pestle, mortar and liquid nitrogen to
prevent them from thawing.

c CRITICAL STEP The amount of lysis buffer affects the efficiency of gDNA isolation. Bead milling
or sonication is used to further homogenize the lysate and shear the gDNA. If the concentration of
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DNA in the lysate is too high (high viscosity), DNA shearing and the final yield of DNA will be
reduced because of inefficient elution from the spin column.

j PAUSE POINT Lysate can be stored at −80 °C for up to 5 years. Frozen lysate can be thawed at
room temperature before further processing.

27 Add one stainless-steel bead per tube. Further homogenize/shear DNA in the bead mill for 1 min at
30 Hz. For tissue samples, first apply 30 Hz for 1 min and then apply an additional 20 Hz for 4 min.

c CRITICAL STEP Sonication can also be used for homogenization/DNA shearing. However, we
detected increased quantities of abasic sites using this method. If no bead mill or sonicator is
available, it is also possible to skip Step 27 and continue directly with Step 29. In this case, use larger
volumes of lysis buffer instead and vortex more extensively to provide sufficient DNA shearing,
which is important to allow efficient elution from the spin column at the end.
? TROUBLESHOOTING

28 Centrifuge for 5 min at 21,000g at 23 °C to remove the foam (denatured proteins). If there is no
foam, the lysis did not work or the number of cells in the tube was very low. If you expect low cell
numbers, we highly recommend proceeding directly with Step 29.

29 Load the lysate onto a Zymo-Spin IIC-XL spin column and centrifuge for 1 min at 10,000g at 23 °C.
Up to 800 µL of lysate can be loaded at once. If your volume is larger, load several times. If the cells
were lysed with Buffer RLT+, the flow-through fraction contains total RNA and denatured proteins,
which can be isolated subsequently. In the case of lysis with genomic lysis buffer+, the RNA is
already degraded, but the proteins can still be precipitated for subsequent analysis. If desirable, the
flow-through can be stored at −80 °C for up to 5 years.

30 Add 400 µL of RNase wash buffer to each spin column and incubate for 10–15 min to make sure that
the residual RNA is degraded. After incubation, centrifuge for 2 min at 10,000g at 23 °C, using a new
collection tube.

c CRITICAL STEP The amount of RNA varies greatly from cell type to cell type. RNA impurities can be
separated from DNA modifications in the UHPLC–MS/MS analysis. However, it is difficult to estimate
the amount of isolated gDNA if the sample is contaminated with a substantial amount of RNA.
? TROUBLESHOOTING

31 From now on, either discard the flow-through by pipetting it out of the collection tube or use a new
collection tube for each step.

c CRITICAL STEP Take care when removing the collecting tubes of the centrifuge. The flow-
through should neither touch the end of the spin column nor become trapped between the spin
column and the collection tube, as this might lead to alcohol or salt contaminations in the eluate
that will massively impair the subsequent UHPLC–MS/MS analysis.

32 Add 400 µL of DNA pre-wash buffer per spin column and centrifuge for 1 min at 10,000g at 23 °C.
Discard the flow-through.
? TROUBLESHOOTING

33 Add 600 µL of gDNA wash buffer per spin column and centrifuge for 1 min at 10,000g at 23 °C.
Discard the flow-through and repeat this step at least once.
? TROUBLESHOOTING

34 Put the column into a new collection tube and centrifuge for 1 min at 10,000g at 23 °C to remove all
the wash buffer.

35 To elute, set the spin column into a new 1.5-mL centrifuge tube, add 50–150 µL of water
supplemented with 0.001 equiv. of 100× BHT directly to the matrix of the column and incubate for
10 min. Centrifuge for 2 min at 10,000g at 23 °C.

36 Measure the gDNA concentration with a photometer. The optical density (OD)260/OD280 ratio should
be between 1.85 and 1.90, and the OD260/OD230 ratio should be >2, ideally between 2.3 and 2.5.

c CRITICAL STEP If a sample is contaminated with RNA, the OD260/OD280 ratio is often >1.9. If
the OD260/OD230 ratio is too low, the sample probably contains salt impurities. High concentrations
of BHT can also result in a low OD260/OD230 ratio, but they do not impair the UHPLC–MS/MS
analysis. Note: If the amount of RNA impedes determination of DNA content, PicoGreen can be
used to clearly determine the content of double-stranded DNA.
? TROUBLESHOOTING

j PAUSE POINT Isolated gDNA can be kept at −80 °C for an infinite amount of time. For short-
time storage, −20 °C (1–7 d) or even 4 °C (up to 1 d) is suitable. If you freeze your isolated gDNA,
thaw your samples on ice before starting the DNA digestion steps. After thawing, vortex the
samples thoroughly before use and do a quick spin (5,000g, 23 °C, 5 s) in order to collect the
solution at the bottom.
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DNA digestion ● Timing 7 h or overnight
37 Create a digestion sheet (Supplementary Methods 3) to easily calculate the required volume of DNA

and water per sample. Each DNA sample should be processed from now on as a technical triplicate.
Your sheet starts with samples 1–3 as digestion blanks, which contain no DNA, but to which
mastermixes 1 and 2 will be added. For all the other samples, DNA and water should have a total
volume of 35 µL (Table 5). Number the samples consecutively, as these will help you to identify
your samples afterwards.

c CRITICAL STEP The volume of DNA must not exceed 35 µL per sample.
38 Start with the calculated volume of water, and add the DNA according to the digestion sheet.

c CRITICAL STEP Use fresh water for each digestion. Autoclaved water or water that has been
stored for a long time might contain dust or additional contaminations that could impair the
digestion or the measurements.

c CRITICAL STEP If this is the first digestion of your DNA sample and/or you are interested in a
new DNA modification, you should consider testing your digestion protocol (Box 2). This may help
to determine the appropriate addition of labeled nucleosides, e.g., spiking and the proper amount of
DNA in general for fulfilling the requirements of the calibration curves.

39 Create a pipetting scheme for your mastermixes 1 and 2, using our provided Excel template
(Supplementary Methods 3). Calculate the number of DNA samples (Step 37) you want to digest
and add three samples more as spares.

c CRITICAL STEP Instead of following the two-step digestion protocol, which was designed to give
an optimal SNR in the MS, you can use Degradase Plus from Zymo Research, which requires only
one digestion step. See Box 3 for details.

Table 5 | Example of calculating the amount of gDNA and water for the DNA digestion

Sample ID c (ng/µL) m (µg) V (H2O) (µL) V (DNA) (µL) Sample no.

1_Blank 1 — — 35.0 0 1

2_Blank 2 2

3_Blank 3 3

4_1.DNA_1 444.61 10.0 12.5 22.5 4

5_1.DNA_2 5

6_1.DNA_3 6

7_2.DNA_1 405.34 10.0 10.3 24.7 7

8_2.DNA_2 8

9_2.DNA_3 9

V, volume.

Box 2 | Testing digestion conditions for an unknown sample ● Timing 8 h

1 Produce a single technical replicate, instead of a technical triplicate as described in Step 37, by digesting
1–5 µg of DNA. Then continue with Step 38.

2 Check if all requirements of the protocol are fulfilled:
(i) Complete digestion of DNA,
(ii) All MOIs and MOI*s are detectable,
(iii) All MOIs can be evaluated with the existing calibration curves.

If there are problems with (i), your sample contains impurities (e.g., salt) or shows an unfavorable pH. See the
Troubleshooting section (incomplete digestion).
If there are problems with (ii):

Neither the MOI nor the corresponding MOI* is detectable: see the Troubleshooting section (peak shifting).

Only the MOI*, but not the corresponding MOI, is detectable: increase the amount of DNA and check the pH.

If there are problems with (iii): first, try to adjust the amount of DNA and/or the amount of MOI*. If this does not
solve the problem, generate a new calibration curve.
? TROUBLESHOOTING
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40 Prepare mastermix 1, then add 7.5 µL of it to each sample and incubate for 3 h at 37 °C.
41 Before the incubation time for Step 40 runs out, start preparing mastermix 2.
42 Add 7.5 µL of mastermix 2 to each sample and incubate for 3 h at 37 °C.

c CRITICAL STEP If >5 µg of DNA/sample is digested, incubate overnight at 37 °C.

j PAUSE POINT Samples can be stored at 4 °C (overnight) or at −20 °C for long-term (up to
5 years) storage.

Sample preparation for UHPLC–MS/MS analysis ● Timing 1 h
43 Tape an AcroPrep Advance 96-well Supor plate (0.2 µm) to a skirted 96-well PCR plate.
44 After the digestion, pipette the full 50 µL of digestion mixture for each sample into a separate well

of the assembled filtration plate.
45 Cover the filtration plate with Parafilm M and secure it with tape.

c CRITICAL STEP Water should not enter the plate from an external source, but the Parafilm M
should not seal the plate airtight.

46 Centrifuge the filtration plate, using a plate rotor for 35 min at 3,220g at 4 °C.
? TROUBLESHOOTING

47 Transfer 43 µL of the filtered digestion mixture to an HPLC vial and close the vial with an HPLC
vial cap. If the volume of the filtered digestion mixture is <43 µL, note which volume is transferred
to the vial.

c CRITICAL STEP The unused wells of the filtration plate can be used for later filtrations. For
storage, seal the filtration plate, which is taped to the 96-well PCR tube plate, with Parafilm M and
store it at room temperature for an infinite amount of time.

48 For each sample from Step 47, inject 39 µL of sample into the UHPLC–MS/MS system when the
machine is ready. Record the signal of the MOIs with the relevant method for your MOIs
(Supplementary Methods 4 for epigenetic modifications or Supplementary Methods 5 for m6dA-
and m4dC-sensitive or Supplementary Methods 6 for m6dA- and m4dC-insensitive). For details
about the measurement methods, see Table 1 and Supplementary Tables 3, 5 and 7.

c CRITICAL STEP Inject 3 µL less than the transferred volume, if the transferred volume is <43 µL.
? TROUBLESHOOTING

Evaluation ● Timing 20 min–1.5 h
49 Create a new folder called ‘QuantResults’ in the folder with the measured data.
50 Open the program QQQ Quantitative Analysis and click on ‘File’ > ‘New Batch’ and label the batch

according to your experiment name/number.
51 Import all samples of interest.
52 Set up a method for analysis. Click on ‘Method’ > ‘New’ > ‘New Method’ under ‘Acquired MRM

Data’ > ‘Select a sample which was measured with this method’ > ‘Method Setup Tasks’ > ‘MRM
Compound Setup’. Add UV, UV-dG and UV-dC as new compounds in the table (right-click on the
table). Set the time segment ‘TS’ to ‘3’ and the ‘Type’ to ‘Target’. Enter the appropriate RT in the
‘RT setup’. For UV, set it to 6 min with a ‘Left RT Delta’ of 6 min and a ‘Right RT Delta’ of 6 min.
Go next to ‘ISTD Setup’. In the ‘ISTD conc.‘ column, add ‘1’ for the ISTD concentration, make a
tick in the ‘ISTD Flag’ column for each ISTD and select the appropriate ISTD for each target in the
‘ISTD Compound Name’ column. Finally, select ‘Advanced Tasks’ > ‘2D Compound Setup’ and
then select ‘VWD’ for the compounds UV, UV-dC and UV-dG. Click on ‘Validate’ to ensure that

Box 3 | DNA digestion with Degradase Plus (replaces Steps 39–42) ● Timing 5 h

1 Create a pipetting scheme for the Degradase mastermix using our provided Excel template for Degradase
digestion (see the tabs for ‘Degradase digestion’ in Supplementary Methods 3). Calculate the number of DNA
samples and add at least one more sample as a spare.

2 Prepare the Degradase mastermix, add 15.0 µL to each sample and incubate for 4 h at 37 °C.
When using Degradase Plus, adjust the enzyme concentration if >5 µg of DNA/sample must be digested
(Supplementary Methods 3). The additional use of benzonase is required for residual RNA content within your
DNA sample. The enzyme mixture in Degradase Plus cannot digest RNA. If benzonase is not used, this will lead
to an overpressure in the LC device due to residual undigested RNA, and subsequent clogging of the column.
However, there is no need to add the enzyme benzonase in the case of digestion of pure DNA, e.g., synthetic
DNA oligonucleotides.

NATURE PROTOCOLS PROTOCOL

NATURE PROTOCOLS |www.nature.com/nprot 21



your method does not have any errors. If errors or warnings occur, the program will tell you where
the problem is.

c CRITICAL STEP The protocol described here uses the provided Excel sheets (Supplementary
Methods 1 and 2) for quantification. Therefore, the concentration that you define in the ‘ISTD
conc.’ column is not relevant.

53 Click on ‘Exit’ and let the program analyze your batch.
54 Select at first for the compound ‘UV’: click on ‘manual integration’ and start with the integration of

dG (RT ~5.3 min for method with buffer B: MeCN or ~8.3 min for method with buffer B: MeOH)
for all samples. Click in the table, then select ‘File’ > ‘Export’ > ‘Export Table’ (this will open an
Excel sheet, which should be saved as ‘dG’). Continue with the integration of the dC Peak (RT
~1.9 min for method with buffer B: MeCN or ~1.8 min for method with buffer B: MeOH).

c CRITICAL STEP In the case that you also need dA (RT ~7.3 min for method with buffer B: MeCN
or ~9.1 min for method with buffer B: MeOH) and T (RT ~5.5 min for method with buffer B:
MeCN or ~8.8 min for method with buffer B: MeOH), additionally integrate those peaks.

c CRITICAL STEP The digestion blanks should not show any peaks for dA, dC, dG or T in the UV
trace. If you see any peaks at the anticipated RT, your blanks are probably contaminated with DNA,
and the whole measurement is invalid. Peaks at different RTs, not overlapping with dA, dC, dG and
T, in the UV trace of the digestion blank are impurities or small molecules from the digestion mix
(e.g., DFOA) that can be ignored (Fig. 4). RNA impurities in the DNA samples should not overlap
with dA, dC, dG and T peaks either.

55 In the Batch table, select the first compound measured in the Signal type MS. The upper row shows
the peak for the natural nucleoside (MOI), e.g., the one defined as Target and the lower row shows
the peak for the labeled standard (MOI*), e.g., the one defined as ISTD (Fig. 5). Integrate both peaks
the same way. This is very important for the reliability of the method. Export the Batch table. This
will create an Excel sheet automatically, which you should label according to the MOI.

c CRITICAL STEP Carefully integrate the peaks of your digestion blanks, e.g., samples 1-3, even if
they do not contain any DNA. These samples will serve as your negative control and will reveal the
limits of quantification and detection; see Experimental setup.

56 Repeat this procedure for all nucleosides (MOI) of interest (Fig. 6).
? TROUBLESHOOTING

57 Use the provided Excel sheet (Supplementary Methods 1 or 2) for the evaluation of your data. For
this, you need to copy the values of the peak areas (for A (MOI) and A* (MOI*)) resulting from the
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integration of Steps 54–56 from the created Excel sheet into the evaluation Excel sheet
(Supplementary Methods 1 or 2).

c CRITICAL STEP Before processing the data, you must calculate the LOD of every single MOI by
analyzing the SNR. Furthermore, the ratios of A/A* and thereby the amount n of the MOI need to
meet the requirements of the corresponding calibration curve. Valid data that are consistent with
these conditions can be processed further and will provide the amount of the MOI in pmol within
one sample, more specifically within the volume of injection (39 µL). If you did not inject 39 µL for
the measurement of a sample, you need to adjust this value in the provided Excel sheet for this
sample. This additional calculation will provide comparable data for your technical and later
biological replicates. The injection volume can be looked up with the QQQ Quantitative Analysis
program.

0 2.0 4.0 6.0 8.0 10.0 12.0

0

100

200

300

400

500

600

U
V

 in
te

ns
ity

 (
a.

u.
)

Retention time (min)

dC

m5dC

dG
T

dA

2.0 3.0 4.0 5.0 6.0 7.0 8.0

0

1.5 × 105

1.2 × 105

9.0 × 104

6.0 × 104

3.0 × 104

4.0 × 103

2.0 × 103

M
S

 in
te

ns
ity

 (
a.

u.
)

Retention time (min)

hm
5 dC

[D 2
,1
5 N 2

]-h
m
5 dC

f5 dC

[1
5 N 2

]-f
5 dC 8o

xo
dG

[1
5 N 5

]-8
ox

od
G

ca
5 dC

[1
5 N 2

]-c
a
5 dC

m
5 dC

[D 3
]-m

5 dC

Fig. 6 | Chromatogram showing the analysis of hm5dC, ca5dC, m5dC, f5dC and 8oxodG with their corresponding
isotopically labeled standards. The upper chromatogram shows the UV trace and the lower chromatogram shows
the MS trace11.

2.8 3.2 3.6 4.0
0

6

12

M
S

 s
ig

na
l i

nt
en

si
ty

 (
a.

u.
)

M
S

 s
ig

na
l i

nt
en

si
ty

 (
a.

u.
)

Time (min)

2.8 3.2 3.6 4.0

Time (min)

(*103) (*105)
MRM: m/z  242.1

to m/z 126.1

1.5

3.0
MRM: m/z  244.1

to m/z 128.1

RT: 3.458

m4dC 15N2-m
4dC

RT: 3.433

0.0

O

OH

HO N

N

O

NH

O

OH

HO 15N

15N

O

NH

Fig. 5 | Chromatograms for m4dC and 15N2-m4dC. The left panel shows the nucleoside signal for the natural m4dC
and the right panel shows the nucleoside signal for the internal standard 15N2-m

4dC.

NATURE PROTOCOLS PROTOCOL

NATURE PROTOCOLS |www.nature.com/nprot 23



Troubleshooting

Troubleshooting advice can be found in Table 6.

Table 6 | Troubleshooting table

Step Problem/Observation Possible reason Solution

11 The sensitivity of the mass spectrometer is
too low: The sensitivity check for the ISTD
mastermix shows substantially smaller
peaks than in previous measurements

(i) Dirty ionization source
(ii) Old buffers
(iii) Old column
(iv) Molecule insoluble (pH variation)

(i) Clean ionization source
(ii) Exchange buffers
(iii) Exchange column
(iv) Check and adjust pH
(v) Check sensitivity between (i)–(iv)

11, 32, 33
and 56;
Box 2

Peak shifting: The peak of interest occurs at
a different retention time

(i) Impurities (e.g., salt)
(ii) pH variation
(iii) Column batch shows different
properties

(i) Wash samples more rigorously during DNA
isolation
(ii) Check pH regularly
(iii) Adjust time segments, if modifications
escape

11, 46
and 56

Peak splitting: The chromatogram for a
modification shows an unexpected number
of signals; usually one is at the expected
retention time and a second one elutes at
an earlier retention time. The two signals
might be connected

(i) The filtration was not successful
(ii) The inlet filter is clogged
(iii) The nucleoside was only partially
charged during the chromatography and
is therefore eluting at two different time
points

(i) Optimize the filtration step
(ii) Use guard columns or inlet filters
(iii) Check the pH of the sample

11 and 56 Peak broadening (i) Amounts of modification are too high
(ii) Not enough data points in peak(s)
(iii) Poor performance of the column

(i) Try setting ‘MS1 resolution’ or ‘MS2
resolution’ to ‘enhanced’ in the method
(ii) Decrease dwell time to receive more
cycles per second
(iii) Test a new column

Two molecules cannot be baseline-
separated: The signal for the MOI shows at
least a shoulder or a clear second
maximum

(i) Similar retention time due to physical
properties of the molecule (often in the
UV trace, but also possible with MS
analysis; e.g., in isomers)
(ii) Altered performance of the column,
which is possible after change of the
column batch

(i) Switch the machine setup by testing a
different column or different buffer system
(ii) Adjust column temperature and check
whether molecules with the same mass signal
still elute in the same order

27 and
36

Low yield of DNA: Yield of DNA after
isolation is lower than expected

(i) Insufficient DNA shearing
(ii) Spin column did not bind DNA
(iii) Spin column was overloaded
(iv) Insufficient DNA elution from
column

(i) Use more lysis buffer
(ii) Test a different batch of spin columns
(iii) Distribute the lysate on more spin
columns
(iv) Increase the volume for elution or elute
twice
(i,iv) Use the Blood & Cell Culture DNA Midi
Kit from Qiagen (anion-exchange columns
allow elution of larger gDNA fragments than
spin columns)

30, 36
and 56

Too much RNA in DNA preparation: (i) The
ratios of the absorption at 260 nm and 280
nm are >2
(ii) The UV chromatogram shows
additional peaks

(i) Cell line contains higher amounts of
RNA
(ii) The amount or performance of the
RNase was insufficient

Adjust the amount of RNase during the DNA
isolation and increase the incubation time

36 Low DNA concentration: DNA volume for
digestion exceeds 35 µL

Elution volume too high Precipitate DNA (Supplementary Methods 7)
and re-dissolve in a smaller volume

48, Box 2 The pressure of the column increases
during one sample set: Between samples of
the same dataset, an increase in the column
pressure is observed

(i) Incomplete digestion
(ii) Salt impurities

(i) Exchange the inlet filter
(ii) Add runs without injection to the worklist

56, Box 2 Incomplete digestion: (i) No or
substantially smaller signals for the
canonical nucleosides are observed in the
UV trace
(ii) Sometimes additional UV signals
appear at early (~1 min) or late (~10 min)
retention times
(iii) The pressure of the column increases
due to clogging

(i) Enzyme performance is reduced
(ii) Enzyme performance is reduced and
therefore residual single nucleotides or
oligonucleotides exist
(iii) pH variation of the sample and/or
salt impurities

(i) Test enzymes regularly with appropriate
amounts of DNA
(ii) See (i)
(iii) Test pH compatibility of sample and
enzyme and/or wash DNA more often with
DNA pre-wash and gDNA wash buffer during
the isolation
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Timing

Steps 1–4, general procedure for dissolution and dilution of nucleosides: 30 min
Steps 5–11, preparation of ISTD mastermix and UHPLC–MS/MS system, and performance of sensitivity
checks: 2–3 h
Steps 12–24, calculation of calibration curves: 1 d
Steps 25–36, isolation of gDNA: 1.5–3 h
Steps 37–42, DNA digestion: 7 h or overnight
Steps 43–48, sample preparation for UHPLC–MS/MS analysis: 1 h
Steps 49–57, evaluation: 20 min–1.5 h
Box 1, use of microscales for dilution of nucleosides: 15–30 min
Box 2, testing digestion conditions for an unknown sample: 8 h
Box 3, DNA digestion with Degradase Plus: 5 h

Anticipated results

The yield of gDNA depends on the cell/tissue type and isolation method. We adapted the procedure
delineated in the Quick-gDNA MidiPrep Kit in combination with Zymo-Spin IIC-XL spin columns
from Zymo Research. Using this method, ~6 or 10 µg of gDNA can be isolated from 106 human
embryonic kidney 293T (HEK293T) cells or 106 mESCs, respectively. The yield of gDNA from 1 mg
of mouse cerebellum will be ~1 µg per mg of tissue. The maximal binding capacity of the Zymo-Spin
IIC-XL spin columns is 20–25 µg of gDNA. If more gDNA is required, we recommend using a
proportional number of columns and combining the eluates at the end. Earlier, we had successfully
used spin columns from Zymo Research with higher binding capacity. These columns yielded DNA
of good quality, but recent production batches seemed to contain impurities, which perturbed our
LC–MS/MS setup, thus leading to a loss of sensitivity. Note, however, that the sensitivity to impurities
may vary with the specific UHPLC–MS/MS equipment. As an alternative to spin column–based
isolation, we have successfully used gravity flow columns with anion exchange properties (Qiagen
Blood & Cell Culture DNA Midi Kit). This method is recommended for abasic site analysis44, as it
generates lower background quantities of abasic sites, probably as a result of the gentler elution
procedure, but it takes much more time than the spin column–based method. An additional
advantage of the spin column–based method is that total RNA and (denatured) protein can be
subsequently isolated from the very same lysate.

The protocol described above details the steps needed to quantify DNA modifications and lesions
such as m5dC, hmdC or 8oxodG. The levels of 8oxodG in mammalian cells are probably between 0.07
and 0.9 × 10−6 8oxodG/dN, based on the average of the results from several laboratories and various
methods68. The background level of 8-oxodG has been estimated at 0.5 lesions per 10−6 dN69,70.
Depending on the modification, there are big differences in the abundance of certain modifications
between different cell lines or culture conditions. Whereas the abundance of m5dC for most
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mammalian cell lines or tissues is normally in a range between 0.6 × 10−2 and 1.0 × 10−2 m5dC/dN,
modifications that are less abundant can deviate by factors of hundreds or thousands, depending on
the biological background of the sample (e.g., organism, culture conditions).

Figure 7 shows typical quantities of m5dC, hm5dC, f5dC, ca5dC and 8oxodG for iNGNs obtained
8 d after differentiation, for untransfected HEK293T cells and HEK293T cells that were transfected
with a plasmid coding for Tet3 and incubated for an additional 24 h. For all the cell lines shown, 2 µg
of gDNA was used per technical replicate for the digestion. As m5dC is a very abundant DNA
modification, only very little amounts of gDNA are needed for detection and quantification, and 2 µg
is by far sufficient to exceed the LLOQ and the LODpractical. Also, for hm

5dC, for which the typical
amount is in the range of 10−4 hm5dC/dN, 2 µg of gDNA is more than enough for the quantification,
even in cell lines that have typically low quantities of this modification, such as HEK293T cells.
However, for less abundant modifications, here f5dC and ca5dC, 2 µg is often not enough to meet the
LLOQ or LODpractical criterion. Although the detected f5dC levels in iNGNs and untransfected
HEK293T cells were above the LLOQ, these results cannot be used for further interpretation, because
in this case the background signal was too high and the samples therefore did not meet the
LODpractical criterion. For ca

5dC, the abundance was above neither the LODpractical nor the LLOQ.
One possible way to overcome this problem is to use more gDNA for the quantification. If you are
interested only in a certain modification, you can also try to optimize the UHPLC–MS/MS system for

Table 7 | Measurements for an exemplary calibration curve for m4dC in technical triplicates

Calibration level A(m4dC) A*(15N2-m
4dC) A/A* Replicate

L1 4,797 1,745,218 0.0027 1

L2 7,213 1,737,978 0.0042

L3 10,664 1,692,721 0.0063

L4 19,426 1,670,953 0.0116

L5 34,395 1,677,652 0.0205

L6 74,308 1,646,471 0.0451

L7 164,901 1,566,133 0.1053

L8 379,446 1,467,230 0.2586

L9 869,825 1,340,740 0.6488

L10 1,960,129 1,181,613 1.6589

L11 4,164,191 971,267 4.2874

L1 5,094 1,611,819 0.0032 2

L2 6,145 1,658,872 0.0037

L3 10,207 1,658,337 0.0062

L4 18,928 1,586,681 0.0119

L5 34,678 1,570,039 0.0221

L6 73,600 1,534,700 0.0480

L7 163,872 1,558,445 0.1052

L8 368,404 1,454,277 0.2533

L9 875,082 1,321,236 0.6623

L10 1,914,969 1,189,553 1.6098

L11 4,264,798 885,407 4.8168

L1 4,728 1,689,815 0.0028 3

L2 6,595 1,680,195 0.0039

L3 10,841 1,677,259 0.0065

L4 18,867 1,670,998 0.0113

L5 35,859 1,696,961 0.0211

L6 72,444 1,694,990 0.0427

L7 169,019 1,543,636 0.1095

L8 386,871 1,510,771 0.2561

L9 897,343 1,315,416 0.6822

L10 1,994,610 1,225,289 1.6279

L11 4,063,788 944,247 4.3037
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this modification; however, this might impair the detection of other modifications. It is not possible to
avoid completely the generation of 8oxodG during the whole sample preparation process, and cells
always show a low background of oxidative damage. However, the 8oxodG quantity (unless cells were
put under (oxidative) stress) should not exceed the low 10−6 8oxodG/dN range.

Evaluation of calibration curve
Table 7 shows an exemplary evaluation of the calibration curve of m4dC as described in the
Procedure. Consideration of all data points for linear regression would result in the following
equation:

y ¼ 0:50101x � 9:60772 ´ 10�4:

Applying a so-called backfit (Step 23) results in the values shown in Table 8, column 5. These
values then must be divided by the mean for A/A* (Table 8, column 2) and multiplied by 100 to
provide the accuracy of the equation (Table 8, column 6) as a percentage. As described in Step 23, the
accuracy must be between 80 and 120%, but with consideration of all data points, e.g., levels, the
accuracy varies highly and does not meeting the requirements. Therefore Step 23 must be applied.

In this case, Step 24 had to be performed multiple times to yield a calibration curve consisting only
of data points with sufficient accuracy and therefore a valid linear equation (Fig. 8). Calibration levels
2-6 (see Table 8, columns 7 and 8) provide the lower and upper limits of quantification for n of 18.9

Table 8 | Calculations for an exemplary m4dC calibration curve

Calibration level Mean (A/A*) s.d. (A/A*) %s.d.
(A/A*)

Backfit
(invalid)

Accuracy
(invalid)

Backfit Accuracy

L1 0.0029 0.0002 7.7 0.0010 35 0.0025

L2 0.0039 0.0002 5.7 0.0030 76 0.0038 105

L3 0.0063 0.0002 2.4 0.0069 110 0.0064 99

L4 0.0116 0.0003 2.8 0.0148 128 0.0115 101

L5 0.0212 0.0008 3.8 0.0306 144 0.0218 97

L6 0.0453 0.0026 5.8 0.0622 137 0.0424 107

L7 0.1066 0.0025 2.3 0.1254 118 0.0835

L8 0.2560 0.0026 1.0 0.2519 98 0.1658

L9 0.6644 0.0168 2.5 0.5047 76 0.3305

L10 1.6322 0.0248 1.5 1.0103 62 0.6597

L11 4.4693 0.3010 6.7 2.0216 45 1.3181
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Fig. 8 | Exemplary calibration curve for m4dC. Three technical replicates were measured per data point. The mean
is plotted and error bars represent s.d.
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and 302 fmol, respectively, with the lower and upper limits for A/A* in the range between 0.0042
and 0.0451.

Ethics statement
Tissue material was provided by the animal facility of the Department of Pharmacy at Ludwig-
Maximilians–Universität München, which is approved by the government of Upper Bavaria.

Reporting Summary
Further information on research design is available in the Nature Research Reporting Summary.
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20-(R)-Fluorinated mC, hmC, fC and caC
triphosphates are substrates for DNA polymerases
and TET-enzymes†

A. S. Schröder,‡ E. Parsa,‡ K. Iwan, F. R. Traube, M. Wallner, S. Serdjukow and
T. Carell*

A deeper investigation of the chemistry that occurs on the newly

discovered epigenetic DNA bases 5-hydroxymethyl-(hmdC), 5-formyl-

(fdC), and 5-carboxy-deoxycytidine (cadC) requires chemical tool

compounds, which are able to dissect the different potential reaction

pathways in cells. Here we report that the 20-(R)-fluorinated deriva-

tives F-hmdC, F-fdC, and F-cadC, which are resistant to removal by

base excision repair, are good substrates for DNA polymerases and

TET enzymes. This result shows that the fluorinated compounds are

ideal tool substances to investigate potential C–C-bond cleaving

reactions in the context of active demethylation.

While all cells of a multicellular organism have an identical
DNA sequence, their morphology and function differ to a great
extent (i.e. neurons vs. adenocytes). This is possible because
these cells have different sets of genes in active and passive
states.1 This programming of the individual genomes occurs on
the DNA level by the chemical modification of deoxycytidine
(dC, 1), which is potentially methylated to give 5-methyldeoxycytidine
(mdC, 2). In the years 20092,3 and 20114,5 it was shown that
mdC is additionally oxidized by the action of TET-enzymes6 to
give 5-hydroxymethyl-(hmdC, 3), 5-formyl-(fdC, 4), and 5-carboxy-
deoxycytidine (cadC, 5). Although the exact function of these
oxidized deoxycytidine derivatives is not clear, it is believed that
they play a fundamental role during the epigenetic programming
of the genome that leads to activated and passivated genes.7

Although it is unclear how this is mechanistically achieved we
have learned that fdC and cadC are substrates of the base
excision repair (BER) process.8–10 The glycosylase TDG is able to
recognize fdC and cadC (but not hmdC) upon which cleavage of
the glycosidic bond occurs that transforms fdC and cadC into
abasic sites (6), which are repaired via the insertion of ‘‘fresh’’
dC to give finally a demethylated position as shown in Fig. 1.

From a chemical point of view a direct deformylation of fdC
or decarboxylation of cadC are attractive alternative pathways
(C–C bond cleavage pathway, red arrows in Fig. 1) that would
allow the direct conversion of fdC and cadC into dC, without the
need to create potentially harmful abasic sites.11–13 These sites are
especially dangerous when they are generated on both strands in
the duplex because then harmful double strand breaks are
generated. In order to study the potential C–C bond cleavage
pathway we need tool substances that are TET substrates but
resist repair by BER. Recently we reported that 20-fluorinated
versions of fdC and cadC are BER resistant.14 Here, we report
that the triphosphates of F-mdC (7), F-hmdC (8), F-fdC (9) and
F-cadC (10), in which the 20-center is (R)-configured, are good
substrates for various DNA polymerases and that this property
can be used to generate long DNA strands containing multiple
20-(R)-fluorinated mdCs, hmdCs, fdC, and cadCs using only
slightly adapted PCR protocols. We finally show that the
20-fluorinated compounds are also good substrates for the

Fig. 1 Putative active demethylation pathways. DNMT: DNA methyltransferase,
TET: ten-eleven-translocation methylcytosine dioxygenase, TDG: thymine
DNA glycosylase. Red arrows: deformylation/decarboxylation, blue arrow:
BER based active demethylation.
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TET enzymes and this together makes them ideal tool substances
to study active demethylation via the putative C–C bond cleavage.

For the synthesis of the 20-(R)-F-xdC triphosphates 11a–d (see
Scheme 1), we started with the corresponding, silyl protected
20-(R)-F-xdC nucleosides 12a–d.14 Silyl deprotection of 11a–c
with Olah’s reagent furnished the 20-(R)-fluorinated nucleosides
of mdC (7), hmdC (8) and fdC (9) in good yields between 62%
and 98%. Regarding the nucleoside 20-(R)-F-cadC (10), we first
deprotected the silyl groups prior to saponification with LiOH in
H2O/MeCN (1 : 1). Using Eckstein conditions, it was possible to convert
the nucleosides 7–10 into the corresponding 20-(R)-fluorinated
triphosphate mdCTP (11a), hmdCTP (11b), fdCTP (11c) and
cadCTP (11d) in one-pot-reactions.15–17 After extensive purifica-
tion by preparative HPL chromatography, we obtained yields in
the range of 3–9%. These yields are remarkable, particularly in
light of the fact that no protecting groups were used, e.g. on the
benzylic hydroxyl group of 20-(R)-F-hmdC (8).

We next examined if the triphosphates are able to function
as substrates for DNA polymerases. For this purpose, we started
with primer extension studies to screen for suitable polymerases
(see ESI†).18,19 Remarkably, all triphosphates with the exception

of 20-(R)-F-cadCTP (11d) were accepted by the DNA-polymerase
Phusion. This is surprising, because Phusion exhibits robust
proof-reading activity and as such may hinder incorporation of
unnatural triphosphates. The here examined triphosphates have
not only a chemical group on the base but feature in addition a
fluorine atom at C20. The result suggests that the 20-(R)-F deriva-
tives mimic the natural situation quite closely.17 The fluorine atom
is bioisosteric to a H-atom20 and it seems that its (R)-configuration,
which most likely leads to a C30-endo conformation of the sugar
pucker does not hinder DNA polymerase based incorporation.21–24

The incorporation of 20-(R)-F-hmdCTP (11b) and 20-(R)-F-fdCTP
(11c) was furthermore possible with the polymerase KOD-XL,
and here the yield were slightly higher. Incorporation of 20-(R)-
F-cadCTP (11d) was finally achieved with the polymerase
Therminator. We believe that the problems associated with this
base are caused by the carboxylic acid at the 5-position of the
base, which carries a negative charge.17

With the 20-(R)-F-xdCTP (11a–d) and the knowledge of which
polymerases to use at hand, we next searched for appropriate
conditions for the PCR (see Fig. 2). As a template, we selected a
fragment of the OCT4 promoter sequence (see Fig. 2A). This
sequence is known for its high density of epigenetically relevant
nucleosides and, due to the high amount of CpG units it is
usually considered to be a difficult template for PCR. The
primers for the PCR were designed to yield an 81 base pair
product containing 14–15 20-(R)-F-xdC bases depending on the
primer. 4–5 dCs are present in the primer and these are of course
not exchanged during PCR. For the reaction, we fully replaced
the dC triphosphate by the corresponding 20-(R)-F-xdCTP. Hence,
full length PCR products can only be formed if the appropriate
20-(R)-F-xdCTP is accepted and incorporated by the polymerase.
Forward and reverse primer were annealed to the template at
55 1C. The elongation of the primers was best performed at 72 1C
for only 25 seconds. For complete extension of the primer, we
extended the final elongation time to 5 min. The experimental
results of the PCR are shown in Fig. 2B. For gel electrophoresis
analysis, we had to use a tris-borate buffer system instead of tris-
acetate to avoid ‘‘smearing’’ of the 20-(R)-F-cadC product caused
by the additional carboxyl groups present at this base.

Remarkably, we obtained full length PCR products for all
20-(R)-F-xdCTPs showing again that a 20-(R)-F-substitution hardly
affects the procession of the polymerase. Further proof of the
correct incorporation of 20-(R)-F-xdCTP was gained by LC-MS/MS
analysis. To this end, the PCR products were fully digested
to the nucleoside level. The sugar phosphate backbone was first
cleaved with nuclease S1 and Antarctic phosphatase, resulting in
the oligo- and 50-monophosphates as well as nucleosides. Further
hydrolysis down to the nucleoside level was realized with snake
venom phosphodiesterase I.25–28 The resulting nucleoside mixture
was subsequently analyzed by UHPLC-MS/MS (QQQ) (see Fig. 2C
and D). As an example, the UV-trace of the digested 20-(R)-F-fdC
PCR product is shown. The clean chromatogram shows only
the expected nucleosides dA, dT, dG, dC (from the primer)
and the 20-(R)-F-fdC compound. The quantification of the
20-(R)-F-nucleosides using exact calibration curves of the synthe-
sized nucleosides confirms the incorporation. Most importantly,

Scheme 1 Synthesis of 20-(R)-F-substituted triphosphates of mdC (11a;
20-(R)-F-mdCTP), hmdC (11b; 20-(R)-F-hmdCTP), fdC (11c; 20-(R)-F-fdCTP)
and cadC (11d; 20-(R)-F-cadCTP).
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we did not detect any side products during the PCR reaction.
Overall, the data show, that the 20-(R)-F-xdCTPs can be incorporated
despite the 20-(R)-fluoro label via PCR into long oligonucleotides.

We next turned our attention to the question, if 20-(R)-F-xdCs
can be oxidized by TET enzymes despite the presence of the
20-(R)-fluoro substituent. To this end, we overexpressed fused
constructs of GFP and the catalytic domain of TET1 (TET1cd)
in HEK293T cells and isolated functional TET1cd with the help
of agarose beads coated with anti-GFP-antibodies. To obtain
sufficient amounts of the enzyme we treated the cells with
sodium butyrate. This compound acts as an HDAC inhibitor
which leads to increased protein expression.29 High concentra-
tions of benzonase and rigorous washing yielded pure and
functional TET1cd. This was confirmed by incubation with

an ODN containing mdC in which mdC was efficiently oxidized
(see ESI†).

We then added the 81 basepair long OCT4 promoter fragment
containing 14–15 20-(R)-F-mdCs, depending on forward or reverse
strand, respectively. After incubating the PCR-product with TET1cd
in a reducing buffer (see ESI†) for 3 h at 37 1C, we isolated the
fragment, digested it down to the nucleoside level as described
above and analyzed the obtained nucleoside mixture using
UHPLC-MS/MS (QQQ). As shown in Fig. 3B the MS-trace showed
clearly that the 20-(R)-F-mdC starting material was not only oxi-
dized to 20-(R)-F-hmdC but also to the higher oxidized species
20-(R)-F-fdC and 20-(R)-F-cadC. Exact quantification data show that
TET1cd oxidation produced 7.9% 20-(R)-F-hmdC, 3.3% 20-(R)-F-fdC
and 0.2% 20-(R)-F-cadC. Again, no side products like deamination
to 20-(R)-F-dT or background C–C bond cleavage, which would
provide 20-(R)-F-dC, were detected. In order to study if the TET
protein oxidizes the 20-F-mdC with an efficiency comparable to the
non-fluorinated mdC, we added the same 81 basepair long OCT4
promoter fragment containing mdC instead of 20-(R)-F-mdC to
pure and functional TET1cd. After digestion and LC-MS/MS
analysis, we detected now only fdC and cadC but no hmdC
showing that the non-fluorinated mdC is the slightly better sub-
strate (see ESI,† Table S2). However, we see for mdC and 20-F-mdC
oxidation up to the fdC and cadC level. This shows that the
20-(R)-fluoro analogs can report TET activity, although the F-atom
does reduce the TET activity to some extent.

In summary, here we show that the 20-(R)-F triphosphates
of the epigenetically relevant nucleosides mdC, hmdC, fdC and
cadC can be efficiently incorporated into long oligonucleotides

Fig. 2 Synthesis of 20-(R)-F-xdC containing OCT4 promoter fragments
by PCR. (A) Sequence of the template and primers used for the PCR (FW:
forward, RV: reverse). (B) Result of the PCR analyzed by gel electro-
phoresis. The retention of the band corresponds to the expected PCR products.
(Control: PCR with all NTP, but without a polymerase. 20-(R)-F-xdC: PCR
with all NTP except dCTP but with corresponding 20-(R)-F-xdC.) (C) UV
trace of UHPL-chromatogram after enzymatic digestion of the 20-(R)-F-fdC
PCR-product. (D) Quantification data of 20-(R)-F-xdC PCR-products after
enzymatic digestion and UHPLC-MS/MS analysis.

Fig. 3 TET1cd oxidation assay. (A) Scheme of the TET1cd dependent
oxidation reaction. (B) UHPL-MS/MS-trace of 20-(R)-F-xdC nucleosides
after enzymatic digestion of the DNA fragment. (C) Quantification data of
the product after complete enzymatic digestion and UHPLC-MS/MS
(QQQ) analysis.
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using PCR. This provides oligonucleotides of sufficient length
for detailed mechanistic studies. Importantly, while the 20-(R)-F
substituent blocks the BER-based removal of fdC and cadC it is
a good substrate for the TET enzymes.
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Abstract: 5-Aza-2’-deoxycytidine (AzadC) is an antimetabo-
lite in clinical use, which reduces the level of the epigenetic
modification 5-methyl-2’-deoxycytidine (mdC). AzadC is
incorporated into the genome of proliferating cells, where it
inhibits DNA methyltransferases (DNMTs), leading to a reduc-
tion of mdC. The loss of mdC, which is a transcriptional
silencer in the promoter region found upstream of genes, leads
to the reactivation of the corresponding gene, including tumor-
suppressor genes, which elicits a beneficial effect. The problem
associated with AzadC is that the compound is hydrolytically
unstable. It decomposes during treatment to a variety of poorly
characterized hydrolysis products. After its incorporation into
the genome, this hydrolytic instability generates abasic sites. It
is consequently difficult to dissect whether the activity of the
compound is caused by DNMT inhibition or more generally by
DNA lesion formation. We now discovered that a disarmed
version of AzadC, in which the ribose oxygen was replaced by
a CH2 group, is surprisingly stable under a variety of pH values
while keeping activity against the DNMTs.

The nucleoside analogue 5-aza-2’-deoxycytidine (decitabine,
AzadC) is able to manipulate epigenetic information.[1–5]

Epigenetic information in DNA is associated with the
formation of 5-methyl-2’-deoxycytidine (mdC) from 2’-deox-
ycytidine (dC) with the help of DNA methyltransferases
(DNMTs) and S-adenosylmethionine (SAM) as the methyl-
ating cofactor.[4, 6, 7] Methylation of dC to mdC in promoter
regions is typically associated with transcriptional silencing of
genes.[8,9] AzadC is a prodrug that is converted into the
corresponding active triphosphate inside cells and subse-
quently incorporated into the genome during cell division.
The mode of action of AzadC involves reaction of its
electrophilic C6 positions with a thiol nucleophile in the
active site of DNMT (Figure 1a).[10, 11] This generates a cova-
lent intermediate that is methylated by the SAM cofactor as
depicted in Figure 1a. Due to the N atom at position 5 of the
triazine heterocycle, the final b-elimination reaction, which
would usually release mdC from the DNMT enzyme, is not

possible anymore. The consequence is the formation of
a covalent DNA–DNMT crosslink. As a result of administer-
ing AzadC, a large drop in mdC levels (hypomethylating
effect) is observed, which leads to the reactivation of silenced
tumor-suppressor genes in cancer cells.[1] It is hoped that this
epigenetic effect will re-differentiate cancer cells back into
normally proliferating cells. AzadC is currently in use as one
of the first pharmaceuticals that operates at the epigenetic
level for the treatment of myelodysplastic syndromes
(MDS)[2] and for acute myeloid leukemia (AML).[4] Clinically,
it is administered in several cycles, with each cycle involving
one week of treatment with a three weeks pause.

The problem associated with AzadC is that the compound
is hydrolysed in aqueous solution following the path depicted
in Figure 1b. This hydrolysis compromises the activity of
AzadC, particularly over long treatment times. In order to
circumvent this problem, it is necessary to generate an AzadC
compound that can be demethylated (and hence react with an
S nucleophile), while hydrolysis (reaction with an O nucle-
ophile) should be blocked. Such a compound may allow us to
dissect how demethylation and lesion formation contribute to
the anti-cancer activity, which is information needed for the
design of new epigenetically acting antimetabolites.

Here, we report that replacing the oxygen of the ribose
with a CH2 group has a surprisingly large remote effect on the
reactivity of the heterocycle. The created carbocyclic version
of AzadC (cAzadC, 1) still inhibits DNMTs but is hydrolyti-
cally stable (Figure 1c).

Figure 1. Structure of 5-aza-2’-deoxycytidine (decitabine, AzadC)
together with its mode of action. a) Active-site thiol reacts with the C6-
position of AzadC. b) Hydrolytic degradation pathway via reaction of
a water molecule with the C6-position (O-reactivity) of AzadC. This
leads to a final base loss and formation of an abasic site. c) The
carbocyclic version AzadC (cAzadC, 1).

[*] M. Sc. T. M. Wildenhof, M. Sc. S. Schiffers, M. Sc. F. R. Traube,
Dr. P. Mayer, Prof. Dr. T. Carell
Department of Chemistry, Ludwig-Maximilians-Universit-t
Butenandtstrasse 5–13, Munich (Germany)
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The synthesis of cAzadC (1) is depicted in Scheme 1. It
starts with the Boc-protected aminocyclopentane derivative 2
that we used previously to synthesize DNA lesion ana-
logues.[12–15] Compound 2 was first benzyl-protected to 3, Boc-
deprotected to 4, and then reacted with carbimidazole 5,

which was prepared in two steps from isomethylurea 6 after
generation of the free base 7 with potassium hydroxide and
reaction of 7 with carbonyldiimidazole. This provides the
carbamoylurea-cyclopentane nucleoside analogue 8. Cycliza-
tion to the triazine base 9 was subsequently performed with
triethylorthoformate. Reaction of 9 with NH3 in methanol
and deprotection of the benzyl groups with BCl3 in dichloro-
methane furnished the final compound cAzadC (1) as the free
nucleoside.

Recrystallization of cAzadC from hot methanol gave
colourless needles, which allowed us to solve the crystal
structure that is depicted in Figure 2. Interesting is the
observation that cAzadC exists with two different cyclo-
pentane conformations in the crystal (Figure 2; Figure S1 in
the Supporting Information). One conformer adopts a C6’-
endo (P = 88.288, nmax = 47.888) conformation (Figure 2a), while
the second exists as the C2’-endo-C3’-exo (South, P = 150.888,
nmax = 45.488) conformer (Figure 2b). The latter conformation
is typical for 2’-deoxynucleosides in DNA. This shows that the
cAzadC nucleoside can adopt the correct DNA-type con-
formation, thus fuelling hope that the analogue has the
potential to be phosphorylated and integrated into the
genome.

We next investigated the stability of cAzadC in direct
comparison to the pharmaceutical AzadC (Figure 3). Since
one treatment cycle goes over four weeks, we decided to
measure the stability at a time point related to a half cycle
(14 d). We dissolved AzadC and cAzadC at a concentration of
100 mm in a phosphate buffer (100 mm) at three different pH

values (7.4, 5.5 and 8.5) and measured NMR spectra after
keeping the solutions at RT. Since tumour cells often provide
an acidic microenvironment,[16] the stability under slightly
acidic pH is particularly informative. As evident from the data
shown in Figure 3, the pharmaceutical AzadC strongly
degraded within these 14 d. Importantly, at pH 5.5 and at
pH 8.5, intact AzadC was hardly detectable anymore. At
physiological pH (7.4), AzadC was still present after 14 d but
the level of degradation is dramatic. In contrast to these
results, for cAzadC we did not observe degradation at any of
the tested pH values, including pH 5.5. This result led to the
surprising discovery that the simple O!CH2 exchange causes
a strong remote disarming effect that seems to change the
properties of the triazine ring so that reaction with water is
stopped.

Scheme 1. Synthesis of the carbocyclic 5-aza-2’-deoxycytidine (cAzadC,
1). a) NaH, BnBr, DMF, 0 88C, 1.5 h and stirred for additional 2 h at RT;
b) TFA (30%), CH2Cl2 then Na2CO3, 10 min RT; c) CH3CN, reflux, 2 h;
d) HC(OEt)3, TFA cat. , reflux, 3 h; e) NH3 (7 n, MeOH), 3 h, RT, then
H2O; f) CH2Cl2, @78 88C, BCl3, 1 h, then !RT, 2 h, MeOH, 20 min.
g) KOH, Et2O/H2O (39:1), @15 88C, 30 min, h) carbonyldiimidazole,
THF, RT., 3 h; R = Me or Et. Bn= benzyl, DMF=dimethylformamide,
TFA = trifluoroacetic acid, THF = tetrahydrofuran.

Figure 2. Crystal structure of carbocyclic 5-aza-2’-deoxycytidine
(cAzadC), showing the molecule in the observed C6’-endo conforma-
tion (a) and the C2’-endo-C3’-exo conformation (2T1) (b).

Figure 3. HPLC-based stability measurements. a) Severe hydrolytic
decomposition of 5-aza-2’-deoxycytidine (AzadC) solutions at different
pH values. b) The carbocyclic compound cAzadC (1) was stable at all
three pH values. The inset table in (a) shows the chromatogram
between t1 = 10 min and t2 = 20 min for AzadC. The AzadC signal is
depicted in red.
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We next investigated whether this disarming effect would
influence the biological functions. For this purpose, we used
mouse embryonic stem cells (mESCs) that were primed in
serum/LIF as a model system, since mdC levels increase from
the na"ve to primed state.[17] We added cAzadC in two
different concentrations (1 mm and 5 mm) to mESCs that have
been primed for 48 h and allowed the cells to further
proliferate under priming conditions in the presence of
cAzadC for additional 72 h. After the 72 h, we harvested
the cells, isolated the DNA and digested the DNA down to
the nucleoside level using our described protocol.[18] The
levels of mdC were finally precisely quantified using isotope
dilution UHPLC-MS2. To this end, isotopically labelled
standards of the nucleosides were spiked in for exact
quantification.[18, 19] In addition to mdC, we quantified the
levels of 5-hydroxymethyl-2’-deoxycytidine (hmdC), which is
formed from mdC by the action of TET enzymes.[20, 21] The
absolute levels of hmdC are in mESC more than ten times
lower than the mdC levels.[20,22] The consequence is that even
after a substantial reduction of mdC, there should be
sufficient mdC to keep the hmdC levels constant. The
question of if and by how much the hmdC level is affected
can therefore inform us about how epigenetic reprogramming
is organized. Parallel to the quantification of mdC and hmdC,
we also quantified to which extent cAzadC itself was
incorporated into the genome of the mESCs. Detection of
AzadC in the genome of treated cells is only possible after
treatment of the DNA with NaBH4. Application of NaBH4

reduces the C(5)=C(6) double bond, which stabilizes the
compound so that its quantification becomes possible.[19, 23] To
our delight, we noted that the stability of cAzadC allowed its
quantification without this pre-treatment. We also noted that
the applied enzymatic digestion protocol allowed digestion of
genomic DNA (gDNA) even in the presence of large amounts
of cAzadC. Taken together, quantification of cAzadC by
UHPLC-MS2 using an external calibration curve (Figure S2)
was possible in parallel with quantification of canonical and
epigenetic bases.

At 1 mm cAzadC concentration, we detected a cAzadC
level of 5 X 10@4 cAzadC per dN (Figure 4a). This amounts to
almost 3 million cAzadC nucleotides integrated into the
genome. At the higher concentration of 5 mm cAzadC, the
level increased 3-fold to 1.7 X 10@3 cAzadC per dN and
consequently to more than 8 million integrated cAzadC
nucleotides per genome. Compared to the incorporation of
AzadC, which reaches 1.2 X 10@3 AzadC per dN, when applied
with 1 mm,[19] the levels of cAzadC reached about a third of
this level. The data clearly show that the carbocyclic version
of AzadC (cAzadC) is incorporated and that it reaches in the
genome finally comparable levels at 5 mm concentration.

Importantly, after exposing the mESC for 72 h at 1 mm
cAzadC in the medium, we detected a reduction of the mdC
values by almost 30 % (Figure 4b). At 5 mm concentration in
the medium, the mdC levels dropped even to about 50% of
the original value. A decrease to 50% is observed for AzadC
as well. Here, however, the 50% reduction is reached faster
(24 h) and with lower AzadC concentration (1 mm).[19] The
data show that the carbocyclic version, cAzadC, simply needs
more time to affect the mdC levels by the same amount. We

believe that this effect is caused by a potentially slower
conversion of cAzadC into the triphosphate. The slower
kinetics of cAzadC, however, is not necessarily a disadvantage
given the long treatment times that are applied in the clinic.

Very interesting is also the discovery that the hmdC levels
were reduced to about 50% even in the 1 mm experiment. At
5 mm, we were unable to detect hmdC above background
levels using 0.5 mg of genomic DNA. These results show that
the hmdC level dropped even faster than the mdC level,
although hmdC is more than ten times less abundant in the
genome. This result is interesting. It indicates that hmdC
might potentially be predominantly generated in the mdC
maintenance process during cell division. We see here that the
compound cAzadC is a perfect tool molecule that now allows
us to gain further insight into the interplay between the
methylation of dC to mdC and the oxidation of mdC to hmdC.
With the new compound cAzadC in hand, we can now begin
to clearly correlate demethylation of the genome with the
corresponding cellular effects without interference from
DNA damaging effects. Finally, cAzadC may not only be
a valuable tool compound but potentially even a next-
generation epigenetic pharmaceutical.

In summary, we show that the replacement of the in-ring
O atom with a CH2 unit stabilizes the pharmaceutical
compound AzadC so that its nucleophilic reaction with
water is stopped. The new nucleoside cAzadC is accepted
by the phosphorylating enzymes in cells and the correspond-
ing cAzadC triphosphates are efficiently incorporated into
the genome. cAzadC is incorporated into the genome with
several million nucleotides and it causes the mdC level to
decrease to 70% relative to the control levels.
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