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Zusammenfassung

Eine grofle Anzahl der Bakterien auf der Erde lebt tiber grofie Zeitrdume in einem Zustand
mit sehr geringer Stoffwechselaktivitat und nur geringem oder keinem Wachstum. Ein Grund
dafiir sind widrige Umwelteinfliisse und die damit einhergehenden Belastungen wie beispielsweise
Ressourcenmangel. Innerhalb von Millionen von Jahren haben Bakterien diverse Strategien
zur Anpassung an verschiedene Umgebungen, in denen sie iiberleben und sich weiterentwickeln,
entwickelt, um ihre Fitness zu optimieren und bei glinstigen Bedingungen schnelle Teilungszyklen
zu durchlaufen. Viele dieser Uberlebensstrategien sind jedoch immer noch ein Ratsel und es ist
nur relativ wenig iiber die Mechanismen bekannt, die den dominanten Formen der bakteriellen
Existenz zu Grunde liegen. Dies ist von besonderer Bedeutung, da die Phase unterdriickten
Wachstums entscheidend ist, um den Beitrag von Mikroorganismen zur menschlichen Physiologie
und Anfalligkeit fiir Krankheiten, sowie zur mikrobiellen Vertraglichkeit und Antibiotikaresistenz
zu verstehen.

Der Mangel an Informationen ist hauptséchlich auf die Schwierigkeiten bei der Definition,
Reproduktion und Messung des Verhaltens von Bakterien in Zustdnden des Wachstumsstill-
stands zuriickzufiithren, die oft unberechenbar und unvorhersehbar erscheinen, wihrend die Zell-
physiologie dhnlich vielfaltig und oft spezifisch fiir die jeweiligen Umgebungsbedingungen ist.
Daher ist es schwierig zu bestimmen, wie sich molekulare Mechanismen auf das Uberleben
auswirken. Dies erklart, warum im letzten Jahrhundert Bakterien hauptsachlich wahrend der
exponentiellen Wachstumsphase untersucht wurden, die im Gegenteil ein genau definierter und
reproduzierbarer Gleichgewichtszustand des konstanten Wachstums, der Genexpression und der
molekularen Zusammensetzung ist. Infolgedessen hat eine zunehmende Kombination von Exper-
imenten und Vorhersagemodellen, die sich auf diese Phase konzentrieren, ein tiefes Verstédndnis
der bakteriellen Physiologie und Genregulation wahrend des Wachstums geliefert. Ein &hnlicher
quantitativer Ansatz, der sich auf die Phase der Stagnation konzentriert, fehlt weitgehend.

In dieser Doktorarbeit, tragen wir dazu bei, diese Liicke durch die Entwicklung neuer quan-
titativer Anséitze zur Untersuchung der bakteriellen Physiologie in ungiinstigen Umgebungen zu
fiillen, in denen Stressfaktoren, wie beispielsweise Nahrstoffmangel, auftreten und zuséatzliche
umweltbedingte Storungen, wie eine Temperaturerhohung, die Zellen zwingen, Strategien zum
Uberleben zu aktivieren. Dazu arbeiten wir mit dem Bakterium Escherichia coli (E. coli), das
unter den circa 10'? mikrobiellen Spezies, die auf unserem Planeten leben, wegen seiner Wider-
standsfahigkeit, Vielseitigkeit und einfachen Handhabung eines der am besten untersuchten
Bakterien darstellt.

In Kapitel 1, geben wir einen Uberblick iiber die Physiologie des Lebenszyklus von F. coli
und tiber die wichtigsten bisher verwendeten quantitativen Methoden, wobei wir uns auf das
Verhalten wahrend der Wachstumsphase konzentrieren.

In Kapitel 2, stellen wir den fehlenden quantitativen Ansatz zur Untersuchung der Physi-
ologie von E. coli wahrend der Sterbephase fest. Wir zeigen, dass bei Kohlenstoffmangel ein
exponentieller Zerfall der Lebensfahigkeit als kollektives Phénomen auftritt, wobei lebensfahige
Zellen Nahrstoffe aus toten Zellen recyceln, um die Lebensfahigkeit aufrechtzuerhalten. Die
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beobachtete kollektive Sterberate wird durch die Erhaltungsrate lebensfahiger Zellen und die
Menge an Néhrstoffen, die aus toten Zellen als Ertrag gewonnen werden, bestimmt. Unter
Verwendung dieser Beziehung untersuchen wir die Kosten einer verschwenderischen Enzymak-
tivitdt wahrend des Hungerns und den Nutzen des Sigma Faktors RpoS fiir die Stressreaktion.
Wihrend diese Aktivitat die Instandhaltung und damit die Sterblichkeitsrate erhoht, verbessert
RpoS das Recycling der Biomasse und senkt die Sterblichkeitsrate. Unser Ansatz ermoglicht
daher quantitative Analysen dariiber, wie sich zellulire Komponenten auf das Uberleben nicht
wachsender Zellen auswirken.

In Kapitel 3, verwenden wir den im vorherigen Kapitel entwickelten quantitativen Ansatz,
um zu untersuchen, wie das Uberleben von E. coli bei Kohlenstoffmangel von den vorherigen
Kulturbedingungen abhangt. Wir zeigen, dass Umgebungen, die nur langsames Wachstum un-
terstiitzen, aufgrund einer verringerten Erhaltungsrate zu einem lingeren Uberleben fiihren,
was bedeutet, dass langsamer wachsende Zellen weniger Energie zum Uberleben benétigen. Un-
sere Ergebnisse legen einen physiologischen Kompromiss zwischen der Fahigkeit, sich schnell zu
vermehren, und der Fahigkeit, lange zu iiberleben, nahe, der Aufschluss dariiber geben konnte,
warum Bakterien auflerhalb von Laborumgebungen nicht fiir schnelles Wachstum optimiert sind.

In Kapitel 4, untersuchen wir die Physiologie von F. coli unter dem kombinierten Stress von
Kohlenstoffmangel und hohen Temperaturen und charakterisieren eine thermische Sicherung,
die zu einer ruhenden und antibiotisch persistierenden Subpopulation fithrt. Diese Sicherung
wird durch ein thermisch instabiles Enzym, MetA, im Methioninsyntheseweg implementiert. Die
Kombination aus einer positiven Riickkopplung im Methioninsystem und einer doppelten Ver-
wendung von Methionin fiir die Proteinsynthese und als Methyldonor fiihrt dazu, dass sich die
Bakterienpopulation bei erhéhten Temperaturen in zwei verschiedene Zusténde aufspaltet, wobei
jeweils eine Subpopulation wachst und die Andere schléft. Wir zeigen dann, dass diese ruhenden
Bakterien nicht nur eine Antibiotikabehandlung, sondern auch Hitzeschocks iiberstehen, was da-
rauf hindeutet, dass sich die thermische Sicherung urspriinglich als eine “bet-hedging” Strategie
entwickelt hat, um das Uberleben bei Hitzeschocks sicherzustellen.

Unsere Ergebnisse, die in Kapitel 5 zusammengefasst sind, ebnen den Weg fiir die Entwick-
lung eines neuen theoretischen Rahmens und experimentellen Ansatzes zum Verstdndnis der
Bakterienphysiologie in der Phase des Wachstumsstopps, indem phinomenologische Modelle
mit molekularen Mechanismen verkniipft werden.



Abstract

A large number of the bacteria on Earth live for long periods in states of very low metabolic
activity and little or no growth due to starvation and other environmental stresses. Within
millions of years, bacteria have developed several strategies to adapt to many different environ-
ments, where they survive and evolve to optimize their fitness and to undergo rapid division
cycles when conditions become favourable. However, many of these survival strategies are still a
puzzle and relatively little is known about the mechanisms that underpin the dominant modes of
bacterial existence. This is particularly alarming, as the growth-arrest phase has become crucial
to understand the contribution of microorganisms to human physiology and predisposition to
disease as well as microbial tolerance and resistance to antibiotics.

The dearth of information is mainly due to the difficulties in defining, reproducing and
measuring bacterial behaviours in growth-arrest states, which may often seem erratic and un-
predictable, while cell physiology is similarly diverse and often specific to the particular environ-
mental conditions. Thus, determining how molecular contributions affect survival is challenging.
This explains why, in the last century, bacteria have been mainly studied during the exponential
growth phase, which is, on the contrary, a well-defined and reproducible steady state of constant
growth, gene expression and molecular compositions. As a result, an increasing combined use of
experiments and predictive models focused on this phase has provided a deep understanding of
bacterial physiology and gene regulation during growth. A similar quantitative approach that
focuses on the growth-arrest phase is largely missing.

In this thesis, we contribute to fill this gap by developing new quantitative approaches to
investigate bacterial physiology in hostile environments where stresses, such as lack of nutrients
and additional environmental perturbations, like temperature increase, force the cells to activate
strategies of survival. To do so, we choose to work with the bacterium FEscherichia coli (E. coli)
that, among the estimated 102 microbial species living in our planet, is one of the most studied
thanks to its hardiness, versatility and ease of handling.

In Chapter 1, we provide an overview of the physiology of E. coli life cycle and of the main
quantitative methods so far used to study it, especially focusing on its behaviour during the
growth-arrest phase.

In Chapter 2, we establish the missing quantitative approach to study FE. coli physiology in
the death phase. We show that in carbon starvation, an exponential decay of viability emerges
as a collective phenomenon, with viable cells recycling nutrients from dead cells to maintain
viability. The observed collective death rate is determined by the maintenance rate of viable
cells and the amount of nutrients recovered from dead cells, the yield. Using this relation, we
study the cost of a wasteful enzyme during starvation and the benefit of the stress response
sigma factor RpoS. While the enzyme activity increases maintenance and thereby the death
rate, RpoS improves biomass recycling, decreasing the death rate. Our approach thus enables
quantitative analyses of how cellular components affect the survival of non-growing cells.

In Chapter 3, we use the quantitative approach developed in the previous chapter to study
how survival of E. coli in carbon starvation depends on the previous culture conditions. We
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show that environments that support only slow growth lead to longer survival in starvation
because of a decrease of maintenance rate, meaning that slower growing cells need less energy to
survive. Our results suggest a physiological trade-off between the ability to proliferate fast and
the ability to survive long that could shed light on the long-standing question of why bacteria
outside of laboratory environments are not optimized for fast growth.

In Chapter 4, we study E. coli physiology under the combined stresses of carbon starvation
and high temperatures, characterizing a thermal fuse that leads to a dormant and antibiotic
persistent sub-population. This fuse is implemented by a thermally unstable enzyme, MetA, in
the methionine synthesis pathway. The combination of a positive feed-back in the methionine
system and a dual-use of methionine for protein synthesis and as a methyl-donor results in the
bacterial population splitting into two distinct states at elevated temperatures, growing and
dormant. We then reveal that these dormant bacteria not only survive antibiotic treatment,
but also heat shocks, suggesting that the thermal fuse has originally evolved as “bet-hedging”
strategy to ensure survival in heat shocks.

Our findings, summarized in Chapter 5, pave the way for the development of a new theoretical
framework and experimental approach to understand bacterial physiology in the growth-arrest
phase, by linking phenomenological modeling to molecular mechanisms.



Chapter 1

E. colr physiology: growth, survival
and death

1.1 Introduction

Bacteria have been studied intensively in the last century, as they are easily cultivable and their
relatively simple genetics, composition and regulation make them ideal candidates to study
general biological questions. When nutrients are plentiful, bacteria can sustain relatively fast
growth rates. However, in the natural environment, they seldom encounter conditions that per-
mit rapid division cycles and they rather starve and survive in growth arrest states for extremely
long periods. While our understanding of bacterial physiology linked to gene regulation during
the growth phase is deep, cell survival strategies in energy-limited and stressful environments
are still a puzzle, due to several challenges in defining, reproducing and measuring these states.
In this thesis, we solve some of these puzzles by working with the bacterium FEscherichia coli
(E. coli), the model organism par excellence in laboratory, which is also a protagonist in nature,
for its diversity and genomic evolution as well as its role in the human microbiome and disease.

In this chapter, we first briefly introduce this bacterium and we describe its importance in
nature, where it often faces stresses both in hosts and external environments, as a pathogenic or
non-pathogenic microbe. Then, we provide an overview of the physiology of its life cycle and of
the main quantitative methods so far used to study it. In particular, we focus on its behaviour
in growth arrest states when facing starvation, high temperatures and antibiotics treatments,
used in this thesis, highlighting how the complexity of these states has made them less attractive
to investigate cell physiology and its molecular contributions.

1.2 E. coli natural history in a nutshell

E. coli is a Gram-negative chemo-organo-heterotrophic rod-shaped bacterium of the genus Es-
cherichia, from the family Enterobacteriaceae (see Fig. 1.1A). It is a facultative aerobe, meaning
that it can grow with or without oxygen, but it cannot grow at extremes of temperature or pH
nor can it degrade dangerous pollutants or photosynthesize. It normally measures only about 1
um long by 0.35 pum wide and it may have whip-like flagella, which it uses to move around in its
environment, or hair-like pili, which allow it to attach to surfaces or to other cells (Fig. 1.1B).
It is a common commensal inhabitant of the mammalian gut microbiome, but it is also found,
albeit less commonly, in the gut microbiomes of birds, reptiles and fish, as well as in soil, water,
plants and food [1, 2]. It can be a non-pathogenic and often helpful lodger in hosts as well as one
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Figure 1.1: Scanning Electron Micrographs of E. coli. (A) E. coli B strain REL606, a laboratory strain
with a typical rod-shaped morphology. (B) E.coli O119:HND strain A111, an enteropathogenic strain that
produces hair-like pili. Images are taken from [4].

of the most important human pathogens (see Section 1.5). It was discovered in 1884 by the Ger-
man microbiologist and pediatrician Theodor Escherich while he was studying gut microbes and
their role in digestion and disease [3]. From that moment onwards, the E. coli non-pathogenic
strains, which grow quickly on many different nutrients and can be isolated from virtually any
human, were used in the first half of the 20th century by many scientists for groundbreaking
studies on bacterial physiology, viruses and genetics and, in the 1950s, for the onset of molecular
biology revolution [4]. Thus, many basic aspects of life, including the genetic code, transcription,
translation and replication, were first worked out in F. coli [5-7] and, nowadays, this bacterium
is prominently used in academic and commercial genetic engineering, biotechnology industry,
pharmaceutical production and experimental microbial evolution.

1.3 FE. coli in hosts

E. coli is typically the most common aerobe in the lower intestine of mammals, where it competes
with other species for nutrients, which are often scarce. This happens because E. coli constitutes
only 0.1-5% of the microbial community in the gut, which is primarily an anoxic environment
dominated by obligate anaerobes, such as Bacteroides and Firmicutes (~ 90%) [4]. A small
fraction of F. coli manages to occupy the mucus layer of the large intestine, where it grows very
fast, as in laboratory cultures, with a doubling time between 30 and 80 minutes, it forms a
complex, multi-species biofilm and it competes for nutrients, maintaining a population densities
of =~ 105 — 10% cells per gram of fecal matter. Some of these cells move later to the lumen of
the large intestine where they mainly starve, representing the majority of the population [8, 9].
This explains why the entire fecal matter in the large intestine of a human doubles in mass only
about every 12 to 24 hours, unlike what happens in laboratories. E. coli diet varies a lot as it
depends on the human oral food uptake, after which nutrients remain available for the cells only
for a couple of hours [10]. This exerts an evolutionary pressure on the cells to adapt to fast
growth and/or to improved or worsening nutrient conditions.

1.4 FE. coli in the external environment

As any gut microbe, FE. coli is regularly excreted into the harsher external world in fecal matter
[4]. To cope with fluctuations of nutrition, temperature, oxygen, moisture, pH and to compete
or cooperate with the surrounding microbial community, E. coli evolved in such a way that it
can survive this hostility and variability long enough to make it back to a host [11]. The survival
can last from several days to years [12, 13]. Among different strategies adopted in the external
environment, FE. coli ability to become dormant has recently attracted attention, as dormant
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cells are usually also persister cells able to tolerate antibiotics (see Section 1.12). In Chapter 4,
we will uncover one of the mechanisms that lead to E. coli persistence.

1.5 Pathogenic E. col:

Despite being often beneficial, FE. coli is also a major cause of many diarrheal diseases, peri-
tonitis, colitis, bacteremia, infant mortality and urinary tract infections that world-wide cost
billions of dollars to treat and kill roughly 2 million humans each year [14-16]. Some strains
may even cause cancer [17]. The transfection of pathogenic E. coli from the environment into
the host is usually indirect: while trying to survive by facing starvation and other stresses in
the external environment, they contaminate human food, faeces, water and inorganic surfaces
thereby entering in the human food chain. Thus, understanding FE. coli strategies of survival has
also medical relevance.

1.6 Laboratory strain K-12 NCM3722

The model organism F. coli usually used in the laboratories is a non-pathogenic bacterium
that, in the last century, has led to many advances in a variety of fields. In molecular biology,
physiology and genetics, it was used to understand the genetic code [5], DNA replication [18],
transcription [19], life cycle of bacterial viruses [20], gene regulation [21], the swarming motility
behaviour [22] and antibiotic persistence [23]. In pharmacology, it helped for in vivo synthesis of
recombinant therapeutic proteins such as insulin [24]. It is also the principal model organism in
experimental evolution where, for example, was used to study the random nature of mutations
[25] as well as long-term fitness [26] and predatory-prey interactions [27]. Finally, also many
genetic engineering techniques and technologies, including molecular cloning and recombinant
DNA [28], derive from E. coli studies.

Among the different laboratory strains available, E. coli K-12 was firstly isolated in 1922 in
California from the stool of a diphteria patient. Ultraviolet light and acridine orange were then
used to cure it of the temperate bacteriophage A and F plasmid and stored at -80°C to avoid
further mutations [29]. In this work, we use one of these cured strains, named NCM3722, first
described by Sydney Kustu and colleagues in 2003 [30] and completely sequenced in 2015 [31].
The strain is derived from the more popular MG1655, but it grows 50% faster and it is incapable
of colonizing the human intestine or survive outside the laboratory, thus allowing save handling
and low safety standards.

1.7 Life cycle of a bacterium

The behaviour of a population of E. coli is determined by its environment. Under laboratory
conditions, when cells are grown in liquid cultures in test tubes, we can accurately describe the
environment by the chemical composition of the culture medium. To be able to grow, bacteria
need hydrogen donors and acceptors, a carbon source, a nitrogen source, minerals (sulphur,
phosphorus, magnesium, potassium) and growth factors (amino acids, purines, pyrimidines,
vitamins) as well as trace elements (Fe3™, Mn?") [32]. Additionally, several stresses such as pH,
temperature and osmolarity changes need to be avoided. The exact composition of the media
used in this work is provided in the Methods sections of the Appendices. When the environment
sufficiently matches the conditions described, the bacterial population often shows a defined life
cycle (see Fig. 1.2). After a lag phase, cell growth accelerates reaching a phase of exponential
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growth, at the end of which growth rate slows down again (retardation phase) and cells enter
a phase of growth arrest, usually divided in stationary phase and phase of decline [33]. While
the actual bacterial life cycle can show more complexity, this schematic representation pinpoints
to the fact that life for a bacterium is about more than just growth, as it includes periods
of adaptation and survival. Indeed, as we mentioned at the beginning of this chapter, in the
natural environment, bacteria seldom encounter conditions that permit periods of exponential
growth. Rather, their life is characterized by long periods of nutritional deprivation punctuated
by short periods that allow fast growth, a feature that is commonly referred to as the “feast-
or-famine” lifestyle [34]. In the following sections, we will first describe E. coli behaviour in the
“feast” phase, where it can grow exponentially, and we will introduce the main mathematical
methods so far developed to describe its physiology in this state. These methods are important
to understand, later, the quantitative approaches developed in this thesis to study the “famine”
phase. Then, we will focus on the “famine” phase, which will be the central topic of this thesis,
and we will highlight the main questions we want to answer in the next chapters.
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Figure 1.2: Bacterial life cycle. Schematic representation of possible bacterial population behaviours within
a defined culture volume plotted versus time. The life cycle is divided in: lag phase (1), acceleration phase (2),
exponential phase (3), retardation phase (4), stationary phase (5) and phase of decline (6). The image is taken
from [33].

1.8 The growth phase

1.8.1 Exponential growth in batch culture and chemostat

In the absence of environmental changes, when placed in closed systems such as batch liquid
cultures and provided with saturating concentrations of nutrients, bacteria eventually reach a
state of balanced exponential growth, during which any constituent of the cell (DNA, RNA, pro-
teome composition etc.) accumulates exponentially within the culture at the same growth rate
w and the average properties of the cells do not change [33, 35-37]. This state is mathematically
described by the first phenomenological law in microbiology, postulated by Jacques Monod in
1949:
dN(t)

T uN (t) (1.1)

where N(t) is the bacterial density at time ¢, while the growth rate y determines the ability
of the bacteria to grow in the prescribed environment and can be accurately quantified by
measuring the optical density of the culture [38]. The growth rate is described as a saturating
function of the limiting substrate concentration S:

S

_— 1.2
S+ Kg (1:2)

M = HUmax
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with pmax being the maximum growth rate and Kg the substrate saturation constant which
supports a growth rate one half of the maximum [33]. By varying the quality of the nutrients
used as substrates (for example, by changing the carbon source or adding a variety of amino
acids), the growth rate can be modulated and cell doubling time can be easily varied from 20
min up to several hours.

As we will see in Chapter 3, the growth rate can be modulated also without changing the
nutrient quality, if the cells grow in continuous cultures in chemostats, instead of batch cultures.
In contrast to the latter, continuous culture is an open system with a continuous feed of influent
solution that contains substrates and a continuous drain of effluent solution that contains cells,
metabolites, waste products and any unused substrates. In this system, dilution rate and influent
substrate concentration are the two parameters used to study microbial growth. The dilution
rate controls the growth rate, while the influent substrate concentration controls the number of
cells produced. Thus, growth rate and cell number can be controlled independently [39] and the
change in bacterial density with time is

AN (t)
dt

= uN(t) — DN(t) (1.3)

where D is the dilution rate.

1.8.2 Proteome partitioning and flux balance growth models

The exponential growth law of bacteria represents the first example of “top down” approaches
in quantitative biology and biophysics, where quantitative models are derived from phenomeno-
logical observations of bacterial physiology. We now summarize the main concepts of the new
quantitative framework developed in the last decade to describe bacterial growth by linking
molecular mechanisms to cell growth rate. A similar approach is missing in the growth arrest
phase.

At the molecular level, cell growth requires protein synthesis: environmental nutrients are con-
verted into amino acids by using metabolic proteins (nutrient influx); the aminoacids are then
polymerized by ribosomes into polypeptide chains that make proteins (amino acid outflux).

Given the total cell proteome mass M, the mass fraction of a certain protein M; is denoted
as ¢i = M;/M, which is also a proxy for intracellular concentration [40], that in this work will
be called ¢; (see Chapter 4).

Based on empirical observations [41, 42], when bacterial growth rate is changed by modifying
the nutrient composition of the medium, the mass fraction of ribosomal proteins ¢gr varies
linearly with the growth rate u as

PR = O™ + /Ky (1.4)

Second, when growth rate is changed by inhibiting protein synthesis, the mass fraction of
ribosomal proteins ¢ changes linearly with growth rate as

PR = PR — /K. (1.5)

The empirical parameters qbgin and ¢R** are approximately growth medium independent
and set the limits on the ribosomal protein fraction during exponential growth. The empirical
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Figure 1.3: Phenomenological theory of bacterial growth. (A) Proteome partitioning. The growth
theory comprises three key ingredients: (i) a three-component partition of the proteome, consisting of a fixed
core sector (Q) and two adjustable sectors (R and P) whose fractions (¢r and ¢p) must add up to a constant
(PR™ =1 — ¢q); (ii) a ribosomal fraction ¢r containing all the ribosomal proteins and their affiliates and exerting
a positive effect on growth (with growth rate p < ¢r — ¢min); (iii) a remaining fraction ¢p exerting a similarly
positive effect on growth (with growth rate u o< ¢p) by providing an influx of nutrients. (B) Flux balance model.
During steady-state exponential growth, efficient resource allocation requires that the nutrient influx (kn - ¢p) is
flux-matched to the amino acid outflux &t - (#r — Pmin). This can be coordinated by the alarmone ppGpp, which
up-regulates ribosome synthesis and amino acid outflux in response to increase in the amino acid pools. It also
has the opposite effect in response to decrease in the amino acid pools. Changes in ¢r also indirectly regulate
nutrient influx through the constraint of ¢p = R — ¢r, in addition to direct regulatory mechanisms. Images
are adapted from [41].

parameter k¢ is proportional to the in wvitro protein translation rate and is a measure of the
“translational efficiency” of the cell. The parameter x, correlates with the growth rate of the
cell in a given medium in the absence of protein synthesis inhibition and is a measure of the
“nutritional efficiency” of the cell [40].

To connect these phenomenological relations with the underlying regulatory mechanisms, as
shown in Fig. 1.3A, we can divide the total proteome of a cell into a growth rate-independent
fraction ¢q, that may include negatively autoregulated housekeeping genes [43], and growth
rate-dependent fractions, one for ribosomal and other translational proteins ¢r and one for
metabolic proteins ¢p, including transporters and catabolic and anabolic enzymes [41] (see [43—
46] for model extensions). The growth rate dependence of ribosome and metabolic proteins
are constrained by the partitioning so that ¢r + ¢p = OF** where o™ =1 — ¢q. Thus, any
increase in metabolic protein fraction to increase amino acid influx must necessarily decrease
ribosomal protein fraction and thereby decrease the outflux of amino acids used for protein
synthesis (see Fig. 1.3B) and viceversa.

We now show how these constraints of the proteome partitioning give rise to the empirical
growth laws of Eq. (1.4) and Eq. (1.5).

Protein synthesis

As we said in Section 1.8.1, during exponential growth, the entire cellular content increases
at the same rate, including the total proteome mass M. Neglecting protein turnover, exponen-
tial proteome mass accumulation is then written as dM/dt = uM, where u is the exponential
growth rate.

Proteome mass accumulation is maintained by a certain number of ribosomes. Thus, M
Ng— Nﬁlin, where Ny is the total number of ribosomes and Nf{li“ is the number of ribosomes not
involved in protein synthesis. These ribosomes all translate at an averaged rate k per ribosome.
Thus, the rate of proteome mass accumulation can be written in terms of the total number of
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ribosomes Ny as

pM = k(Ng — Ngm). (1.6)

The total mass of ribosomal proteins is denoted by Mg = Ngmg, where mpg is the mass per
ribosome along with all the proteins co-regulated with ribosomal proteins. The mass fraction of
ribosomal proteins can be denoted as ¢pr = My /M. Dividing Eq. (1.6) by total proteome mass
M yields

= k(g — BB, (L.7)

which is the empirical growth law of Eq. (1.4), where ¢ is the fraction of ribosomal pro-

teins not participating in protein synthesis and sy = k/mg is the “translational efficiency”.
Amino acid flux

As shown in Fig. 1.3B, to maintain the protein biosynthesis required for growth, a steady influx
of amino acids must be supplied to the ribosome. The dynamics of the free amino acid pool
within the cell is determined by the amino acid influx rate on one hand and by their incorpora-
tion into proteins on the other hand. In media with amino acids supplied, influx is limited by
the efficiency and the relative abundance of metabolic proteins involved in amino acid supply,
such as transport proteins.

To describe this dynamics, we can assume that protein synthesis is limited by the influx of
one of the amino acids (or a small group of amino acids) and denote the growth-limiting amino
acid pool by a single coarse-grained entity of total mass M,. Thus, the dynamics of the amino
acid mass will be

dMa _ in bdM

dt ¢ dt

where Ji is the amino acid influx rate and b is the fraction of translation events consuming
the growth-limiting aminoacid used in proteins.

(1.8)

If we express the equation in terms of fraction of total protein mass M, we obtain that the
dynamics of the mass fraction of the amino acid is:

da J® 1dM
@M a9y (19)

where a = M, /M is the mass fraction of the growth-limiting amino acid pool.

In steady state, there is no net change in the amino acid pool, da/dt = 0, and the amino
acid dynamics simplifies to the algebraic constraint

J/bM = p (1.10)

where (a + b) ~ b [40]. In media with amino acids supplied, influx is limited by the fraction
myg of metabolic proteins that transport the amino acids. For a metabolic protein mass fraction
¢p, the flux can be written as

S8 — kymadp (1.11)
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where k, is a proportionality constant that characterizes the efficiency of the transporters.
Thus, the rate of amino acid influx is proportional to the mass fraction of metabolic protein.
Substituting equation Eq. (1.11) into equation Eq. (1.10) and considering the proteome parti-
tioning constraint ¢p + ¢r = op*, the amino acid flux equation becomes

1= k(R = gr), (1.12)

which is the empirical growth law of Eq. (1.5), where k, = kqm,/b is a measure of “nutri-
tional efficiency”.

A similar result can be obtained in minimal media like the one used in this work, where
there are no amino acids in the environment and bacteria are forced to produce amino acids on
their own. In this case, aminoacids are synthesized from a pool of precursor metabolites driven
by catabolic proteins, while the amino acid influx is given by the rate of amino acid biosynthesis
driven by anabolic proteins [40].

In the last decade, this proteome partitioning framework coupled with the idea of balance
of fluxes of resources supplied (influx) and consumed (outflux) has led to regulatory insights
on the molecular level of bacteria. For example, it was used to identify the molecule cyclic
adenosine monophosphate (cAMP) as a key regulator for proteomic resource allocation [44] and
to show that the slow diffusion of the bulky tRNA complexes in the crowded cytoplasm imposes
a physical limit on the speed of translation and cell growth [43]. In this work, the idea of
balance of fluxes of resources supplied and consumed will be used to develop “top down” models
of bacterial physiology under stresses such as starvation and high temperatures with the aim to
reveal how cellular components affect cell survival and dormancy.

1.9 Fitness: costs and benefits of growing and surviving

Cell ability to survive and reproduce in a certain environment represents the fitness of the pop-
ulation. During exponential growth, one commonly employed method of quantifying microbial
fitness is to calculate the maximum growth rate p of the culture. Clonal populations of microbes
are typically placed in a novel environment where they can grow. The growth rate of the popu-
lation is then assessed periodically [47]. A genotype with higher growth rate will have a higher
fitness, as it reproduces and thereby increases in frequency over time compared to a genotype
with slower growth rate, which will be a less-fit competitor. Both the faster and the slower
population can adapt to the environment over time, usually via substitution of new mutations.
In doing so, as shown by R. E. Lenski et al. in the Long Term Evolution Experiment (LTEE)
[47], their growth rate, thereby the fitness, typically rapidly increases during the first 1000 gen-
erations, with this increase decelerating over time, following a power law [48]. This suggests
that the growth rate of the initial wild-type falls always short of the theoretical maximum, as
subsequent mutations can easily increase it, regardless of the initial growth rate.

If we consider that nutrients can quickly be exhausted and bacteria need to be always ready
for long periods of starvation, one hypothesis could be that they choose to do not grow at their
maximum growth rate to facilitate adaptation when conditions become worse (see Chapter 3 for
a more detailed discussion). It is, indeed, known that, also when nutrients are available, bacteria
divert a substantive fraction of energy to functions other than growth, even if the environment
would allow a faster growth rate [49, 50] (see also Section 1.10.4). Even if not well understood,
this picture suggests that the fitness of a population cannot be defined just by its maximum
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growth rate [51], but must be considered as the average proliferation across cycles of growth
and death, where cell’s ability to survive and cell’s ability to grow fast can become competing
objectives. Our findings of Chapter 2 and Chapter 3 suggest, indeed, that bacteria may not
optimize growth rate at all costs. We will discuss how both death rate and growth rate are
important when measuring fitness in environments where “feast” and “famine” alternate.

In every environment, cell fitness is determined by a balance of costs and benefits. Expressing
proteins uses cellular resources and thus incurs fitness costs [52]. To balance these costs and
generate a net fitness advantage, cells must couple protein expression and activity to beneficial
processes. These cost/benefit tradeoffs [53] shape mechanisms that regulate protein expression
and activity. Thus, in order to derive predictive models of the physiological consequences of
protein expression and activity, the underlying sources of both cost and benefit must be identified
and quantified. In the last 15 years, progress has been made in measuring costs and benefits
during exponential microbial growth, linking protein expression to its effects on the fitness of
the population. For example, in the lac system of E. coli growth, the cost is represented by the
activity of the LacY proteins [52], while the LacZ proteins confer growth advantage when lactose
is present [53]. In this case, the fitness function, given by the difference between the benefit
and the cost, was shown to predict that for each lactose environment there exists an optimal
LacZ expression level that maximizes growth rate. The fitness costs of protein expression have
also been hypothesized to govern the speed at which proteins evolve [54, 55| and to influence
the operation of regulatory circuits [41, 43]. However, except for few exceptions [56, 57], similar
dissections of costs and benefits in non-growth states are rare in literature. We will contribute
to fill this gap, dissecting costs and benefits that affect F. coli survival in carbon starvation in
Chapter 2.

1.10 The growth arrest phase

When incubated in a closed, confined space, such as a test tube, bacteria eventually gradually
stop to grow exponentially (see Fig. 1.2, phase (4)) and enter a stationary phase, during which
the optical density of the culture remains constant (see Fig. 1.2, phase (5)) and cells need to re-
spond to a wide range of stresses, depending on the specific conditions that have led to stationary
phase. A phase of decline and death (see Fig. 1.2, phase (6)) usually follows the stationary phase.

As we remarked at the beginning of this chapter, also if predominant in nature, the study
of growth arrested cells is far less studied in comparison to the exponential phase [58, 59]. The
dearth of information is due, in part, to the challenges in defining, reproducing and measuring
non-growing states of bacteria in the laboratory. The approaches that have been so far used to
study bacterial cells in non-growing states are manifold and the resulting findings are diverse,
not always reproducible and often specific to the particular experimental choices. A state that
allows reproducibility and precise quantification of cellular physiology has not been defined so
far and will be the central topic of Chapter 2.

The growth arrest of the population can be obtained in different ways. Here, we provide
an overview of the main experimental conditions that cause growth arrest, later focusing on
starvation, high temperature and persistence, which will be analysed in this thesis.

Starvation is perhaps the simplest and most intuitive approach to force the cells to enter
stationary phase: bacteria are grown in a batch culture until carbon and/or nitrogen sources are
depleted. At this point, many species exhibit a large decrease in viable cell counts. However,



10 1. E. coli physiology: growth, survival and death

for F. coli, in the absence of other stresses, the death of the entire population is usually never
reached and a small fraction of the initial population can remain viable for years.

Growth arrest can be also caused by lack of oxygen. Also in this case, some cells survive
anaerobic conditions for periods of at least several months [59]. On the other side, cell growth
is prevented also when oxygen concentration surpasses the air saturation level. In this case,
reactive oxygen species (ROS) accumulate as byproducts of aerobic metabolism and become
toxic to the organisms since they are more reactive than molecular oxygen [60].

Also moderate changes in pH values can determine growth arrest, as they modify the ioniza-
tion of amino-acid functional groups and disrupt hydrogen bonding, which, in turn, promotes
protein unfolding and denaturation, destroying its activity. Moreover, high pH also impairs en-
ergy production, as it causes the neutralization of HT ions, whose concentration gradient across
the plasma membrane of the cell allows the proton motive force to produce ATP in cellular
respiration [32].

Growth arrest due to protein denaturation and unfolding is also caused by temperature in-
crease respect to the optimal value for growth [32]. On the contrary, as temperature decreases,
cell membrane becomes increasingly viscous with decreasing membrane fluidity and it eventually
undergoes a phase change to a gel phase where biological function is lost [61].

Changes in osmotic pressure can also prevent cell growth and cause death: high osmotic
pressure removes water from cell, causing shrinkage of cell membrane, while low osmotic pres-
sure causes water to enter the cell and can determine cell lysis or burst if cell wall is weak and
does not prevent excessive entry of water in the cell [32].

A different state in which cells remain growth arrested, despite an abundance of nutrients,
is the persister state that is associated with antibiotic tolerance and can be triggered by several
stresses such as starvation and high temperatures.

It remains possible that some cells that seem to lose viability during growth arrest states
are actually entering a “viable-but-nonculturable” (VBNC) state, which is characterized by an
inability to form colonies on rich media but the continued maintenance of the proton motive
force. This state was first observed in Vibrio cholerae and FE. coli, but subsequently also in
phylogenetically diverse bacteria, and can often be induced by stresses that overlap with the
initial stationary phase, such as prolonged starvation or high osmolarity.

1.10.1 Death and survival during starvation

When nutrients are depleted, cells enter a growth arrest phase due to starvation. The stationary
phase at the beginning of starvation can last few hours in poor media such as minimal media (see
Appendix A) or days in rich media such as LB (Luria Bertani). Then, unless able to form spores
[62, 63], cells begin to lose viability and enter a death phase. The timing of entry into the death
phase can vary from species to species (or even from strain to strain) in a given medium [13],
as well as the population dynamics and the degree of loss of viability [13]. The triggers for the
transition from stationary phase to death phase and the mechanisms of cell death are not well
understood. Any of the stresses mentioned in Section 1.10 can contribute. Moreover, even when
the death phase sets in, the mechanisms that allow some cells to survive longer than others are
not clear. One hypothesis could be that living cells survive longer by catabolizing the detritus
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of their dead siblings [13]. It was also hypothesized that nutrients released by dead cells could
promote a regrowth of a subpopulation of cells (“cryptic growth”, [64]). Alternatively, bacteria
may choose apoptosis, a mechanism in which high-density cell cultures experience a form of
programmed cell death [13]. After the death phase, bacteria can be maintained in batch culture
for long periods of time without the addition of nutrients [65]. By regularly providing sterile
distilled water to maintain volume and osmolarity, aerobically grown cultures can be maintained
at densities of ~ 10° cells/ml for more than 5 years without the addition of nutrients. This pe-
riod of long-term survival in starvation is characterized by several mutations.

The phenomenon of nutrient starvation has first been investigated extensively by Harrison in
the 1960s [66], who reported about the decrease in bacterial viability in distilled water without
additional nutrients. Still in the 1960s, Postgate and Hunter [67] presented an investigation
of an exhaustive list of experimental conditions and their effect on bacterial survival during
starvation using Enterobacter aerogens. In particular, they found an increase in death events
for pH > 7, temperature and lack of buffer. In 1970s and 1980s, some mathematical approaches
were developed with the aim to describe bacterial physiology during the death phase [68-70], but
they did not explain the molecular mechanisms behind. From the 1980s to the 1990s, the field of
starvation shifted from physiological studies to molecular biology [34, 71-78]. The work of Lange
and Hengge-Aronis first identified the sigma factor o or RpoS, a subunit of RNA polymerase
that acts as the master regulator of the general stress response in E. coli [73]. Subsequently, the
molecular effects of RpoS on gene regulation were investigated extensively. The widely regarded
work of Zambrano et al. [78] reported that rpoS mutants of long-term starvation have a com-
petitive advantage over their parent strain during starvation (GASP mutants). This discovery
pushed the research of the last two decades back to phenomenological approaches, which try to
understand general bacterial strategies. For example, the GASP activity helped to describe the
long-term starvation phase as a phase of constant cell viability dominated by competing mutants
[13], see Fig. 1.4A. More recent works, such as the publication by Gefen et al., examined the
activity of synthetic promoters after entry into stationary phase and could explain cell survival
with a regime of constant protein expression level in stationary phase (CASP, constant activity
stationary phase) [56], shown in Fig. 1.4B.

1.10.2 RpoS general stress response during starvation

At the molecular level, E. coli starvation is dominated by RpoS activity (see Section 1.10.1).
Genome-wide analyses of RpoS-dependent gene expression showed that up to 10% of the genes
in E. coli are under direct or indirect control of RpoS [79, 80]. These genes are mainly involved
in central metabolism and high-affinity uptake systems [81], nucleic acid synthesis, modification
and turnover [82], DNA damage repair [83], proteactants of osmotic stress [84], cell size and
envelope [81] and curli synthesis under oxidative stress conditions [85].

Importantly, bacteria use a combination of strategies to counteract potentially life threat-
ening assaults. One strategy is to induce highly stress specific responses that can eliminate
the stress agent (e.g., reactive oxygen species) and repair damage that has occurred at the
DNA, proteins or membranes. The other strategy is to prevent the damage rather than re-
pair it. Thus, expression of RpoS due to one kind of stress, in turn, leads to cross protection
against other stresses, due to the global nature of the regulation, as RpoS itself is subject to
complex regulation at all levels (transcription, translation, activity and protein degradation),
thereby allowing integration of multiple stress signals in the cell [79]. Moreover, both rpoS gene
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Figure 1.4: Bacterial physiology in different phases of growth arrest. (A) Population dynamics of
long-term starvation-phase cultures in rich media. After growth, stationary and death phase (see Fig. 1.2) in
LB rich medium, as cells continue to incubate under long-term starvation-phase conditions, the apparent number
of living cells per ml (measured in colony-forming units, CFU per ml) remains relatively stable. However, these
cultures are not static. There is a dynamic equilibrium between newly created growth advantage mutants (GASP)
and less competitive cells. The birth rates and death rates within the population are balanced. Each coloured
line represents a different GASP mutant that appears during long-term incubation. The black line represents
the total population density. The image is taken from [13]. (B) Direct observation of single cells in stationary
phase. Fluorescence imaging of the growth arrest of single cells, previously grown in minimal medium with amino
acids in a microfluidic device. Constitutively GFP expressing bacteria trapped in the microfluidic device grow
along the bacteria lines (i-v), and then enter stationary phase, where growth arrest can be directly visualized
(vi-ix) and GFP expression indicates the constant promoter activity. Bar = 10 pm. (x) Growth curve in the
microfluidic device. The total area of the bacteria in the microfluidic device is shown, as extracted from the
total area of the fluorescence signal. The apparent decrease during more than 35 h of stationary phase is due
to photo bleaching. The gray shaded area marks the exponential phase of growth. The image is adapted from
[56]. (C) Exponential decay of viability in minimal medium. The number of living cells (measured in colony-
forming-unit, Ncru) of glycerol-depleted cultures is plotted over time in a semi-log graph. Different symbols
indicate different cell densities at the onset of growth arrest. The lines have the slope of ¥ = —0.018 h™!. For the
cultures whose densities are above 108 cells/ml, Ncoru follows a single phase exponential decay. In the cultures
with lower densities, however, we see biphasic kinetics. Noru decreases first gradually (the first phase) and then
exponentially at the rate of v (the second phase). The authors explain this phenomenon considering that, when
carbon concentration decreases to low levels and the growth rate decreases, RpoS levels in the cells increase.
Thus, they assume that RpoS increase forces biomass increase repression and induces the cells to save a small
amount of carbon to survive longer. The image is adapted from [57].
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and RpoS regulated genes are expressed in a such a way that their basal level during growth in-
creases as the growth rate decreases, probably in preparation to harsh conditions [34, 79, 86-89].

1.10.3 Exponential decay of viability in the first phase of starvation

Despite the results and developments just mentioned, a large variety of very fundamental ques-
tions regarding bacterial survival during starvation remains open. In particular, as we show in
Fig. 1.2, it is generally accepted in literature that, before the long-term starvation sets in and
mutants take over, the initial survival of microbes after nutrient depletion follows a simple ex-
ponential decay. In literature, this decay was often reported and used to estimate cell dynamic
behaviour [57, 66-70], even though the conditions that lead to this phenomenon were not well
defined. The first rigorous test of the exponential decay was published in 2015 by Phaiboun et al.
[57]. The authors show that, when depletion of carbon sources in minimal medium is complete,
starved cells die exponentially, see Fig. 1.4C. However, the mechanism behind this phenomenon
remains obscure and represents one of the major puzzles of microbiology. In Chapter 2, we will
study the origin of the exponential decay revealing basic insights of bacterial physiology during
starvation.

1.10.4 Maintenance energy

As we discussed in Section 1.9, cells often choose to do not maximize their growth rate at all
costs. It is also known that the growth yield parameter Y, which gives theoretical estimates of
the biomass yield during cell growth, is almost always lower than the theoretical maximum (in
E. coli, Yg is about one-third of the theoretical maximum), meaning that a substantive fraction
of energy is diverted to functions other than growth [58]. Part of this energy is called “mainte-
nance energy”, the flux of energy needed to sustain a steady-state population of cells without
net growth. Thus, it must be particularly important during starvation, when bacteria need to
maintain basic cellular functions.

It is still unclear which are these functions. There exist eight different categories of non-
growth functions to which energy can be diverted: shifts in metabolic pathways, energy spilling
reactions, cell motility, changes in stored polymeric carbon, osmoregulation, extracellular losses
of compounds not involved in osmoregulation, proofreading, synthesis and turnover of macro-
molecular compounds such as enzymes and RNA and defence against Oy stress [90]. However,
these functions vary in relative importance depending on the organism in question, its environ-
ment and its metabolic rate and they are not all requirements for maintenance energy.

One of the main challenges to solve this puzzle is the difficulty in measuring the contribu-
tors to “maintenance energy” [90]. To do so, in 1960s, Pirt described maintenance as “energy
consumed for functions other than production of new cell material”, providing an operational
definition upon which to base observations [49]. Based on this definition, most empirical determi-
nations of maintenance energy have been made in chemostats. As shown in Fig. 1.5, population
sizes are measured across a range of dilution rates and maintenance energies are determined
by extrapolating the results to a hypothetical zero-dilution (zero growth) condition. However,
these methods measure the maintenance energy of the cells in physiological states of growth
rather than growth arrest, thereby overestimating the minimum flux of energy required for sim-
ple survival. Moreover, they do not provide information about how the cells obtain this energy,
which are the basic functions is needed for and if it can be modulated by bacteria to prolong
their survival chances in starvation. We will focus on this topic in Chapter 2 and Chapter 3,
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Figure 1.5: Estimation of maintenance energy. Exemplary plot for estimating the maintenance coefficient,
B, based on the relationship ¢ = pu/Yg + 8. The growth rate p is equal to the experimentally varied dilution rate
and ¢, the specific energy consumption rate (in units of grams of substrates per biomass per time), is calculated
from the observed rate of substrate depletion and the steady state biomass or population size. The slope of the
plot gives the inverse of the growth yield, Yo, and the intercept gives the maintenance coefficient, 5. The image
is taken from [58].

providing an alternative way of measuring maintenance costs in growth arrest states.

1.11 Death and survival at high temperatures

Another crucial source of stress for bacteria is temperature variation, whose effects will be stud-
ied in Chapter 4. Bacteria grow in a variety of environments from arctic oceans to hot springs,
therefore the optimum growth temperatures vary considerably, affecting bacterial growth rate
and survival. For F. coli, since it has evolved in the lower intestine of warm-blooded organisms,
it is not surprising that its optimum temperature for growth is around 37°C. The dependence
of the growth rate of E. coli on temperature shows usually different regimes, also depending on
the nutrients available [91, 92]. However, generally, the growth rate increases up to 39-40°C.
Above these temperatures, it starts to decrease until temperatures become growth prohibitive
and cells cannot survive (= 48°C for rich media [91] and ~ 46°C for poor media [92]).

The growth rate decrease with temperature increase is generally due to proteins denatura-
tion and unfolding, which eventually lead to a loss of protein function. A misfolded protein can
find its way back to the native folded state, but in the majority of the cases denatured proteins
expose hydrophobic groups thereby sticking together and forming aggregates of insoluble debris.

1.11.1 MetA and its relationship with temperature

Among the different aminoacids required for F. coli growth, methionine is essential for a num-
ber of important cellular functions, including protein synthesis, methylation of DNA and rRNA,
biosynthesis of cysteine, phospholipids and polyamines, and can be directly synthesized by the
cells [93]. However, the first enzyme of the methionine biosynthetic pathway, homoserine trans-
succinylase (HTS or MetA), starts to degrade already at 25°C [94] because of ATP-dependent
proteolysis [95] and is more heat-sensitive than any other essential enzyme in the cells [96, 97].
Its decay rate increases with temperature both in in vitro [94] and in vivo studies, where its
half-life in minimal medium is 36 min at 37°C and only 25 min at 44°C [98]. At 46°C, the
enzyme is completely inactive and aggregated. Thus, growth is no longer possible without the
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addition of exogenous methionine.

The temperature sensitivity of MetA is not exclusive in E. coli and has been found in other
mesophilic bacteria such as Enterobacteriaceae [99] and Bacillus polymyza [100]. Therefore,
it has been argued that this feature could be a regulation mechanism for growth at elevated
temperatures and has been independently selected by evolution in many bacterial strains [96,
101]. The hypothesis is supported by the fact that, by simple random mutagenesis, metA
mutants characterized by improved MetA thermostability and faster growth at high temperature
can be obtained [92, 98], suggesting that E. coli, even if potentially able, may have on purpose not
evolved to fix MetA thermostability. However, there has been so far no experimental evidence
of any advantage due to MetA thermo-instability. Our results in Chapter 4, may show, for the
first time, evidence of an advantage.

1.12 Bacterial antibiotic persistence

Temperature increase, namely fever, is typical of recurrent human infections characterized by
persister bacteria, highly antibiotic-tolerant cells that constitute a small fraction of the popu-
lation. They are transiently refractory to killing, without having acquired resistance through
genetic modification [102]. Consequently, when the antibiotic pressure drops, the cells will give
rise to a population that is as susceptible as the original one and that again possesses a similarly
small proportion of persister cells. This discriminates persister cells from resistant mutants,
which exhibit stable, inheritable drug insensitivity. However, as well as resistant cells, persisters
cause antibiotic treatment failure and they have been shown to lead to the emergence of antibi-
otic resistance [103]. Therefore, they are a major public health concern of this century.

The presence of persisters within a population is usually revealed by viability measurements
through colony forming units (CFU) on agar plates. Persisters exist when a killing biphasic
pattern of the antibiotic used is observed: an initial fast decay of viability indicates that the
majority of the population is susceptible to the drug and dies fast, while, beyond a certain
threshold, the decay rate slows down approaching a plateau and only persister cells survive (see
Fig. 1.6 and Chapter 4).

The existence of persisters was discovered by Joseph Bigger in 1944 when he could not
sterilize a culture of Staphilococcus aureus with high doses of penicillin. He hypothesized that
a minority of cells survived antibiotic treatment owing to their lack of growth rather than
a heritable resistance mechanism [105]. However, this hypothesis was not confirmed for 60
years, until a study that used microfluidics and live imaging showed that the bacterial cells
that survived antibiotic treatment were not growing (type I) or slowly growing (type II) before
the addition of antibiotics [106]. In this way, cells inhibit growth of usual antibiotic targets
normally involved in growth processes, making the antibiotic ineffective. Later, many studies
have corroborated this observation, as reviewed in [107]. In addition to dormancy or slow growth,
a decrease in metabolic activity is often associated with the persister phenotype [108].

1.12.1 Mechanisms and triggers of persistence

The formation of persister cells is usually triggered by environmental cues, most of which are
various sources of cellular stress, such as starvation [106], temperature increase [109], extreme
pH [110] and DNA damage [111]. In human infections, environments where biofilms prolifer-
ate have also been shown to be triggers of the persisters formation as they present the cellular
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Figure 1.6: Antibiotic persistence. Biphasic antibiotic killing curve of a population of bacteria that, in
addition to normal antibiotic susceptible cells (green), includes also persisters (purple). Persistence to antibiotic
treatment leads to increased survival compared with susceptible cells, also if the minimum inhibitory concentration
(MIC) and the initial killing of the bacterial population are similar to the ones of susceptible bacteria; however,
the minimum duration for killing (MDK) for 99.99% of bacterial cells in the population (MDKgg.99) can be
substantially higher owing to the survival of the persister cells. Note that pure exponential killing of the susceptible
strain is rarely observed because most bacterial cultures have some level of persistence. Data shown are only
illustrations from [104] and not actual measurements.

stresses described above [112]. Interestingly, even if the stress is applied to the entire population,
only a fraction becomes persistent. The main reason of this splitting could be stochastic gene
expression across the population: the flow of information from nucleic acids to proteins consists
of a set of biochemical reactions that occur stochastically inside living cells due to the small
copy numbers of molecules involved. Consequently, every cell can behave differently. However,
the exact mechanisms of how these environmental cues induce the formation of persisters are
still a matter of debate.

So far, the most studied mechanisms that appear to be responsible of some antibiotic persis-
tence are toxin-antitoxin modules [113-115], which are involved in inhibition of cellular processes
such as translation, DNA metabolism and decrease of the proton motive force [112]. Several
global regulators are also considered important for the phenomenon [116]. An alternative model
proposes that metabolic regulation is the main driver of persister formation and that toxin-
antitoxin modules are only accessory to this control by locking the growth arrest [108]. More-
over, other studies show that cell-free spent medium induces persistence in P. aeruginosa strains,
thereby suggesting the involvement of quorum sensing (QS) molecules released in the medium
by the cells. Finally, it has been shown that the addition of exogenous methionine in E. coli
cultures at high temperature reduces the fraction of persister cells within the populations and
is correlated with high levels of MetA degradation [109], but the exact mechanism of persister
formation is still unknown. In Chapter 4, we will shed light on this phenomenon.

1.12.2 Clinical relevance

Despite Bigger’s discovery in the 1940s [105] and the identification of high persistence hip mu-
tants [113], the clinical relevance of persisters was largely ignored until the early 2000s when Kim
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Lewis proposed a possible role for persister cells in biofilm tolerance [117]. Subsequently, several
independent studies showed links between the presence of persister cells and the chronic nature
of different microbial infections. For example, remarkably higher persister levels were found in
chronic infections of Candida albicans [118], cystis fybrosis from Pseudomonas aeruginosa [119]
and F. coli urinary tract infections [120]. Moreover, independent in vivo experiments showed
that, when antibiotic treatment stops, slow-growing Salmonella Typhimurium in murine cecum
lymph nodes [121] and macrophages [110] appear, providing evidence for the ability of persisters
to reinitiate infection when treatment stops.

More recently, it has been shown that persistence facilitates genetic resistance [103], either
because of the shared mechanisms employed to overcome antibiotic killing [122-124] or because
it accelerates mutagenesis and horizontal gene transfer [125].

Several methods and therapeutics are in use or under development to fight persistence. The
first approach, suggested already by Bigger [105], is to apply intermittent antibiotic treatments
that would allow the surviving persistent cells to resuscitate during the non-treatment period,
after which they could be eliminated shortly afterwards during a subsequent treatment period.
However, there are substantial evidence suggesting that sub-optimal antibiotic dosing regimens
not only select for resistance development [126], but can also lead to increased levels of persistent
cells, both in vitro [127] and in vivo [119]. Another strategy is the direct killing of persistent
cells by using antibiotics that target cell processes crucial to maintain viability also during
dormancy, such as membrane integrity activities, which, unlike growth processes, can never
be switched off [128]. In alternative, as several antibiotics require active transport systems to
enter the bacterial cell [129], stimulation of antibiotic influx was demonstrated to accommodate
persister eradication [130]. Finally, as most antibiotics depend on active cell processes such as
macromolecular synthesis to corrupt their targets, stimulation of the metabolism of quiescent
persister cells is used to potentiate the activity of conventional antibiotics [131]. As we will see
in Chapter 4, treatments with methionine may be successful in this context.
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Chapter 2

Death rate of starved FE. colz is set by
maintenance cost and recycling yield

2.1 Introduction

Much of our systems-level understanding of bacteria is derived from the study of cells in the
well-defined state of balanced exponential growth. As we said in Chapter 1, in this steady-state,
the average properties of cells do not change [33, 35-37], enabling reproducible and precise quan-
titation of physiological characteristics. For instance, studies exploring the interdependence of
gene expression and growth [41], the coordination of the proteome with metabolism [44], evolu-
tion [47] and the growth benefits and costs of enzymes [52, 53], all depend on measurements in
steady-state exponential growth.

However, in nature, most bacteria spend the majority of their time in states of very low
metabolic activity and little or no growth, in which nutrients are limited. Thus, non-growing
states play an important role in the bacterial “feast-or-famine” life style [34] and our systems-
level understanding of growth arrested bacteria lags behind that of growing bacteria [59].

Key to a quantitative analysis of bacteria facing starvation would be a well-defined reference
state, ideally a steady-state analogous to balanced exponential growth, during which cellular
physiology does not change. Yet defining such a state has proven challenging [59]. When cells
are starved, several molecular processes occur inside the cells, such as a down-regulation of the
metabolism [133] and the activation of the stress response system via the alternative sigma fac-
tor RpoS [73, 134]. At the population level, cannibalism phenomena may happen [135-137], as
well as mutations [13], also leading to growing subpopulations of cells called “cryptic growths”
[138-140], which can cause oscillatory decay patterns of viability [66, 67], but may also be
not manifest [72, 140]. In complex media, the number of viable cells usually displays a non-
monotonous time dependence with multiple periods of decrease, increase and stagnation [13].
Thus, albeit interesting, this scenarios cannot provide the needed reference state.

Interestingly, if bacteria are carefully starved of all energetic substrates (carbon starvation)
at optimal temperature and pH, they show an exponential decay of viability for several orders
of magnitude [57]. The simplicity of this phenomenon is crucial, since the entire dynamics can
be described by one parameter: the death rate of the population, allowing quantitative analyses
of survival curves [57]. Thus, the exponential decay of viability could be an excellent starting
point for dissecting bacterial physiology of survival. In contrast to exponential growth, however,
it has been so far not known why viability decreases exponentially during starvation. This miss-
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ing knowledge prevented us from understanding how changes in death rate can arise from the
plethora of genetic or environmental perturbations known in the literature [66, 67, 71-74, 140].

In this chapter, we fill this gap and uncover the origin of the exponential decay using a
combination of quantitative starvation experiments and mathematical analysis. We show that
in carbon starvation an exponential decay of viability emerges as a collective phenomenon, with
viable cells recycling nutrients from dead cells for maintenance of viability. The observed collec-
tive death rate is determined by two physiological parameters: the average rate at which cells
consume energy for the maintenance of viability and the efficiency at which viable cells recycle
biomass from dead cells. This relation permits quantitative insights into how environments and
genetic elements affect bacterial survival, as exemplified by a study of the cost of a wasteful
enzyme and the benefit of the stress response sigma factor RpoS. While the enzyme increases
the maintenance rate and thereby the death rate, RpoS improves biomass recycling, decreasing
the death rate.

Our approach thus enables quantitative analyses of how cellular components affect survival
of non-growing cells, their fitness and evolution, in a similar way to how exponential growth al-
lows the quantitative analysis of bacterial physiology during growth, as mentioned in Chapter 1.
Moreover, as exponential decay under nutrient deprivation seems to occur in a wide variety of
organisms like yeast [141] or Enterobacter aerogens [67], our findings may be useful to investigate
the behaviour of other microorganisms and could pave the way towards the understanding of
starvation in more complex systems like multimicrobial communities.

This work is a project collaboration with Dr. Severin Josef Schink, Constantin Ammar and
Prof. Dr. Ulrich Gerland. This chapter is adapted from Schink J. S.*  Biselli E.*, Ammar C.
and Gerland U., Death rate of E. coli during starvation is set by maintenance rate and biomass
recycling, Cell Systems 9, 1-10, 2019 (*co-first author).

2.2 Survival kinetics of E. col: after carbon starvation

To study the kinetics of the death phase, we induce carbon starvation in a wild-type strain of
E. coli K-12 NCM3722 by growing cells until the carbon substrate, glycerol, is exhausted (see
Fig. 2.1A and Appendix A). Complete carbon starvation is often an experimental challenge.
Indeed, towards the end of carbon depletion, cells may adapt to the coming starvation, e.g. by
storing nutrients [57, 142], if the carbon source is uptaken with low affinity. When cells are
grown in casamino acids or more complex media with different carbon sources such as lysogenic
broth (LB), some nutrients may remain in the medium, supporting prolonged survival of the
cells [56]. Moreover, E. coli may excrete fermentation products such as acetate during growth
(Crabtree effect) [143-146] and use them as nutrients to survive during starvation. However,
acetate excreting is growth rate dependent and absent below a growth rate threshold of ~ 0.76
h—! [143]. Considering these issues, we study starvation with a single carbon substrate, glycerol,
to which the cells have a high affinity [147] and do not excrete acetate, as their growth rate is
~0.7h L

During the following period of starvation, we measure the time-dependent density of viable
cells in the culture, N(¢), by plating and colony counting. The survival kinetics N(¢) displays a
remarkably clean exponential decay on a timescale of days (Fig. 2.1B). The instantaneous death
rate
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Figure 2.1: Growth and starvation dynamics. (A) Growth of E. coli K-12 NCM3722 in glycerol minimal
medium, measured using optical density (ODgoo). Exponential growth at growth rate = 0.70 h™' (slope of
the exponential fit, black line) halts abruptly when glycerol is depleted at ¢ = 0. Colors denote three biological
repeats. (B) The starvation following glycerol depletion leads to an exponential decay of bacterial viability N (),
measured in colony forming units (CFU) per ml. Colors correspond to the three experiments in panel A. The
death rate v = (0.43 4 0.04) d~* (slope of the black line, value reported with one standard deviation) is the
average value of fits to 12 independent experiments, see Table A.1 for details.

dln N(t) N(t)
S dt CN(1) (2.1)

v(t) =

reaches a value of v = 0.43 d~! after less than one day into starvation (Fig. 2.2A-C) and remains
constant for over 2 orders of magnitude of viability decay.

The first day of adaptation refers to the so called “stationary phase”, during which cells
finish to divide and remain almost all viable, activating the stress response to starvation. This
phase can last less than one day [57, 66, 67], as in our case, or several days [13, 56]. After
this decay, mutants gradually dominate the behaviour and long-term survival can last several
months to years [13, 137, 148], showing alternating phases of re-growth and decay, as described
in Fig. 2.2D,E and in Section 1.10.1.

Cell size and shape change during growth, depending on the growth rate [35] and on the
growth transitions [149]. In our case, after completing cell divisions within the first hour into
starvation, the mean length and width of cells remain invariant throughout the exponential de-
cay of viability (Fig. 2.3A). A comparison of cell width and length during growth and starvation,
see Fig. 2.3B,C, reveals a substantial loss of elongated cells and gain of cells about half this size.
This indicates that, during the first hour after starvation, long cells complete their division,
while smaller cells do not manage to finish their division cycle.

Interestingly, when the exponential decay sets in, we do not detect any significant grow-
ing subpopulation, dismissing the hypothesis of cell turnover in the first days of cell starvation
(Fig. 2.4A,B), and treatment with an antibiotic lethal to growing cells (ampicillin) does not alter
the exponential decay of viability (Fig. 2.4C). Furthermore, protein synthesis is not significant,
as the capacity for protein synthesis in a starved culture is low (Fig. 2.4D,E,F) and complete in-
hibition with chloramphenicol does not alter the death rate (Fig. 2.4C). Together, these findings
suggest a relatively low activity of bacteria during the exponential decay of viability, contrasting
it with other kinds of growth arrest states, such as the constant activity stationary phase, where
viability is constant and protein synthesis is much more significant [56].
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Figure 2.2: Short-term and long-term starvation dynamics. (A,B) Starved cells are stained using a
Live/Dead stain that assays membrane integrity (see Appendix A) and counted manually using phase-contrast
images. Green stained cells are counted as viable. Red-green stained and un-stained cells are counted as unviable.
The first panel shows cells at the beginning of starvation (¢ = 0 h), while the second one shows cells after 44 h of
starvation. (C) Kinetics of the transition into the exponential decay of viability, measured using the Live/Dead
stain shown in panels A and B. Time point ¢ = 0 marks glycerol exhaustion and entry into starvation. The
black line marks the steady state death rate v = 0.43 d~! corresponding to the exponential decay of viability, as
determined from viability assays on LB agar plates. (D) Long-term survival. After about 20 days of starvation,
the exponential decrease of viability (black line) stops and cells enter a phase of long-term survival in starvation.
Long-term survival can last at least several months to years and shows alternating phases of decay and regrowth
[13, 137]. (E) During early starvation colony size and shape is homogenous. Late into the exponential decay,
after 10-15 days of starvation, size and shape start to show heterogeneity with the appearance of tiny colonies, a
sign for mutations [148]. Eventually after 100 days, colonies are all small. For size comparison, all three plates
shown here were incubated for 1 day. For the experiment in panel D, at later time-points plates were incubated
several days before counting, to ensure that all colonies have reached a visible size.

2.3 Recycling of nutrients from dead cells

With ongoing starvation, we observe that an increasing number of bacteria lose their membrane
integrity, which is measured using propidium iodide staining (see Fig. 2.4A B). Concurrently, the
impaired integrity could lead to biomass leaking out of the cells and into the supernatant. There,
these biomolecules pose a potential nutrient source for the viable population. We investigate
the impact of the leaked nutrients for survival, by inoculating a small number of viable cells into
supernatant of a starved culture. We perform this experiment by diluting starved cells 4.5-fold
into their own supernatant. The kinetics following the dilution into supernatant is bi-phasic,
see Fig. 2.5A, purple circles: cell death halts for 1.2 days and then the exponential decay of
viability resumes at the original death rate of v = 0.43 d~!. In contrast, diluting cells 4.5-fold
into fresh medium without carbon substrate (see black data in Fig. 2.5A) or into supernatant
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Figure 2.3: Cell size during exponential growth and starvation. (A) Mean cell length < [ > measured
by phase contrast microscopy relaxes from the lengths during exponential growth, < [ >= 2.4 pm, to the mean
length during starvation 1.8 pm, in less than one hour. Cell width does not change significantly after entry into
starvation. (B,C) Distributions of cell lengths and widths during exponential growth (blue) and after 2 days of
starvation (yellow).

extracted prior to starvation, where dead cells are absent (see Fig. 2.5B,C), does not alter the
survival kinetics.

2.4 Balance between biomass recycling and maintenance flux

That FE. coli can survive on the nutrients leaked from dead cells suggests that we need to under-
stand the population as a collective, rather than independent individuals, because the survival
of some cells is coupled to the death of other cells in the population. To study this collective pro-
cess, we introduce the quantitative model depicted in Fig. 2.6 A. We are particularly interested in
how the exponential decay arises and what determines the death rate. The model describes the
system in terms of a supply flux Jg, which provides viable cells with nutrients from the biomass
of dead cells (left arrow), and a demand flux Jq, which represents the consumption of nutrients
for the maintenance of viability (right arrow). The demand flux is proportional to the number
of viable cells, Jqg = BN(t), with the proportionality constant 5 identified as the maintenance
rate per cell. The supply flux, on the other hand, is proportional to the number of cell deaths
per unit time, J; = —aN (t). Here, the proportionality constant o quantifies the “yield” of a
single dying cell, i.e. the amount of released nutrient that can be taken up by other cells, and
is a measure of the efficiency of the biomass recycling. Whenever a supply-demand balance is
achieved, we have

Js=—aN(t) = BN(t) = Jq. (2.2)

As time passes during starvation, fewer viable cells are left and fewer die. However, the
fluxes can still remain precisely balanced. This happens at the specific value of the death rate
that corresponds to the ratio of the maintenance rate to the yield,

p
= —. 2.3
= (2.3)
As long as the population stays in this balanced state, the death rate is constant and thus

the viability will display an exponential decay,

N(t) = N(0)e " (2.4)

consistent with the observation of Fig. 2.1B.
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Figure 2.4: Absence of cryptic growth and not significant protein synthesis during starvation.
(A,B) Two snap-shots of a time-lapse of a starved culture. Cells are extracted from batch culture, stained with
propidium iodide (red) to detect loss of membrane integrity and starved in a p-Slide (see Appendix A). After
one hour of starvation almost no cells are stained red, i.e. lost their integrity. After four days, the majority of
the cells have lost their integrity (= 90%), consistent with viability counting by plating. During these time-lapse
videos, no cryptic growth can be detected. (C) Antibiotic treatment of an exponentially decaying culture in
batch with ampicillin (amp, 100 pg/ml) or chloramphenicol (cm, 35 pg/ml). After 1 day of starvation, a fraction
of a control culture (black circles) is inoculated in a new sample and supplemented with ampicillin (amp, yellow
circles) or chloramphenicol (cm, purple squares). The viability is recorded by plating. Treatment with ampicillin,
administered freshly every day, does not alter the exponential decay of viability. Considering that ampicillin leads
to lysis of growing cells, the absence of a change in the survival curve shows that no significant cryptic growth
occurs during exponential decay. Also the treatment with chloramphenicol, a protein synthesis inhibitor, does not
alter the exponential decay, indicating that the protein synthesis observed in panel D is not essential for survival.
In order to test chloramphenicol effectiveness, after 7 days of starvation, both cultures are supplemented with 1
mM IPTG and LacZ activity is assayed using the Miller Assay [150] for 3 days. The culture with chloramphenicol
does not show an increase of LacZ activity compared to the control culture indicating that the antibiotic is still
inhibiting protein synthesis (data not shown). (D-E) A large culture of cells is starved (125 ml) and subcultures
(5 ml) split off daily. After splitting, each subculture is supplemented with 1 mM IPTG to induce the lac operon
and LacZ activity is assayed using the Miller Assay [150] every 12 h. In Fig. 2.9 it is shown that import of IPTG
via LacY induces an energetic cost that increases death rate. Generally, however, during starvation the expression
level is small, compared to expression levels achieved during growth (110 MU in panel C of this figure corresponds
to 1% of the maximal expression in Fig. 2.9D). Thus, when IPTG is added during starvation, the effect of IPTG
transport on the death rate is negligible. (D) Viability at the extraction points of ten different cultures (symbols).
Every symbol/color corresponds to one subculture. After extraction, viability of the subcultures follows the main
culture (data not shown). (E) Total LacZ expression (see Appendix A) of each of the ten subcultures is recorded
for two days. (F) LacZ expression level per viability, normalized to the value during exponential growth prior to
starvation, 2.6 - 10> MU/(d - 10°CFU). After about two days of starvation, LacZ expression levels increase to a
constant rate of about 1% of the pre-starvation level.

How is the supply-demand balance of Eq. (2.2) achieved? The survival kinetics of Fig. 2.5A
suggests that the starved culture is self-balancing, automatically returning to an exponential
decay after perturbations to supply-demand balance. Eq. (2.3) would then define a stable steady-
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Figure 2.5: Cell survival on supernatant. (A) After 44 h of starvation, cells from an exponentially decaying
culture (2.6-10% CFU/ml, starvation culture, grey circles) are diluted 4.5-fold (6.2-10” CFU/ml) into supernatant
of the same starvation culture (purple open circles) and into fresh carbon free medium (black filled circles). While
cells into fresh medium keep on dying exponentially with the death rate v = 0.43 d™* (slope of the black line), in
the culture with addition of supernatant (purple open circles) cells survive for a lag time 7' = 1.2 d before dying
again exponentially with the death rate v = 0.43 d™! (slope of the purple line). (B) A sample of the supernatant
of a control culture (black circles) is extracted and frozen at the end of exponential growth (growth supernatant)
when all the cells in the culture are still viable and there isn’t any dead cell in the supernatant (see Appendix
A). (C) After 2 days of starvation of the control culture, the frozen supernatant is defrosted and 6-10° CFU/ml
starved viable cells of the control culture are diluted into it (purple arrow). The cells keep on dying exponentially
and no lag time is observed (purple circles), confirming that, in the absence of dead cells in the supernatant,
nutrients are not released in the culture and viable cells cannot use them to survive longer.

state. To see how this can arise, we consider a model that describes the average metabolic state of
viable cells by a single coarse-grained state variable €, subsuming the intracellular concentrations
of nutrients and energy-rich molecules, the proton motive force and other contributions. We refer
to € as the “energetic state” and assume that it determines the death rate v(¢) of the remaining
viable cells. An increase of the energetic state, e.g. because the bacteria take up new nutrients,
will lower the death rate. If the bacteria run out of internal energy storage, the energetic state
will decrease and bacteria will die at a higher rate. With this step we implicitly assume that all
bacteria are in a similar energetic state. The energetic state changes according to the difference
between the supply and demand flux per viable cell,

R (2.5)
Due to the dependence of death rate v on the energetic state €, the system contains a nega-
tive feedback loop: a faster death rate leads to more nutrients becoming available. Viable cells
take up these nutrients and improve their energetic state, which in turn slows the death rate
again. As a result, cells reach a steady-state in the energetic state €* at de/dt = 0, where fluxes
are balanced and the death rate is given by Eq. (2.3). The stability of the exponential decay
means that the system is self-balancing and any fluctuations in the supply or demand will be
corrected by the population. Supply and demand are thus not fine-tuned to match each other,
but rather for all supply and demand rates, the system will settle into an exponential decay with
the death rate given by Eq. (2.3), see Fig. 2.6B for an illustration. A change of maintenance
rate or recycling yield, as depicted in Fig. 2.6C,D, will be met with a change of death rate such
that supply and demand will again be in balance.

While the model rationalizes the observed exponential decay of viability, we additionally
seek an independent way to test it. To this end, we use the model to predict how long cells
can survive, if a fraction of the population is killed. The sudden availability of nutrients should
halt death until the nutrients are fully consumed, analogous to the experiment of Fig. 2.5A. We
perform such an experiment by splitting a starved culture into two parts, killing one part with
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Figure 2.6: Supply and demand model: recycling of nutrients from dead cells. (A) Viable cells N take
up biomolecules (nutrients, purple dots) leaked out from dead cells (supply flux of nutrients, Js = —aN , where
« is the nutrients yield) and metabolize them to maintain their viability (demand flux of nutrients, Ja = SN,
where (3 is the maintenance rate). A disparity between the supply and demand fluxes will increase or decrease
the energetic state e of the cell, see (2.5); cell death (black arrow) is halted by an increase of the energetic state of
the cells (repression arrow), which thus decreases the death rate of the population, v(e) = -N /N and the supply
flux, see Eq. (2.5). (B-D) Dynamics of the energetic state of the cell. (B) Nutrient fluxes per cell (supply per
cell: —aN/N = ay(e), solid line, where ~(e) is assumed to be a monotonically decreasing function of €; demand
per cell: BN/N = 3, dashed line) plotted against the energetic state during starvation. If the energetic state of
the cells is low, many cells die and supply is higher than demand, leading to a surplus of nutrients (green), which
increases the energetic state. Vice-versa, a high energetic state leads to less cell death, a nutrient deficit (red) and
a decrease of the energetic state. Both surplus and deficit push the cells into a stable steady state (black circle)
where supply balances demand. (C) An increase of demand due to a higher maintenance rate 8 (dashed line
moves up), or (D) an increase of supply due to a higher yield « (solid line moves up) lead to a new steady state
(black dot), that is lower or higher, respectively, than the original steady state (grey dot). Vice-versa, decrease
of demand or decrease of supply leads to opposite effects than shown.

UV light, and then rejoining the two parts (see Fig. 2.7A, Fig. A.1, Appendix A). By varying
the splitting ratio, we vary the fraction of killed cells. For example, in Fig. 2.7B,C we observe
that when viable cells are mixed 50:50 and 30:70 with UV-killed cells, they show a bi-phasic
survival, where the exponential decay sets in after a lag time of 2.3 d and 1.2 d, respectively.

Using our model, we can predict the lag time 7' produced by added nutrients: cell death is
halted until an added amount Ej of nutrient is consumed by the maintenance demand flux Jy,
yielding a lag time

E E
_ 0 _ =0 (2.6)
Jqa BN
If the additional nutrient is supplied in the form of UV-killed cells with density Nyy, we
have Ey=aNyy. We can then use (2.3) to replace 8/a with ~, such that the expression for

the lag time becomes T' = vy~ Nyy N~!. This theoretical prediction depends only on the death
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Figure 2.7: Survival on UV-killed cells. (A) Cartoon of the experiment. A sample of a large-volume starved
culture (starvation culture in the flask) with N viable cells is extracted and inoculated in a different tube. A
fraction of such sample is then exposed to UV light that lyses the cells (see Fig. A.1). After UV exposure, the UV
sterilized culture (purple, Nuv) is mixed again with the untreated viable cells of the sample (salmon, N). The
viability of the culture is then measured every day and compared with the viability of the starvation culture. The
experiment is repeated using different mixing ratios of UV-sterilized Nuv and untreated culture N (see panel B).
(B) The viability of two cultures of a) 50% UV-killed and 50% untreated viable cells (purple open circles), b)
30% UV-killed and 70% untreated viable cells (green open circles), both extracted after 2.5 days of starvation, is
compared to the viability of a starvation culture of 100% untreated cells (black filled squares), see Appendix A for
details. Both curves are normalized to the number of viable cells in the starvation culture (100%) after 2.5 days
of starvation. The presence of UV-killed cells prolongs survival in the mixed culture for a lag time of about: a) 2
days (purple arrow), b) 1.2 days (green arrow). (C) Experimental lag time 7" increases linearly with the ratio of
UV-killed cells to untreated cells, Nyv/N. The purple and green circles represent the lag times extracted from
panel B, where Nuyyv/N = (50%)/(50%) = 1 (purple circle) and Nyy/N = (30%)/(70%) = 0.43 (green circle),
respectively. The black line is the theoretical prediction derived in the main text.

rate 7, which is measured independently, and the mixing ratio of killed to viable cells, Nyy /N,
which is controlled experimentally (see Fig. 2.7B,C). Using v = 0.43 d~! as the inverse slope
of the black line in Fig. 2.7C, we find an excellent quantitative agreement between the model
prediction and the lag time data.

2.5 Quantifying the maintenance rate for survival of a cell

The lag time calculated in Eq. (2.6) also provides a means to measure the maintenance rate
B for the survival of a cell, by supplying defined amounts of nutrient Fy and determining the
resulting lag T, see Fig. 2.8A for a sketch of the experiment and Fig. 2.8B for an exemplary
lag-time characterization. Analogous to Fig. 2.7C, increasing the amount of glycerol added to
the culture increases the lag time, see Fig. 2.8C. All concentrations in Fig. 2.8C are chosen such
that the amount of glycerol is too small to support growth (see Appendix A). We extract the
maintenance rate as the slope of the data in Fig. 2.8C (and in Fig. A.2 for other time-points).
We find that maintenance rate remains constant at § = 0.49 £ 0.04 fmol/(CFU - d) in units of
glycerol per viable cell per day throughout the starvation, see Fig. 2.8D, consistent with our
interpretation of the cells being in a steady state. Given that growth of 10? cells/ml requires
10 mM glycerol as carbon source, this measurement reveals that a cell can survive for about 20
days with the amount of glycerol required for one cell doubling. Assuming that one molecule of
glycerol yields 15 ATP [150], this maintenance rate corresponds to about 5.2 - 10* ATP/s per
cell, which can be converted to a free energy dissipation rate of about 1.0 - 106 kgT /s, where
kpT denotes the thermal energy unit and the hydrolysis of one ATP releases about 20 kgT [59].
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Figure 2.8: Maintenance rate measured by survival after glycerol addition. (A) Graphical synopsis of
the experiment: a large-volume starved culture (flask, original culture) is split into small cultures supplemented
with different small amounts of glycerol reported in the legend of the panel (“+gly”, from 0.1 to 0.4 fmol/CFU)
or no glycerol (“-gly”) (see Appendix A). (B) A starved culture (starvation culture, flask) with a viability of
4.07-10® CFU/ml after 1 day of starvation is diluted to 10% CFU/ml (black arrow) in fresh medium supplemented
with 40 uM of glycerol (purple open circles). Per viable cell, the glycerol addition in this experiment is 0.4
fmol/CFU. Glycerol addition leads to prolonged survival for a lag time 7" = 0.825 d (purple arrow) compared to
a diluted control (black circles) without additional glycerol. After glycerol exhaustion, cell’s viability decreases
again exponentially with a death rate v = 0.43 d~!, as the diluted controls (exponential fits, purple and black
lines). (C) Lag time of a culture treated as described in panels A and B after 1 day of starvation plotted versus
different concentrations of additional glycerol, denoted by the colors defined in the legend of panel A. The purple
circle refers to the lag time of panel B. Lag increases linearly with glycerol concentration, maintenance rate 3 is
the inverse slope of the linear fit, see Eq. (2.6). (D) First black dot: maintenance rate of panel C measured after
one day. Other dots: same measurement, performed during days two to five. Time average of the maintenance
rate 8 = (0.49 £ 0.04) fmol/(CFU - d).

2.6 Maintenance cost incurred by a wasteful enzyme

The supply and demand model predicts that increasing the demand flux will stabilize the bacte-
rial population at a larger death rate. We test this by forcing cells to dissipate additional energy,
by exploiting the well-characterized futile transport of the non-metabolizable lactose-analog
isopropyl-3-D-thiogalactopyranoside (IPTG) by the lactose permease LacY [52], see Fig. 2.9A
and Appendix A. The additional demand due to IPTG transport should increase the main-
tenance rate § without contributing to the cell survival, thus increasing the death rate. We
pre-express LacY during the growth phase (see Fig. 2.9B-D) and then observe that, during star-
vation, the death rate increases linearly with the LacY level (reported by co-expressed LacZ),
see Fig. 2.9EF, as predicted by Eq. (2.3). In contrast, the death rate does not significantly in-
crease when LacY is expressed in the absence of IPTG, by deleting the lac repressor (Fig. 2.9F,
black cross). Thus, the wasteful transport of IPTG, rather than gene expression, changes death
rate. The cost incurred by the activity of a wasteful enzyme can be substantial in starvation.
A fully active LacY transporter at wild-type expression level doubles the death rate of E. coli.
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Figure 2.9: Increased demand leads to faster death rates. (A) Lac operon expression induced by IPTG.
Lacl: lac repressor inhibiting operon expression. LacZ: S-galactosidase. LacY: lactose/proton symporter; LacA:
transacetylase. The artificial inducer IPTG is imported by LacY in a known energetically costly process [52], but
is not metabolized by the cell. (B) Induction of the Lac operon with saturation amounts (1 mM) of IPTG at
different times during exponential growth. Colors denote different experiments (see table in panel D). Data points:
LacZ expression in Miller Units (MU), see Appendix A. Lines: logistic fits. (C) Data points: LacZ expression in
starvation following the experiment of panel B remain constant. Lines: time averages. (D) Summary of IPTG
addition time-points and the resulting average LacZ expression and death rate. (E) Viability over time during
starvation of the cultures of panel B (same colors and symbols). The higher is the LacZ expression level in the
culture the faster the cells die respect to the control culture without IPTG (grey circles). Lines are exponential
fits, with death rates summarized in panel D. (F') Death rate of the cultures in panel C (same symbols and colors)
plotted against LacZ expression (normalized to the highest expression value, see panel D). The black filled circles
refers to other experiments with different IPTG addition times not shown in the previous panels. The black line
is a linear fit. In comparison, lacI knock-out mutants, grown in the absence of IPTG (black star), show only a
slight increase of death rate, despite full LacY expression.

Additionally, the finding that deleting the lac repressor leads to no significant increase of the
death rate (Fig. 2.9F, black cross) shows that the cost of inducing gene expression in starvation
is low. For LacY, we could attribute the death rate change to an increase in the maintenance
rate based on a prior study [52]. Generally, however, the death rate is set by both yield and
maintenance rate. Given an observed change of death rate, it is thus necessary to disentangle
these two contributions. Towards this end, we next devise an assay to quantify changes of the
yield.

2.7 Quantifying the yield of biomass recycling

To measure the yield of nutrients released from dead cells, we employ an assay independent of the
maintenance rate (3, using UV-killed cells as nutrient source instead of glycerol (see Fig. 2.10A
and Appendix A). Interestingly, UV-killed cells can also support growth of viable cells, rather
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than just survival, if provided in large quantity. This is in contrast to starvation, where bacteria
do not grow, see Fig. 2.4A B. We leverage this behaviour to determine the yield by measuring
the growth of viable cells on dead cells: at different times during starvation, we aliquot a sample
of a starved culture, UV-kill all cells in the sample and then mix it in a 99:1 ratio with the
original culture (Fig. 2.10A). We then measure regrowth by plating.
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Figure 2.10: Yield measured by regrowth on nutrients released from dead cells. (A) Graphical
synopsis of the experiment to measure the yield of the culture (see also Appendix A): at different times during
starvation, a sample of a starved culture (starvation culture, flask) is aliquoted and 99% of the population is UV-
killed. Thus, only 1% of the cells remain untreated and still viable. These viable cells grow on the UV-sterilized
culture as described in panel B. (B) Grey data show the viability of a starvation culture over time. After 2 days of
starvation, a sample is extracted from the starvation culture and 99% of the population is UV-killed (grey dashed
line), while only 1% of the aliquot remains viable. Cells grow on the UV-sterilized culture (growth curve Ng):
The population of the culture increases from a minimum value, min(Ng), to a maximum value, max(Ng), in less
than 2 days after UV-sterilization. The absolute growth yield of the culture is defined as max(Ng) — min(Ng).
(C) The absolute growth yield (see panels A, B and Appendix A) is plotted against the viability of the starvation
culture at the killing time. The absolute growth yield is directly proportional to the viability, meaning that during
starvation nutrients are consumed, rather than accumulated. The (relative) growth yield ag, a measure for the
yield «, is the ratio of the absolute growth yield on UV-killed cells to the viability in the starvation culture at
the killing time (o o« ag = 0.18 £ 0.02) and is indicated as a black line.

Fig. 2.10B shows one exemplary measurement where the sample from the starving culture
(grey dots) is taken after two days. The regrowth curve (purple circles) starts from a viabil-
ity min(Ng) and reaches a maximum value max(Ng), such that the absolute growth yield is
max(Ng)-min(Ng). This absolute growth yield is plotted in Fig. 2.10C against the viability at
extraction (grey dots in panel B). The linear relation between absolute yield and viability shows
that the efficiency of biomass recycling remains constant throughout starvation. The slope of
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Figure 2.11: Nutrients loss during starvation. (A) Total protein and (B) RNA of a starved culture over
16 days, relative to the first extraction point shortly after glycerol exhaustion.

the line in Fig. 2.10C quantifies the yield, o = 0.18, in units of “new cell” per “killed cell”. In
other words, it takes ~ 5.5 killed cells to make one new cell.

2.8 Nutrients loss during starvation

That viable cells consume nutrients from dead cells for maintenance and for growth, depending
on the amount of available dead cells, can be also directly observed by measuring the loss of
biomolecules from the culture. Fig. 2.11 shows the loss of total protein and total RNA over
16 days of starvation. Such loss results to be not larger than 20% of the original content for
both proteins and RNA, with the difference that total protein decreases gradually during the
starvation period, while RNA initially decreases fast and then remains constant. This is probably
due to turn-over of ribosomes after entry to starvation and degradation of mRNAs [151]. Since
the majority of RNA is ribosomal rRNA folded into ribosomes (85%, [42, 152]), this finding
implies that ribosomes are stable even after cell death, in contrast to other types of starvation
[151]. However, it cannot be excluded that, even if not degraded, these ribosomes are broken
and not functional. Interestingly, Houser et al. report that, when cells are starved of glucose,
they show a quite uniform down-regulation of mRNA within the first 8 hours of starvation and
constant transcription profiles after that [153]. Even if observed in a different type of starvation,
these findings may support our measurements where RNA initially decreases and, then, remains
constant. Finally, as we mentioned above, both proteins and RNA, even if decreasing, remain in
the medium in high percentages respect to the initial value at the beginning of starvation. This
may be due to the fact that F. coli probably manage to scavenge mainly small metabolites in the
cultures and not big molecules. A more detailed study based on metabolomics and proteomics
that identifies which nutrients are released by dead cells and which ones are uptaken by the
viable cells is necessary.

2.9 RpoS regulon improves biomass recycling

We use the ability to quantify both yield and maintenance rate to dissect death rate contributions
of a prominent example of a gene known to affect survival: the general stress response sigma fac-
tor encoded by rpoS, which regulates the expression of dozens of target genes [73, 84]. A ArpoS
mutant displays a 1.8-fold increased death rate compared to the wild-type (see Fig. 2.12A). Us-
ing our protocol for measuring the maintenance rate, we find that 3 is only increased by about
15% percent in the ArpoS mutant (see Fig. 2.12B). Eq. (2.3) then predicts that the 1.8-fold
increase of the death rate primarily stems from a decrease in the yield «. Indeed, we observe
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that wild-type cells require ~ 5.5 killed cells to make one new cell, whereas ArpoS mutant cells
require about ten (Fig. 2.12C). This almost two-fold change in yield « could stem either from
the release of fewer nutrients per dying cell or from less efficient usage of these nutrients. We
disentangle these effects by quantifying the growth yield of wild-type cells on ArpoS cells that
were killed by UV light and vice versa (see Fig. 2.12D and Fig. 2.13A,B). We find that a similar
amount of nutrients is released by death of either strain, but that ArpoS cells use these less
efficiently, resulting in the observed accelerated death during starvation. These results imply
that during starvation, RpoS-mediated gene regulation gives a supply-side benefit, which almost
doubles the biomass usage and decreases the death rate correspondingly. Metabolic genes are
indeed known to be part of the RpoS regulon [79].
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Figure 2.12: Impact of the general stress response sigma factor RpoS on survival. (A) Survival
kinetics of rpoS knock-out mutants (ArpoS, blue open circles) compared to wild-type cells (WT, black filled
circles), cultured and starved in identical conditions (see Appendix A). The viability of ArpoS decreases at about
twice the death rate compared to WT. The death rate is yarpos = 0.78 £ 0.04 d-! (average of 12 independent
experiments, see Table A.1 for details; slope of the blue line, value reported with one standard deviation). (B)
Maintenance rate [, measured as described in Fig. 2.8 and Appendix A, is slightly higher for ArpoS, Barpos =
0.56 £ 0.03 fmol/(CFU - d) respect to WT, Bwr = 0.49 = 0.04 fmol/(CFU - d). Error bars indicate one standard
deviation of 8 values measured in independent experiments (each of them averaged between two replicates) at
different times during starvation. The difference is significant (two-sample t-test, p < 0.01). (C) (Relative)
growth yield for WT and ArpoS strains measured by growth of an inoculum on UV-killed cells of the same strain
as described in Fig. 2.10 and Appendix A. Knock-out of rpoS leads a two-fold decreased in yield, compatible with
the increase of death rate recorded in panel A. (D) (Relative) growth yield obtained by cross-mixing UV-sterilized
culture and inoculum. While WT cells grow similarly well on ArpoS cells as on WT cells (shown in panel C),
growth of ArpoS on WT is impaired. Data in panel C and D are taken in the first 12 hours of starvation and are
averages of four independent measurements (each of them averaged between two replicates). Errorbars show one
standard deviation. The differences in panels C and D are significant (two-sample t-test, p < 0.01). No differences
in growth rate or yield are observed when WT and ArpoS cells are grown on glycerol as the carbon substrate.
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Figure 2.13: Metabolic challenges of ArpoS mutants. (A) Yield of WT cells. At different times (1h, 12h,
24h, 48h, 71h, 97h, 120h, 170h) during starvation of a WT and a ArpoS control culture, a fraction of WT cells
is extracted from the control culture and mixed in two new samples with 99% of UV-sterilized WT cells (yellow
circle) or 99% of UV-sterilized ArpoS cells (purple squares) respectively, see Appendix A. The absolute growth
yield (max(Ng) — min(Ng)) of WT in both samples is plotted versus the viability in the starved culture before
killing. Note that the yield decreases proportionally with the viability. The (relative) growth yields of WT cells

oz\éVTf\NT and a\éVTfArp °S measurements for the yield «, are the ratios of the absolute growth yield on UV-killed

cells to the viability in the starvation culture at the killing time. Their values are a‘éVTl%*Wng% ~ 0.18 and

a\é]Tl%—AT‘poSQQ% ~ 0.21. (B) Yield of ArpoS cells. Using the same method explained for panel A, a fraction of
ArpoS cells is inoculated with 99% of WT cells (green squares) or 99% of UV-sterilized ArpoS cells (blue circles)
respectively. In both samples, the absolute growth yield of ArpoS decreases proportionally with the viability
at the extraction points during starvation with (relative) growth yields being aéTpOSI%_Amosgg% ~ 0.08 and
aé'"p oS1%=WT9% ~ 0.06. First of all, these results show that the yield is significantly lower upon knock-out
both in the case of nutrients released by WT UV-sterilized cells and by ArpoS UV-sterilized cells, indicating
that ArpoS mutants cannot use released nutrients as well as WT cells do. This implies that the culture with
ArpoS mutants contains nutrients accumulated over time that ArpoS mutants are not able to consume. Thus,
when a culture of 1% of WT is mixed with 99% of a UV treated ArpoS culture, see panel A, the yield of WT
is even higher than when the WT are mixed with 99% of a UV treated WT culture because the living WT
can regrow on both nutrients released by UV sterilized cells and nutrients accumulated in the ArpoS culture
(g WA ArpoSI%h o (WTI%=WT99%) " The same effect is observed in panel B: the yield ozéTPOSI%*ATPOSQQ% is
slightly higher than the yield aérpom%fwmg%. We then interpret also the small offsets of the purple and blue
fits in panels A and B as the result of nutrients released and not consumed by ArpoS mutants in the control
cultures. In a hypothetical case of a ArpoS control culture with viability before killing equal to zero, the UV
treatment would not provide nutrients because there would not be any cell to kill. However, adding 1% of living
WT or ArpoS cells would still imply a > 0 because living cells could regrow on nutrients left over time in the
control culture by ArpoS previously dead cells.

2.10 Discussion

The data of this chapter show that the survival of carbon-starved FEscherichia coli is a collective
phenomenon. In particular, we (i) confirm that F. coli cells require nutrients to maintain their
viability and quantify their maintenance rate, (ii) reveal that viable cells feed on cells that have
perished, (iii) show that a stable steady-state decay of viability emerges due to a flux balance,
and (iv) demonstrate that, in this steady-state, we can dissect how and how much, individual
molecular components contribute to the death rate of the population. These results have several
implications, which we discuss in the following.
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2.10.1 Thermodynamic aspects of the steady-state exponential decay of via-
bility

Even when not growing, a living bacterial cell is in an non-equilibrium state, with internal
conditions (e.g., molecular concentrations of ions, metabolites, macromolecules, etc.) differing
strongly from the outside conditions in the medium. Any spontaneous biochemical or physical
process (e.g., leakage of ions and metabolites across the membrane or hydrolysis of RNA) will
be directed towards chemical and thermodynamic equilibrium, deteriorating the state of the
cell. The cell’s maintenance processes must be directed against this spontaneous deterioration,
requiring free energy, in the form of nutrients, due to the constraints of the second law of
thermodynamics [154]. The existence of a nutrient demand for the maintenance of viability, as
depicted in the model in Fig. 2.6A and measured in Fig. 2.8, is thus a natural consequence of
the cell maintaining its non-equilibrium state and is required by thermodynamics. However, the
magnitude of this demand, i.e. the rate 8 at which free energy is utilized for maintenance, is not a
thermodynamic quantity, but is set by the kinetic processes that deteriorate the state of the cell.
We found that, during the exponential decay of viability, cells obtain the required free energy
by taking up nutrients released from dead cells (see Fig. 2.5A and Fig. 2.7B). Quantitatively,
we inferred that a single, wild-type cell could survive about 20 days with the amount of carbon
substrate required for one cell doubling. Moreover, our data reveal that, during the exponential
decay of viability, the non-equilibrium state of the non-growing FE. coli cells is stable. If at any
point in time, due to a fluctuation, cells die at a higher rate, more resources leak into the medium,
slowing down the decay of the remaining viable cells. This feedback of the energetic state of cells
onto their death rate (see Fig. 2.6A) generates a flux balance between the nutrient outflux from
the dead cells into the medium and the nutrient influx from the medium into the viable cells.
As time progresses, and the number of viable cells decreases exponentially, the total outflux and
the total influx decrease at the same rate, remaining in balance. However, the fluxes per cell
are constant, such that individual viable cells are in a non-equilibrium steady-state. Constant
non-vanishing fluxes are the hallmark of non-equilibrium steady-states [155].

2.10.2 Biological implications of the steady-state exponential decay of via-
bility
Bacteria adapt their metabolism [156], their gene expression [79, 153] and other properties when
transitioning from growth to a non-growing state. During this adaptation period, bacterial
properties change and measurements depend on the point in time at which they are taken.
However, within 24 hours into carbon starvation, an FE. coli culture enters the steady-state
exponential decay of viability (Fig. 2.2C). This non-equilibrium steady-state greatly simplifies
the characterization of bacterial physiology. Death rate (Fig. 2.1B), cell size (Fig. 2.3), protein
synthesis (Fig. 2.4), maintenance rate (Fig. 2.8 and Fig. A.2) and ability to feed on dead cells
(Fig. 2.10) are constant in this steady-state, making measurements of cell properties robust and
reproducible and eliminating the need to quantify physiology along time courses. This appealing
aspect of the steady-state exponential decay of viability is analogous to steady-state exponential
growth, during which the average properties of a bacterial cell do not change [33, 36, 37]. In
both cases, exponential growth and exponential death, the physiology of the cell is stabilized by
a flux balance. However, the nature of this flux balance is fundamentally different. In the case
of balanced growth, it is an internal flux balance that stabilizes the relative fractions of different
protein species within the exponentially growing proteome [41] (see Section 1.8.2). The time
required to reach this balance after simple shifts in the growth medium typically ranges from
less than an hour to a few hours [46]. In contrast, in the case of the exponential decay, it is
an external balance between two global metabolic fluxes in the bacterial culture, the nutrient
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outflux from the dead cells, dubbed “supply flux” in Fig. 2.6, and the nutrient influx into viable
cells, which we refer to as the “demand flux”. Our experiments indicate that a stable balance
between supply and demand is established roughly 24 hours after carbon starvation (Fig. 2.2C).
In principle, cells could also store nutrients to use for maintenance during starvation, rather
than using nutrients released by dead cells. Our measured value for the maintenance rate 3
(Fig. 2.8) permits a rough estimate of the required storage size: a cell would need a reservoir
of about five percent of the cell mass in order to survive just a single day. Another strategy to
deal with starvation is to suppress the above-mentioned spontaneous processes that deteriorate
the state of the bacterium. The extreme limit of this strategy is the formation of endospores,
which are inactive and non-reproductive structures produced by certain bacteria, but not E. coli.
Note, however, that because endospores are inactive, they cannot maintain any processes, and
therefore their state will very slowly deteriorate. Endospores thus cannot establish a non-
equilibrium steady-state.

2.10.3 Fitness and evolution under carbon starvation

Finally, we discuss the evolutionary implications of this work. How does the measured population
death rate 7 relate to fitness and selection? Fitness measures the ability of an organism to survive
and reproduce in a specified environment. However, it is important to distinguish between fitness
as a phenotype of an individual and fitness as a summary statistic of a given genotype [51].
Restricting our attention to a population of cells in a non-growing state, fitness of an individual
is its probability to survive, while fitness of a genotype is a measure for the average change of
the population size. In our case of a clonal population of bacteria in carbon starvation, some
cells die early on, while others survive for a long time, despite having the same genotype. Thus,
individual fitness is not a useful concept here. Instead, the cell-averaged fitness of the genotype is
the relevant quantity for evolution. In our case, the (absolute) fitness of the genotype corresponds
to the observed population death rate . This definition derives from the (Malthusian) fitness m,
which is applicable whenever the number of viable cells changes exponentially, N (t) = N(0)e™
[51]. For a clonal bacterial population in a rich environment, m is equal to its growth rate
u, while m = —v under carbon starvation. From this perspective, our work reveals a natural
way to decompose the fitness during carbon starvation, m = —y = —f/a, into a contribution
from the maintenance rate 8 and a contribution from the yield «, which can be experimentally
determined using our independent assays (see Fig. 2.8 and Fig. 2.10). To illustrate this, we used
our assays to analyze how a wasteful protein activity increases the maintenance rate (Fig. 2.9),
thereby decreasing fitness, and how the RpoS regulon improves the efficiency of nutrient recovery
from dead cells (Fig. 2.11), increasing fitness. The underlying approach, which leverages the
steady-state exponential decay of viability to quantitatively understand the determinants of
bacterial survival under starvation, can now be broadly applied. As a measure of a genotype’s
ability to survive and reproduce, fitness determines how natural selection acts during evolution.
In our case, we obtain information about selection in phases of carbon starvation. Consider, for
instance, an evolutionary scenario where mutants of a gastrointestinal bacterium such as F. coli
are generated during growth in the host (see Chapter 1) and microcolonies of the wild-type and
the different mutants are dispersed into the environment outside the host where they starve.
In this scenario, with different genotypes separated during starvation and directly competing
during growth, we can use the fitness m = —~v to determine the contribution to selection from
the starvation phase. The dimensionless selection coefficient s quantifies how much the relative
abundance of two species changes [157, 158],

d, Nu(t)

=~ )
S(t) Yw dt an(t)

(2.7)
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Here, Ny, (t) and Ny/(t) denote the viabilities of the mutant and wild-type species, respec-
tively, whereas -y, is the death rate of the wild-type species. If both mutant and wild-type have
a constant death rate, then the selection coefficient is simply

s =1~ Ym/"w (2.8)

consistent with the intuitive notion that the mutant is under positive selection during starvation,
if its death rate is smaller than that of the wild-type and under negative selection otherwise.
Using our result that the death rate is set by the maintenance rate and the yield, see Eq. (2.3),
we can further decompose the selection coefficient according to

s=1—"——. (2.9)

However, if the different genotypes are not separated during starvation, they must compete
for nutrients released by dying cells. Eq. (2.9) then only provides a baseline expectation, against
which the strength of such competition effects can be measured. Deciphering such competi-
tion effects is likely the key to understanding the intriguingly complex observed evolutionary
dynamics of individual species [13, 159] and microbial communities [160].



Chapter 3

Slower growth of E. coli leads to
longer survival in starvation

3.1 Introduction

Bacteria in nature live in a variety of environments, from stressful and nutrient-poor to ideal
and nutrient-abundant. The average proliferation of E. coli through cycles of famine and feast,
the fitness, depends not only on their ability to grow fast, but also on surviving long when
conditions worsen. As we showed in the previous chapter, this is particularly important in
carbon starvation of gram-negative bacteria: while gram-positive bacteria produce dormant
spores that can survive millions of years [62, 63], gram-negative bacteria, such as E. coli, enter
a death phase that leads to the exponential decay of viability. As our supply-demand model
shows, these starved bacteria constantly require maintenance to prevent death. In this chapter,
we study if E. coli can also adapt their physiology to prolong their survival chances in starvation.

A key signal for the upcoming starvation is a decrease of growth rate. When the culture
approaches starvation, nutrient concentrations fall below the substrate affinity, nutrient uptake
decreases and growth slows down [33]. As we said in Chapter 1, almost all major physiological
parameters depend on growth rate, such as cell size and ribosome content [35], but also the
detailed composition of the proteome [41, 45]. That is why we suspect that starvation survival
depends on growth rate prior to nutrient depletion. However, it is not clear whether a better or
a worse growth state is beneficial for the cell’s future survival.

The first option is that slow growth on poor substrates leads to longer survival. When bac-
teria grow fast, they need to allocate large fractions of their proteome to biosynthesis. When
growth slows down, this resource becomes free, the proteome can be remodeled and the ex-
pression of “starvation” proteins can be increased. Many of these “starvation” proteins were
described [34, 79, 86, 88, 89, 161], including the general stress response regulated by RpoS [79].
This response was implicated in improved nutrient scavenging abilities [81, 89, 153], improved
cellular protection against potential harm such as heat shock, osmotic shock, oxidative damage
and acid stress [75, 79] and improved energy storage of glycogen or carbon residues [57, 162]. It
is thus plausible, when growth slows down, that the ability of the bacteria to survive starvation
increases.

A second option could be that fast growth on rich substrates allows longer survival be-
cause the cell can budget the abundant nutrients. For example, glycogen storage depends on
the growth medium [163] and bacteria store more glycogen when entering non-carbon-limited



38 3. Slower growth of E. coli leads to longer survival in starvation

starvation [164]. Such additional nutrient could prolong survival. In addition, a better energy
conversion efficiency for cells growing in rich medium [165] could allow bacteria to need fewer
nutrients. Other evidence implicates increased levels of starvation inducible genes, such as the
ones regulated by RpoS, to be detrimental when nutrients are scarce as they may decrease the
cell’s ability to scavenge resources [13, 166]. For example, the most common rpoS GASP mu-
tation that confers competitive advantage in starvation conditions attenuates rpoS expression,
rather than increasing it [78]. It is, thus, also plausible that fast growth allows the cells to
adapt better to survival. Either way, growth and starvation phases seem closely intertwined, as
suspected by many researchers in the past [86-89, 167-170].

Studying how the growth state influences survival is a non-trivial problem. The classical
way of studying survival, letting bacteria deplete their nutrients, leads to a gradual decrease of
growth rate and a gradual adaptation to stationary phase. As a result, because of these inter-
mediate steps of adaptation, it is not clear how the state of the cell during growth influences
survival after complete nutrient depletion. In this chapter, we choose a different approach and
titrate growth rate by culturing F. coli in medium with different substrates [35], where each
substrate supports a certain growth rate, or in a carbon limited chemostat. Before the cells
reach starvation, we deprive each culture of its carbon substrate by washing the cells and we
measure their survival. In the previous chapter, we saw that, during starvation, viability typi-
cally decreases with an exponential function with a certain death rate. We use this to correlate
growth rate with death rate and show that slower growing cells will survive longer.

To investigate how E. coli achieves the reduction in death rate, we use the quantitative ap-
proach described in the previous chapter, which allows dissecting the individual contributions
to death rate. We showed that the exponential decay of bacterial viability in carbon starvation
is a collective phenomenon where viable bacteria feed on dead bacteria. During this exponential
decay, death rate is given by the ratio of maintenance rate to the yield, representing biomass
recycling. The first one quantifies the energy consumed per time to maintain basic cellular func-
tions, while the second one measures the amount of nutrients recoverable from a dead cell. Here,
we use this quantitative approach to show that the decrease in death rate for slowly growing
bacteria is due to a decrease in the maintenance rate.

This work is a project collaboration with Dr. Severin Josef Schink and Prof. Dr. Ulrich
Gerland. This chapter is adapted from Biselli E.*, Schink J. S.* and Gerland U., Slower growth of
E. coli leads to longer survival in starvation due to a decrease of the maintenance rate, manuscript
under submission (*co-first author).

3.2 Death rate in starvation depends exponentially on growth
rate

To study how the growth state influences survival during starvation, we grow FE. coli K-12
NCM3722 in media supplemented with different carbon substrates, see Fig. 3.1A. Bacteria grow
exponentially and the growth rate (slope of the lines in Fig. 3.1A) depends on the carbon sub-
strate. In rich media like LB (white symbols) bacteria grow fast, while in minimal medium
supplemented with a poor carbon substrate like mannose (black symbols) they grow slowly.

Once the cultures have reached an optical density (ODggo) of about 0.5, we wash and resus-
pend them in carbon free medium (see Appendix B). This step removes left-over nutrients from
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Figure 3.1: Death-growth rate dependence in different media. (A) Exponential growth of E. coli K-12
NCM3722, measured using optical density (ODggo), in lysogenic broth (LB, white circles) or minimal medium
supplemented with different carbon sources, listed in the legend on the bottom right in a grey scale. All the
cultures are grown in batch mode, see Appendix B. Growth rates (slope of the exponential fits) are summarized
in Table B.1. (B) Bacterial viability in colony forming units (CFU) per ml of cultures from panel A after washing
and re-suspension in carbon-free minimal medium. Death rates (slopes of the exponential fits) are summarized
in Table B.1. Note that after the exponential decay shown here, mutants gradually take over and long-term
survival can last months to years [13, 137, 148], as shown in Fig. 2.2. (C) Death rates of panel B plotted against
growth rates of panel A shown as circles. Squares show data obtained using eight other carbon substrates, listed
in Table B.1. Black line shows exponential fit to all data.

complex media like LB or fermentative by-products such as acetate and ensures that bacteria
are starved of all external carbon substrates. We then follow survival by measuring bacterial
viability by plate counting, see Fig. 3.1B. The number of colony forming units (CFU) per ml
decreases exponentially for all cultures. The death rate (slope of the lines in Fig. 3.1B) depends
on the medium, with cultures grown on LB dying more than 5-times faster than those on man-
nose (see Table B.1).

In Fig. 3.1C we plot death rates against growth rates. We show the five cultures from
Fig. 3.1B, as well as eight more cultures, whose growth and death rates are listed in Table B.1.
We find that death rate v depends exponentially on growth rate p (Fig. 3.1C; exponential fit:
v = 0.20h*1e“(1'0io‘1)h). The exponential relation is intriguing for two reasons. First, death rate
appears not to depend on the specific carbon used for growth, but instead on growth rate. This
echoes Schaechter, Maalge and Kjeldgaards seminal finding that the cellular composition does
not depend on the specifics of the nutrient composition, but rather the resulting growth rate [35].
Second, other bacterial properties also scale exponentially with growth rate. Cell volume during
growth, in particular, increases exponentially with growth rate (V = 0.43pm3et(1:35£0-09)h) “gee
Fig. B.1.

Next, we aim to understand how the bacteria manage to decrease their death rate. In the
previous chapter, we found that death rate is determined by the ratio of maintenance rate to
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Figure 3.2: Death-growth rate dependence titrating growth rate on a single carbon source. (A) In
carbon starvation, yield « (see Fig. 3.3A-D) and maintenance rate 8 (see Fig. 3.3E-H) determine the death rate
v (see panel B). Changes of maintenance rate and yield, measured for the death rates of panel B, can explain the
observed change in death rate (see Fig. 3.31). (B) Death rates of wild-type and GlpK22 mutants plotted versus
growth rates. Wild type is grown in glycerol minimal medium in batch cultures (black circle) and in chemostat
continuous cultures with growth rates coded in colors, see legend on the right. GlpK22 mutants (white circle) are
grown in glycerol minimal medium in batch culture. The black line shows the fit of Fig. 3.1C.

yield, see Fig. 2.6 and Fig. 3.2A. To investigate whether the decrease of death rate in Fig. 3.1C
is due to a change of the maintenance rate, the yield, or both, we perform a set of experiments
where we measure death rate, yield and maintenance rate in varying growth conditions. Finally,
we check if the measured changes of maintenance rate and yield can explain the observed change
in death rate.

3.3 Titrating growth rate on a single carbon substrate

Maintenance rate is measured by quantifying how long bacteria can survive when they are
given a small concentration of a nutrient. This nutrient should be the same nutrient for all
experiments, in order for measurements to become comparable. For this reason, we perform a
series of experiments at different growth rates, but on the same carbon substrate: glycerol. Slow
growing cells grow in a chemostat in glycerol limited continuous culture (see Fig. B.2), where
growth rate is set by the dilution rate, spanning from 0.1 h™! to 0.7 h™! (see Appendix B).
For fast growth, we use a GlpK22 (NQ898) mutant without catabolic repression of the GlpK
enzyme [171] that grows 30% faster than wild-type (WT) in batch culture in minimal medium
supplemented with glycerol (paipke2 = 0.9 h~=1). As a control, wild-type cells are grown in batch
culture in glycerol minimal medium (puwr = 0.7 h™!). After at least six generations in steady
state growth, samples of cells in the chemostat are extracted, washed and starved in carbon-
free minimal medium (see Appendix B). GIpK22 and wild-type are grown in batch cultures,
washed and starved in carbon-free medium, too. During starvation, we observe that viability
decreases exponentially and death rates span a range from 0.25 d~! to 0.59 d~! (see Fig. B.3
and Table B.1). Death rate is plotted versus growth rate in Fig. 3.2B, with the data following
well the exponential fit from Fig. 3.1C, shown as a black line. These findings confirm that the
death-growth correlation is independent of specific medium composition, but instead dependent
only on growth rate.

3.4 Change of the yield with pre-starvation growth rate

Recycling of biomass from dead cells is one of the two determining factors of the death rate. The
more nutrients a viable cell can scavenge from a dead cell, the more maintenance it can achieve
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Figure 3.3: Quantification of maintenance rate and yield. (A) Graphical synopsis of the assay to measure
the yield (see Appendix B for details). At different times during starvation, a sample is (1) extracted from a starved
culture, (2) sterilized with UV-light (3) inoculated with 1% of the original starved culture and (4) regrowth is
measured using plate counting. (B) Example experiment of the assay sketched in panel A. Cells previously grown
at 0.3 h™! in continuous culture are starved (green circles). After 2 days of starvation, a sample is (1) extracted
and (2) UV-sterilized, see dashed line, followed by (3) inoculation of 1% of starved culture and (4) regrowth of the
culture. The difference between the maximum viability after regrowth and the initial viability at point (3) is the
absolute yield. (C) The absolute yield, measured at three different time points for each of the growth conditions
shown in Fig. 3.2B, is plotted against the viability of the starvation culture at the extraction time. The yield is
extracted as the slope of the linear fits. (D) Yield from panel C plotted versus growth rate. Black line shows a fit
with a slope of 0.75+0.20 h. (E) Graphical synopsis of the assay to measure the maintenance rate (see Appendix
B for details). At one point during starvation, (1) a sample is extracted from a starvation culture and split into
several tubes. (2) Different concentrations of glycerol are added to each tube, small enough to support survival,
but not growth and (3) viability is measured. (F) Example experiment from a starved culture previously grown
at a rate of 0.3 h™! with a viability of 1.21 - 10 CFU/ml after 5 days of starvation. After (1) extraction and
(2) addition of 40 pM of glycerol, the decay of viability is delayed (black circles) compared to a control without
glycerol (green symbols). Per viable cell, the glycerol addition in this experiment is 0.33 fmol/CFU. After an
initial period of survival, the culture with added glycerol (black) dies at the same rate as the control (green).
The lag time fitted to this data is 1.0 days. (G) Lag time of the experiments of Fig. 3.2B for different glycerol
concentrations. Lag increases linearly with glycerol concentration and maintenance rate is extracted as the inverse
of the slope of the linear fits. (H) Maintenance rate values extracted from panel G plotted versus growth rate
and fitted with an exponential function with a slope of 1.90 £ 0.25 h. (I) Consistency check of the equation in
panel A. Fold changes of maintenance rate, FC(8), divided by the fold changes of the yield, FC(«), plotted versus
the fold changes of death rate, FC(v). All fold changes are relative to wild-type in batch, growing at 0.7 h™".
The dashed line shows the unity line FC(vy) = FC(8)/FC(a). Symbol color is identical in all panels and depicted
in the legend on the right. Values of yield and maintenance rate for all experiments are shown in the panel on
the right and in Table B.2.
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and the longer it will survive. In the previous chapter, we showed that the yield can be quantified
by measuring to what density bacteria grow when dead bacteria are provided as nutrients. For
this case, the assay is sketched in Fig. 3.3A and described in Appendix B. In Chapter 2, we
distinguished the growth yield measured from the yield, where the first one is proportional to
the latter. For simplicity, here, we do not make this distinction and we only use the term yield.
At different times during starvation, we (1) extract a sample of a starved culture, (2) UV-kill all
cells in the sample, (3) add 1% of the original starved culture with viable cells and (4) measure
regrowth by plating. Fig. 3.3B shows one exemplary measurement for bacteria previously grown
at 0.3 h™! in the chemostat (green symbols). As defined in Chapter 2, the difference between
the maximum regrowth and the initial viability in the sample is the “absolute yield”, see symbol
(4) in Fig. 3.3B. In Fig. 3.3C, we show three measurements of the absolute yield plotted against
the viability at extraction for each of the growth experiments from Fig. 3.2B. In this plot, the
yield is the slope of the linear fit. It ranges from 12% for the slowest growth to 23% for the
fastest growth (see Table B.2). This value represents the number of cells that can grow on one
killed cell, i.e. a yield of 12% means that eight cells need to be killed to produce one new cell.
The yield depends exponentially on growth rate, see Fig. 3.3D, with a slope of 0.75 +0.20 h.

3.5 Change of maintenance rate with pre-starvation growth rate

The maintenance rate is the second determining factor of the death rate (the first is the yield).
The lower the maintenance rate, the less nutrients the cell has to consume to remain viable.
As shown in the previous chapter, the maintenance rate can be quantified measuring how long
bacteria can survive after the addition of a small amount of nutrient. For this case, the assay
is sketched in Fig. 3.3E and described in Appendix B. At one point during starvation, we (1)
extract several samples, (2) add different concentrations of glycerol and (3) compare viability
between samples. An exemplary experiment for cells previously grown at a rate of 0.3 h™! in
the chemostat is shown in Fig. 3.3F. A concentration of 40 pM glycerol allows a culture (black
symbols) to survive longer than the control culture (green symbols). The delay in the survival
curves between the two experiments is the lag time, see symbol (3) in Fig. 3.3F. In Fig. 3.3G
we show the lag time for different growth experiments and different glycerol concentrations. In
this plot, the maintenance rate is the inverse of the slope of the linear fits. It ranges from 0.16
fmol/(d - CFU) for the slowest growth to 0.81 fmol/(d - CFU) for the fastest growth. The value
of the maintenance rate represents the number of glycerol molecules a single cell needs to survive
one day. Just as volume and yield, also the maintenance rate depends exponentially on growth
rate, see Fig. 3.3H, but with a slope of about twice that of either, 8 = 1.90 + 0.25 h.

3.6 Changes of maintenance rate and yield explain changes of
death rate

We finally compare if the changes of maintenance rate and yield are consistent with the changes
observed in the death rates. According to the formula in Fig. 3.2A, death rate ~ is set by
maintenance rate § divided by yield a. In Fig. 3.31 we thus plot the fold change of the death
rate, FC(v), against the fold change of maintenance rate, FC(3), divided by the fold change
of the yield, FC(«). Each change is relative to the death rate, maintenance rate and yield of
the control culture: wild-type in batch (black symbols throughout Fig. 3.2 and Fig. 3.3). The
dashed line shows the unity line, FC(vy) = FC(8)/FC(«). The data largely follow the dashed
line, showing that our measurements of maintenance rate and yield capture the change of death
rate.
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Figure 3.4: Normalization of maintenance rate and yield with cell volume. (A-B) Cell size during
starvation. Length and width of the cells are measured with phase-contrast microscopy and the volume is com-
puted considering cell shape as a cylinder with two semi-spheres, as described in the graphical synopsis at the top
(see also Table B.3 and Appendix B). Each measurement is an average of 200 cells. (A) Measured length and
width of wild-type cells starved in batch cultures and previously grown in the chemostat at different steady-state
growth rates and of GIpK22 cells starved and previously grown in batch culture at u = 0.9 h™! (see upper color
legend). Black lines in the plot are exponential fits with slopes of 0.23 & 0.03 h for length and 0.33 £ 0.03 h for
width. For comparison, cell size during steady state growth was also measured and it is reported in Fig. B.1.
Note that, as shown in Fig. 2.3, cell widths do not change from steady state growth to starvation, while lengths
decrease. Both length and width increase exponentially with growth rate. (B) Starvation volume of the cells
described in panel A, computed as explained in the graphical synopsis (see also Appendix B). In agreement with
literature [35], it increases exponentially with growth rate (black line, exponential fit, slope of 0.88 & 0.08 h).
(C-D) Yield and maintenance rate per cell volume. (C) Yield and (D) maintenance rate measured as described
in Fig. 3.3 are normalized per cell volume and plotted versus the previous growth rate of the cultures they refer to
(see color legend at the top and Table B.3). The normalized yield is constant within the uncertainty, —0.14 £ 0.20
h. Maintenance rate increases significantly with a slope of 1.0 & 0.2 h, matching the increase of the death rate,
1.0 £ 0.1 h, shown in Fig. 3.1C and Fig. 3.2B.

3.7 Change of cell volume with pre-starvation growth rate

One challenge with interpreting the data of yield and maintenance rate is that both parameters
could depend on the cell size. The bigger a dead cell is, the more nutrient it could contain. The
bigger a viable cell is, the more nutrients it might consume. As we showed in Fig. 2.3, cell size
during starvation is generally lower than during growth, that is why we repeat the cell size de-
termination previously performed during growth, Fig. B.1, for bacteria in starvation, see Fig. 3.4.

We determine length and width of individual starved bacteria from phase-contrast images,
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see Appendix B. The average length and width increase exponentially with growth rate with
slopes of 0.23 £+ 0.03 h and 0.33 £ 0.03 h, respectively, see Fig. 3.4A and Table B.3. From the
individual cell lengths and width, we calculate the volume of each cell by approximating the cell
as a cylinder with two half spheres (top of Fig. 3.4B). The average cell volume increases also
exponentially with growth rate with a slope of 0.88 + 0.08 h, see Fig. 3.4B and Table B.3.

It is noteworthy that the logarithmic slopes of the volume dependence on growth rate (see
Fig. 3.4B) and the recycling yield dependence on growth rate (see Fig. 3.3D) are indistinguishable
within our experimental uncertainty. Consequently, normalizing recycling yield to cell volume
results in a constant normalized yield, independent of growth rate within the statistical error (see
Fig. 3.4C). Maintenance rate, on the other hand, still increases significantly when normalized to
cell volume (see Fig. 3.4D), with a logarithmic slope of 1.0+0.2 h. This growth rate dependence
of the normalized maintenance rate matches (within error) our observed dependence of the death
rate on growth rate (see Fig. 3.1C). Hence, our quantitative analysis suggests that slower growing
E. coli cells subsequently survive longer in starvation because they adjusted their maintenance
rate to a lower level.

3.8 Death-growth dependence does not hinge on rpoS

The general stress response regulator RpoS is often implicated with regulating the maintenance
rate of E. coli [75, 79, 81]. RpoS is up-regulated during slow growth and almost 500 genes are
correlated with its abundance [79]. In the previous chapter we showed that a knock-out of the
rpoS gene increases the death rate via a decrease of the yield, while having only little influence
on the maintenance rate. This finding is opposite to the death-growth dependence in this case,
where the decrease of the death rate is mainly via a decrease of the maintenance rate.

To test if rpoS, despite this discrepancy, plays a role in the death-growth dependence, we
grow 1poS knock-out mutants (ArpoS) in batch cultures using the same carbon substrates we
used in Fig. 3.1C. If rpoS was responsible for the death-growth relation, its knock-out should
abolish this relationship. During starvation, ArpoS mutants die exponentially as shown by
some representative survival curves in Fig. 3.5A. In Fig. 3.5B, we plot the individual death
rates against growth rates for ArpoS (blue symbols). As reference, we include the data for
wild-type and GlpK22 mutants (black symbols) shown in Fig. 3.1 and Fig. 3.2. We find that
the correlation between death rate and growth rate persists for ArpoS, confirming that the
death-growth relation does not hinge on the general stress response RpoS. In accordance with
this result, as shown in Chapter 2, the knock-out of rpoS increases maintenance rate during
starvation by only 15%, much less than the 2.5-fold increase of maintenance rate observed in
Fig. 3.4.

3.9 Discussion

In this chapter, we reveal the existence of a correlation between growth rate and death rate
of E. coli, when they are first grown in media with carbon and then carbon starved. When
corrected for changes in cell size, we find that the change of death rate is mainly due to a change
of the maintenance rate. This cost increases exponentially with increasing growth rate, leading
to an exponential increase of death rate with the pre-starvation growth rate.
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Figure 3.5: ArpoS death-growth rate dependence. (A) As for wild-type cells, independently on the
carbon sources used during growth, ArpoS starvation following carbon depletion leads to an exponential decay
of bacterial viability, measured in colony forming units (CFU) per ml, with death rate changing depending on
previous growth rate. The panel shows the viability and exponential fits of four different cultures decreasing over
time and previously grown in cas-aminoacids and glucose, glycerol, succinate and proline (see also Table B.4).
Data are shown normalized to the highest viability value for each culture at the beginning of starvation. (B)
Death rate of ArpoS plotted versus growth rate together with the corresponding values of wild-type cells and
GlpK22 mutants carrying the rpoS gene (+ rpoS) already shown in Fig. 3.1C and Fig. 3.2B. Even if with a lower
slope (v = O.4Oh_le“(0‘74i0‘l)h), ArpoS mutants still show an exponential dependence of death rates on growth
rates suggesting that RpoS activation does not abolish the dependence.

3.9.1 Phenomenological scaling laws

Our results show that death rate -, maintenance rate 5 and recycling yield a all increase
exponentially with growth rate p. Because cell volume V also scales exponentially with growth
rate, we can derive phenomenological scaling laws between these physiological parameters of
a cell. When dividing the slope of the exponential increase of yield and maintenance rate
by the slope of volume increase, we find that the yield scales with volume to the power of
0.75/0.88 = 0.85, i.e. roughly linear. This result is probably due to the fact that larger dead
cells contain proportionally more biomass. Maintenance rate, on the other hand, scales with
volume to the power of 1.90/0.88 = 2.16, i.e. roughly squared. As a result, death rate scales
linearly with cell volume, v = B/a ~ V2/V = V, consistent with our observed logarithmic
slopes for death rate and cell volume 1.0/0.88 = 1.13. This interesting link among cell death
rate, maintenance rate and cell size suggests that the latter can be one of the factors that
contribute to the energetic cost of the cell in carbon starvation conditions. This hypothesis may
be also supported by the fact that, at the molecular level, cell size, structure and integrity in
stress conditions such as carbon limitation appear to be largely independent of RpoS [81, 172],
which we showed not to be the main responsible of maintenance modulation in death-growth
rate dependence. However, the finding that the maintenance rate scales with the volume squared
was unexpected and if there is a causal link behind this scaling law is still unclear. Considering
the relationship among cell death rate, maintenance rate and cell size, future measurements of
death rate changes and relative cell size changes in different conditions can elucidate whether
cell size is the only determinant of the observed maintenance increase, disentangling cell size
effects from growth rate effects.
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3.9.2 Maintenance rate modulation as a survival strategy in energy limited
environments

A large proportion of bacteria on Earth live in energy-limited environments, such as the deep
biosphere, where the energy flux available from buried organic carbon is less than 1% of the
photosynthetically fixed carbon on the surface of our planet [58]. The survival strategies of
these organisms are largely unknown because of the impossibility to reproduce their environ-
mental conditions in laboratories and the difficulties in quantifying cell metabolic rates by direct
measurements of chemical transformations or by reaction-transport modeling. By using these
techniques, different studies have revealed that a huge amount of bacterial species either grow
very slow, with doubling times between 1 and 3000 years [173-175], or, even more drastically,
become dormant [176]. While some bacteria can form endospores that survive for millennia,
vegetative bacteria have a minimum energy requirement to survive, the maintenance rate. It
is clear that the ability to reduce and optimize the maintenance rate is crucial for maximizing
survival fitness in these extreme energy limited environments. But how the cell can achieve this
efficiency is still largely unclear. In this context, we provide evidence that bacteria have the
ability to modulate their need for maintenance. Even if maintenance rate changes among differ-
ent species were previously reported during exponential growth [90, 177, 178], to our knowledge,
this is the first time that they are observed in starvation for a single species. We believe that
our approach of linking maintenance rate and recycling yield changes to death rates will allow
quantitative assessment of what strategies vegetative bacteria employ to survive extreme energy
limited environments such as the deep biosphere.

3.9.3 Resource allocation during slow growth

As we said in the introduction of this chapter, when growth slows down, the proteome is re-
modeled and the expression of “starvation” proteins is increased. RpoS regulates the expression
of many of these proteins and is key for survival of E. coli in stressful conditions [79]. The
death-growth relationship found in this work, however, appears to be not regulated by RpoS,
which is more involved in biomass recycling, than regulation of the maintenance rate, as shown
in Chapter 2. This does not mean that RpoS and the general stress response are generally dis-
pensable in starvation. RpoS improves biomass recycling, which manifests itself in the increase
of the overall death rate for the rpoS knock-out in Fig. 3.5. Instead, this result implies that the
molecular adaptation of the bacteria to survival is likely multifaceted, with rpoS playing a role
that is independent of a second mechanism by which FE. coli can decrease its maintenance rate.

3.9.4 Bacterial trade-offs between survival and growth may shape bacterial
fitness

As the cell adjusts its physiology towards survival, it will inevitably become less adapted for
growth. One reason for this trade-off is the proteome allocation problem of the bacteria (see
Section 1.8.2 and [41]). Synthesizing proteins that protect bacteria and increase their survival
chances is a clear fitness benefit in starvation. Because synthesis of these proteins needs nutri-
ents, for building blocks and energy, this preparation must be done during growth. To synthesize
these “protective proteins”, bacteria need to allocate a certain part of their resources to it, which
goes at the expense of growth-related proteins. The result is a slowdown of growth, i.e. a fitness
cost. Metabolic trade-offs (between efficiency and throughput) or trade-offs in cell size (small
versus big) could be additional constraints for E. coli.

This means that the cell’s ability to survive and the cell’s ability to grow fast are competing
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objectives. Because fitness is the average proliferation across cycles of growth and death, fitness
costs in one environment can be compensated with fitness benefits in others. As a result, invest-
ments in anticipation of changing environments can become a favorable strategy, as described
for example for the overproduction of ribosomes that allows E. coli to quickly adapt to improved
nutrient conditions [179-181], the preparation of E. coli to competitive environments [160] or
antibiotic persistence [106].

The central finding of this work, that environments that support only slow growth lead
to longer survival, means that E. coli increases its investment into survival when growth is
decreasing, i.e. when the cells anticipate an approaching starvation. This implies that the
increase of investment into better survival is major burden for the bacterial cell, which is only
induced when necessary. Deciphering the mechanistic origin of the growth-death trade-off could
shed light on the long-standing questions why F. coli has not maximized its growth rate during
evolution.
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Chapter 4

A thermal fuse in E. colz leads to
survival at elevated temperatures

4.1 Introduction

In the last 20 years, increased antimicrobial therapy failures have fuelled research interest on
bacterial persistence, the ability of a subpopulation of cells to tolerate antibiotics without hav-
ing acquired resistance through genetic modification. Such ability allows microbial cultures
to survive an antibiotic treatment and repopulate the host once treatment has stopped [104].
Tolerating antibiotics can also increase mutation rates and lead to genetically encoded antibi-
otic resistance [103, 125, 182]. Moreover, antibiotic persistence likely plays a role in human
infections, where the lack of clearance of pathogenic bacteria by antibiotic treatment allows in-
fections to recur [102, 104, 183]. Thus, a deeper understanding of the mechanisms of persisters
formation is needed to develop strategies to ensure that antimicrobial therapies remain effective.

The main molecular mechanisms so far known to cause persistence lead to a non-growing,
dormant state of the cells (see also Chapter 1), which prevents the corruption of the target
[105, 132, 184-187]. For example, toxin-antitoxin systems [115, 187-189] stop protein synthesis
[185], which renders the inhibition of growth-dependent processes like translation or peptidogly-
can synthesis useless. Recovery kinetics from this dormancy state, which leads to the recurrence
of the infection after antibiotic clearance, are usually complex and difficult to decipher because
they depend on systems-parameters like cell density, e.g. quorum sensing [190] or the medium
where cells are allowed to grow [191].

There exist multiple stresses that trigger the dormancy state, such as starvation [106, 192] or
temperature increase [109, 193-195]. In particular, elevated temperature, i.e. fever, is a typical
response for bacterial infections such as Tubercolosis, Salmonella, Thyphoid fever and FE. coli
urinary and respiratory tract infections [196]. These infections are often characterized by the
presence of persister cells that impede drug efficacy and can lead to recurrence [102, 183, 197—
200].

Progress has been made towards the molecular mechanism leading to dormancy at high tem-
peratures. As we said in Chapter 1, the degradation of homoserine O-succinyltransferase (MetA)
is one of the main factors limiting exponential growth above 37°C [95, 96, 201]. This enzyme
is unstable, misfolds, aggregates and is eventually degraded [94]. Its thermal instability limits
growth because MetA is an essential step of the biosynthetic pathway of methionine, a basic
building block necessary for protein synthesis initiation and synthesis of the major methyl group



50 4. A thermal fuse in FE. coli leads to survival at elevated temperatures

donor in cellular metabolism, S-adenosyl-L-methionine [202]. In this context, we hypothesize
that by impeding methionine synthesis, MetA degradation leads to dormancy at high temper-
atures. This hypothesis is supported by the fact that the addition of exogenous methionine in
bacterial culture at high temperature reduces the fraction of persister cells within the population
[109].

How this growth limitation works quantitatively, however, remains unclear. In particular,
MetA is also unstable and degraded at 37°C, with the decay rate being only 30% lower than at
45°C [98]. This minor change of the decay rate seems to be critical because at 37°C no signifi-
cant amount of persistence is being formed. Furthermore, MetA degradation is a major fitness
burden, as it reduces growth rate [98]. This growth defect can be prevented by stabilizing the
enzyme with single nucleotide changes [92, 98, 180]. This raises the question why bacteria have
evolved to degrade MetA. Because antibiotic treatment of febrile patients is a rather modern
threat to bacteria, we recall the long-standing question if there exist an evolutionary advantage
of the MetA-induced dormancy [96].

In this chapter, we investigate how MetA is involved in the molecular mechanism behind the
dormancy state using a combination of quantitative experiments and modeling. Experimentally,
we study the recovery from starvation at elevated temperatures. We show that, during recovery,
there exist two distinct sub-populations in each culture: one being able to grow and the other
one not. Using mathematical modeling, genetic and environmental perturbations, we show that
the dormancy state is due to a combination of MetA degradation and a dual-use of methionine
for protein synthesis and as a methyl-donor. We find that there is a certain threshold of MetA,
below which bacteria cannot recover and become dormant. This threshold crucially depends on
the MetA decay rate, explaining why the 30% decrease from 45°C to 37°C leads to a drastic
decrease of persistence. Finally, we investigate possible fitness benefits of the dormancy state,
uncovering that it not only protects bacteria against antibiotics, but also from heat shocks.
This suggests that the thermally induced dormancy has initially evolved to protect bacteria
when temperature rises.

This work is a project collaboration with Dr. Severin Josef Schink, Mariel Garcia Huiman,
Dr. Yu-Fang Chang, Prof. Dr. Markus Basan and Prof. Dr. Ulrich Gerland. A manuscript of
the project is in preparation.

4.2 Short periods of starvation lead to long lag times

We study bacterial physiology at elevated temperatures, up to 45°C, which is the maximuml
temperature that allows F. coli growth in our protocol. In particular, we are interested in how
E. coli is recovering from short periods of starvation. In our protocol, E. coli K-12 NCM3722
is cultured in minimal medium until the carbon substrate glycerol is depleted. After a certain
period of starvation (see Fig. C.1 for starvation at high temperatures), the culture is then
diluted into fresh medium with new glycerol, as illustrated in the cartoon of Fig. 4.1A and
described in detail in Appendix C. By measuring the optical density of the culture throughout
the experiment, see Fig. 4.1B-D, we observe that this protocol induces long lag times prior to
recovery (e.g. after 5 h of starvation, a culture recovers after about 12 h).
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Figure 4.1: Dependence of lag times on culture conditions. (A) Experimental protocol to study cell
dormancy at high temperatures (see also Appendix C): a culture of cells is grown and starved at the desired
temperature; at a certain time during starvation, a sample is extracted from the culture, diluted 8 fold in fresh
minimal medium and supplemented with glycerol to allow cell regrowth. Then, regrowth is measured by ODgoo
measurements over time and lag times are quantified as explained in Appendix C. (B) Using the protocol
explained in panel A, cells are first grown at different temperatures (37°C (yellow), 40°C (violet), 42°C (blue),
44°C (green) and 45°C (black)) until nutrient depletion (dashed grey line) and let starved for 4 h. Then, regrowth
upon starvation is monitored by ODggo measurements: the lag time increases with temperature (~ 1 h at 37°C,
~ 2 h at 40°C, ~ 4 h at 42°C, ~ 8 h at 44°C and ~ 10 h at 45°C). (C) The protocol explained in panel A
is applied at different times during starvation at 45°C: cells are diluted and re-supplemented with glycerol after
1 (yellow), 5 (green) or 8 h (blue) of starvation and their regrowth is monitored by ODgoo measurements. The
lag time increases with longer starvation time. In particular, no recovery appears to be possible if cells are re-
supplemented with glycerol after 8 h of starvation (blue). (D) Following the protocol explained in panel A, after
5 h of starvation, starved cells at 45°C are diluted with different dilution factors (3, 6, 8, 10, 15 fold corresponding
to black, violet, blue, green, yellow) and regrowth is monitored by ODgop measurements over time: the more the
culture is diluted, the longer is the lag time and no recovery is possible above 8-fold dilution. In panels B, C and
D, data of growth before starvation are fitted with exponential functions. Data of regrowth are fitted with the
function: N = Nie " + Noe*t where N is the optical density.

4.3 Lag times depend on culture conditions

These lags depend on several key parameters of our protocol. One important parameter is
temperature. We find that lag times increase gradually, from 37°C to 45°C, see Fig. 4.1B. A
second important parameter is the starvation time. We find that with longer starvation times,
lag times increase, see Fig. 4.1C. For starvation times longer than 8 h at 45°C, cultures do not
recover within the 3 days of the experiment. A third important parameter is the culture density.
The more the culture is diluted into fresh medium, i.e. the lower ODggg, the longer they take to
recover, see Fig. 4.1D. Since all cells come from the same culture and are only split at the point
of the dilution, this experiment shows that not only the internal state of the cells determines
the lag time, but also the environment of the cells.

4.4 Lag times are due to methionine limitation

As we said in Chapter 1, for E. coli, it is known that degradation of homoserine O-succinyltransferase
(MetA) is one of the limiting factors of exponential growth above 37°C [95, 96, 201]. This enzyme
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Figure 4.2: Growth rate dependence on temperature with and without methionine. (A) Exponential
growth of E. coli K-12 NCM3722 in glycerol minimal medium at 25, 27, 29, 31, 33, 35, 37, 39°C (from bright
to dark green), measured using optical density (ODggo). (B) Exponential growth of E. coli K-12 NCM3722 in
glycerol minimal medium at 40, 41, 42, 43, 44, 45°C (from bright to dark red), measured using optical density
(ODgoo). Lines in panels A and B are exponential fits. (C) Green-red data: growth rates of the cells at different
temperatures extracted from the slopes of the exponential fits in panels A and B. Each value is an average of three
independent experiments (see Table C.1). Grey data: growth rates of the cells grown at the same temperatures
of the cultures in panels A and B with the additional supplementation of exogenous methionine. Values are
also averages of three independent repeats (see Table C.1). With increasing temperature and, consequently,
MetA degradation, methionine becomes limiting and its supplementation increases cell growth rate, reaching the
maximum value of 0.97 h™! at 40°C compared to the corresponding 0.78 h™! in the culture without methionine
at the same temperature.

is unstable, misfolds, aggregates and is eventually degraded [94]. As a result of the unstable

MetA, E. coli grows about 30% slower in the absence of methionine at temperatures above 37°C,
see Fig. 4.2.

To test if the long lag phases are methionine-dependent, we supplement the medium with
methionine during the recovery phase. In the presence of methionine, the culture immediately
recovers, see Fig. 4.3, showing that the lag is caused by methionine limitation, which is likely
the result of MetA degradation.
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Figure 4.3: Lag times dependence on methionine. Example of an experiment performed as explained in
Fig. 4.1A after 4 h of starvation at 45°C: when no methionine is added (black), cells experience a lag time of ~ 10 h,
while, in the presence of methionine, cell regrowth occurs immediately (yellow). Data of growth before starvation
are fitted with an exponential function. Data of regrowth are fitted with the function: N = Nie "' 4+ Noett
where N is the optical density.
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4.5 Single-cell time-lapse of growth recovery

For the methionine-limited culture, there are two scenarios for how a long lag time could arise.
Either there is a homogeneous population of cells that recover after a long time or there are
two subpopulations, a large non-growing population and a small growing population. In the
second case, the lag time would be given by the time it takes for the small, growing population
to take over. To distinguish between these two scenarios, we measure the recovery of the cells
during the lag time at the single cell level: we extract samples of a starved culture at 45°C
and plate them on agar pads supplemented with minimal medium and glycerol. We stain the
bacteria with propidium iodide (red) for membrane permeability to detect cell death and monitor
growth by time-lapse microscopy (see Appendix C). Fig. 4.4A shows two snapshots, 2 h and 8
h after nutrient addition, from a time-lapse movie of 300 single cells. The culture, previously
starved for 5 h, shows three distinct populations. One population, 15%, stains positive for cell
permeability and is likely dead. A second population, 5%, recovers after about 2 hours, and
after 8 h has formed micro-colonies (white arrow). A third population, 80%, stains negative for
cell permeability, but does not grow within the 24 h of this time lapse. If the agar pad is also
supplemented with methionine, see Fig. 4.4B, this non-growing population is absent and only
permeability-stained bacteria (red) do not recover. This result shows that the viable population
splits into a growing and a non-growing part and that the non-growing cells are methionine
limited.

4.6 Growth-dormancy model

In order to understand how, within an isogenic population, a non-growing subpopulation can get
trapped in a state of methionine limitation, while at the same time a growing subpopulation can
recover, we build a quantitative model. The model is summarized in Fig. 4.5A and describes the
dynamics of two major components of the system: internal methionine concentration cyet (solid
lines) and active MetA abundance (dashed lines). The goal of the model is to yield quantitative
predictions on how the lag time depends on experimental parameters. In Appendix C we show a
detailed derivation of the model and in Tables C.2, C.3, C.4, C.5 we estimate model parameters
based on published measurements.

First, we dedicate our attention to the internal methionine concentration c¢pet. As methio-
nine is limiting at high temperatures [96], we model growth rate u as being dependent on the
methionine concentration,

[ = KpCmet (4.1)

where Kp is a rate constant.

The dynamics of the methionine concentration is determined by synthesis, import and con-
sumption of this metabolite (see Fig. C.2). As MetA is the limiting step in synthesis [96], we
model the production flux as being proportional to the MetA abundance ¢peta, defined as the
fraction of the proteome that is MetA, jneta = hdMeta- If methionine is present in the medium,
it can be taken up, giving an import flux ji,. Finally, we consider that methionine is consumed
in several pathways in bacteria. The two major ones are protein synthesis and S-adenosyl-
methionine (SAM) synthesis, the major methyl donor of the cell [202]. We can estimate the
methionine flux to protein synthesis from the methionine concentration inside the cell that is

bound in proteins, c¢h % = 27.5 mM, see Table C.3 for the estimation. The resulting methionine
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A regrowth after 5 h starvation, no methionine added, 45°C
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Figure 4.4: Population-wide dormancy determines methionine-dependent lag times. Time-lapse
snapshots of cell regrowth at 45°C on agar pads supplemented with minimal medium and glycerol. After 5 h of
starvation in batch culture, samples of the culture are extracted, stained with propidium iodide to detect dead
cells (see Appendix C) and spread on agar pads without (A) or with (B) methionine. The regrowth of the cells is
monitored over time and, in the absence of methionine, shows a population-wide dormancy (~ 80%), as only 5%
of the cells regrow (the white arrow indicates the single cell regrowing) and 15% is dead (red). If the agar pad is
also supplemented with exogenous methionine, the dormant population is absent and only permeability-stained
bacteria do not recover.

consumption flux is j, = ch 5 p, for a cell growing at growth rate p.

During growth, the majority of the methionine flux drains into S-adenosyl-methionine (SAM).
While much of this SAM is recycled back to methionine in the SAM cycle, it is also used for
biosynthesis of polyamines, such as spermidine, which are important for survival in stress con-
ditions [203]. Of these metabolites, spermidine is present at a particularly high intracellular
concentration of about cspe = 1.4 mM [93]. Because one methionine is consumed per spermi-
dine, we can estimate the fraction of the methionine flux that is used for spermidine synthesis as
Cspe/Cher = (1.4mM)/(27.5mM) = 5%. Since polyamine synthesis is an overall small part of the
cell’s biomass, we assume that the drainage flux saturates at some level and choose to model it
as a saturating function of the internal methionine concentration. These reactions permanently
drain methionine at a rate jq = kqcmet/(Cmet + ), With kg = cspept. All these fluxes, combined
with a dilution due to growth, pcmet, yield the following dynamics of the internal methionine
concentration:

demet
dt

= jMetA(d)MetA) + Jin — jp(cmet) - jd(cmet) — HUCmet- (42)
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Figure 4.5: Growth-dormancy model. (A) Metabolite dynamics (continuous arrows): nutrients are uptaken
by the cell from the environments to build methionine precursors, which are used by MetA to start the production
flux of methionine jmeta. At the same time, methionine can be also directly uptaken from the environment, if
present (import flux jin). Methionine is then partially consumed in polyamines synthesis (drain flux jq) and
protein synthesis (consumption flux jp). MetA dynamics (dashed arrows): methionine is used to produce MetA,
at a rate ymetap. The latter is again used to produce methionine, while also degrading with temperature at
a rate n(T). (B) Numerical results of the dynamics of the model (see also Appendix C). MetA abundance
values are computed at different cell growth rates for three increasing MetA decay rates n (grey bar on the
left). In all the panels, green trajectories tend to the stable point of growth, while red trajectories tend to the
stable point of dormancy. The top panel represents the stable regime of growth (dark grey, 37°C or below), the
central panel represents the bistable regime (yellow, from 37°C to 45°C) and the bottom panel represents the
dormancy regime (light grey, above 45°C). (C) Representative sketch of the recovery dynamics in the bistable
regime. Cell population is initially split into a small fraction of growing cells (red) and a large fraction of dormant
cells (green). The time it takes for the growing fraction to equal the dormant fraction and take over is the lag
time (see Section C.2.5 in Appendix C for the lag time calculation). (D) Stability diagram showing the system
behaviours in the growth regime (dark grey region), dormancy regime (light grey region) and bistable regime
(vellow region) in function of the parameters MetA decay rate and methionine flux used to produce polyamines
(methionine drain). Black dots: estimates of system values at 37°C and 45°C, derived from measurements in
the literature, summarized in C.2. (E) Stability diagram in function of the parameters MetA decay rate and
uptake rate of external methionine. The shaded region (light grey to dark grey) indicates the shift of the system
from the dormancy to the growth regime. (F-G) Gamma distribution of MetA abundance during growth (F)
and starvation (G) for the values written in Section 4.10. Green and red area indicate the probability density of
MetA abundance values that allow (green) and not allow (red) growth.
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The second component of the model is the dynamics of the MetA abundance, ¢neta, defined
as a protein mass fraction. MetA is synthesized during growth at rate Xnietalt, where Xneta
is the fraction of the newly synthesized proteome that is MetA. Since we are interested in the
regime of low methionine abundance, we assume that yaeta is set constantly to full expression.
In addition to dilution by growth, p¢neta, the MetA abundance decays at a constant rate,
N(T)dmeta [95, 98]. The decay rate n(T) is temperature T dependent [98] and includes any
process that renders MetA unfunctional, from degradation [95] to thermal aggregation [94].
Combined, the dynamics of the MetA abundance reads

ddmeta
dt

The dynamics of methionine concentration and MetA abundance have very different time
scales. While concentrations of metabolites like methionine typically change within seconds
to minutes [156], the protein abundance changes within tens of minutes to hours [46]. For
the growth dynamics of the cell, however, the combined dynamics of both contributions is
important. This is because dynamics of methionine and MetA are intertwined: MetA is required
to synthesize methionine and methionine in turn is required to synthesize MetA - the motif of
a positive feedback loop.

= XMetA,U(Cmet) - (n(T) + M(Cmet»(bMetA- (43)

4.7 Recovery dynamics

The results of the dynamics can be obtained numerically (see Appendix C) and are shown in
Fig. 4.5B: at low temperature, where MetA decay rate is low, all cells regardless of their initial
state recover to growth (top panel, green trajectories). We call this the “growth regime”. At
high temperatures, where MetA decay rate is high, none of the cells recover, i.e. they become
dormant (bottom panel, red trajectories). We call this the “dormancy regime”. At intermediate
temperature, the population splits depending on the initial MetA abundance. Cells above a
certain recovery threshold accumulate MetA and start growing (green trajectories), while cells
below the threshold do not (red trajectories). Because both growth and non-growth are stable
states, we call this state the “bistable regime”.

4.8 Recovery dynamics in the bistable regime

In the bistable regime, the population can contain bacteria that are growing and others that are
dormant. As a result, the recovery dynamics of such mixed population will show a characteristic
lag before growth becomes exponential again, see Fig. 4.5C. This lag time is the key experimental
observable of Fig. 4.1 and it depends on how many bacteria are in the dormant and growing
state. In order to understand how the lag time depends on experimental parameters, we will next
study the parameter dependency of the theoretical solution from Egs. (4.1) to (4.3), followed by
studying how the heterogeneity of the population arises from heterogeneous gene expression.

4.9 Condition dependency of the bistable regime

By studying the fixed points of the system, i.e. the steady states of constant methionine con-
centrations and MetA abundance, dcyet/dt = 0 and dénera /dt = 0, we can understand under
which conditions the cell is in which of the three regimes of Fig. 4.5B and what sets the position
of the “recovery threshold” in the bistable regime (yellow).
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The results of the fixed points analysis, detailed in the Appendix C, show that the behaviour
of the system crucially depends on MetA decay rate, dual usage of methionine for protein synthe-
sis and SAM cycle and methionine uptake. Here, we discuss these dependencies. In Fig. 4.5D, we
plot the solutions of the systems at the steady states (growth, dormancy and bistable regimes,
see Section C.2.10 in Appendix C) in the space of the parameters MetA decay rate and methio-
nine flux used to produce polyamines such as spermidine. The bistable regime (yellow region)
exists for intermediate decay rates and depends on the methionine drain. Above this region, no
growth is possible (light grey region) because MetA decays faster than it is produced. For small
decay rates, enough MetA is synthesized, that even residual amounts of MetA can restart the
cycle of MetA synthesis (dark grey region).

The two black dots in Fig. 4.5D are our estimates of the steady states system values for wild-
type at 37°C and 45°C, derived from measurements in the literature, summarized in Tables C.2,
C.3 and C.4. The decay rate of MetA for 37°C lies only in the growth regime, while the decay
rate at 45°C lies in the bistable regime. This means that MetA decay at 37°C can lead to com-
plete recovery of the population, despite only being 30% smaller than at 45°C because synthesis
outpaces decay of MetA. We further see that if there is no methionine drain into spermidine,
there is no bistable regime. This is because the synthesis of spermidine from methionine com-
petes with protein synthesis for the same pool of methionine and can thus modulate the protein
synthesis rate. This dual usage of methionine is an integral part of the system and essential for
the bistable regime.

In Fig. 4.5E, we plot again the solutions of the systems at the steady states (growth, dor-
mancy and bistable regimes, see Section C.2.10 in Appendix C) in the space of the parameters
MetA decay rate and uptake rate of external methionine. For higher methionine uptake, the
bistable regime disappears. In addition, the presence of a methionine influx leads to growth
even at high MetA decay rates (shaded region - grey to white). This is because synthesis of
methionine becomes obsolete when external methionine is supplied.

4.10 Population partitioning is set by heterogeneous gene ex-
pression

Whether a cell recovers or stays dormant depends on its MetA abundance. Individual cells
within the population can have different MetA abundances because of stochastic effects. Gene
expression, for example, is highly heterogeneous during growth and leads to large variations
in protein abundance between cells. This heterogeneity can have a strong impact on recovery
dynamics and lag times in nutrient shifts [204]. Therefore, we suspect it to be a relevant factor
in determining how many cells can recover at elevated temperatures. Protein abundance due to
heterogeneous gene expression can be well described by a gamma distribution [205, 206]

-1 b—l
B (bMetAa e(z)MetA

P(PMeta) = ()b (4.4)

where a is the number mRNA synthesized per cell cycle and b the number of proteins syn-
thesized per mRNA. Due to the nature of the gamma distribution, the square root of the inverse
of a also equals the noise, Val=¢ /€, and b equals the Fano factor, b = 02 /£, where o is the
standard deviation and £ = ab is the average MetA abundance. As an example, in Fig. 4.5F we

show the gamma distribution for an average MetA abundance of &yea = 6.13 - 1074, estimated

—1
median

from a copy number of about 1700 [207], and noise y/a = 0.4, typical for proteins of this
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abundance, see Table C.2 [206].

During starvation, MetA will decay. Due to the large initial copy number of MetA (~1700,
see Table C.2), the stochasticity in MetA abundance arising from the stochastic decay pro-

. -1 . . .
cess is small, about v/1700 = < 1% compared to the inherited heterogeneous gene expression,

-1
median

MetA abundance as a deterministic exponential decay, given by the decay rate n. During star-
vation, MetA abundance distribution shown in Fig. 4.5F will shift to the left, see Fig. 4.5G,
and only a small number of cells will have a MetA abundance above the recovery threshold.
The position of the threshold and the distribution of the MetA abundance together determine
how large the growing fraction of the population is and thus determines the lag time of the
population.

a = 40%, discussed in the paragraph above. For this reason, we model the decay of

4.11 Derivation of quantitative lag time predictions

Based on the discussion above we can derive how the lag time depends on the parameters of the
system. The goal is to test these dependencies experimentally. We find that the average MetA
prior to starvation (mean MetA pre-expression &yeta ), the starvation time 7 and the decay rate
1 determine the MetA abundance distribution, while the MetA growth threshold is determined
by nutrient quality and methionine uptake from the environment. We derive these mathematical
dependencies in Appendix C and find that the lag time can be approximated as

Tiag = comst + Ghfeab '€ (4.5)

which depends approximately

e exponentially on starvation time 7,
e exponentially on MetA decay rate 7,
e linearly on the inverse of the mean MetA pre-expression £ = ab,

: h
e linearly on the growth threshold d)lt\/Iet A

The growth threshold, in turn, depends linearly on nutrient quality and methionine uptake,
as explained in Appendix C.

4.12 Experimental tests of the lag time predictions

We next test experimentally if these predictions hold. In Fig. 4.6A we plot lag time against
starvation time for the three experiments shown in Fig. 4.1C and 2 more on a semi-exponential
scale. Cultures starved for more than 8 hours do not recover within 3 days. Longer starvation
times allow longer and thus more thorough decay of MetA. As predicted by Eq. (4.5), we find
that the lag time 7j,, increases exponentially with starvation time 7.

To test if lag time is indeed determined by MetA abundance and not a different thermally-
degraded protein, we titrate MetA expression prior to starvation. In Fig. 4.6B, we show the
lag time against the inducer concentration (c¢Tc) for a strain containing the titratable element
Prret—o1-metA in the absence of the native metA gene, see Appendix C. We find that when
metA pre-expression is increased, lag time decreases, qualitatively confirming that the average
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Figure 4.6: Tests of the growth-dormancy model. In all of the following tests of the model, the lag time of
the cells is measured by performing the experiment explained in Fig. 4.1, at 45°C. (A) The lag time measured for
the three experiments of Fig. 4.1C and two more is plotted against starvation time and it increases exponentially
with it (black line), as predicted by the growth-dormancy model. When cultures are starved for more than 8 hours,
they do not recover within three days. (B) The lag time of a strain containing the titratable element Prrei—01-
metA is measured after 5 h of starvation and plotted against the inducer concentration (¢Tc), representing the
average MetA pre-expression, &veta. As predicted by the model, lag time decreases with increasing cTc, as
Tag ~ 1/(A + B-¢(cTc)) (black line), as the Pie system is linear in ¢Tc concentration with some basal expression
pattern [46]. (C) The lag time of MetA thermostable mutants LYD and Y (green) is measured after 5 h starvation
and compared to the corresponding lag time of the wild-type strain (light grey). Black dots represent different
experimental results (three for each strain) and show that the increase of MetA thermostability reduces of about
2/3 the lag time. (D) After 5 h starvation, a starved culture of wild-type cells is split and diluted into fresh
minimal medium (see Appendix C) with different dilution factors in different cultures supplemented with glycerol.
The higher the dilution factor, the lower the ODgoo (black line, Tiag ~ 1/(A + B - In(ODggp))). The lag time
measured is plotted against the optical density of the culture upon dilution. The plot shows that it decreases
with increasing optical density. (E) After 5 h starvation, a starved culture is diluted into the supernatant and
supplemented with glycerol. The lag time measured (dark grey) is 1/3 of the lag time measured in fresh minimal
medium (light grey), free of nutrients released by dead cells. The same experiment is performed with a AluxS
strain, where the autoinducer 2 (AI-2) is knocked-out and signal molecules are not released in the supernatant.
Both the AluzS culture diluted into fresh medium (light pink) and the one diluted into its supernatant (dark
pink) show lag times similar to the ones of the wild-type strain. (F) After 5 hours of starvation, a wild-type
culture is split and diluted in cultures with different percentage of UV-light killed cells. The lag time measured is
plotted against the percentage of UV-light killed cells in the culture: the higher the number of dead cells in the
medium, the lower the lag time (linear fit, black line.

MetA abundance determines the lag time. The model predicts the inverse of lag time, Tl;gl, to
increase linearly with the average MetA pre-expression, £a, see Eq. (4.5). Because expression
from the Pyet system is linear in ¢Tc concentration ¢(cTc) with some basal expression pattern

[46], i.e. Emeta = A+ B - c(cTc), we fit Tiag ~ 1/(A + B - ¢(cTc)) to the data of Fig. 4.6B.

As an alternative to titration of MetA abundance, we can also decrease the decay rate of
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MetA using stabilized mutants (see Appendix C), where MetA half-life at 45°C is 107 min com-
pared to 36 min in the wild-type strain [98]. Stabilization of MetA leads to a decrease of lag
time, see Fig. 4.6C, confirming the importance of MetA decay.

Finally, we turn to the concentration dependence of lag time observed in Fig. 4.1D. In
Fig. 4.6D we show the lag time against the optical density of the culture for the experiments
of Fig. 4.1D and additional measurements. At high densities, cultures recover fast, while, for
densities below ODgopg = 0.08, bacteria do not recover within the two days of the experiment.
At all densities, cultures recover in the presence of methionine, as in Fig. 4.3. Diluting the
culture into the supernatant can similarly decrease lag time, showing that the medium contains
molecules that alter the recovery, see Fig. 4.6E. This effect is independent of the autoinducer 2
(AI-2) system, which some bacteria use for quorum sensing, see Fig. 4.6E.

We hypothesize the density dependence of the lag time is due to nutrient recycling from
dead bacterial biomass. Such cannibalistic use of dead cells is common for bacteria in nutrient-
limited conditions, as we showed in Chapter 2. During the 5 h of starvation about one third
of the bacteria have perished due to heat stress. To test if biomass recycling is important, we
add bacteria killed with UV-light to the recovery medium. We find that the higher the number
of dead bacteria, the lower the lag time, see Fig. 4.6F. Cannibalism of dead bacterial biomass
can lead to recovery of methionine and other nutrients. While we cannot distinguish how much
of the lag time reduction is due to uptake of other nutrients and how much due to uptake
of methionine, we see that according to the model, see Eq. (4.5), both methionine uptake and
improvement of nutrient quality should lead to a linear decrease of the lag time, as they decrease
the growth threshold f&et A~ This linear prediction fits the data of Fig. 4.6F well.

4.13 Fitness benefit of dormancy

Considering all of the above results together, it appears that a rather intricate system regulated
by MetA decay is responsible for shutting-off growth and forcing cells into a dormant state
when stressful conditions such as starvation and high temperatures occur. Interestingly, as we
said in Chapter 1, MetA temperature sensitivity is not exclusive to F. coli, but it was found
also in other mesophilic bacteria of the family Enterobacteriaceae [99] and in Bacillus polymyza
[100]. Moreover, a single nucleotide change is sufficient to stabilize MetA [92, 180], making it
an evolutionarily easily accessible target. This suggests that there is an evolutionary benefit in
degrading MetA, as hypothesized almost 50 years ago [96].

4.14 Dormancy leads to bacterial antibiotic persistence at high
temperatures

Long lag times mean that a large fraction of the population is dormant. Typically, bacte-
ria in such dormant states tolerate antibiotic treatment because the antibiotic targets are not
corrupted [105, 132, 184-186, 203]. This implies that the bacterial populations at elevated tem-
peratures should have a high degree of antibiotic persistence. To quantify bacterial antibiotic
persistence during these long lag times before regrowth at high temperatures, we repeat the
experiment performed to study the lag times, described in Fig. 4.1A, with the additional sup-
plementation of ampicillin. We grow E. coli at different temperatures (37, 40, 42 and 45°C) in
minimal medium supplemented with glycerol. After 5 h of starvation, we dilute the culture 8
fold, we supplement it with ampicillin and glycerol and we measure survival in colony forming
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units per volume (CFU/ml) (see Appendix C). Fig. 4.7TA shows, for each temperature, the
biphasic survival kinetics, sign of the presence of persister cells [106]: a fast, initial decay of
viability followed by a “plateau”, which indicates the survival fraction of cells that tolerate an-
tibiotics. At higher temperatures, the initial decay becomes slower and the “plateau” increases
from 37°C to 45°C. If ampicillin is added not during starvation, but during exponential growth,
the fraction of persisters still increases with temperature, but the fraction of survivors is 10% of
the survival fraction when cells are previously starved (see Fig. C.3), indicating that starvation
is a main persistence trigger.
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Figure 4.7: Antibiotic persistence. (A) Cells are grown in minimal media with glycerol at 37, 40, 42 and
45°C (different colours, as explained in the legend). After 5 h of starvation, ampicillin is added into the culture (see
Appendix C). The survival curves of the cultures are plotted against time. They all show the bi-phasic kinetics
typical for persister cells [104]. This final survival fraction increases with temperature. (B) The experiment
performed in panel A is repeated with additional exogenous methionine in combination with ampicillin treatment
(see Appendix C). Colours correspond to the same temperatures of panel A. In this case, the survival fraction
does not show an increase higher than 10% with increasing temperature. Lines in panels A (continuous) and B
(dashed) indicate the bi-phasic fits N = Nie 71" 4+ Nae™ 72! where N is the cell viability and Ny + N2 = 1. 1
indicates the rate of viability decrease in the first phase, while 2 is the rate of viability decrease in the second
phase and is the same for all curves. (C) The final viability values (& N2) extracted from panel A (—methionine)
and B (+methionine) are plotted versus temperature. Colours correspond to the ones in the previous panels. In
the absence of methionine (continuous line), compared to 37°C, persistence increases up to a factor of 1000 at
45°C, while up to 99% of it can be abolished when methionine is added (dashed line).

Previous works showed that, when cells are treated with antibiotics, the addition of exoge-
nous methionine to the culture reduces the frequency of persisters [109]. To investigate the
phenomenon in our case, we repeat the experiment shown in Fig. 4.7A, but we also add ex-
ogenous methionine in the culture, before antibiotic addition (see Appendix C). As a result,
the “plateau” level of persisters at high temperature decreases (see Fig. 4.7B). By fitting the
bi-phasic dynamics of the experiments with and without exogenous methionine in Fig. 4.7A B,
we extract the “plateau” levels at different temperatures, see Fig. 4.7C. Compared to 37°C,
persistence increases a factor of 10 at 40°C and a factor of 1000 at 45°C, while up to 99%
of it can be abolished when methionine is added. These experiments show that the existence
of a dormant subpopulation at elevated temperatures leads to an increased persistence of the
population to antibiotic treatment.

4.15 Dormancy allows bacterial survival in heat shocks

Antibiotic persistence is certainly beneficial for bacteria in infections if antibiotics are used as
treatment. In addition, we ask if there exist a protective feature of the decay of unstable MetA
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in a more natural context . Because the MetA decay is temperature dependent, we hypothesize
that MetA decay and the induction of dormant state is a preparation strategy for high temper-
atures.

To test this, we check if growing bacteria are more susceptible to heat shocks than dormant
bacteria. In Fig. 4.8A we show survival of a growing and non-growing culture, both kept at
37°C and shifted to 50°C. The non-growing culture was starved of the carbon substrate for
3 hours prior to the temperature shift. We find that the growth state has a strong effect on
survival. Only one in a thousand growing bacteria survive the first 15 minutes of the heat shock,
while non-growing bacteria survival is virtually unharmed. Then, both cultures show a gradual
decrease in viability.
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Figure 4.8: Survival in heat shocks. (A) Survival kinetics upon temperature shift from 37°C to 50°C of
exponentially growing and starved wild-type cells. Cells are grown in minimal media with glycerol at 37°C. When
ODgoo ~ 0.3 — 0.4, one culture (black circles) is supplemented again with glycerol to avoid glycerol exhaustion
and shifted to 50°C. Another culture (white circles) is grown until glycerol exhaustion. After 3 h of starvation,
the culture is shifted to 50°C. Then, cell viability is measured over time by plate counting in both cases. Cell
viability in the first case drops of a factor 1000 within the first 15 minutes, while it slowly decreases exponentially
in the second case. (B) Survival kinetics of exponentially growing wild-type cells upon temperature shift from
37, 40, 42, 45°C (black, blue, green, yellow respectively) to 50°C. Cells are grown in minimal media with glycerol
at different temperatures. When ODgoo ~ 0.3 — 0.4, the cultures are supplemented again with glycerol to avoid
glycerol exhaustion and shifted to 50°C. Then, cell viability is measured over time by plate counting. The higher
the temperature, the smaller is the initial drop of viability and more cells survive. (C) Survival kinetics of wild-
type starved cells upon temperature shift from 37, 40, 42, 45°C (black, blue, green, yellow respectively) to 50°C.
Cells are grown in minimal media with glycerol at different temperatures until glycerol exhaustion. After 3 h of
starvation, the cultures are shifted to 50°C. Then, cell viability is measured over time by plate counting. As they
are starved, in all the cultures cells survive more than in panel B and, again, the higher the temperature, the
slower is the viability decay. In all panels, lines are the fits of the data. For cells previously growing exponentially
(filled circles), the fit function is N = Nye~(100/D! 4 N,e™7* with N indicating the cell viability. For starved cells
(empty circles), the fit function is N = N(0)e™".

At higher temperature, MetA decay increases and more cells become dormant. We then
expect that the higher the initial temperature of the culture, the higher the number of dormant
cells that survive after heat shocks. Indeed, when we repeat the experiment of Fig. 4.8A for
temperatures between 40°C and 45°C, we find that the surviving fraction of cells increases with
increasing growth temperature, see Fig. 4.8B,C.

This suggests that in anticipation of a deadly heat shock, the bacterial population splits into
a growing and non-growing fraction. The growing fraction would make use of the abundant
nutrients and proliferate, while the non-growing fraction would survive a further increase of the
temperature. This could be a classic example of a “bet-hedging” strategy that can optimize
bacterial fitness [208, 209].
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4.16 Discussion

In this chapter, we shed light on the mechanism by which E. coli cells become dormant at elevated
temperatures and how it affects the physiology of the population. Depending on the decay of
the unstable MetA and the dual-use of methionine for protein synthesis and as a methyl-donor,
cells may or may not get trapped in a state of low methionine concentration that does not allow
growth, thereby splitting the community in two sub-populations of growing and dormant cells.
With our combination of theoretical model and experiments, we found that:

e a dormant subpopulation forms at high temperatures;

e dormant bacteria are trapped in a state of methionine limitation due to the architecture
of the methionine and MetA cycle and the high MetA decay rate;

e this dormancy seems to protect bacteria from antibiotic treatment and heat shocks.

4.16.1 Thermally unstable MetA as a thermal fuse

In electrical engineering, devices are protected from excessive heat with thermal fuses. Such a
thermal fuse will cut-off electric current by physically disintegrating itself, e.g. melting, under
heat stress. The fuse has the role of an emergency protection, kicking in when other regulatory
mechanisms have failed, in order to protect more expensive machinery such as a motor. In a
similar manner, we interpret MetA as a biological thermal fuse. It becomes increasingly unstable
at higher temperatures and physically disintegrates, i.e. misfolds and becomes inactive. The
resulting cut-off in amino acid synthesis stops growth and protects the organism from death in
a heat shock.

4.16.2 Antibiotic and thermal persistence as “bet-hedging” strategies of sur-
vival

This thermal fuse leads to a dormant subpopulation that may be part of a bacterial “bet-
hedging” strategy in preparation to unpredictable, catastrophic events such as antibiotics and
heat shocks. For such a “bet-hedging” strategy, an isogenic population splits into different
phenotypes to maximize the time-average population fitness [210]. In our case, during favourable
conditions, the growing subpopulation can proliferate, while the dormant subpopulation is an
unprofitable burden. If the catastrophic event sets in, however, the growing subpopulations
dies off and only the non-growing subpopulation survives. Any one-sided strategy would yield
a catastrophic outcome in either one of the environments. The heterogeneity in populations,
however, ensures safe proliferation through cycles of growth and stress and improves the overall
fitness of the population, analogue to many established scenarios of “bet-hedging” in bacteria
[127, 211-213].

4.16.3 The potential of methionine in medical treatments to fight persistence

Elevated temperatures are often encountered by pathogenic bacteria as the body temperature of
hosts increase. This cardinal response of the host organism, fever, has been conserved through-
out warm and cold-blooded vertebrates for over 600 million years of evolution [214]. Independent
of whether the formation of a dormant subpopulation was evolutionarily beneficial for the bacte-
ria, in the present antibiotic era, this dormant subpopulation poses a substantial threat because
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it leads to antibiotic persistence and can impair the efficacy of antibiotic treatment.

In this context, our study shows that the large number of dormant cells at fever temperatures
is abolished by the addition of methionine, which recovers the cells from their dormant state and
expose them to the lethal effects of antibiotics. This could allow methionine to improve strategies
employed against persistence. For example, methionine could be useful in intermittent antibiotic
treatments. From the first observations of bacterial persistence in the 1940s, it is indeed known
that the majority of persisters recover after antibiotic clearance [105]. This evidence has fuelled
the idea of applying intermittent antibiotic treatments to patients with the aim to kill in different
rounds bacteria waking up from dormancy and re-growing [105, 215]. The same approach is used
to directly fight antibiotic resistance by alternating different classes of antibiotics exhibiting
comparable spectra activities to avoid the development of resistance to one specific agent [31].
In this context, administration of methionine may help in homogenizing persister recovery upon
antibiotic treatment and facilitate complete microbial clearance. Alternatively, methionine could
also be administered directly in combination with antibiotics. A successful example of such
strategy is the treatment of chronic lung infections by Pseudomonas aeruginosa in mouse models.
Methionine was found to inhibit biofilm formation and increase the sensitivity to antibiotics
[216]. By promoting growth of dormant bacteria, methionine is a prime candidate to reduce
persistence in vivo, especially in chronic infections characterized by recurrent fever, where the
number of persister cells is likely to increase with temperature. More so, because no adverse
effects towards methionine administration have been reported in adults or children with a single
dose of 100 mg/kg body weight [217].
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Conclusions

The findings presented in this thesis establish a new phenomenological approach to understand
how cellular components affect F. coli physiology in the growth-arrest phase, where stresses,
such as starvation and temperature increase, force the cells to activate strategies of survival.

We first revealed why FE. coli die exponentially when starved of carbon by showing that
viable bacteria recycle nutrients from dead bacteria and use them for maintenance. A stable
steady-state exponential decay of viability emerges as a collective phenomenon due to a balance
between a supply and a demand flux of nutrients. The observed collective death rate, repre-
senting the fitness of the population, is then determined by the maintenance rate of viable cells
and the amount of nutrients recovered from dead cells, the yield, which can be experimentally
determined using our independent assays. This relationship provides a mean to break down
bacterial fitness into its molecular contributions during starvation. To illustrate this, we used
our assays to show that the cost of a wasteful enzyme during starvation increases maintenance
and thereby the death rate, while the benefit of the stress response sigma factor RpoS improves
biomass recycling, decreasing the death rate.

In line with the quantitative approach developed in the last decade to dissect costs and ben-
efits of molecular contributions to cell physiology during the exponential growth phase [40], the
model presented here requires a minimum of molecular level information and it is based upon a
“top-down” approach that relies on the empirical law of the exponential decay of viability. This
is essential when studying the growth-arrest phase, where the alternative “bottom-up” approach
is often impossible, due to the lack of knowledge of many processes regulating death and sur-
vival. Moreover, the non-equilibrium steady-state aspect of the exponential decay of viability
greatly simplifies the characterization of bacterial physiology, as cell properties remain constant
and their measurements are robust and reproducible, in analogy with the measurements during
steady-state exponential growth. Finally, in the context of evolution, the revealed interplay be-
tween death rate, maintenance rate and yield may provide information about natural selection
in carbon starvation. The dissection of fitness into its contributions for two different species
may indeed help in estimating how much the relative abundance of the species changes during
starvation and in competitive environments.

Secondly, we uncovered a correlation between the growth rate of F. coli in media with car-
bon and their death rate when they are carbon starved, by developing a new controlled and
quantitative way to bring bacteria from different physiological states into starvation. Cells were
grown at different growth rates in different substrates or in a carbon limited chemostat. They
were then deprived of the carbon substrate and their survival was measured during starvation.
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This approach allowed us to measure quantitative changes in death rate as function of the cell’s
growth rate, as opposed to the classical “entry into stationary phase” of the bacterial life cycle,
where bacteria continuously adapt as the nutrient quality of the medium worsens [33, 79]. We
then used the relationship between death rate, maintenance rate and yield to dissect changes of
the death rate into their underlying contributions. In this way, we showed that, when corrected
for changes in cell size, the change of death rate is mainly due to a change of the maintenance
rate. This cost increases exponentially with increasing growth rate, meaning that slower growing
cells survive longer during starvation because they need less energy.

The interesting link among cell death rate, maintenance rate and cell size suggests that
the latter can be one of the factors that contribute to the energetic cost of the cell in carbon
starvation conditions. Moreover, our finding that environments supporting only slow growth
lead to longer survival means that F. coli increases its investment into survival when growth
is decreasing and starvation is approaching. This investment represents a fitness cost during
growth, but it becomes a benefit during starvation. Thus, fitness costs in one environment can
be compensated with fitness benefits in others. This result supports the idea that bacteria do
not optimize growth rate at all costs: alternative factors that determine bacterial fitness, as
competition, adaptation and death prevention, force them to continuous trade-offs between slow
and fast growth. This is particularly interesting if inserted in the ecological context of bacterial
life in energy-poor environments such as the deep biosphere. It is indeed estimated that about
3 - 10% microorganisms reside in the subsurface of the Earth, probably living with a very low
energy flux [58]. Our finding that starved bacteria can modulate their maintenance rate may
contribute to understanding life’s basal energy requirements and the survival strategies of many
species living in extreme conditions. This is crucial for understanding the biological potential
of these largely uncharacterized environments.

Finally, we showed how the combination of starvation and high temperature stresses induce
the activation of a thermal fuse in F. coli cells that leads to the formation of a dormant and
antibiotic persistent subpopulation, even when nutrients are again available. This fuse is imple-
mented by a thermally unstable enzyme, MetA, in the methionine synthesis pathway. Depending
on the decay of the unstable MetA and the dual-use of methionine for protein synthesis and as
a methyl-donor, cells can grow or be dormant. In particular, as our model showed, the existence
of the dormant state is due to a bistability in the system, that critically depends on the MetA
decay rate. If this decay rate drops below a certain threshold, the dormant state disappears and
all bacteria can recover. However, at fever-like and higher temperatures, the fraction of dor-
mant bacteria is always present and not only survives antibiotic treatment, but also heat shocks.

From an evolutionary perspective, these findings suggest that this thermal fuse has origi-
nally evolved as a protection mechanism to defend cell vulnerability from temperature increase.
Thus, MetA switch-off at high temperatures may be a bacterial strategy of survival when facing
temperature stress and could be inserted among the different molecular mechanisms that lead
to dormancy in order to optimize the fitness of the entire population [127, 211]. Using a “bet-
hedging” strategy, the population splits into different phenotypes to maximize the probability of
survival in anticipation of environmental changes [210]. Such phenotypic heterogeneity reduces
the variance in cell numbers over time, providing competitive advantage in environments that
change unpredictably. This is particularly interesting for clinical applications, as we showed that
these dormant cells, induced by fever-like temperatures, can tolerate antibiotics. Fever is the
first natural response of warm and cold-blooded vertebrates to many bacterial infections that
stimulate the innate and adaptive immune system of the host [214]. Thus, a main evolutionary
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advantage of MetA switch-off in bacteria may be the protection against fever. In this context,
the finding that the addition of exogenous methionine speeds up cell recovery from the dormant
state is crucial, as it exposes the cell to the lethal effect of antibiotics. Its administration, which
does not appear to be toxic within 100 mg/kg of human body weight [217], could indeed facil-
itate the complete microbial clearance in bacterial infections, when combined with antibiotics
treatments. In times of increasing prevalence of multi-resistant pathogens, elucidation of the
molecular mechanisms underlying antibiotic tolerance and the development of new clinical ther-
apies to fight it are imperative.
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Appendix A

Death rate of starved FE. colz is set by
maintenance cost and recycling yield

A.1 Methods

A.1.1 Strains

All strains used in this study are derived from wild-type E. coli K-12 strain NCM3722 [218].
Strain NQ354 (Alacl) is a lacI knock-out mutant [44]. rpoS knockout was transferred from
JW5437-1 to NCM3722 via P1 transduction to yield strain NQ1191.

A.1.2 Culture medium

The culture medium used in this study was based on N~C™ minimal medium [219], containing
K2SOy4 (1 g), KoHPO4 - 3H20 (17.7 g), KHoPO4 (4.7 g), MgSOy4 - TH20 (0.1 g) and NaCl (2.5
g) per liter. The medium was supplemented with 20 mM NH4Cl, as nitrogen source, and 5
mM glycerol, as the sole carbon source. 1 mM IPTG was added to media when necessary to
fully induce the native lac operon. All chemicals were purchased from Carl Roth, Karlsruhe,
Germany.

A.1.3 Growth protocol

Before each experiment, cells were taken from —80°C glycerol stock and streaked out on an
LB agar plate. Growth was then carried out in three steps: seed culture, pre-culture and
experimental culture, each cultured at 37°C in a water bath shaker at 250 rpm. The seed
culture was prepared with fresh LB medium and inoculated with a single colony. The pre-
culture was performed in medium identical to the experimental culture, inoculated with a small
amount of seed culture previously washed by centrifugation. The size of the inoculum was chosen
such that the pre-culture grown overnight was still growing exponentially in the morning of the
experiment. Cells performed at least ten doublings in the pre-culture. Inoculation into pre-
warmed experimental culture in the morning was chosen such that cells performed at least three
additional doublings in the experimental culture before growth was measured. The limiting
nutrient in the growth medium, 5 mM glycerol, was depleted at an optical density (ODgg)
of around 0.5 and a cell density of about 5 - 108 CFU/ml. Due to the high affinity of the
glycerol uptake system (Ky; of about 5 nM [147]), the period in which growth was affected by
the changing glycerol concentration was short. Due to the absence of acetate excretion of this
strain in this medium [143], no significant amount of metabolizable waste products remained
in the medium. Instead of inducing starvation by glycerol depletion, cells could also be washed



72 A. Death rate of starved E. coli is set by maintenance cost and recycling yield

by centrifugation (3000 RCF for 3 min) with no significant differences in the death rate. For
small culture volumes, 5 ml of experimental culture were grown in 20 mm x 150 mm glass test
tubes (Fisher Scientific, Hampton, NH, USA) with disposable, polypropylene Kim-Kap closures
(Kimble Chase, Vineland, NJ, USA). Larger volumes, 25, 50 and 100 ml were grown in 125,
250 and 500 ml baffled Erlenmeyer flasks (Carl Roth), respectively, and Kim-Kap closures. All
cultures were grown in a shaking water bath (WSB-30, Witeg, Wertheim, Germany) with water
bath preservative (Akasolv, Akadia, Mannheim, Germany). To measure growth, at each time
point, a 200 pl sample was extracted and optical density was measured using a 1 mm path
length Sub-Micro Cuvette (Starna, Ilford, United Kingdom) at 600 nm in a Spectrophotometer
(Genesys 20, ThermoScientific. Waltham, MA, USA).

A.1.4 Starvation

Viability was measured by plating on LB agar and counting the colony forming units (CFU) after
an incubation period of 12 hours at 37°C. Samples were diluted in fresh N~ C™ minimal medium
without carbon substrate and spread on LB agar using Rattler Plating Beads (Zymo Research,
Irvine, CA, USA). LB agar was supplemented with 25 pg/ml 2,3,5-triphenyltetrazolium chloride
to stain colonies and increase contrast for automated colony counting (Scan 1200, Interscience,
Saint-Nom-la-Bretche, France) of 100-200 colonies per Petri dish (92 x 16 mm, Sarstedt, Nm-
brecht, Germany). Staining or automation of counting had no significant effect on viability
measurements or accuracy, compared to un-stained, manually counted samples (< 1% system-
atic error).

A.1.5 Survival on supernatant

In order to measure cell survival on the supernatant of a starved culture, starved cells from
an exponentially dying culture were diluted 4.5-fold to a density of N ~ 6 - 107 CFU/ml both
into supernatant of the same control culture and into fresh medium free of carbon used as a
control. At this dilution, cells showed a clear lag, while for dilution to lower cell concentrations,
regrowth of cells was observed. In order to measure cell viability on the supernatant without
dead cells, a sample of the supernatant of a control culture was extracted and frozen at the end
of exponential growth when all the cells in the culture were still viable and there were no dead
cell in the supernatant. After 2 days of starvation of the control culture, the frozen supernatant
was defrosted and starved cells from the control culture were diluted 4.5-fold to a density of
N ~ 6-107 CFU/ml into this supernatant. In all the cases, the supernatant was extracted by
vacuum filtering the desired amount of control culture using 0.2 mm PES filter units. Viability
of the new test tubes containing supernatant and fresh medium respectively was measured every
day by plate counting. The lag time was calculated by measuring the average viability ratio of
the number of viable cells in the culture with supernatant addition, Ngy, and the number of
viable cells in the control culture with fresh medium, Npyp, as 7' = In(< Nen/Nem >) /7.

A.1.6 Time-lapse video of survival

The existence of cryptic growth was checked using time-lapse microscopy. Cells grown in batch
culture until glycerol depletion were extracted, stained with propidium iodide to detect loss of
membrane integrity and filled into an Ibidi p-Slide. The p-Slide I Ibidi with one channel (wxlxh=
5x50x0.4 mm, 100 pl volume) and two reservoirs of 600 pul volume was used. The two reservoirs
were completely filled with starved culture and sealed with parafilm to reduce evaporation. Cells
were monitored for 6 days with continuous acquisition of phase-contrast and fluorescence images
every 30 min, using a Nikon Ti-E microscope with the Nikon Imaging Software NIS Elements
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4.40 (Nikon, Tokyo, Japan). A phase contrast Plan Apo 100x oil objective was used, with
numerical aperture of 1.45 and a refractive index of 1.515 (Nikon, Tokyo, Japan) and an Andor
Zyla VSC-02357 camera (Zyla-5.5, Andor, Belfast, Northern Ireland) with a binning of 1x1, a
readout rate of 200 MHz and an exposure time of 200 ms. Conversion gain was set on 1/3 Dual
gain and the spurious noise filter was activated. The calibration from length units to pixel was
defined as 0.07 pm/px. Measurements were performed with activated perfect focus system and
a PriorScan III drive stage.

A.1.7 Live/dead stain

Established commercial BacLight LIVE/DEAD (Thermo Fisher Scientific Inc., Waltham, Mas-
sachusetts, USA) staining was used when cells were microscopically imaged, according to man-
ufacturing specifications.

A.1.8 UV sterilization

In order to UV-sterilize cell cultures, a sample was extracted from the control culture and
pipetted into a Sarstedt 92x16 mm plastic Petri dish to increase surface area and facilitate
exposure. The Petri dish was then placed in a peqlab PCR Workstation Pro workbench equipped
with two General Electric G25t8 25W UV-lamps for sterilization. The Petri dish was placed
directly under the lamps without lid and irradiated at 254 nm for 30 min. Complete sterilization
was confirmed by plating 100 pl directly on an agar plate and checking the absence of regrowth.
This treatment was chosen under the assumption that it presumably preserves the nutritional
content of the cell, as opposed to chemical or temperature treatments, and is complete, as
opposed to mechanical methods.

A.1.9 Lag time caused by addition of UV-killed cells

To quantify the influence of an addition of UV-killed cells on the death of the carbon starved
cells, a fraction of an exponentially dying culture was extracted and UV-sterilized using the
above described method. The UV-sterilized culture was then mixed with the starved culture at
different mixing ratios. Since both viable and UV-sterilized cultures originated from the same
culture, the ratio of viable cells N to UV-killed cells Nyy was equal to the volume mixing ratio.
After the addition of UV-killed cells, viability was measured at least every 24 hours by plate
counting both in the control culture (N) and in the samples with added UV-killed cells (V).
The lag time was then calculated as T" = In(< Ny /N >)/~, where the brackets denote the
time average of the ratio during the exponential decay that follows the initial lag time and both
viabilities were normalized to 100% at the time-point of extraction.

A.1.10 RNA measurements

To measure RNA concentration in the sample, ultraviolet (UV) absorbance at a wavelength of
260 nm was used. Concentration was calculated using the 260 nm reading and a conversion
factor based on the extinction coefficient for each nucleic acid (A260 of 1.0 = 40 pg/ml for
RNA). The method is based on the one used by [220] with modifications as described in [44].

A.1.11 Total protein measurements

Total protein was quantified using commercial micro BCA assay. To measure concentration, the
sample was added to the tube or plate containing the prepared BCA Working Reagent. After a
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30-minutes incubation at 37°C and cooling to room temperature, the resultant purple color was
measured at 562 nm.

A.1.12 Quantification of the maintenance rate

In order to quantify the maintenance rate 8 during starvation, at different times during starva-
tion, samples of at least 3 ml were extracted from an exponentially decaying culture and a small
amount of glycerol was added in each of them. The amount of glycerol was chosen in such a way
that cells could not grow substantially using the supplied carbon substrate. In particular, at
each time-point, in different samples, 10, 20, 30 and 40 pM of glycerol were added to cultures of
approximately 108 CFU /ml. In comparison, the growth yield on 40 pM is around 4- 10 CFU /ml,
i.e. only 4% of the viability at addition. After glycerol addition, cell viability was measured
at least every 24 hours by plate counting both in the control culture N(¢) and in the samples
with glycerol added Ny (t). The lag time was then calculated as T' = In(< Ngiy /N >)/v, where
the brackets denote an average over all time points after the initial lag, when all cultures are
in exponential decay. Using the theoretical expression of 7', see Eq. (2.6), for each day, 8 was
extracted from the inverse of the slope of the linear fit of the experimental lag times plotted
versus the amount of glycerol added per cell (see Fig. 2.8).

A.1.13 LacY titration

LacY activity was titrated by adding the isopropyl S-D-1-thiogalactopyranoside (IPTG), which
inhibits repression of the lac operon, at different time-points during growth at saturating con-
centrations (1 mM). The earlier IPTG was added to the culture during growth the more LacY
was expressed until the end of growth. Lac expression is about 100-fold lower during starvation
than during growth, see Fig. 2.4F, and does not significantly alter the high expression levels
inherited from growth. LacZ activity (co-expressed with LacY) was measured in each culture
using the Miller-Assay [221], using the protocol described in [44].

A.1.14 Quantification of the yield

In order to quantify changes of the yield «a, the growth yield during starvation was measured
both for WT and ArpoS strains: at different times during starvation (from 0 to 7 days), 3 to
15 ml of the control culture was extracted, UV-sterilized and mixed in a 99% to 1% ratio with
untreated, starved culture. Viability of the growth curve Ng was then measured every 12-24 h
by plate counting. The growth yield aq, proportional to the yield «, was calculated as the ratio
of the absolute growth yield, max(Ng) — min(Ng), where min(Ng) is the inoculation viability
and max(Ng) the maximal viability reached at the end of growth, to the viability in the control
culture at the extraction point during starvation N (fex).

A.1.15 Statistical analysis

Values of the main quantities u, v, @ and 3 are averages of at least three experimental repeats,
reported with one standard deviation.

Statistical significance of a and 3 values between wild-type and ArpoS strains was calculated
with a two-sample t-test (p<0.01).
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Figure A.1: Loss of membrane integrity after UV sterilization. After UV sterilization, performed as
described in Section A.1.8, the culture loses its entire viability. At different times after UV sterilization, samples
are extracted and cells stained using a commercial Live/Dead stain (see Section A.1.7), which reports a loss of
membrane integrity. Within 4 h, half of the UV-killed cells loose its membrane integrity. This loss of membrane
integrity after UV irradiation is fast compared to the half-life of the population during starvation, which is about

1.6 days.
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Figure A.2: Lag times due to glycerol addition after starvation. Fig. 2.8B shows a 1 day starved culture
with a viability of 108 CFU/ml that is supplemented with 40 pM of glycerol prolonging the survival of the cells.
Per viable cell, the glycerol addition in this experiment is 0.4 fmol/CFU. The same experiment is repeated after
2,3,4,5 days of starvation, using different glycerol concentrations (see Section A.1.12). (A-E) Lag times recorded
at different days increase linearly with the amount of supplemented glycerol. From the inverse of the slopes of
the black lines in these panels, we calculate the maintenance rate 8 = (0.49 £ 0.04) fmol/(CFU - d), as shown in

Fig. 2.8.
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Repeat n. | Wild-type (1/d) | ArpoS (1/d)

1 0.43 0.77
2 0.41 0.74
3 0.41 0.74
4 0.46 0.84
5 0.43 0.74
6 0.46 0.84
7 0.41 0.74
8 0.48 0.77
9 0.50 0.82
10 0.41 0.74
11 0.38 0.84
12 0.41 0.72
Average 0.43 +£0.04 0.78 £ 0.04

Table A.1: Death rates of wild-type cells and ArpoS mutants. Representative selection of death rates
fitted to 12 independent experiments of the exponential decay of viability of wild-type and ArpoS mutants
(Fig. 2.1B and Fig. 2.12A). The average value is reported with one standard deviation.
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Appendix B

Slower growth of E. coli leads to
longer survival in starvation

B.1 Methods

B.1.1 Strains

All strains used in this study are derived from wild-type E. coli K-12 strain NCM3722 (WT)
[218]. rpoS knockout was transferred from JW5437-1 to NCM3722 via P1 transduction to yield
strain NQ1191. Glycerol kinase mutant GlpK22 [171] was transferred via P1 transduction to
yield strain NQ898.

B.1.2 Culture medium

The culture medium used both in the chemostat and in batch cultures is based on N=C~
minimal medium [219], containing K2SO4 (1 g), KoHPOy4 - 3H20 (17.7 g), KHoPOy4 (4.7 g),
MgSO, - 7TH2O (0.1 g) and NaCl (2.5 g) per liter. The medium was supplemented with 20 mM
NH4Cl, as nitrogen source, and 5 mM glycerol, as the sole carbon source. All chemicals were
purchased from Carl Roth, Karlsruhe, Germany.

B.1.3 Growth protocol

Before each experiment, cells were taken from —80°C glycerol stock and streaked out on an LB
agar plate.

Growth in batch cultures

For growth in batch cultures, the same protocol described in Appendix A was applied. However,
due to acetate excretion in the medium in the presence of carbon sources different from glycerol
and at growth rates higher than 0.7 h™! (e.g. growth of NQ898) [143], before entry into star-
vation, cells were centrifuged (3000 RCF for 3 min), washed and re-supplemented with medium
free of carbon to avoid survival on waste products such as acetate. When no left-nutrients are
available, this washing step does not alter cell physiology.

Growth in chemostat

Growth was carried out in three steps: seed- and pre-culture in batch mode and continuous
culture in a chemostat. The first two steps were performed at 37°C in a water bath shaker
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at 250 rpm (WSB-30, Witeg, Wertheim, Germany) with water bath preservative (Akasolv,
Akadia, Mannheim, Germany). The seed culture was prepared with fresh LB medium and
inoculated with a single colony from the LB agar plate. The pre-culture was performed in
medium identical to the continuous culture, inoculated with a small amount of seed culture
previously washed by centrifugation. The size of the inoculum was chosen such that the pre-
culture grown overnight was still growing exponentially in the morning of the experiment. The
seed culture was performed in 20 mm x 150 mm glass test tubes (Fisher Scientific, Hampton, NH,
USA) with disposable, polypropylene Kim-Kap closures (Kimble Chase, Vineland, NJ, USA).
The pre-culture had a volume of 200 ml and was performed in 500 ml baffled Erlenmeyer flasks
(Carl Roth) and Kim-Kap closures. Once cells in the pre-culture have performed at least ten
doubling and the optical density of the culture had reached the value ODggg =~ 2, 100 ml of
the pre-culture were inoculated in 1 1 of minimal medium supplemented with glycerol in the
chemostat. Cells grew in such medium for &~ 2 h in batch mode, reaching ODggp ~ 0.5 at the
time of glycerol depletion. Then, continuous culture mode was applied and cells were grown in a
constant volume of 1 1 at 37°C with air-pressured spilling out the effluent at this volume, while
the flow rate was controlled by the pump speed of the incoming feed. The bioreactor used was a
Infors HT, Labfors 5 with 2.0 1 glass vessel, controlled by its intrinsic Control-Software. Air flow
at 2 vvm and stirrer speed of 500 rpm were applied to keep the dissolved oxygen concentration
with the relative pOy greater than 90% for all experiments, to avoid limiting in oxygen. pH was
kept at 7+ 0.2 by a pH probe and automatic addition of a solution of 2% H3POy4. Optical cell
density was kept constant between 0.35 and 0.55. Different dilution rates were established by
changing the pump speed and the cultivations were performed from low to high growth rates
(0.1, 0.2, 0.3, 0.4, 0.5, 0.7 h™1). For each growth rate, steady state growth was reached within
few minutes after setting the growth rate. However, to obtain a complete turn-over of the cells
in the culture, for each growth rate chosen, six generations were performed before extracting the
sample for starvation. It has been reported that glucose-limited chemostat cultivations strongly
select for loss or attenuation of RpoS function in F. coli so that mutations occur in rpoS after
30 generations [161]. To avoid this possibility in our glycerol case, the experiment did not run
for more than 30 generations.

B.1.4 Starvation protocol

For each growth rate in batch culture and chemostat, cells were centrifuged (3000 RCF for 3
min), washed and re-suspended in minimal medium free of carbon in 20 mm x 150 mm glass test
tubes (Fisher Scientific, Hampton, NH, USA) with disposable, polypropylene Kim-Kap closures
(Kimble Chase, Vineland, NJ, USA). The tubes were placed in the water bath shaker at 250 rpm
as the seed- and pre-cultures and viability was measured by plating on LB agar and counting the
colony forming units (CFU) after an incubation period of 12 hours at 37 degrees. For each growth
rate, three tubes of starved cultures were monitored in order to have 3 experimental repeats of
cell behavior during starvation. For each growth rate in the chemostat, after six generations,
samples of the culture were extracted from the chemostat, using a SI Sample Syringe (20 ml,
with 3-Way valve and check valve, C-Flex inlet) to avoid contaminations and to flush the line
prior to sampling. In this way the line being sampled did not have residual fluid left in it from
an earlier sample. At the extraction time, a sample of the chemostat culture was immediately
plated on LB agar plates through dilution steps to check for contaminations and mutations in the
chemostat. Then, cells were washed and starved as described above. For growth rates of 0.3 and
0.7 h~!, two independent chemostat and starvation runs were performed. Samples were diluted
in fresh N™C™ minimal medium without carbon substrate and spread on LB agar using Rattler
Plating Beads (Zymo Research, Irvine, CA, USA). LB agar was supplemented with 25 ng/ml of
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2,3,5-triphenyltetrazolium chloride to stain colonies and increase contrast for automated colony
counting (Scan 1200, Interscience, Saint-Nom-la-Bretche, France) of 100-200 colonies per Petri
dish (92 x 16 mm, Sarstedt, Niimbrecht, Germany). Staining or automation of counting had
no significant effect on viability measurements or accuracy, compared to un-stained, manually
counted samples (< 1% systematic error).

B.1.5 Quantification of yield and maintenance rate

Maintenance rate and yield were measured as described in Appendix A. Measurements were
performed for starved cultures of WT previously grown in the chemostat at growth rates of 0.1,
0.3, 0.5 and 0.7 h™!, respectively, and for the starved culture of GlpK22 (NQS898) previously
grown in batch mode at growth rate of 0.9 h~.

Yield

In order to quantify changes of the yield «, the absolute yield during starvation was measured
both for WT and ArpoS strains: at different times during starvation (from 0 to 7 days) 3
to 15 ml of the control culture was extracted, UV-sterilized and mixed in a 99% to 1% ratio
with untreated, starved culture. Viability of the growth curve Ng was then measured every
24 h by plate counting. The yield «, was calculated as the ratio of the absolute growth yield,
max(Ng) — min(Ng), where min(Ng) is the inoculation viability and max(Ng) the maximal
viability reached at the end of growth, to the viability in the control starved culture at the
extraction point before killing (Fig. 3.3A-D).

Maintenance rate

In order to quantify the maintenance 8 during starvation, after 5 days of starvation, samples
of at least 3 ml were extracted from an exponentially decaying culture and a small amount of
glycerol was added in each of them. The amount of glycerol was chosen in such a way that
cells could not grow substantially using the supplied carbon substrate. In particular, at each
time-point, in different samples, 10, 20, 30 and and 40 uM of glycerol were added to cultures of
approximately 108 CFU/ml. After glycerol addition, cell viability was measured at least every
24 hours by plate counting both in the control culture N(¢) and in the samples with glycerol
added Ngiy(t). The lag time was then calculated as T' = In(< Ny /N >)/~, where the brackets
denote an average over all time points after the initial lag, when all cultures are in exponential
decay. Using the theoretical expression of T', derived in Chapter 2, for each day, g was extracted
from the inverse of the slope of the linear fit of the experimental lag times plotted versus the
amount of glycerol added per cell (Fig. 3.3E-H).

B.1.6 Live/dead stain

As in Appendix A, the established commercial BacLight LIVE/DEAD (Thermo Fisher Scientific
Inc., Waltham, Massachusetts, USA) staining was used when cells were microscopically imaged,
according to manufacturing specifications.
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B.1.7 Measurements of cell size

To measure cell size, samples from batch or continuous cultures were extracted, stained, placed
on a cover slide and imaged with phase-contrast microscopy, using a Nikon Ti-E microscope
with a Plan Apo 100x oil objective (numerical aperture of 1.45 and a refractive index of 1.515).
The used camera was an Andor Zyla VSC-02357, with a binning of 1x1, a readout rate of 200
MHz and an exposure time of 200 ms. Conversion gain was set on 1/3 Dual gain and the spu-
rious noise filter was activated. The calibration from length units to pixel was defined as 0.07
nm/px. Measurements were performed with an activated perfect focus system, taking 10x10 im-
age frames and moving the sample with a PriorScan III drive stage after each acquisition step.
Cell areas were then manually determined using the Nikon Imaging Software NIS Elements 4.40
(Nikon, Tokyo, Japan). For each growth rate, at least 200 cells were analyzed to determine
averaged length and width. Cell volume was computed as V = 7(w/2)%(l — w) + (4/3)7(1/2)3
where w=width and [=length of each cell, whose shape was considered as a cylinder (with base
ray equal to w/2 and height equal to (I —w)) with two semi-spheres at the ends (with ray equal
to w/2).

B.1.8 Statistical analysis

1 values in the chemostat are reported with an error of 5%, due the chemostat accuracy.

u values in batch cultures and v values are the averages of at least three experimental repeats,
reported with one standard deviation.

Values of cell lengths, widths and volume are the averages of 200 microscopy measurements,
reported with one standard deviation.

a and [ values are the slopes of the fits (see Section B.1.5) reported with 95% confidence bounds.
« and [ values normalized per cell volume are reported with error propagation, where we con-
sider an instrument error of 5% for the volume measurements.

Error of the exponential fits of cells size, yield, maintenance and death rate plotted against
growth rates are reported with 95% confidence bounds.
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Figure B.1: Size of wild-type cells and GlpK22 mutants during steady state growth. (A) Measured
length (black) and width (purple) of wild-type cells growing in the chemostat at different steady-state growth
rates (u = 0.3,0.5,0.7 h~! and GIpK22 cells growing in batch culture at = 0.9 h™'). Black and purple lines are
exponential fits. Measurements are in agreement with data reported in [222], within a standard deviation of 0.22.
(B) Volume of the cells computed as explained in Fig. 3.4 (see also Section B.1.7). In agreement with literature
[35], volume increases exponentially with growth rate (black line, exponential fit).
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Figure B.2: Bioreactor used for continuous culture. Experimental setup for continuous culture: the
bioreactor Infors HT, Labfors 5 with 2.0 1 glass vessel, controlled by its intrinsic Control-Software, works with air
flow at 2 vvm, stirrer speed of 500 rpm, relative pO2 greater than 90%, pH at 7 & 0.2 and optical cell density
ODgoo between 0.35 and 0.55. Cells grow in a constant volume of 1 1, where the flow rate is controlled by the
pump speed of the incoming feed, at 37°C. Different dilution rates are established by changing the pump speed.
We thank Dr. Dominik Maslak and Prof. Dirk Weuster-Botz for providing the experimental set-up and technical
support.
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Figure B.3: Survival kinetics of wild-type cells and GlpK22 mutants after growth rate titration.
Survival kinetics of wild-type cells grown in chemostat at growth rates x4 = 0.3,0.5,0.7 h™! (colored data) and
GlpK22 mutants grown in batch at g = 0.9 h™! (white circles). Symbols and colors correspond to the ones in
the legend of Fig. 3.2. Experimental data are shown normalized to the highest viability value at the beginning of
starvation. All the cultures die exponentially, spanning a range from 0.25 d~* (WT previously grown at 0.3 h™*,
yellow circles) to 0.59 d™* (GlpK22, previously grown at 0.9 h™', white circles).
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B.3 Supplementary Tables

Strain | Growth mode | Carbon source | Growth rate (1/h) | Death rate (1/d)
WT batch LB 2.00 £0.01 1.44 +0.05
WT batch CAA+Glucose 1.31 £0.01 0.72+0.08
WT batch CAA + Glycerol 1.20 +0.01 0.59 = 0.02
WT batch Glucose 0.92 +0.01 0.51 +0.03
WT batch Lactose 0.91 +0.01 0.50 £ 0.01
WT batch Xylose 0.75+0.01 0.45 + 0.01
WT batch Glycerol 0.70 £ 0.01 0.43 +0.04
WT batch Succinate 0.69 +£0.01 0.41 +£0.03
WT batch CAA 0.53 +0.01 0.36 +0.02
WT batch Acetate 0.42 £0.01 0.31 £0.02
WT batch Mannose 0.29 + 0.01 0.26 + 0.01
WT batch Proline 0.27 £ 0.01 0.31 +0.03
WT batch Glutamate 0.13 £ 0.01 0.27 £+ 0.02
WT chemostat Glycerol 0.70 + 0.03 0.40 + 0.04
WT chemostat Glycerol 0.50 £ 0.02 0.34 £0.03
WT chemostat Glycerol 0.40 = 0.02 0.30 £ 0.04
WT chemostat Glycerol 0.30 £0.01 0.29 £0.04
WT chemostat Glycerol 0.20 £ 0.01 0.26 + 0.04
WT chemostat Glycerol 0.10 £0.01 0.25 +£0.02

GlpK22 batch Glycerol 0.90 £ 0.01 0.59 +0.04

Table B.1: Growth and death rates of wild-type cells and GIpK22 mutants. Wild type cells (WT)
and GlpK22 mutants (NQ898) are grown in batch or continuous cultures in minimal medium supplemented with
different carbon sources. Growth rate values in the chemostat are reported with an error of 5%, due to the
feeding pump. Growth rate values in batch cultures and death rate values are averages of three independent
experimental repeats, reported with one standard deviation. Note that the wild-type culture grown at 0.7 h™*
in the chemostat shows a death rate of v,—o.7/n = 0.40 £ 0.04 d™!, which is in good agreement with the batch
culture value Ybatcn = 0.43 £ 0.04 d™!, where cells also grow at 0.7 h™*.
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Strain | Growth mode | Growth rate | Death rate Yield Maintenance rate

(1/h) (1/d) (fmol/(CFU - d))
WT chemostat 0.1 +£0.01 0.25+0.02 | 0.124+0.01 0.16 £ 0.01
WT chemostat 0.3+0.01 0.29 +0.04 | 0.14 +£0.01 0.28 +0.02
WT chemostat 0.5 +0.02 0.34 +0.03 | 0.17+0.03 0.38 £ 0.02
WT chemostat 0.7 +0.03 0.40 £0.04 | 0.18 0.02 0.48 4+ 0.05
WT batch 0.7+ 0.01 0.43+£0.04 | 0.18 £0.01 0.49 £0.04
GlpK22 batch 0.9+0.01 0.59£0.04 | 0.234+0.01 0.81 = 0.06

Table B.2: Yield and maintenance rate values. Yield and maintenance rate values of wild-type cells (WT)
and GlpK22 mutants (NQ898) grown in batch or continuous cultures in minimal medium supplemented with
glycerol. Relative growth rates and death rates are also reported (see also Table B.1). Yield and maintenance
values are reported with 95% confidence bounds.

Strain Growth mode Growth rate Death rate Length Width Volume Yield Maintenance rate
(1/h) (1/d) (pm) (pm) (nm?) (1/pm?) (fmol/(CFU - d- pm?))
WT chemostat 0.1 +0.01 0.25 £ 0.02 1.57 £+ 0.39 0.65 + 0.11 0.45 + 0.17 0.27 £ 0.04 0.36 £ 0.05
WT chemostat 0.3 +0.01 0.29 £+ 0.04 1.59 + 0.38 0.69 + 0.10 0.52 +£0.18 0.26 4+ 0.03 0.53 £ 0.06
WT chemostat 0.5 £ 0.02 0.34 £+ 0.03 1.72 £0.21 0.77 £+ 0.09 0.69 + 0.21 0.25 + 0.05 0.55 4+ 0.05
WwWT chemostat 0.7 +0.03 0.40 £+ 0.04 1.80 + 0.48 0.80 + 0.10 0.77 £ 0.20 0.23 + 0.03 0.64 £+ 0.08
WT batch 0.7 +0.01 0.43 £ 0.04 1.83 +£0.35 0.81 +0.11 0.80 + 0.23 0.23 + 0.02 0.68 £+ 0.06
GlpK22 batch 0.9 + 0.01 0.59 4+ 0.04 1.85 + 0.38 0.83 + 0.14 0.86 + 0.24 0.26 + 0.02 0.94 4+ 0.09

Table B.3: Yield and maintenance rate values per cell volume. Yield and maintenance rate per cell
volume values reported with relative length, width and volume of wild-type cells (WT) and GlpK22 mutants
(NQB898) grown in batch or continuous cultures in minimal medium supplemented with glycerol. Relative growth
rates and death rates are also reported (see also Table B.1). Cell length and width values are averages of 200 cells,
reported with one standard deviation. Cell volume is calculated from length and width as described in Methods,
also reported with one standard deviation. We then estimate that cell volumes are determined only to about 5%,
due to limitations of phase contrast microscopy. These uncertainties of cell volume measurements are propagated
into recycling yield and maintenance rate per volume.

Strain | Growth mode | Carbon source | Growth rate (1/h) | Death rate (1/d)
ArpoS batch CAA-+Glucose 1.32 4+0.01 0.88 + 0.05
ArpoS batch CAA+Glycerol 1.15 £ 0.01 0.74 £+ 0.03
ArpoS batch Xylose 0.73+0.01 0.73+0.01
ArpoS batch Glycerol 0.70 £0.01 0.72 +£0.02
ArpoS batch Succinate 0.69 +£0.01 0.61 +0.04
ArpoS batch Acetate 0.44 £0.01 0.60 £ 0.04
ArpoS batch Mannose 0.38 £0.01 0.53 +£0.05
ArpoS batch Proline 0.34 £0.01 0.50 £ 0.03
ArpoS batch Glutamate 0.134+0.01 0.46 +£0.01

Table B.4: Growth and death rates of ArpoS mutants grown in different media. Growth and death
rates of ArpoS mutants grown in batch cultures in minimal medium supplemented with different carbon sources.
Growth rate and death rate values are averages of three independent experimental repeats, reported with one
standard deviation.
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Appendix C

A thermal fuse in E. colz leads to
survival at elevated temperatures

C.1 Supplementary Material for the growth-dormancy model

In this section, we derive theoretical solutions for the model discussed in Chapter 4. In particular,
we focus on the stability analysis, the MetA recovery threshold and the derivation of the lag
times. In addition, we make a detailed estimation of the theoretical parameters of the model
from measurements in the literature.

C.1.1 Stability analysis

We discuss the stability of the non-linear equation system proposed in Eq. (4.1), Eq. (4.2),
Eq. (4.3) of Chapter 4. The standard approach to stability analysis requires derivation of the
two nullclines of the system, where 1) the methionine concentration and 2) the active MetA
abundance are constant [223]. At the intersection of the two nullclines, we find the “fixed
points”. When the system evolves, the cells will relax towards the stable fixed points (and away
from the unstable fixed points). In our case, the possible stable fixed-point positions are growth
or dormancy and their existence is discussed thereafter. We first derive the nullclines and then
the criteria for the existence of the fixed points.

In Eq. (4.2) of Chapter 4 we derived the dynamics of the internal methionine concentration
as

demet
dt

with the individual contributions being

= jMetA(@bMetA) + jin - jp(cmet) - jd(crnet) — HCmet (Cl)

jMetA = thMetAa (CQ)
Jp = Crrggtkpcmet = Cfrfgtﬂv (C.3)
jd - kdg(cmet)a (04)

Jin = const > 0, (C.5)
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i = kpCmet, (C.6)

g(cmet) = Cmet/(KM + Cmet)- <C7)

The nullcline of the methionine concentration is defined as the curve in the space of ¢peta
and cpet, in which depet/dt = 0. Setting Eq. (C.1) to zero, we get

demet
dt

pro

= fl (QbMetA» Cmet) = h¢MetA + jin - Cmetkpcmet - kdg(cmet) - k;pcgnet =0. (08)

By solving this equation for ¢niera and defining new parameters: a; = chokph™t, ag = kqh ™1

and a3z = k:phfl, as well as jin = jinh ™!, we derive the nullcline of the methionine concentration,

OMetA = A1Cmet + GQQ(Cmet) + a3612net - jin- (CQ)

Next, we discuss the MetA abundance, where the dynamics was derived in Chapter 4 in
Eq. (4.3). Setting Eq. (4.3) to zero, we get

d¢MetA
dt

By solving for ¢neta, we obtain the nullcline for the active MetA abundance to be

= f2(¢MetAa Cmet) = XMetA,u(Cmet) - (U(T) + N(Cmet))QZ)MetA =0. (ClO)

¢MetA = XMetACmet/(ﬁ + Cmet)7 (Cll)

where we define a new variable 7 = nk; Land use p1 = kpcmet from Eq. (4.1) of Chapter 4.

The fixed points of the system are found at the intersection of both nullclines, i.e.

C* * * * =
XMetA (~ mce: ) = (bMetA = Q1Cpet T an(Cmet) + a3cm26t — Jin (012)
met

where ¢}, is the fixed-point of the methionine concentration. The fixed-point of the MetA
abundance ¢y, 4 can then be obtained by plugging in ¢} into either nullcline.

Depending on the parameter regime, there are either one, two or three fixed-points in the
regime cpet > 0 and ¢nera > 0. We can get vital information about the system by calculating
stability criteria analytically. We consider the simplest case of no external methionine influx
Jin = 0, where the trivial solution of the fixed-point equation, Eq. (C.12), is ¢, = 0 and
gb(l%/[et A = 0. This fixed-point corresponds to dormancy, thus the superscript “d”, because in this
case the steady state growth rate is zero, ud = kpcﬂlet = 0. This fixed-point can either be stable,
i.e. the cell will stop growing when close to this fixed-point, or unstable, i.e. the cell will start
growing, even at very low cpet and ¢nera levels. The stability can be checked using the Jacobian

matrix of the system, defined as
aafl 5 df1
J=%E ")

OCmet OPMetA

At the trivial fixed point ¢, = 0 and ¢, = 0, we find

J— <—h(a1 + ag/KM) h )
XMetAkp =1 '
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The stability of the fixed point can then be checked by computing the trace

df1 dfa

T = +
OCmet a(;ZSMetA

(C.13)
and the determinant

_Oh 0fr  O0f Of
OCmet OPMetA OPMetA OCmet
of the Jacobian matrix [223]|. Because the trace 7 = —(h(a; + a2/Knm) + 1) is negative, the

stability is determined solely by the sign of the determinant A = h(a1 + az/Km)n — hxMetakp-
If A > 0, then the dormancy fixed-point is stable.

A

(C.14)

This condition is met if

XAkp

> _ C.15
77w +a /Km (C-15)
which can be formulated in terms of the original parameters as
h
ppap— (C.16)

cmet + kd/(kaM) ‘

To get an analytical estimate for the stability criterium of the growth fixed-point, we make
several simplifying assumptions. We first note that the MetA abundance nullcline levels to a
constant, ¢neta — XMeta = const, for high methionine concentrations, while the methionine
nullcline increases monotonically to infinity in the same limit, ¢peta — oo. Thus, if at low
methionine concentrations, the methionine nullcline is ever lower than the MetA abundance
nullcline, these two nullclines will cross and create a fixed-point at finite growth, ¢% . > 0 and

[P~

gblg\;/[et A > 0, where the superscript “g” stands for growth.

There are two possibilities for the methionine nullcline f; to be lower than the MetA abun-
dance nullcline fo. The first option is that for very low methionine concentration, 0 < ¢pet <
Ky, the methionine nullcline increases less than the MetA abundance nullcline, df;/demet <
df2/dcmet. Testing this was the essence of the stability analysis done for the dormancy fixed-
point: if the dormancy fixed point is stable, df;/dcmet > dfe/demet; if the dormancy fixed
point is unstable, df1/dcmet < dfa/dcmet. The second option is that, at a higher methion-
ine concentration, the methionine nullcline becomes lower than the MetA nullcline again. We
estimate the regime where this happens, by comparing the two nullclines at relatively low me-
thionine concentrations Ky < cmet < €2, in the regime where the drain has already saturated,

met>
i.e. g(cmet) = 1, but the methionine concentration is still low compared to the steady state, 5 ;.

In this regime, the methionine nullcline can be approximated as fi1 & a1cmet + a2, by omitting
quadratic terms in Eq. (C.9). The MetA abundance nullcline in the same regime can be approx-
imated as fo & XMet Af]_lcmet, when we omit higher order terms in Eq. (C.11). Combined, these
two approximations yield that, if a1cmet + a2 < XMetAT ' Cmet, then the methionine nullcline lies
below the MetA nullcline.

As a upper limit, we can then conclude that, if

77 < XMetA
ay

(C.17)

or, in the original parameters,
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XMetAh
n < pro (018)

Cmet

then, at low methionine concentrations, the methionine nullcline can lie below the MetA
nullcline and the growth fixed-point exists.

From the above analysis we conclude that three distinct regimes exist. First, if

XMetAh
> , C.19
T I el () (€49
the cells do not grow. Second, if
XMetAD XMetA D
T < < T bl C-20
Tkl hpBan) S (€20
both a stable growth and dormancy fixed-points exist. Third, if
h
n< 5, (C21)
Crnet

only a growth state exists.

C.1.2 Calculation of the recovery threshold

In the case the environment permits two stable fixed-points, growth and dormancy, the question
is in which will an individual cell end. To address this question, we calculate the necessary
MetA abundance for recovery, called “recovery threshold” in Chapter 4. Above this threshold,
the cell will have enough MetA to start producing more methionine and, conversely, more MetA.
Below the threshold, too much methionine is drained, the degradation of MetA is faster than
the production of new MetA and the cells will end in a stable state of dormancy.

Separation of time-scales

In starvation, the internal metabolite concentrations will drop quickly, i.e. cpet = 0, and the
MetA abundance will decay slowly,

d¢MetA
dt

= _U(Z)MetA' (022)

Cmet=0

During this decay, at some point, the cell will cross a threshold d)f\l}et A» below which it cannot
recover.

To estimate the dynamics following the nutrient recovery, we first simplify the dynamics
of the system. We find that at low methionine concentrations, cpet &~ 0, the dynamics of the
internal methionine concentration, Eq. (4.2) in Chapter 4, can be approximated as

demet

dt

= Jin T thMetA- (C23)
Cmet=0
Eq. (C.23) means that in the absence of methionine, there is no protein production, no drain
to polyamine synthesis and, because there is no growth, there is no dilution. The dynamics is
entirely determined by production, h¢neta, and import, ji,. To get an estimate of the time-scale
of this recovery, we calculate the rate change of methionine production
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dlogcpet
d¢

_ Jin + hPMeta N Jin + Q¢MetA

Cmet=0 Cmet Cret

~ 80h™1, (C.24)

where we used the upper bound that the methionine concentration cpet is lower than the
growth steady state cf ., = 1.5-10~% M. In comparison, the dynamics of the MetA abundance at
Cmet = 0 is still mostly determined by degradation, as synthesis is small. We thus can estimate
the rate change of the MetA abundance as

dlogdnreta

n = —n~—1.6h"" (C.25)

Cmet=0
When we compare Eq. (C.24) with Eq. (C.25), we see that methionine relaxes much faster

than MetA. This common feature of cellular metabolism allows us to separate the dynamics of
the system into a fast and slow phase. We now use this to calculate the unstable fixed-point.

Calculation of the unstable fized-point

The fact that the time scale of methionine recovery is faster than MetA means that, first, me-
thionine concentration will increase, until consumption of methionine matches production. This
is mathematically given by the nullcline depy,er /dt = 0, Eq. (C.8), at a constant ¢pera that equals
the initial condition. Thereafter, both cpet and ¢gneta Will slowly increase or decrease together,
until they finally converge to either the growth or dormancy steady state.

Whether they increase or decrease depends on whether the fast phase ends at a position above
or below the unstable fixed-point on the methionine nullcline. A cell that starts from the thresh-

old cpet = 0 and @88, will land on the unstable fixed-point, ciet = U5 and Pprera = AYESE, .

Because during this phase ¢nera is largely constant, we conclude that the threshold abun-
dance of MetA, gbﬁlet A» is roughly equal to the MetA abundance at the unstable fixed point,

h
Pleta = PhctA- (C.26)
We can calculate the position of the unstable fixed point related to the above discussion of

the two stable fixed points that led to the conditions of the three stability regimes, Eq. (C.19),
Eq. (C.20), Eq. (C.21).

In the regime around the unstable fixed point, drain has saturated, g(cmet) = 1. At the
same time, cyey is still much smaller than that at the growth fixed-point, ¢ .. Mathematically,
this regime is given by Ky < cpet < crgnet. In this case, the methionine nullcline is given by
OMetA = A1Cmet + a2 —jin and the MetA abundance nullcline is given by daeta R XMetAT Cmet -
Solving the MetA abundance nullcline for c¢pet and inserting it into the methionine nullcline

gives us an estimate for the unstable fixed point,

gusty = — = Jm__ (C.27)
1 — a1mXyfeta
or, written in the original parameters,
Bty = g In
h1- thrfé)mXMﬁtA
Eq. (C.28) then defines the growth threshold, because of Eq. (C.26).

(C.28)
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C.1.3 Calculation of the lag time

In this section, we aim to estimate the lag times of the population. Lag times are caused by the
recovery of a small, growing subpopulation. For this reason, we first study the heterogeneity
of gene expression that leads to the subpopulations, second, what determines the size of the
subpopulations and third, how the size of the subpopulations affects the lag time.

Heterogeneity in MetA abundance

We investigate how the existence of a threshold can lead to a separation of the population
into two growth and dormancy states. Generally, it is known that gene expression is a highly
heterogeneous process, due to the stochastic synthesis and degradation of mRNAs and proteins
[205, 206]. Phenomenologically, the abundance of proteins such as MetA is well described by a
gamma distribution [205, 206],

a—1 —¢netab !
¢MetAe o

I'(a)be ’

where a is the number of mRNA synthesized per cell cycle and b the number of proteins
synthesized per mRNA. Due to the nature of the gamma distribution, the square root of the
inverse of a also equals the noise, vVa—1 = o /€, and b equals the Fano factor, b = 02 /¢, where
o is the standard deviation and & = ab is the average. In Table C.2, Table C.3, Table C.4, we
estimate the average MetA abundance, ¢y, x = 6.13 - 10~% = £. In order to estimate the noise,

P(PMeta) = (C.29)

we take the median noise, y/a_ ! = o /&, of proteins with an average copy number of more

r_nedicm
than 10 [206] and find m = 0.4. We use this value to plot the gamma distribution of
MetA in Chapter 4.

Calculation of lag times

During starvation, the abundance of MetA decays exponentially due to thermal inactivation
(98],

¢MetA (t) = ¢MetA(0)€_nta (C30)

and the MetA abundance in many cells will fall below the threshold gﬂﬁlet A required for
growth, calculated in Eq. (C.28). By saying that all cells above the threshold will recover and
cells below the threshold will not recover, we implicitly neglect gene expression noise during
recovery.

We can calculate the number of recovering cells by integrating the probability distribution,
Eq. (C.29), obtained after a starvation time 7, from the growth threshold ¢f\2€t A to infinity,

o
TI(¢Riera 7) :/ P(PMeta (T))ddMetA- (C.31)
Feca
We can estimate the resulting lag time by assuming that recovery of individual cells is fast.
Then, lag time will be entirely determined by a growing population IT (growing immediately at
growth rate p) and a dormant population 1 — IT (that will never grow). These dynamics of the
two subpopulations and the resulting lag time is sketched in Chapter 4 in Fig. 4.5C.

The resulting biomass growth of the population, is given by
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M (t) = M(0)((1 — TL(¢hera» 7)) + IH(Rtera, 7)) (C.32)

In order to calculate the lag time, we study the asymptotic growth, when the growing
subpopulation has out-grown the non-growing population. In this regime, H((;Sf\}}et A T)ER > 1,
and the biomass growth reaches

M(t) = M(O)TI(¢ 0, 7)e = M(0)et = Tioe) (C.33)
with the lag time

Thag = ;1 <(1> . (C.34)

¢MetA7 )

Scaling of lag time with physiological parameters

To understand the impact of experimental perturbations, such as these performed in Chapter 4,
we look for analytical scaling laws between the measurable output lag time and biological pa-
rameters such as MetA pre-expression, starvation time and MetA decay rate. For this, we note
that long lag times are caused by very small growing subpopulations. The growing subpopu-
lation H(qsz «A>T) becomes small when the threshold qbf\l/}et A is much larger than the mean of
the distribution p(¢neta(7)). Thus, the growing subpopulation is represented by the tail of the
gamma distribution, which is exponential with MetA abundance ¢peta (t) that decreases during
starvation, and is given by

P(dMeta) X e~ PMeta (D07 (C.35)

We can then obtain the growing subpopulation after a certain starvation time 7 using
Eq. (C.31),
T(¢{en, 7) 0 €~ PMeral ™€, (C.36)
The growing subpopulation thus scales with a
e double-exponential form with starvation time 7,
e double-exponential form with MetA decay rate 7,
e exponentially with the growth threshold gi)Met A
e exponentially with the inverse of MetA mean pre-expression £ = ab.
By plugging in the growing subpopulation, Eq. (C.36), our derivation of lag time, Eq. (C.34),
we find the scaling law of lag time:
Tiag o< const + hi a b~ el (C.37)
In summary, lag time scales approximately
e exponentially with starvation time 7,
e exponentially with MetA decay rate 7,
e linearly with the growth threshold quet A

e linearly with the inverse of the mean MetA pre-expression & = ab.
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C.1.4 Estimates on physiological parameters

Using published physiological characterization of E. coli, we can estimate the parameters used
in the theory. The results are summarized in Table C.2, Table C.3, Table C.4 and Table C.5.

Growth physiology

At 45 degrees, E. coli in minimal medium supplemented with glycerol has a growth rate of about
9 = 0.45 h™!, see Table C.1 and Table C.2. The typical cell volume in minimal medium is
about V = 1.3 ym?® = 1.3 - 1071% 1, with a protein mass of about M =165 pg [93]. The exact
numbers of volume and mass do not matter for the bistability conditions, but serve the purpose
to estimate parameters such as the MetA copy number per cell.

Methionine and related compounds

The internal concentration of free methionine (molar mass mme; = 149 g/mol) in cells growing
in minimal medium is about cf,,, = 150 pM [224]. Based on this internal methionine concen-
tration, we can calculate the proportionality constant between methionine concentration and

growth rate, k, = u8ct . = 3.0 - 103 M/h.

The spermidine concentration, the major polyamine that drains methionine, is found at
about cspe = 1.4 mM [93]. The synthesis of each spermidine requires one S-adenosyl-methionine,
which is directly draining the methionine pool. The resulting byproduct, S-methyl-thioadenosine,
cannot be recycled back to methionine without passage through MetA.

While the spermidine pool is 10-fold larger than the free methionine pool, we note that
the majority of the methionine is bound inside proteins, where they make up about 3.23% of
the protein mass, see Table C.3. This corresponds to a methionine concentration of about

e = 3.23%Mm s V™! = 27.5 mM.

Thus, we conclude that during growth, about 27.5 mM / 1.4 mM = 20 fold more methionine
goes into protein synthesis than into spermidine synthesis. In terms of systems parameters, this
ratio can be written as

kq 1
= C.38
Mgcpmrgt 20 ( )

where we assume that g(cpet) is saturated at g(cmet) = 1 at full growth.
Enzymatic parameters of MetA

From the measured copy number of MetA, Nyeea = 1711 [207], we can estimate the abundance
OMetr = NvietamMetaM TNy = 6.13- 1074, if we use the Avogadro number, Ny = 6.022-10%
mol ™!, the typical cell mass M = 165 pg and the molar mass of MetA, myeta = 3.56 - 10
g/mol. From the MetA abundance, we estimate the methionine production rate by MetA, h, as
h = (Cmet + o) HESSen = 20.3 M/

The decay rate of MetA is about 1(37°C) = 1.1 h™! at 37°C and increases to n(45°C) = 1.6
h~! at 45°C [98]. In order to maintain a steady state MetA abundance of ¢§;, , = 6.13-107* at
grow rate ;8 = 0.45 h™!, the synthesis fraction of MetA, defined as the fraction of the protein



C.1 Supplementary Material for the growth-dormancy model 97

mass synthesis that is directed to MetA, has to be XmetA = OMeta(n + p8)/pé = 2.79 - 1073,
where we used Eq. (C.11).

Compound parameters

The above parameters together determine the essential parameters of the system, a1, a2, ag and
7] that are summarized in Table C.4.
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C.2 Methods

C.2.1 Strains

All strains used in this study are derived from wild type E. coli K-12 strain NCM3722 [30].
The titratable Prrer—o1-metA was assembled with PCR-amplified km-rrmBT-Prre:—o1 using
pKD13-rrnBT:Prret— o1 plasmid as the template and PCR-amplified metA gene using the IntS
site flanking primers by the Gibson Assembly method. The resultant km:rrnBT:Prre:—o1-
metA was electroporated and recombined into the IntS site of a strain that already contains
Prrei—o1-tetR at the ycad site [43, 225]. The correct construct was selected with Kanamycin+
plates and confirmed by sequencing. The construct was further subjected to the knockout of the
original metA gene with P1 transduction and named YCE76. The elimination of the kanamycin
resistance cassette was done with pCP20 plasmid. Knock-outs of luxS and metA were transfered
from JW2662 and JW3973 to NCM3722 strain via P1 transduction. Amino acid substitutions
1229Y and LYD in strains JW3973-1229Y (AMetA) and JW3973-LYD (AMetA), respectively
[98], were transferred to NCM3722 AMetA to yield strains YCE55 (NCM3722 met A?29Y) and
YCE57 (NCM3722 met AWYP),

C.2.2 Culture medium

The culture medium used was based on N~™C~ minimal medium, containing K2SO4 (1 g),
KoHPOy, - 3H20 (17.7 g), KHoPOy4 (4.7 g), MgSOy4 - TH20 (0.1 g) and NaCl (2.5 g) per liter. The
medium was supplemented with 20 mM NH4C], as nitrogen source, and 5 or 10 mM glycerol,
as the sole carbon source. When needed, ampicillin and/or exogenous methionine were added
to the culture. The working concentration of ampicillin used was 100 pg/ml and the stock
solution was stored at -20°C. The working concentration of methionine normally used was 0.067
mM and the stock solutions were stored at 4°C. We also tested cell regrowth with different
concentrations of methionine within the range 6.7 mM - 6.7 - 10~° mM. We found that the lag
time before cell regrowth was completely abolished only by a methionine concentration of 0.067
mM. Lower concentrations were not enough to promote growth, while higher concentrations
probably created methionine in excess, causing the production of too much cysteine, that is
toxic for bacteria and increases the lag before regrowth [226]. In the case of the metA titratable
strain YCE76, chlortetracycline (cTc) was used as inducer (0-24 ng/ml). All chemicals were
purchased from Carl Roth, Karlsruhe, Germany.

C.2.3 Growth and starvation protocol

Cells were taken from a -80°C glycerol stock, streaked out on a LB agar plate and incubated
around 12 hours at 37°C. Then a single colony was picked and grown in batch culture. For
temperatures up to 39°C, cells were grown first on LB at the desired temperature (seed culture).
Before reaching starvation, they were diluted and inoculated into pre-warmed minimal medium
with glycerol (pre-culture). Cells grew in the pre-culture for several doublings to ensure expo-
nential growth and were then diluted and inoculated into pre-warmed glycerol-minimal medium
(experimental culture). Inoculation into the latter was chosen such that cells performed at least
three additional doublings in the experimental culture before growth was measured. For high
temperatures (above 39°C), the seed culture medium used was glycerol minimal medium with
1% LB in order to help the transition of the cells into the pre-culture. For small culture volumes,
5 ml of culture were grown in 20 mm x 150 mm glass test tubes (Fisher Scientific, Hampton, NH,
USA) with disposable, polypropylene Kim-Kap closures (Kimble Chase, Vineland, NJ, USA).
Larger volumes, 25, 50 and 100 ml were grown in 125, 250 and 500 ml baffled Erlenmeyer flasks
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(Carl Roth, Karlsruhe, Germany), respectively, and Kim-Kap closures. All cultures were grown
in a shaking water bath (WSB-30, Witeg, Wertheim, Germany) with water bath preservative
(Akasolv, Akadia, Mannheim, Germany). After glycerol depletion, cell survival was quantified
with viability measurements by plating on LB agar and counting the colony forming units (CFU)
after an incubation period of 12 hours at 37°C. Samples were diluted in fresh N~C™ minimal
medium without carbon substrate and spread on LB agar using Rattler Plating Beads (Zymo Re-
search, Irvine, CA, USA). LB agar was supplemented with 25 pg/ml 2,3,5-triphenyltetrazolium
chloride to stain colonies and increase contrast for automated colony counting (Scan 1200, Inter-
science, Saint-Nom-la-Bretche, France) of 100-200 colonies per petri dish (92 x 16 mm, Sarstedt,
Niimbrecht, Germany).

C.2.4 Protocol to induce population-wide dormancy at high temperatures

Bacteria were first grown in minimal medium supplemented with glycerol as a carbon substrate
as described in Section C.2.3. After carbon depletion, cultures were starved for a certain time
to allow depletion of MetA by degradation in the absence of de-novo synthesis. Then, the
cultures were diluted into fresh medium with new glycerol and cells were allowed to recover
with or without addition of exogenous methionine. Depending on the starvation time prior to
dilution, the dilution factor used and the presence or absence of exogenous methionine, different
lag times before regrowth were observed by optical density measurements (ODggp). In the
experiments performed to test the growth-dormancy model, cultures were also diluted into their
own supernatant, the supernatant of other cultures or medium from a starved culture where
cells were previously killed with UV-light.

C.2.5 Quantification of the lag time

The lag time after glycerol re-addition was extracted from optical density measurements and
corrected for the loss of viability during the period of starvation. Growth was modeled as
ODgoo = A + Bet", which, for long times, converges to ODgog ~ Bett = (A + B)et (t—Tiag), with
lag time Ti,,. We extracted growth rate p and the growing fraction of cells, B, from the time
derivative of optical density dODggg/dt = puBett, using a fit across the recovery regime where
the time derivative increases exponentially. The lag time Tj,; = —p~'In(B/(A + B)) can then
be calculated from the extracted parameters. Lastly, because optical density measurements do
not distinguish between living and dead cells in the culture, we corrected the lag time estimation
by subtracting the number of dead cells Ny from the initial number N(0) = A + B. This gives
a correction factor —u~'n(N(0)/Ng). For 5 h starvation at 45°C, about one third of the cells
perish. Thus, with growth rate 0.45 h~! at 45°C, this yields a correction factor of 0.9 h. In
Chapter 4, all lag times are corrected for perished cells.

C.2.6 Live/dead stain

Established commercial BacLight LIVE/DEAD (Thermo Fisher Scientific Inc., Waltham, Mas-
sachusetts, USA) staining was used when cells were microscopically imaged, according to man-
ufacturing specifications.

C.2.7 Time-lapse microscopy

Microscopy was performed using agar pads in glass-bottom dishes. Agar pads contained medium
identical to the culture medium, N~C~, supplemented with 20 mM NH4Cl, 20 mM of glycerol
and 2% agar-agar (Carl Roth, Karlsruhe, Germany). Cells were diluted and pipetted on the
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pre-warmed agar pad. After the surface of the agar pad had dried, the agar pad was flipped on
the glass window of a pre-warmed glass bottom dish (35 mm dish with 20 mm bottom well (In
Vitro Scientific, USA). The glass bottom dishes were sealed with parafilm to reduce evaporation.

Time-lapse microscopy was performed using a Nikon Ti-E microscope with the Nikon Imag-
ing Software NIS Elements 4.40 (Nikon, Tokyo, Japan). A phase contrast Plan Apo 100x oil
objective was used, with numerical aperture of 1.45, a refractive index of 1.515 (Nikon, Tokyo,
Japan) and a Andor Zyla VSC-02357 camera (Zyla-5.5, Andor, Belfast, Northern Ireland) with
a binning of 1x1, a readout rate of 200 MHz and an exposure time of 200 ms. Conversion gain
was set on 1/3 Dual gain and the spurious noise filter was activated. The calibration from length
units to pixel was defined as 0.07 pm/px. Measurements were performed with activated perfect
focus system and a PriorScan III drive stage. Temperature control was set by the Okolab Cage
Incubation System and confirmed with a manual temperature measurements. Cell growth was
monitored for 24 hours with continuous acquisition of phase-contrast and fluorescence images
every 30 min at the desired temperature, e.g. 45°C.

C.2.8 Antibiotic treatment and survival quantification

To measure survival upon antibiotic treatment, cells were first grown in minimal medium with
glycerol, as described in Section C.2.3. A first sample of the culture was extracted during
exponential growth (ODggp ~ 0.3 — 0.4) and supplemented with ampicillin and glycerol with or
without methionine. A second sample of the culture was extracted after 5 hours of starvation
upon glycerol depletion, diluted 8 fold and supplemented with ampicillin and glycerol with or
without methionine. Viability was then measured over time by plate counting, as described in
Section C.2.3.

C.2.9 Heat shocks and survival quantification

Heat shocks were performed by transferring batch cultures (5 ml culture volume in a 20 mm
x 150 mm borosilicate glass tube, Fisher Scientific, NH, USA) from one water bath to another
(WSB-30, Witeg, Wertheim, Germany). Water baths were pre-set and equilibrated at the desired
temperatures. To measure survival upon heat shocks, cells were first grown in minimal medium
with glycerol, as described in Section C.2.3. A first sample of the culture was extracted during
exponential growth (ODgyy ~ 0.3 — 0.4), supplemented again with glycerol to avoid glycerol
exhaustion and shifted to 50°C. A second sample of the culture was extracted after 3 hours of
starvation upon glycerol depletion and shifted to 50°C. Viability was then measured over time
by plate counting, as described in Section C.2.3.

C.2.10 Numerical analysis of the model

The numerical solution in Fig. 4.5 was obtained by numerically integrating Eq. (4.2) and Eq. (4.3)
using the nonstiff differential equation solver ode/5 in Matlab (Mathworks, Natick, MA, USA).
Initial conditions were et (0) = 0 and @pera (0) ranging from 2-107° to 2-10~%. The parameters
used in the calculations were a; = 4.06 1/M, ag = 148 1/M?, xnmeta = 2.79 - 1073, Ky = 107°
M, in accordance with estimates of Table C.2 and Table C.4.

The stability diagrams in Fig. 4.5D-E were calculated by solving Eq. (C.12) for the variable
Cmet Using the solve function in Matlab (Mathworks, Natick, MA, USA) and varying different
parameters. We shaded the regions according to the number of solutions at ¢}, ., concentrations
higher or equal to zero. One zero solution, c} . = 0, was denoted “dormancy region”. Two zeros
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. *,1 2 : :
solution, ¢;7, = 0 and c;c, > 0, was denoted “growth region”. Three zeros solution was denoted

“bistable region”. In plot Fig. 4.5D, we computed cpet for different pairs of values of n and as,
thereby plotting the solutions on the parameter space 1-jq = ashg(cmet). In plot Fig. 4.5E, we
computed again cpet for different pairs of values of 1 and ji,, thereby plotting the solutions on
the parameter space 1-jin. In this case, as methionine influx is included, one solution at ¢}, > 0
means that cells can grow on external methionine. This region was shaded “grey to white” to
symbolize the growth rate dependence on the methionine influx. The other parameters used in
the calculations were fixed at the values: a; = 4.06 1/M, ag = 148 1/M?, xneta = 2.79 - 1073,
Ky = 107° M, in accordance with estimates of Table C.3 and Table C.4.

C.2.11 Statistical analysis

Each lag time is the average of three independent experiments and its value is reported with
one standard deviation.

Measurements of cell survival against antibiotic treatment were performed twice for each tem-
perature and their values are reported with one standard deviation.

Survival measurements upon temperature shift from 37, 40, 42 and 45°C to 50°C were performed
at least twice and are reported with one standard deviation.



102 C. A thermal fuse in E. coli leads to survival at elevated temperatures

C.3 Supplementary Figures
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Figure C.1: Survival kinetics of wild-type cells starved at 45°C. Cell are grown in glycerol minimal
medium at 45°C. The starvation following glycerol depletion leads to an exponential decay of bacterial viability,
measured in colony forming units (CFU) per ml. Colors correspond to three independent experiments. The death
rate v = (1.80 & 0.05) d™' (slope of the black line, value reported with one standard deviation) is the average
value of fits to the three independent experiments shown.
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Figure C.2: L-methionine biosynthetic pathway and SAM cycle in E. coli K-12. (A) Methionine
biosynthesis. The genes encoding the enzymes that catalyze each step are indicated in red: metA codes for
homoserine O-succinyltransferase, metB for cystathionine y-synthase, metC for cystathionine f-lyase, metH or
metFE for methionine synthase. The chemical structure of L-methionine is also reported. It contains an a-amino
group (in the NHZ form under biological conditions), an a-carboxylic acid group (in the —COO form under
biological conditions) and an S-methyl thioether side chain. (B) S-adenosyl-L-methionine cycle I. Methionine
conversion into SAM, the major methyl donor in the cell. As in panel A, the genes encoding the enzymes that
catalyze each step are indicated in red. Methionine is activated by condensation with ATP to form S-adenosyl-
L-methionine (AdoMet or SAM). The synthesis of AdoMet is catalyzed by methionine adenosyltransferase, the
metK gene product. Then, SAM donates its methyl group and it is converted to S-adenosyl-L-homocysteine
(SAH). SAH is first hydrolyzed to S-ribosyl-L-homocysteine by 5-methylthioadenosine, followed by conversion to
L-homocysteine by S-ribosylhomocysteine lyase. The cycle continues with the methylation of L-homocysteine to
L-methionine using a methyl group from a methylated folate. Finally, the cycle is completed with the regeneration
of SAM by methionine adenosyltransferase. Within the cycle, there is always a fraction of methionine that is not
recycled. This happens because SAM and S-rybosil-L-homocysteine are also used for two important functions.
SAM is used to produce polyamines, such as spermidine, and S-rybosil-L. homocysteine is involved in the synthesis
of the autoinducer AI-2, catalyzed by the enzyme LuxS. Polyamines are polycations involved in many biological
processes including binding to nucleic-acids, stabilizing membranes and stimulation of enzymes essentials for
growth. They are also often used in responses to stress such as heat stress [203]. In this case, the enzyme SAM
decarboxylase (from gene speD) converts SAM into decarboxylated SAM, which acts as a cofactor for spermidine
biosynthesis. Then, spermidine synthase (from gene speE) converts putrescine to spermidine in the presence
of decarboxylated SAM. The autoinducer AI-2 is an E. coli signalling molecule and could be used for cell-cell
communication (“quorum sensing), allowing bacterial populations to coordinate gene expression as a function of
cell density. Its biosynthesis is catalyzed by the enzyme S-ribosylhomocysteine lyase, from the gene luzS, which
uses cleavage of S-ribosylhomocysteine. The image is based on information acquired from [202] and [227].
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Figure C.3: Antibiotic persistence of exponentially growing wild-type cells. (A) Survival fraction
of cells grown in minimal medium with glycerol at 37°C (black), 40°C (blue), 42°C (green), 45°C (yellow) and
treated with ampicillin while exponentially growing (see Section C.2.8). As for starved cells in Fig. 4.7, for each
temperature, there exists a biphasic survival kinetics, sign of the presence of persister cells. The fraction of
persisters increases with temperature, also if the fraction of survivors is 10% of the survival fraction when cells
are previously starved (see Fig. 4.7). (B) Survival fraction upon ampicillin and methionine treatment of cells
while exponentially growing in minimal medium with glycerol. Colours correspond to the same temperatures of
panel A. As for previously starved cells (Fig. 4.7), methionine abolishes 99% of the persisters. Lines in panels A
(continuous) and B (dashed) indicate the bi-phasic fits N = Nje~ ! 4+ Nae 72! where N is the cell viability and
N1+ N2 = 1. v indicates the rate of viability decrease in the first phase, while 72 is the rate of viability decrease
in the second phase.
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Temperature ‘ Growth rate, -met (1/h) ‘ Growth rate, +met (1/h)

25 0.30 0.33
27 0.38 0.42
29 0.48 0.53
31 0.54 0.60
33 0.60 0.69
35 0.65 0.78
37 0.70 0.86
39 0.75 0.95
40 0.78 0.97
41 0.75 0.96
42 0.71 0.95
43 0.62 0.81
44 0.54 0.72
45 0.45 0.62
46 0 0.49
47 0 0.14
48 0 0

Table C.1: Growth rates of wild-type cells at different temperatures, with and without methionine.

Each value is the average of three independent repeats with a standard deviation of ~ 0.01.



106

C. A thermal fuse in E. coli leads to survival at elevated temperatures

Name

‘ Symbol ‘ Value ‘ Unit ‘ Reference Comment
E. coli K-12,
Growth rate wd 0.45 1/h This work. E. coli K-12, 45°C,
MM with glycerol
E. coli K-12,
MetA copy number NnetA 1711 - [207] 37°C,
MM with glucose
Avogadro constant Na 6.02-10%3 1/mol - -
Typical free E. coli B/r,
methionine e et 1.5-107* M [224] 37°C,
concentration MM with glucose
E. coli B/r,
Protein dry mass of E. coli M 165 - 10719 g [93] 37°C,
concentration MM with glucose
E. coli B/r,
Volume of E. coli 1% 1.3-1071 1 [93] 37°C,
MM with glucose
E. coli JW3973,
MetA decay rate 7 37°C: 1.1, 45°C: 1.6 | 1/h (98] MM.
with glucose
MetA molar mass MMetA 3.56 - 10* g/mol - -
Spermidine E. coli B/r,
concentration Nspe 1.10 - 106 1/cell [93] 37°C,
per cell MM with glucose
Methionine affinity constant Ku 10 uM | Estimated in this work. -

Table C.2: Physiological parameters. Physiological parameters of the growth-dormancy model derived from
measurements of this work and from the literature or estimated in this work. MM refers to minimal medium (see

Section C.2.2).
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Name ‘ Symbol ‘ Value ‘ Unit ‘ Calculation ‘ Comment
Rate constant of Converts
methionine kp 3-10° 1/(M - h) ky = pd cfnlt internal methionine
dependent growth concentration into growth.
3.23% is the fraction of
the protein mass that is
Methionine concentration e 2.75 - 1072 M e = 3.23%%/149 methionine and 149 g/mol
(in proteins) is the molar mass of
methionine. Both
parameters are from Table C.5.
Per spermidine
Spermidine concentration Cspe 1.41-1073 M Cspe = Nspe NA/V one methionine
is used.
Active Does not include
MetA Wpern | 6-13-1071 - PMera = Mstativas misfolded or
mass fraction degraded MetA.
MetA
synthesis XMetA | 2.79-1073 - XMetA = Phjeia ":f At 45°C.
fraction
Methionine
production rate h 20.3 M/h h= w -
by MetA o
Strength of the
methionine kq 6.3-107 M/h k4 = Cspelt -
drain

Table C.3: Model parameters.

illustrate Fig. 4.5 in Chapter 4.

Derived estimates for parameters of the growth-dormancy model used to

Name Symbol Value ‘ Unit ‘ Calculation Comment
Rescaled protein synthesis ay 4.06 /M | kpeloh™t -
Rescaled methionine drain as 3.1-107° - kqh L -
Rescaled dilution term as 148 1/M? kph~! -
Rescaled n 37°C:0.37-1073 M 77]{51 Temperature dependent.
MetA decay rate 45°C : 0.53- 1073

Table C.4: Compound parameters. Rescaled parameters used in the growth-dormancy model.
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Amino acid ‘ Occurrence rate ‘ Mass(g/mol) ‘ Relative mass

Glycine 7.34% 75.07 4.28%
Glutamate 5.75% 147.13 6.58%
Aspartate 5.14% 133.1 5.32%

Valine 7.09% 117.15 6.45%

Alanine 9.51% 89.09 6.58%

Arginine 5.54% 174.2 7.49%

Lysine 4.40% 146.19 4.99%
Aspargine 3.94% 132.12 4.04%
Methionine 2.79% 149.21 3.23%
Isoleucine 5.99% 131.18 6.10%
Threonine 5.39% 119.12 4.98%
Tryptophan 1.54% 204.23 2.44%

Cysteine 1.17% 121.15 1.10%

Tyrosine 2.87T% 181.19 4.04%

Phenylalanine 3.91% 165.19 5.02%

Serine 5.81% 105.09 4.74%
Glutamine 4.44% 146.15 5.04%
Histidine 2.27% 155.16 2.73%

Leucine 10.67% 131.18 10.87%

Proline 4.45% 115.13 3.98%

Table C.5: Aminoacid occurrence rates and relative mass for E. coli K-12. Aminoacid frequency and
relative abundance of aminoacids, in percent of total protein mass, estimated based on the codon frequency of
E. coli from the Codon Usage Database [228].
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