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Zusammenfassung

Diese Arbeit konzentriert sich auf die Interaktion von wellenformgesteuerten ultrakurzen
Laserpulsen mit isolierten Siliziumdioxid-Nanopartikeln. Hierbei wurde die ultraschnelle
Elektronendynamik untersucht, einschließlich: i) Elektronenstreuung in dem nanoskaligen
Festkörper, die auf einer Zeitskala von Attosekunden aufgelöst wird, ii) Steuerung der
Elektronenemission aus Nanosphären und iii) Demonstration einer ionisations-induzierten
dielektrischen Metallisierung.

Die Streuung von Elektronen in dielektrischen Materialien ist von zentraler Bedeutung
für die Laserbearbeitung, lichtgesteuerte Elektronik und für Strahlenschäden. Wir haben
die Attosekunden-Schmierbild Technik erstmals auf isolierte Siliziumdioxid-Nanokugeln
ausgeweitet und damit Echtzeitmessungen der inelastischen Streuzeit in dielektrischen Ma-
terialien ermöglicht. In den Nanopartikeln werden Photoelektronen erzeugt, und sowohl
ihr Transport durch das Material als auch ihre Photoemission auf einer Attosekunden-
Zeitskala verfolgt. Im Rahmen dieser Arbeit habe ich Folgendes implementiert: Single-
Shot-Datenerfassung und Analyse von Velocity-Map Imaging Daten, die es ermöglichen,
die aufgezeichnete Anzahl der Elektronen auszuwerten. Es wurde ein theoretischer Rah-
men für die Attosekunden-Schmierbild Spektroskopie in Dielektrika entwickelt, der zeigt,
dass das Vorhandensein des inneren Feldes im Material den Einfluss der elastischen Streu-
ung aufhebt und die selektive Charakterisierung der inelastischen Streuzeit ermöglicht.
Für elektronenkinetische Energien von 20–30 eV wurden in Siliziumdioxid-Nanopartikeln
inelastische mittlere freie Weglängen extrahiert. Unser Ansatz ermöglicht die Charakteri-
sierung der inelastischen Streuung in verschiedenen dielektrischen Festkörpern, Clustern
und Flüssigkeiten, einschließlich Wasser, das in Form von Tröpfchen untersucht werden
kann.

Die Feldlokalisierung durch Nanostrukturen, die mit Laserpulsen mit genau definier-
ter Wellenform interagieren, ermöglicht eine räumlich-zeitliche Kontrolle der Nahfelder
mit subzyklen und nanoskaliger Auflösung für die Steuerung der Elektronendynamik. Wir
haben intensive, linear polarisierte zweifarbige Laserpulse für die rein optische Kontrolle
der Emission hochenergetischer Elektronen aus Siliziumdioxid-Nanopartikeln angewendet.
Für das Größenregime, in dem Lichtausbreitungseffekte eine wichtige Rolle spielen, haben
wir die Möglichkeit demonstriert, den bevorzugten Emissionswinkel eines beträchtlichen
Teils der schnellsten Elektronen durch Variation der relativen Phase des Zweifarbenfelds
zu steuern. Trajektorien-basierte semi-klassische Simulationen zeigten, dass für den unter-
suchten Nanopartikel Größenbereich die Richtungssteuerung auf den Zweifarbeneffekt auf
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die Elektronenpropagation zurückzuführen ist. Hingegen hat die Änderung der räumlichen
Verteilung der Ionisationsrate auf der Nanopartikeloberfläche nur eine geringe Auswirkung.

Die Interaktion von intensiven Laserpulsen mit nanoskaligen Materialien kann unter
extremen Bedingungen Materie weit entfernt vom Gleichgewicht erzeugen. Zu den damit
verbundenen Phänomenen mit Relevanz für die Nanoelektronik und -technologien gehören
die Metallisierung von Dielektrika, die Erzeugung von harmonischer Strahlung höherer Ord-
nung und die Erzeugung von Plasmen. In unseren experimentellen Studien verwendeten
wir zyklische Pulse mit kontrollierter Träger-Einhüllenden-Phase (carrier-envelope phase,
CEP) und unterdrücken damit die Kerndynamik während der Laser-Materie Wechselwir-
kung. Wir haben die Subzyklus-Elektronendynamik im Zusammenhang mit der Metallisie-
rung von Siliziumdioxid-Nanopartikeln aufgeklärt, die im untersuchten Intensitätsbereich
zwischen 1014 W/cm2 und 4×1014 W/cm2 auftritt. Die CEP-abhängige Elektronenemission
aus den Siliziumdioxid-Nanopartikeln stellt eine empfindliche Sonde für die Metallisierung
dar, die oberhalb einer Schwellenintensität von etwa 1.8×1014 W/cm2 erfolgt. Semiklassi-
sche Monte-Carlo-Simulationen decken den physikalischen Mechanismus auf und zeigen,
dass der beobachtete rasche Anstieg der Elektronen Grenzenergie mit der Intensität und
die charakteristische CEP-abhängige, gerichtete Emission eine Änderung der Elektronen-
dichte innerhalb des Teilchens im Femtosekundenbereich bedeuten. Bei Intensitäten über
3×1014 W/cm2 führt die Sättigung der Elektronenbeschleunigung zu einer Skalierung der
Grenzenergie mit dem 90-100-fachen des ponderomotiven Potentials. Die Ergebnisse weisen
darauf hin, dass beschleunigte Elektronen in Feldern mit wenigen Zyklen die elektronische
Dynamik von ultraschnellen Phasenübergängen nicht nur für Nanopartikel, sondern auch
für Festkörper, einschließlich dünner Schichten oder anderer Nanotargets, die für die Elek-
tronenbeschleunigung mit ultrakurzen Laserpulsen von Bedeutung sind, aufklären können.
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This work focusses on the interaction of waveform controlled ultra-short laser pulses with
isolated silica nanoparticles. Ultrafast electron dynamics had been studied, including: i)
electron scattering in the nanosphere resolved on an attosecond timescale, ii) controlling
electron emission from nanospheres and iii) ionization-induced dielectric metallization are
demonstrated.

The scattering of electrons in dielectric materials is central to laser nanomachining,
light-driven electronics and radiation damage. We extended the attosecond streaking
metrology to isolated silica nanospheres for the first time, enabling real-time measure-
ments of the inelastic scattering time in dielectric materials. Photoelectrons are generated
inside the nanoparticles and both their transport through the material and photoemission
are tracked on an attosecond timescale. In the framework of this thesis, I implemented
single-shot data acquisition and analysis of velocity-map images, which permits to evalu-
ate the recorded number of electrons. A theoretical framework for attosecond streaking
spectroscopy in dielectrics was developed, which shows that the presence of the internal
field inside the material cancels the influence of elastic scattering, enabling the selective
characterization of the inelastic scattering time. Inelastic mean-free paths were extracted
for electron kinetic energies of 20–30 eV in silica nanoparticles. Our approach enables the
characterization of inelastic scattering in various dielectric solids, clusters, and liquids,
including water, which can be studied in the form of droplets.

Field localization by nanostructures illuminated with laser pulses of well-defined wave-
form enables spatio-temporal tailoring of the near-fields for sub-cycle control of electron
dynamics at the nanoscale. We applied intense linearly-polarized two-color laser pulses
for all-optical control of the highest energy electron emission from silica nanoparticles.
For the size regime where light propagation effects become important, we demonstrated
the possibility to control the preferential emission angle of a considerable fraction of the
fastest electrons by varying the relative phase of the two-color field. Trajectory based
semi-classical simulations showed that for the investigated nanoparticle size range the di-
rectional steering can be attributed to the two-color effect on the electron trajectories,
while the accompanied modification of the spatial distribution of the ionization rate on the
nanoparticle surface has only a minor effect.

The interaction of intense laser pulses with nanoscale materials can create matter under
extreme conditions, far from equilibrium. Among the associated phenomena with relevance
for nanoelectronics and -technologies are metallization of dielectrics, generation of higher
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order harmonic radiation, and creation of plasma plumes. In our experimental studies,
we employed few-cycle pulses with controlled carrier-envelope phase (CEP), and thereby
suppress nuclear dynamics during the laser-matter interaction. We elucidated the sub-cycle
electron dynamics associated with the metallization of silica nanoparticles that occurs
in the investigated intensity range between 1014 W/cm2 and 4×1014 W/cm2. The CEP-
dependent electron emission from the silica nanoparticles provides a sensitive probe for the
metallization, which occurs above a turnover intensity of around 1.8×1014 W/cm2. Semi-
classical Monte-Carlo simulations reveal the physical mechanism, and demonstrate that the
observed rapid increase in the electron cutoff energy with intensity and the characteristic
CEP-dependent directional emission signify a sub-femtosecond change in electron density
inside the particle. At intensities above 3×1014 W/cm2, metallization results in the cutoff
energy scaling with about 90-100 times the ponderomotive potential. The results indicate
that accelerated electrons in few-cycle fields can elucidate the sub-cycle electronic dynamics
of ultrafast phase transitions, not only for nanoparticles, but also for bulk solids, including
thin films or other nanotargets, which are of relevance for few cycle laser driven electron
acceleration.
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Chapter 1

Introduction

The conceptual framework for studying time-resolved microscopic phenomena was estab-
lished before 1900 [1]. The resolution of transient spectroscopy was limited by the devel-
opment of shorter light flashes. In 1999, Zewail was awarded the Nobel Prize by observing
the breakage and formation of chemical bonds in real-time by employing the well developed
femtosecond technology [2, 3]. But the temporal resolution was limited to few femtosec-
onds when the pulse duration approached the oscillation period of the light wave carrying
the pulse. In 2001, Krausz reported the first successful generation of light pulses with
attosecond time duration, and broke the femtosecond barrier providing real-time access to
intraatomic electron dynamics [4]. Nowadays, attosecond pulse trains or isolated attosec-
ond pulses are generated routinely in various labs [5–8]. The time-resolved measurements
with attosecond time resolution can be performed by using an isolated attosecond pulse
(pump) to excite the system and a delayed femtosecond infrared pulse (probe) to detect
the dynamics [9, 10].

The interaction of a dielectric material with photons that have above-bandgap ener-
gies inevitably leads to the production of hot electrons propagating through the material.
During propagation these electrons can undergo a number of elastic and inelastic scatter-
ing events. The inelastic scattering of such electrons can give rise to rapid carrier mul-
tiplication via impact ionization, enabling laser nanomachining and limiting the scaling
of electronic signal processing towards optical (petahertz-scale) frequencies by dielectric
breakdown [9, 11]. Moreover, secondary electrons represent the main source of radiation
damage following tissue irradiation. Thus, knowledge of inelastic electron scattering in a
dielectric, such as liquid water, is essential to fully understand how radiation affects living
organisms [12–14].

To understand the phenomena above, one must be able to study collision dynamics
in dielectrics for energies ranging from the bandgap energy up to the hard-X-ray regime.
However, methods for measuring collision dynamics have been mostly limited to electron
energies above 50 eV [15]. These methods include the measurement of inelastic mean-
free paths (IMFPs), where a mean-free path is the average distance that an electron will
travel in a solid between adjacent collision events. Standard IMFP measurements are
based on the dielectric description of inelastic scattering of charged particles in condensed
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matter and elastic peak electron spectroscopy [16]. While progress has been made toward
determining IMFPs for very low kinetic energy (of a few electronvolts) by angle-resolved
photoelectron spectroscopy [17], data in the tens-of-electronvolt range, where the impact
ionization of valence band electrons strongly dominates the IMFP, are largely missing.
Moreover, amorphous dielectric solids such as SiO2 and liquid water, which can be accessed
with our approach, are challenging for rigorous ab initio calculations of IMFPs. For electron
energies in the tens-of-electronvolt range, collisions typically occur in the sub-femtosecond
range.

To date, attosecond streaking metrology has been successfully applied to metals or
adlayer-covered metals [18–27], where the NIR streaking field takes effect only on the sur-
face of the material. The physics for dielectrics, however, is fundamentally different as the
released electrons are streaked by the NIR field also inside the solid. Most importantly,
until now accumulative charging induced by the XUV pulse has prevented the application
of attosecond streaking to dielectrics. We solve this problem by using a continuous stream
of nanoscopic targets. By merging the attosecond streaking metrology and nanoparti-
cle aerosol generation technology, the proof-of-concept study on attosecond chronoscopy of
electron scattering in 50 nm SiO2 nanoparticles has been carried out. The single shot detec-
tion and data discrimination enables recording attosecond photoemission from aerosolized
nanotargets and the gas at the very same experimental conditions. The gas thereby pro-
vides a temporal ruler, which permits relative attosecond streaking delay measurements
with isolated nanotargets.

Ultrafast intense laser pulses with tailored waveforms have proven to be a powerful tool
for the control of electron dynamics in atomic, molecular, and solid targets [28–38]. The
laser electric field of such pulses exerts a force that varies on the attosecond time scale
for visible light and enables the steering of electron motion on sub-cycle time scales and
on nanometre spatial dimensions [9, 39–42]. Nanostructures can concentrate laser light in
highly localized near-fields with dimensions below the incident wavelength [43]. The in-
trinsic time and length scales naturally merge the ultrafast science and nanoscale physics.
Ultrafast phenomena on the nanoscale enables unprecedented insights into fundamental
electronic processes in solids while ultrafast laser pulses can be employed to probe elec-
tronice behavior, e.g. plasmonic energy localization, electron scattering, the skin effect and
the steering of electronic matter waves [40, 42, 44, 45]. Furthermore, the electronic response
of the optically driven nanostructures could lead to new ultrafast and highly-nonlinear ef-
fects such as ultrafast plasmonics, high-harmonic generation in nanoscopic volumes and
electron-based signal processing at optical frequencies [41, 46, 47].

Recently, Süßmann et al. reported field propagation-induced tunability of the emission
direction of fast recollision electrons by illuminating silica nanospheres with a series of
diameters with CEP controlled few-cycle laser pulses [48]. We demonstrated an effective
yet simple way of realizing this control by combining the fundamental laser pulse with
its second harmonic pulse [32, 38, 49–52]. The relative phase between two laser fields of
different frequencies entails the ability to control and shape not only the envelopes of the
laser pulses but also the sub-cycle structure of the field oscillations. Tailored optical fields
in combination with propagation effects in isolated nanostructures permit all-optical spatio-
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temporal control of electron emission from silica nanospheres. Insight into the resulting
changes in the photoelectron spectra helped identify certain ionization scenarios. The
angular and phase-resolved electron cutoffs reveal how the nanofocusing induced a near-
field directionality and the tailored near-field driven electron dynamics.

Ultrashort laser pulses with a few optical oscillations open up routes to study strong
field phenomena in solids during periods of time too short for the lattice ions to move
significantly [41]. The nonlinear response of solid materials to excitation with ultrashort,
intense laser fields has become a subject of extensive research [9]. Recent ab-initio cal-
culations [53] have reproduced the Zener breakdown in silica induced by a laser pulse of
intensity 1015 W/cm2. Optical fields can drive (nanoscale) solids far from equilibrium lead-
ing to the generation of higher order harmonic radiation [54, 55]. They can also cause a
reduction of the band gap in semiconductors and insulators [56–58], leading to the control
of macroscopic currents [59], and opening up a perspective for petahertz nanoelectronics
[9]. At intensities, where carrier generation and carrier avalanching dominate the nonlinear
response, rapid plasma formation initiated by femtosecond laser pulses occurs and forms
the basis for nanomachining [11].

The field of optical breakdown has been studied extensively with respect to laser ab-
lation and the damage thresholds of bulk dielectrics [11, 60–62]. As the measurement of
ablation depths and efficiencies is a rather indirect method, it is desirable to have more
direct experimental access to the processes involving charge carrier creation. Recently,
Schultze et al. could observe a reversible 10 % increase of the XUV transmittance through
a bulk SiO2 sample at an NIR field strength of 2.5 V/Å[59]. At very similar intensities,
Schiffrin et al. could measure a CEP dependent current across a bulk SiO2 sample [59].
It was concluded that charge carrier injection happens on a time scale shorter than an
optical half-cycle. The insulator-to-metal transition in nanoscale materials at intensities
above 1014 W/cm2 has been explored via IR-pump / X-ray diffraction probe experiments
at the free electron laser LCLS [63, 64]. These studies have shown that femtosecond laser
irradiation of Xe clusters leads to the generation of an overdense material with successive
surface softening. The corresponding dynamics were predicted theoretically employing
microscopic particle-in-cell (MicPIC) simulations [65]. Experimental studies of insulator-
to-metal transitions in clusters thus far were, however, limited to the nuclear dynamics on
timescales of hundreds of femtoseconds, where the much faster electron dynamics could
not be resolved.

Field localization in nanostructured materials allows control of electron acceleration in
strong optical fields that can be tailored on sub-wavelength spatial and attosecond temporal
scales. Enhanced strong-field electron acceleration in nanolocalized fields has been explored
for isolated nanoparticles [48, 66–68], nanotips [69–73], and surface based nanostructures
[74]. At intensities below 1014 W/cm2, a variety of effects have been discovered that con-
tribute to the electron acceleration and determine the cutoff of the electron spectrum.
These include the modification of elastic electron backscattering by field enhancement [75],
nanofocusing [48], as well as local and non-local charge interactions [75, 76]. For SiO2

nanoparticles in this intensity regime, cutoff energies up to about 50 times ponderomotive
potential were observed [66–68]. We elucidated the sub-cycle electron dynamics associated
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with the metallization of SiO2 nanoparticles that occurs in the investigated intensity range
between 1014 W/cm2 and 4×1014 W/cm2. The CEP-controlled few-cycle pulses suppress
nuclear dynamics during the laser-matter interaction enabling the probing of the ultrafast
insulator-to-metal transition in SiO2 nanoparticles via recording the CEP-dependent elec-
tron emission. Simulations reveal the physical origin and relevant time scale of the phase
transition.

This thesis is organized as follows. In Chapter 2 the most central theoretical back-
grounds for describing the interaction of laser light with nanospheres are presented. The
experimental techniques and data analysis methods are described in detail in Chapter 3.
From Chapter 4 to Chapter 6, a series of investigations on the interaction of waveform
controlled ultra-short laser pulses with isolated silica nanoparticles are presented. Chapter
4 contains the results of attosecond streaking metrology for isolated silica nanospheres.
Chapter 5 reports the all-optical spatio-temporal control of electron emission from SiO2

nanospheres with an intense linearly-polarized femtosecond two-color laser field. Chap-
ter 6 focuses on the sub-cycle electron dynamics associated with metallization of SiO2

nanoparticles probed via CEP-dependent electron acceleration.
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Chapter 2

Theoretical background

2.1 Few-cycle laser pulses

In 1960, Theodore Maiman observed the generation of coherent light via stimulated emis-
sion from the solid-state pink ruby laser. Laser technology has made enormous progress
since then. The increase of the spectral bandwidth and consequently the reduction of the
pulse duration permit generation of ultrashort laser pulses consisting of only few oscillations
of the optical field. Such few-cycle pulses enable time-resolved studies of ultrafast processes
in atoms and molecules [77–79]. Amplification of such few-cycle pulses provides sufficient
energy to drive highly-nonlinear processes in gases such as high harmonic and attosecond
pulse generation, opening the door to a whole variety of new applications [28, 80–82].

The electric field of a laser pulse can be described as

E(t) = E0 cos (ωt+ ϕce) exp
[
−2 ln 2 (t/τ)2] . (2.1)

Here, E0 is the peak electric field amplitude, ω is the carrier frequency, ϕce is the carrier-
envelope phase (CEP) and τ is the pulse length (full-width-half-maximum, FWHM). The
CEP is the difference between the phase of the carrier wave and the envelope position. For
few cycle laser pulses where the pulse length is on the order of the period of an optical
cycle T = 2π/ω, the CEP strongly governs the field evolution during the pulse and permits
to manipulate the motion of electrons on sub-femtosecond timescales [28, 59, 77, 83–85].
Figure 2.1(a) shows electric field with different CEPs. The pulse length τ is 4 fs (1 fs =
1 × 10−15s), and the optical cycle T is 2.4 fs which corresponds to a laser wavelength of
720 nm.

In strong field applications, the ponderomotive potential is a relevant quantity for
electron dynamics in an oscillating electric field. The ponderomotive potential is defined
as the average oscillation energy that is acquired by a free electron in the field of the laser
pulse, and is given by:

Up [eV] =
e2E2

0

4meω2
= 9.337× 10−20 × (λ [nm])2 × I

[
W/cm2

]
, (2.2)



8 2. Theoretical background

where e is the electron charge, me is the mass of the electron, ω is the angular frequency
of the laser radiation, λ is the central wavelength, and I is the laser field intensity. The
ponderomotive potential (figure 2.1(b)) is linearly dependent on the laser intensity and
proportional to the square of the wavelength. Interestingly, the ponderomotive potential
is independent of the sign of the particle’s charge, thus all charged particles are expelled
from high laser intensity regions to lower intensity regions.

Figure 2.1: (a) Electric field of a 4 fs few-cycle laser pulse with different CEPs. (b) Pon-
deromotive potential as a function of laser intensity and wavelength.

2.2 Strong-field photoionization

The development of ultrashort intense laser technology accelerates the studies on light-
matter interactions [80, 86–89]. State-of-the-art laser systems can deliver ultrashort laser
pulses with a pulse duration less than tens of femtoseconds and a peak power at the
Terawatt (1 terawatt = 1×1012 watt) level [90, 91]. The focused laser intensity is sufficiently
strong and competes the Coulomb electric field that binds electrons to the nuclei. The
relationship between the laser intensity I, and the electric field strength E is ruled by

I =
1

2
ε0cE

2 (2.3)

where ε is the dielectric constant and c the speed of light in vacuum. For short, I =
1.33×10−3E2 or E = 27.4

√
I when I is in the unit ofW/cm2, and E in V/cm. The Coulomb

electric field in a hydrogen atom is E ' 5 × 109V/cm, corresponding to an intensity of
I = 3.51 × 1016W/cm2. With such a strong electric field in the visible wavelength range,
the electron can be accelerated to a velocity of 0.01c. Since the typical velocity is much
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less than speed of light the influence of the magnetic field on the electron dynamics can be
neglected and in the rest of the thesis only the electric field of the laser pulse is considered.

Figure 2.2: Schematic diagram showing the three possible mechanisms for ionization at
low (a), intermediate (b) and high (c) laser intensities.

An adiabatic parameter γ from the theoretical work defined by Keldysh is an approxi-
mate indicator to distinguish the different ionization mechanisms. It is given by

γ =

√
Ip

2Up

, (2.4)

where Up is the ponderomotive potential as defined in Eq. 2.2. When the electric field
strength of the incident laser is smaller than the Coulomb electric field (e.g. with a low
laser intensity and/or a high laser frequency) where γ > 1, multiphoton ionization will
be most significant. When γ < 1 (a high laser intensity and/or a low laser frequency),
tunneling ionization or over-the barrier ionization will dominate.

Photoionization plays a crucial role in modelling the interaction of ultrashort intense
laser pulses with matter. Three ionization mechanisms are briefly summarized as following:

(1) Multiphoton ionization (MPI). At modest intensities (I < 1014W/cm2) when the
atomic potential is barely affected by the incident laser field (as shown in Fig. 2.2(a)),
the electron can be ionized through multiphoton ionization [92, 93]. The energy of the
photoelectron can be expressed as

Ekin = n~ω − Ip, (2.5)

where n is the minimum number of absorbed photons required to overcome the atomic
potential Ip (as illustrated in Fig. 2.2(a)). The lowest-order perturbation theory (LOPT)
predicts that the n-photon ionization rate scales with the corresponding power of the laser
intensity as W n

MPI = σnI
n, where σn is the generalized cross section [94, 95]. When the field-

induced distortion of the atomic potential is not negligible, where the absorption of photons
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by the exiting photoionizing electron still under the influence of the atomic potential. It
results to more photons than the minimum required number being absorbed during the
ionization, called above-threshold ionization (ATI) [96, 97]. Perturbation theory has been
employed to model ATI rates with further generalization of Eq. 2.5:

W n+s
ATI ∝ In+s, (2.6)

where s is number of above-threshold photons absorbed [94, 98]. The energy of photoelec-
trons is given by

Es
kin = (n+ s)~ω − Ip. (2.7)

(2) Tunneling ionization (TI). If the incident laser field is strong enough, the instanta-
neous electric field (dashed line in Fig. 2.2(b)) is able to distort the atomic potential. A
potential barrier with finite width is formed which the electron can tunnel through within
a quasi-stationary approximation. The ionization occurs in a fraction of an optical cycle,
therefore the electric field can be considered as quasi-static. The analytic calculation of
instantaneous ionization rate was given by the ADK theory as

WADK = C2
n∗f(l,m)

Z2

2n∗2

√
3E(t)n∗3

πZ3
(

2Z3

E(t)n∗3
)2n∗−|m|−1 exp(− 2Z3

3n∗3E(t)
), (2.8)

where Cn∗ = (2e/n∗)n
∗
(2πn∗)−1/2, E(t) is the amplitude of the laser electric field, n∗ is the

effective quantum number Z/(2Ip)1/2, e ' 2.71828 is a mathematical constant, l and m are
the azimuthal and magnetic quantum numbers. For circularly polarized laser pulses, an
additional term (πZ3

/
3E(t)n∗3)1/2 need to be multiplied [99]. The tunneling ionization in

intense field has proven to be a crucial element in current theories of strong-field physics
[92, 100–105].

(3) Over-the-barrier ionization (OTBI). As the incident laser field strength is increased
even stronger (I > 1015 W/cm2), the gradient of the potential becomes increasingly more
negative and the barrier narrower and lower (as shown in Fig. 2.2(c)). The ground state is
no longer bound while the peak of the barrier is lower than −Ip, where Ip is the ionization
potential. The critical electric field where OTBI takes place is obtained by equating the
saddle-point (local maximum as shown in Fig. 2.2(b)) energy induced by the laser field in
the atomic potential to the binding energy. The critical electric field for OTBI leads to a
critical laser intensity

IOTBI[W/cm2] = 4× 109(Ip[eV])4Z2, (2.9)

where Z is the charge state of the relevant atom or ion.

2.3 Semiclassical modeling of strong field-matter in-

teraction

The classical picture of strong-field-induced ionization dynamics is usually intuitively de-
scribed by the famous simple man‘s model (SMM) [106]. It states that photoionization can
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be described as three-step process. Once ionization removes an electron from an atom or a
molecule through the potential barrier, the freed electron acts as a classical point charge in
the strong oscillating laser field. The electron‘s motion during these oscillations depends on
the phase of the electric field EL (t) at which ionization has occurred, see the inset in figure
2.3. Newton’s equations of motion show that, the electron is first strongly accelerated away
from the ion and within one or a few cycles after ionization driven back when the laser field
reverses its direction. The electron may escape as free electron (above-threshold ionization)
or return to the parent ion. During the reencounter, also called recollision, a consequence
of processes may take place as illustrated in figure 2.2 (i) the electron is scattered elastically
and emitted as energetic electron [82, 107]; (ii) the electron returns to the vicinity of its
parent ion and recombines to its ground state. The energy it carries can be emitted as
a high energy photon. This process is known as high harmonic generation (HHG), since
the produced photons are harmonics of the fundamental driving laser field [8, 28]; (iii, iv)
the electron is scattered inelastically leading to electron impact excitation or ionization of
the parent ion. This is often called non-sequential double ionization (NSDI) [108, 109].
The three-step model reveals the heart of strong field science, the key of high-harmonic
spectroscopy and the generation of attosecond XUV pulses: field-driven recollision and the
recombination of the accelerated electron with the ion.

In order to calculate the electron trajectory and the kinetic energy cutoff in a certain
laser field, we need to know the initial conditions for the electron right after ionization.
These conditions are specified within the simple man‘s model, which makes the following
assumptions:

1. The single active electron approximation (SAE). It assumes that only one electron
actively participates in the ionization of the atom or molecule by the low frequency
laser field [110, 111].

2. The electron is born in the continuum at any time within the laser cycle, tb.

3. The electron is born near the ionic core with zero initial momentum, p (tb) = 0.

4. The Coulomb attraction to the parent ion is neglectable [28].

After ionization, the electron momentum and position at times t > tb are given by

p (t > tb) = −
t

∫
tb

dt′E (t′) = A (t)− A (tb) , (2.10)

r (t) =
t

∫
tb

dt′A (t′)− A (tb) (t− tb) = α (t)− α (tb)− A (tb) (t− tb) . (2.11)

Here A(t) is the vector potential of the laser field and A(0) = A(Tp) = 0, α(t) is the
excursion, Tp is the laser pulse duration. The final drift momentum of “direct” electrons
are given by the vector potential at the time of ionization, p (∞) = −A (tb) , so that the
final energy is

ξ (∞) =
1

2
A2 (tb) ≤ 2Up. (2.12)
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Figure 2.3: Optical field ionization of an atom (at moment tb) and subsequent recollision
of the detached electron (at moment tr) with the parent ion in a strong, linearly polarized
ultrashort-pulsed laser field. (i) - (iv) Possible consequences of recollision. Inset: Release
and recollision of electron that returns with highest energy to the parent ion, resulting -
via process (ii) - in the highest-energy photons emitted. Taken from [28].

The “direct” electrons are classically restricted to energies up to 2Up. This limit is known
as the classical cut-off energy for “direct” electrons in strong field physics.

If we consider one rescattering event upon the recollision, i.e., at the time tresc the
electron returns to the parent ion. By elastically scattering off the parent ion with 180◦ in
back-reflection, the electron changes the sign of its momentum and is accelerated further
in the laser field. The electron momentum at later time is given by

p1 (t > tresc]) = A (t)− 2A (tresc) + A (tb) , (2.13)

thus the final momentum is p1 (Tb) = A (tb)− 2A (tresc) , and the final kinetic energy is

ξ1 (∞) =
1

2
[A (tb)− 2A (tresc)]

2 ≤ 10Up. (2.14)

The maximum energy of the rescattered electron is 10Up, which corresponds to the cut-off
energy of the measured photoelectron spectra [112].
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Figure 2.4: (a) Temporal variation of the electron velocity component parallel to the
linearly polarized electric field (grey line) for typical “direct” electrons (blue line) and
rescattered electrons (red line). (b) Final energies of “direct” electrons (blue dot) and
rescattered electrons (red dot) those are released at different moments. The cyan dashed
lines indicate the classical 2Up and 10Up cut-off energies.

Figure 2.4(a) shows the temporal variation of the electron velocity for two different
release times. The driving electric field (gray line) is linearly polarized and defined in Eq.
2.1. The oscillating period of the field is Tosc = 2.4 fs, which corresponds to a wavelength
of 720 nm. The rescattered electron (red line) is born at about Tosc/20 after one of the
peaks of the electric filed and elastically back scattered at about 2Tosc/3 after the release.
This electron gains more energy from the driving field and the final energy reaches up to
10Up. Figure 2.4(b) shows the final energies of electrons those were released at different
times. The cutoff energies of the “direct” electrons and rescattered electrons are 2Up and
10Up, respectively.
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2.4 M3C model

When an atom is exposured to an intense linearly polarized laser pulse, the dynamics of a
single atomic electron can be modelled precisely by solving the time dependent Schrödinger
equation (1D-TDSE). The interaction of intense laser pulses with complex matter, such
as a larger molecule, liquid droplet, cluster and nanosphere, involves collective electron
dynamics. A quantum simulation is out of reach for a detailed description of complex
geometries, coupled with realistic near-fields. Furthermore, the electron scattering inside
the material and multi-electron effects complicate the quantum mechanical treatment.

Figure 2.5: Illustration (a) and visualization (b) of a typical M3C simulation scenario.
The model contains spatio-temporal near-fields (red and blue shades), ionization channels
(white dots) and classical trajectory motion (black arrows). Taken from [113].

In order to achieve quantitative accuracy for laser-nanoparticle interaction, T. Fennel
et al. coupled the near-field, ionization, and scattering models into the classical trajec-
tory Monte-Carlo scheme as illustrated schematically in Fig. 2.5 [113]. The name for the
quasi-classical model M3C stands for Mean field, Mie theory, and Monte Carlo. The model
contains three key ingredients: (1) spatio-temporal near-fields, (2) ionization channels and
(3) classical trajectory motion. The M3C model had been successfully employed to describe
a series of laser-nanosphere interaction experiments [42, 48, 67, 68, 75, 76, 114], in particu-
lar, the model unraveled a novel acceleration mechanism from dielectric nanospheres with
intense ultrashort laser fields [68], identified the field propagation-induced directionality
of CEP-controlled photoemission from nanospheres [48, 76], and revealed the dynamics of
electron scattering in dielectric nanoparticles in real time [42, 114].

In the M3C model, the electromagnetic response of the nanoparticle (red and blue in Fig.
2.5(a)) is calculated using the analytically correct Mie solution (subsection 2.4.1). Electron
trajectories can be generated via Monte-Carlo sampling (white dots in Fig. 2.5(a)) of
the surface tunnel ionization (subsection 2.4.3), photoionization (subsection 2.4.4) and/or
impact ionization (subsection 2.4.5). Electron trajectories are calculated by integration of
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classical equations of motion in an effective electric field (subsection 2.4.6) in 3D space.
The mean-field describes the Coulomb interaction with free charges (electrons and residual
ions) in the presence of the dielectric sphere via high-order multipole expansion 2.4.7.
Elastic electron-atom collisions are described by isotropic scattering events using an energy-
dependent mean free path. Inelastic collisions are modelled with Lotz’s electron impact
ionization cross-sections (subsection 2.4.8).

2.4.1 Mie theory of spherical particles

The solution of scattering of a plane wave at a sphere has been discussed by the elec-
tromagnetic scattering theory [115, 116]. Gustav Mie introduced an analytical solution
to Maxwell‘s equations in the spherical coordinate frame in 1908, and enabled a precise
description of the electric field evolution surrounding a sphere [117].

The macroscopic Maxwell equations describe the evolution of the linear response fields
of a neutral medium without free charges and currents placed in an external electromagnetic
field [115]:

∇ ·D = 0

∇ ·B = 0

∇× E = −Ḃ

∇×H = Ḋ,

(2.15)

where E is the electric field, D is the displacement field, B is the magnetic field strength,
and H is the magnetizing field. For a homogeneous, linear response and isotropic medium,
the constitutive relations are

D = ε0εrE

B = µ0µrH,
(2.16)

where ε0 and µ0 are the permittivity and permeability of free space, respectively. εr and µr
are the constant relative permittivity and relative permeability of the medium, respectively.
Eq. 2.15 and 2.16 can derive the Helmholtz equations[

∇2 − 1

c2

∂2

∂t2

]
E = 0[

∇2 − 1

c2

∂2

∂t2

]
H = 0,

(2.17)

where ∇2 is the Laplacian and c = 1
/√

ε0εrµ0µr is the speed of light in the medium. An
incident plane wave can be written as

E(r, t) = E0e
i(κr±ωt)

H(r, t) = H0e
i(κr±ωt),

(2.18)
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where the wave number κ = ω/c, and ω is the angular frequency. We can derive the wave
equations as

∇2E + κ2E = 0

∇2H + κ2H = 0.
(2.19)

Due to the spherical symmetry in the spherical coordinate frame, the wave equations
can be translated to a simpler one by constructing two vector functions

M = ∇× (rψ), N =
∇×M

k
, (2.20)

where r is an arbitrary constant vector and ψ is a scalar function. The vector functions
in Eq. 2.20 satisfy the wave equations in Eq. 2.19 if ψ is a solution to the scalar wave
equation in spherical coordinates:

1

r2

∂

∂r

(
r2∂ψ

∂r

)
+

1

r2 sin(θ)

∂

∂θ

(
sin(θ)

∂ψ

∂θ

)
+

1

sin2(θ)

∂2ψ

∂φ2
+ k2ψ = 0. (2.21)

The complete set of vector harmonics M and N can be constructed from the solution of a
single scalar wave equation. By separating the variables with ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ),
one can yield two linearly independent odd and even solutions to the generating functions

ψemn = cos(mφ)Pm
n (cos θ)zn(kr)

ψomn = sin(mφ)Pm
n (cos θ)zn(kr),

(2.22)

where Pm
n (cos θ) are the associated Legendre functions of the first kind with degree n and

order m, zn(kr) is any of the four spherical Bessel functions.

For a plane wave scattered by sphere, the fields at a point outside the sphere can be
decomposed into the incident fields (Ei,Hi) and scattered fields (Es,Hs). The transmitted
fields inside the sphere are denoted as (Et,Ht). The expansion of an incident plane wave
propagating in z-direction and linearly polarized in x-direction can be expressed as

Ei = eikzex =
∞∑
n=1

in
2n+ 1

n(n+ 1)
(Mj

on − iNj
en)

Hi =
κ

µω
eikzey =

−κ
µω

∞∑
n=1

in
2n+ 1

n(n+ 1)
(Mj

on + iNj
en).

(2.23)

Here only the Bessel functions which are finite at r −→ 0 need to be taken into account.
With the interface conditions of the normal components of the fields (E,H)

(Ei + Es)× er = Et × er

(Hi + Hs)× er = Ht × er,
(2.24)
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it is possible to obtain expressions of the scattered and transmitted fields (only the electric
fields are shown here):

Es =
∞∑
n=1

in
2n+ 1

n(n+ 1)

(
inanN

(3)
en − bnM(3)

on

)
Et =

∞∑
n=1

in
2n+ 1

n(n+ 1)

(
cnMon − idnNen

)
,

(2.25)

where the superscript (3) demands the use of the spherical Bessel function of the third
kind. The expansion coefficients of the reflected fields (an and bn) and the transmitted
fields (cn and dn) can be calculated by using the orthogonality of the generating functions:

an =
m2jn(mρ)

(
ρjn(ρ)

)′ − jn(ρ)
(
mρjn(mρ)

)′
m2jn(mρ)

(
ρhn(ρ)

)′ − hn(ρ)
(
mρjn(mρ)

)′ , (2.26a)

bn =
jn(mρ)

(
ρjn(ρ)

)′ − jn(ρ)
(
mρjn(mρ)

)′
jn(mρ)

(
ρhn(ρ)

)′ − hn(ρ)
(
mρjn(mρ)

)′ , (2.26b)

cn =
jn(ρ)

(
ρhn(ρ)

)′ − hn(ρ)
(
ρjn(ρ)

)′
jn(mρ)

(
ρhn(ρ)

)′ − hn(ρ)
(
mρjn(mρ)

)′ , (2.26c)

dn =
mjn(ρ)

(
ρhn(ρ)

)′ −mhn(ρ)
(
ρjn(ρ)

)′
m2jn(mρ)

(
ρhn(ρ)

)′ − hn(ρ)
(
mρjn(mρ)

)′ , (2.26d)

where jn is the nth spherical Bessel function of the first kind, hn is the spherical Hankel
function of the first kind, m =

√
εr is the relative refractive index of a sphere in vacuum,

and ρ is the dimensionless propagation parameter ρ = kR = 2πR
λ

. Note that the solutions
above are only valid where the sphere is considered to be non-magnetic (µr = 1).

2.4.2 Mie solution with spectral decomposition

A finite laser pulse consists of a spectral decomposition, the incident pulses are described
by frequency decomposition based on the complex electric field in the Fourier domain

E(r, ω) = E0f(ω)eiϕCE , (2.27)

where E0 is the peak amplitude of the laser field, ϕCE is the carrier envelope phase, and
f(ω) is the spectral amplitude profile which is considered to have a Gaussian amplitude
spectrum

f(ω) =
1

σω
e−

1
2

(
ω−ω0
σω

)
2

, (2.28)

where σω = 2
√

ln 2
τ

is the spectral width, τ is the full-width at half-maximum (FWHM) of
the electric field envelope. The spatio-temporal evolution of the electric field is calculated
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by the Fourier transform

E(r, t) =
1

2

1√
2π

∞∫
−∞

E(r, ω)e−iωtdω + c.c. (2.29)

2.4.3 Treatment of tunneling ionization

Tunneling ionization is the dominant contribution to the creation of trajectories in the
moderate intensity regime (1013 − 1014 W/cm2). At each time step (dt = 0.1 as) a number
of randomized points in the sphere‘s surface layer is probed. The ionization probability
is determined from ADK atomic tunnel ionization rates (as given by Eq. 2.8) using the
field gradient averaged over the tunneling path. The electric field used for the evaluation is
the effective field, which contains the time-dependent Mie solution and the instantaneous,
self-consistent mean-field.

The tunneling events are sampled via Monte Carlo methods. A successful tunneling
event generates a residual ion at the sampling point and a free electron at the end point
of the tunneling path, both with zero initial velocity. The classical tunnel exit of the free
electron is calculated by a simple geometric approximation of rb = Rsphere − Er/Ip, where
Rsphere and Ip are the radius and the ionization potential of the nanosphere, respectively.

2.4.4 Treatment of photoionization

The local Wigner distribution W (r, t, ω) for the XUV pulse inside the sphere is used to
describe the instantaneous spectral photoionization rate

Γ (ω) =
1

~ω
σ (ω)W (r, t, ω) . (2.30)

The spectral photoionization cross-section

σ (ω) =
2k (ω)ω

nmolc0

(2.31)

is calculated using the extinction coefficient k (ω) for bulk SiO2 [48, 118], where nmol is the
atomic density and c0 is the vacuum speed of light.

2.4.5 Treatment of impact ionization

For trajectories propagating inside the nanoparticle, we account for elastic electron-atom
scattering and inelastic electron-electron scattering via effective mean-free paths as de-
scribed in subsection 2.4.8. During the inelastic scattering process, the impact ionization
occurs when a fast moving electron scatters with electrons in the valence band of the
nanoparticle and transfer energy to them. A second electron at rest is created when the
scattered electron has an energy above the ionization potential. The kinetic energy of the
scattered electron is slowed down by an energy Ip. The created electron and residual ion
are located at the scattering point (inside the sphere) with both zero initial velocity.
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2.4.6 Trajectory propagation

The trajectories of photoelectrons are calculated via integration of the classical equation
of motion

mr̈ = −e [~εNIR(r, t) + ~εmf(r, t)] (2.32)

where m is the effective electron mass which is considered to be me in the relevant energy
range, ~εNIR(r, t) is the effective near-field and ~εmf(r, t) is the charge interaction induced
mean-field. Eq. 2.32 is performed utilizing the Velocity-Verlet algorithm that follows from
Taylor expansion. The position vector of a charge around time t+ ∆t can be expressed as

r(t+ ∆t) = r(t) +
∂r

∂t
∆t+

1

2

∂2r

∂t2
(∆t)2 + O(∆t3) (2.33)

and the momentum vector as

p(t+ ∆t) = p(t) +
∂p

∂t
∆t+

1

2

∂2p

∂t2
(∆t)2 + O(∆t3), (2.34)

where p/m = ∂r/∂t, and F = ∂p/∂t. The evolution of momentum vector requires the
time-derivative of the force expressed as

∂F

∂t
=

F(t+ ∆t)− F(t)

∆t
+ O(∆t). (2.35)

In each time step of the simulation, the Velocity-Verlet scheme described above is performed
by firstly updating the positions of all charges, secondly calculating the electric fields at
these new positions, and lastly updating all momenta of all charges.

2.4.7 Mean-field approximation of charge distributions

When a nanoparticle is exposed to an intense laser field, the ionization processes liberate
electrons and create residual ions. The Coulomb interaction of the free charges in the
presence of a homogeneous dielectric sphere can be evaluated by multipole expansions.
The following derivation is given here as a courtesy of Prof. Thomas Fennel, Universität
Rostock.

The potential of a free charge qi at position ri in a medium with relative permittivity
εr is given by Coulomb’s law

Φi(r) =
1

4πε0εr

qi
|r− ri|

=
1

4πε0εr

qi
|r> − r<|

(2.36)

Here, r> is the larger value of the two absolute values |r| and |ri|, while r< is the smaller
value. At all positions r 6= ri, the Laplace equation must be fulfilled:

4Φi(r) = 0 ∀r 6= ri (2.37)
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In spherical coordinates this yields [115]:

1

r

∂

∂r
(rΦ) +

1

r2 sin(θ)

∂

∂θ

(
sin(θ)

∂Φ

∂θ

)
+

1

sin2(θ)

∂2Φ

∂φ2
= 0 (2.38)

After a separation of variables the solution can be written as a product of functions of the
spherical coordinates:

Φ =
∞∑
l=0

∞∑
m=−∞

Ul(r)

r
Pl(cos θ)Qm(φ) (2.39)

with

Ul(r) = Alr
l+1 +Blr

−l (2.40a)

Qm(φ) = Cme
imφ (2.40b)

Pl(x) =
1

2ll!

∂l

∂xl
(x2 − 1)2 (2.40c)

Pl(x) are the well-known Legendre polynomials. The coefficients Al, Bl and Cm have to be
determined from the boundary conditions. For finding these coefficients for a single charge
at ri, a trick can be used by rotating the coordinate system such the z-axis aligns with ri.
Now the problem has cylindrical symmetry around this axis, which implicates the problem
does no more depend on φ (C0 = 1, Cm = 0 ∀m 6= 0). This yields

Φi(r) =
∞∑
l=0

[Alr
l +Blr

−(l+1)]Pl(cos(θ)) (2.41)

A Taylor expansion of (2.36) around r< = 0 and a comparison of coefficients yields expres-
sions for the Al and Bl resulting in

Φi(r) =
qi

4πε0εr

∞∑
l=0

rl<
rl+1
>

Pl(cos(θrri)), (2.42)

where θrri is the angle between r and ri. Equation (2.42) is equivalent to (2.36). The
potential of multiple charges can be obtained by simply superimposing the individual
contributions.

We will now assume a sphere with a relative permittivity εr and a radius R to be placed
at r = 0. Both solutions for the potential outside Φout

i and inside of the sphere Φin
i have

to obey the boundary conditions at the surface. At first, one has to distinguish whether a
charge is placed inside the sphere or outside. As the solution has to be finite, this leads to
an ansatz for the case ri < R:

Φin
i (r) =

qi
4πε0εr

∑
l

rl<
rl+1
>

Pl(cos θrri) +
∑
l

Alr
lPl(cos θrri) r < R (2.43a)

Φout
i (r) =

∑
l

Blr
−(l+1)Pl(cos θrri) r > R (2.43b)
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while for ri > R

Φin
i (r) =

∑
l

Clr
lPl(cos θrri) r < R (2.44a)

Φout
i (r) =

qi
4πε0

∑
l

rl<
rl+1
>

Pl(cos θrri) +
∑
l

Dlr
−(l+1)Pl(cos θrri) r > R (2.44b)

The boundary conditions at the sphere surface demand for a continuity of the potential
itself and the normal component of the dielectric displacement D [115]:

Φin(R) = Φout(R) (2.45a)

Din
⊥(R) = εr

∂Φin

∂r
(R) = εr

∂Φout

∂r
(R) = Dout

⊥ (R) (2.45b)

Inserting equations (2.43) and (2.44) into these boundary conditions again gives solu-
tions for the coefficients Al, Bl, Cl and Dl. The final solution for a all charges i inside the
sphere reads

Φin(r) =
1

4πε0εr

∑
l

[∑
ri<R
ri<r

qir
l
i

rl+1
Pl(αi) +

∑
ri<R
ri>r

qir
l

rl+1
i

Pl(αi) +
∑
ri<R

alr
lqir

l
iPl(αi)

]
(2.46a)

Φout(r) =
1

4πε0

[∑
l

∑
ri<R

bl
qir

l
i

rr+1
Pl(αi)

]
(2.46b)

while for charges outside the sphere

Φin(r) =
1

4πε0

[∑
l

∑
ri<R

qi
clr

l

rr+1
i

Pl(αi)

]
(2.47a)

Φout(r) =
1

4πε0εr

∑
l

[∑
ri>R
ri<r

qir
l
i

rl+1
Pl(αi) +

∑
ri>R
ri>r

qir
l

rl+1
i

Pl(αi) +
∑
ri>R

qi
dlqi

rl+1
i rl+1

Pl(αi)

]
(2.47b)

The coefficients al, bl, cl and dl can again be determined from the boundary conditions.
To calculate the potential at an arbitrary position in free space, one has to evaluate the

potentials at the positions of all charges, which results in an unfeasible numerical effort.
Instead of the direct evaluation of potentials, a strategy for a more efficient numerical
implementation based on lookup tables (LUTs) was introduced by Prof. Thomas Fennel.
More technical details are outlined in [113].

2.4.8 Elastic and inelastic scattering

Elastic and inelastic collisions are treated as instantaneous scattering events and are de-
scribed by energy-dependent cross sections. To describe elastic scattering, we used an
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atomic all-electron LDA code to calculate the atomic potentials of Si and O and determined
the respective atomic differential elastic-scattering cross sections (DCS), dσel

dΩ
(Eekin, θ), by

quantum scattering calculations using partial wave analysis. Here E is the asymptotic
electron kinetic energy and θ is the scattering angle. The effective atomic DCS follows
from weighting the DCSs for Si and O with the respective stoichiometric factors for silica.
From the resulting effective DCS we calculate the transport cross section

σel,tr (Eekin) =

∫
(1− cos θ)

dσel,eff

dΩ
(Eekin, θ) dΩ. (2.48)

Note that this quantity specifies the total scattering cross section of a hypothetical
isotropic scatterer that induces the same average electron-atom momentum transfer per
collision as the scatterer characterized by the full DCS. The transport cross section is
typically much smaller than the total scattering cross section resulting from the DCS
because many individual small angle physical collisions are described by a few effective
collisions with large scattering angles. Because of lower resulting collision rates, the elastic
scattering is implemented in our model as isotropic scattering which simplifies the numerical
treatment in the trajectory propagation substantially.

The cross section for the inelastic collisions is calculated using a simplified Lotz formula
[66]

σinel (Eekin) = 450Å
2
eV2s

log (Eekin/Ip)

EekinIp

(2.49)

with an ionization potential of Ip = 9 eV and the global scaling parameter s, which is
varied to match the experimental data. Here, the best agreement is found for s = 2.1. The
inelastic scattering cross section only includes impact ionization in our model and ignores
electron phonon scattering, which is negligible in the relevant energy range.

The above cross sections are connected to elastic and inelastic mean-free paths via

Lemfp (Eekin) =
1

nmolσel,tr (Eekin)
(2.50)

and

Limfp (Eekin) =
1

nmolσinel (Eekin)
(2.51)

where nmol is the molecular number density (we used nmol = 0.022Å
−3

). Finally, the mean
free paths can be expressed as scattering times via

τel/inel(Eekin) =
Lemfp/imfp (Eekin)

v (Eekin)
(2.52)

with v (E) =
√

2E/me for the electron velocity and me as the electron rest mass. For silica,
effective mass effects are negligible in the considered energy range and have therefore been
ignored [119].
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Figure 2.6: Concept of optical-field-driven attosecond streaking. Photoelectrons released
in presence of a laser field experience a change of their initial velocities parallel to the
direction of electric field (red line) that is proportional to the vector potential of the field
(black line) at the instant of release. This function is monotonic within a half wave cycle
of the field, mapping the temporal profile of a sub-fs XUV pulse into a corresponding final
velocity (or energy) distribution of photoelectrons. Taken from [28].

2.5 Attosecond streaking metrology

The time-resolved measurements with attosecond resolution had been successfully per-
formed by using an isolated attosecond XUV pulse (pump) to ionize the system and a
delayed femtosecond IR pulse (probe) to detect the dynamics [28]. In the absence of reso-
nances and a moderate probe pulse, the temporal profile of photoemission rate follows the
intensity profile of the XUV pump pulse as shown in figure 2.6. The initial kinetic energy
of the released fast photoelectron is assumed to be

Ekin =
1

2
mev

2
0 = ~ωXUV − Ip ≥ Ip, (2.53)

where ωXUV is the wavelength of the incident XUV pulse, and Ip is the ionization potential
of the medium. According to Newton’s classical law of motion, the final velocity vf of a
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photoelectron emitted at time te under the approximations: 1) the photoemission process is
assumed to happen instantaneously, 2) the photoemitted electron quickly leaves the atom
thus the effect of the Coulomb potential of the parent ion is neglectable, can be determined
as follows:

vf(te) = v0 −
∫ ∞
te

e

me

E(t)dt = v0 −
e

me

A(te), (2.54)

where A(t) is the vector potential of the electric field defined as E(t) = − ∂
∂t
A(t) in the

Coulomb gauge. The final kinetic energy is obtained by

Ekin(te) =
1

2
mev

2
0 − ev0A(te) +

e2

2me

A2(te). (2.55)

The quadratic term A2(te) can be neglected in the case of moderate laser fields. From Eq.
2.53 and Eq. 2.55, one obtains the change in the electron’s kinetic energy

∆Ekin(te) ≈ −ev0A(te) = −eA(te)

√
2

me

(~ωXUV − Ip). (2.56)

Within any half cycle between negative and positive maxima of the IR laser field, the
vector potential A(t) is a monotonic function of time (see figure 2.6). As a consequence, the
temporal distribution of the emitted electron wave packet is mapped onto a corresponding
final kinetic energy distribution of photoelectrons. The streaking spectrogram can be
obtained by plotting the photoelectron spectra as a function of delay time te between
pump and probe pulses. The resultant streaking spectrogram provides direct time-domain
information on the electron wave packet’s emission and propagation. The time resolution
is only limited by the attosecond XUV pulse length, and the experimental stability in a
practical measurement.



Chapter 3

Experimental techniques

3.1 Nanoparticle samples

3.1.1 Sample preparation and characterization

SiO2 nanoparticle samples were obtained by wet chemical synthesis. First, small seed
nanoparticles were prepared by the Stöber method [120]. Then they were grown by the
seeded growth methods until the desired particle size was reached. The typical nanoparti-
cle diameter is in the range from few tens of nanometers to few hundreds nanometer. All
nanoparticles were dispersed in ultrapure ethanol (> 99.99%), and characterised by trans-
mission electron microscopy (TEM). Figure 3.1 shows the TEM images of the nanoparticle
with different average diameters. The surfaces of the spheres are smooth. The polydisper-
sity of the particles is about 8 %. The SiO2 samples were produced by the groups of Prof.
Eckart Ruhl and Prof. Markus Gallei (TU Darmstadt).

Figure 3.1: Transmission electron micrograph (TEM) of SiO2 particles with an average
diameter of (a) 50 nm, (b) 184 nm and (c) 280 nm.
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3.2 Aerosol generation

For generation and delivery of a narrow beam of isolated nanoparticles in the ultra-high
vacuum (< 1 × 10−7 mbar). The approach of aerosol generation and aerodynamic lens
focusing were employed to deliver tightly collimated particle beams to the analyzing region,
such as mass spectrometer, cluster spectroscopy and material synthesis [121].

The aerosol generation system consisted of an evaporator, silica drying stage, impactor,
pressure equalizer (Fig. 3.2), and the aerodynamic lens (Fig. 3.3). The aerosol is evap-
orated from a nanoparticle suspension by a commercial aerosol generator (model 3076,
TSI). The typical evaporation pressure of the carrier gas (neon or nitrogen) is 1.75 bar.
The nanoparticle density in the aerosol is determined by the nanoparticle concentration
in the suspension and the evaporation gas pressure. The wet aerosol is sent through the
diffusion dryer (model 3062, TSI) to remove residual solvent from the aerosol. The im-
pactor consists of a sharp 90 ◦ turn, and blocks nanoparticle clusters. A capsule filter
(HEPA 1602051, TSI) is installed in front of the aerodynamic lens system to level the
input pressure to one atmosphere. The exhausted nanoparticles are trapped in the capsule
filter.

Figure 3.2: Schematic diagram of aerosol generation system. The system consisted of an
evaporator, silica drying stage, impactor and pressure equalizer. Taken from [114]

Figure 3.3 shows the cross-section drawing of an aerodynamic lens system, it consists
of three parts: a flow control orifice, a series of focusing lenses, an acceleration nozzle with
subsequent differential pumping. The initial orifice determines the gas flow through the
lens system and reduces pressure from atmosphere to the value required for aerodynamic
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focusing. In the current setup, the diameter of the orifice is 130µm. The inner diameter
of the lens is 10 mm. The gas flow is converged and diverged through the focusing lenses
which include five apertures. The aperture sizes and distances are labeled in Fig. 3.3.
Three stages of differential pumping behind the lens system maintain the pressure in the
experimental chamber below 2× 10−7 mbar with operating nanoparticle source. The inner
diameters of the nozzles are 2 mm.

Figure 3.3: The cross-section drawing of an aerodynamic lens system, consisting of three
parts: a flow control orifice (inset), a series of focusing lenses, an acceleration nozzle
with subsequent three differential pumping stages. The red dashed line indicates the flow
direction of the aerosols from the orifice (left) into the vacuum chamber (right). The
aperture sizes and distances are labeled, and inner diameters of the nozzles are 2 mm.

With given particle size and gas flow properties, the nanoparticles can efficiently be
separated from the carrier gas due to their inertia. The nanoparticles are focused into a
tight particle beam (diameter around 500 µm) after the acceleration nozzle, while the car-
rier gas is efficiently removed after some distance from the last aperture of the aerodynamic
lens.

The nanoparticle density in the interaction region is limited by multiple factors: i) the
nanoparticle density in the dispersion, ii) the aerosol generation step where evaporation
conditions have to be met to avoid cluster formation, iii) the aerosol transport system
including liquid reflow, drying stage(s), and pressure equalization, iv) impactor(s) to re-
duce the amount of clusters in the beam, v) restrictions of the aerodynamic lens system,
including aperture sizes and nanoparticle-size dependent throughput, and finally vi) the
distance from the last aperture to the interaction region. The use of nanoparticle disper-
sions with small size distributions (below 10 %) makes it unnecessary to use differential
mobility analysis, increasing the nanoparticle density in the interaction region.
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3.3 Single-shot velocity map imaging

3.3.1 Eppink-Parker VMI spectrometer

Figure 3.4: (a) The numerical calculations of the photoelectron trajectories and equipo-
tential lines with SIMION8 for Eppink-Parker VMI spectrometer. The red solid lines
indicate the equipotential lines. Electron trajectories (Ekin = 5, 10 − 100 eV) are released
in the middle of the repeller and the extractor electrodes in x -direction, and along a line
(z = 0±0.5 mm) parallels to the electrodes. (b) Energy resolution as function of the kinetic
energy of the detected electrons.

The technique of Velocity Map Imaging (VMI) is a direct method for measuring angle-
and energy-resolved ion or electron velocity distributions from photoionization or fragmen-
tation. This technique was first introduced by Chandler and Houston [122], and revolu-
tionarily improved by Eppink and Parker [123], who incorporated an ion optics lens design
by replacing the grid with an open electrode. The Eppink-Parker design is widely used to
detect a two-dimensional projection of the full particle momentum distribution in strong
field atomic and molecular physics [48, 66, 67, 75, 124–126].

A VMI spectrometer typically consists of a 2D detector, µ -metal shell and electrostatic
lens system, as shown in Fig. 3.4(a). In this work, we employed the classical Eppink-
Parker VMI spectrometer [123]. The 2D detector consisted of a pair of microchannel plates
(MCPs) followed by a phosphor screen (Hamamatsu F2226-24PX). The supply voltages of
the detector are gated by a fast high-voltage switch with a gate width of 300 ns (HTS-41-03
GSM, Behlke) to reduce background contributions. The images on the phosphor screen
are recorded by a camera and transferred to a computer for post-processing. The µ-metal
shell covers the whole spectrometer to block the stray magnetic field. The electrostatic
lens system contains a repeller, an extractor, a ground electrode and a flight tube. The
positions and geometries of these electrodes, and the applied voltages are properly tuned via
numerical simulation (SIMION8), such that the ions/electrons with the same projection
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of the initial velocity will be mapped onto the same position on the 2D detector. The
interaction region is located in the center of the repeller and the extractor electrodes.
The Eppink-Parker design allows for very high-resolution measurements down to 1 %, in
agreement with laboratory experience. This is due the long flight distance (327.5 mm from
the interaction region to the detector) and high voltage on the repeller electrode (−10 kV).
In the experimental measurements, the resolution of a well-designed VMI is influenced by
the size of the interaction volume, the stability of the high-voltage power supply and the
detector system. All these features have to be checked carefully before a real measurement.

3.3.2 Energy calibration

Figure 3.5: Raw (left side) and inverted (right side) photoelectron images (log color scale)
recorded with xenon with 25 fs linear polarized NIR pulses at an intensity of (5 ± 0.5) ×
1013 W/cm2. Laser polarization direction is along the y-axis. The red solid line shows the
photoelectron spectrum calculated from the inverted image. (b) Linear fitting (blue line)
of the square of the radius of the ATI peaks (red circles) yields the scaling factor of the
VMI.

The VMI technique records a two-dimensional (2D) image, where the three-dimensional
momenta were projected along the spectrometer axis. If the distribution of charged parti-
cles is cylindrically symmetric and its symmetry axis lines in the detector plane, the full
three-dimensional (3D) information of the charged particle distribution can be extracted
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via Abel-inversion. Figure 3.5(a) shows a typical raw image (left side) obtained from above-
threshold-ionization (ATI) of xenon atoms with a near-infrared (NIR) laser pulse, and the
inverted image (right side) with the BASEX transformation [127]. The laser intensity was
(5 ± 0.5) × 1013 W/cm2 and the central wavelength was 790 nm. The laser polarization
direction was along the y-axis. The specific angular dependent ATI structure in the pho-
toelectron signal is well characterized after the inversion [128]. The ATI peaks can be
obtained by angular integration, as shown with the red solid line in Fig. 3.5(a). The spec-
tral spacing between consecutive peaks δEkin equals the photon energy (~ωL = 1.57 eV) of
the incident laser pulse.

In order to obtain energy calibration, two different methods can be employed: i) retriev-
ing from the numerical simulations with the exact spectrometer geometry and correspond-
ing parameters; ii) fitting the energy expression to experimental data with well-established
photoemission features, e.g. the ATI electron emission from noble gas atoms. As the
radius of a pixel with respect to the center is proportional to its initial momentum compo-
nents in the detector plane, the corresponding electron energy is given by the expression
Ekin = |q|Vrepr

2/k2, where q is the charge of the particle, Vrep is the potential on the
repeller, r is the radius in pixel, and k is the calibration coefficient. The calibration coef-
ficient is determined by the spectrometer geometry and was obtained from ATI electron
emission from Xe atoms (Fig. 3.5(b)).

With ∆Ekin = |q|Vrep(r2
n+1 − r2

n)
/
k2 = 1.57eV , the scaling factor s = |q|Vrep/k2 can

be obtained by fitting the square of the radius of the consecutive ATI peaks to a linear
function, as shown in Fig. 3.5(b). In the current configuration, the scaling factor between
energy and pixel radius is s = 1.96× 10−3 eV/pixel2.

3.3.3 Single-shot image acquisition

Figure 3.6: Single CMOS line signal (a) before and (b) after the flat-field correction algo-
rithm. The red dashed line corresponds to the intensity threshold set in the thresholding
algorithm in the image acquisition software. (c) Signal above threshold. The green dashed
lines indicate the center of intensity of isolated events. Adapted from [129].
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The images on the phosphor screen were recorded by a high-speed digital complemen-
tary metal-oxide-semiconductor (CMOS) camera (GS-Vitec Marathon Ultra). The camera
was operated at the laser repetition rate (1 kHz) with a resolution of 800×600 pixels. A real
time image post-processing was implemented in the camera software (GS-Vitec Marathon
Pro) to reduce the background and most importantly to save the single-shot images sepa-
rately [129]. Briefly, a flat-field correction algorithm is introduced to the raw CMOS line
signal (cf. Fig. 3.6(a)) to correct the inhomogeneous response of the sensor by recording a
reference image. Figure 3.6(b) shows the CMOS line signal after the flat-field correction.
The signal-to-noise ratio is drastically enhanced. With a properly chosen intensity thresh-
old (red dashed line), only three electron events are valid and stored for later analysis (see
Fig. 3.6(c)).

3.3.4 Image centroiding

By employing the flat-field correction and the threshold selection algorithm in the image
acquisition software during the measurement, many images consisting the valid pixels that
correspond to ions/electrons from a single laser shot are stored. Single-shot imaging pro-
vides us the flexibility to trace the photoemission process on the level of a single charge.
Image centroiding algorithm reveals the distribution of the charged particle from the pixel
blocks of the recorded images, which offer us the probability to count the total number
of electrons that were ionized and tag the images by the asymmetrical distribution of the
emitted electrons [129].

Figure 3.7: (a) A typical raw image obtained from above-threshold ionization (ATI) of
Nitrogen gas with a single laser pulse. The laser intensity was 3×1013 W/cm2 and polarized
along the y-axis. (b) The center of gravity (red crosses) of individual groups of pixels (false
color). (c) The histogram of the hits per shot with (red line) and without (blue line) the
centroiding algorithm.

The number of electrons that were recorded in the single-shot images can be obtained
under the condition that no hits overlap directly in the single-shot images. Figure 3.7(a)
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shows a typical raw image obtained from ATI of nitrogen gas with a single laser pulse.
The raw image consisted of few tens of individual spots, where each spot corresponds to a
single electron hitting the MCP detector. The spots are combined by groups of pixels due
to the magnification setting of the imaging lens (Fig. 3.7(b)). A single electron event can
produce several pixels of the CMOS chip. In order to increase the resolution of the VMI
measurement, we employed a centroiding algorithm to each individual spots. Using the
brightness of pixels located in the same spot, the centroiding algorithm calculates the center
of gravity indicated as red crosses in Fig. 3.7(b). Figure 3.7(c) shows the histograms of
the hits per shot with and without centroiding algorithm. The histograms were obtained
from 5 × 105 images which were acquired in 8.3 minutes at 1 kHz repetition rate. The
distribution is narrower, and peaks at low event numbers in case of the images processed
with the centroiding algorithm.

3.4 Generation of ultrashort laser pulses

Figure 3.8: (a) Overview of the laser system. (b) Spectra of the laser pulses after the
Ti:Sapphire oscillator (blue) and after the hybrid pulse compressor (red). (c) Retrieved
FROG trace (c) and phase (d) of the compressed pulse after the HPC.

The generation and characterization of intense, ultrashort laser pulses are routine ex-
perimental techniques which require a variety of complex optical and electronic equipment.
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In this work, we employed near-infrared (NIR) laser fields with the pulse durations ranging
from 30 fs down to 4.5 fs.

The key components of the laser system are outlined in Fig. 3.8(a). The seed pulses
are generated by an ultra-broadband Ti:Sapphire oscillator (Rainbow: Femtolasers GmbH).
The pulse energy is 3.5 nJ at repetition rate of 70 MHz. The oscillator spectrum extends
from 620 nm to 1000 nm as shown with blue line in Fig. 3.8(b), corresponding to a pulse
duration shorter than 7 fs. The seed pulse is stretched to a pulse duration of approximately
10 ps by a glass stretcher (SF-57). Before entering the amplifier, the stretched pulse
passes an Acousto-Optic Programmable Dispersive Filter (AOPDF, Fastlite DAZZLER) for
dispersion control. The pulse energy reaches 2 mJ after 10 amplification passes through the
Ti:Sapphire amplifier (Femtopower Compact-Pro, Femtolasers GmbH). The Ti:Sapphire
crystal is pumped by green light (532 nm) at a repetition rate of 1 kHz (DM30, Photonics
Industries). The compression of the amplified pulse to its Fourier limit is achieved by
hybrid pulse compressor (HPC) which consists of a double-prism pulse compressor and a
set of 16 high dispersive mirrors (HDMs). The laser pulse energy at this stage exceeds 1.4
mJ with a spectral bandwidth of approximately 60 nm centered at a wavelength of 790
nm as shown with red line in Fig. 3.8(b). The pulse duration is 26 fs as characterized by
frequency-resolved optical gating (FROG, Swamp Optics). The traces and the results of
the pulse- and phase retrieval are shown in Fig. 3.8(c) and (d), respectively.

Figure 3.9: (a) Laser spectrum after the HCF. (b) Intensity profile after the chirp mirrors
obtained by attosecond streaking spectroscopy. Adapted from [130].

The laser beam after the hybrid pulse compressor was either delivered into a collinear
two-color setup described in section 3.5, or focused into a hollow core fiber (HCF) for
spectral broadening. The inner diameter of the HCF is 275 µm with a length of 1 m.
The HCF is mounted in a tube filled with Ne gas at a pressure p ≈ 3 bar. The tube is
equipped with Brewster entrance and exit windows (thickness 1 mm) to reduce reflection
losses. A beam stabilization system (Aligna, TEM) ensures a constant focus position of
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the beam on the fibre entrance. The focused laser pulse is broadened via optical Kerr
effect [131]. The laser spectrum behind the HCF extends over a full octave from slightly
below 500 nm up to 1000 nm as shown in Fig. 3.9(a). The spectrum extends more to
the blue side with respect to the central wavelength (720 nm) because the focused laser
pulse experiences self-steepening in the fibre [132]. Broadband negatively chirped mirrors
provide an efficient compression of pulses with a spectrum exceeding one actave [133]. In
the beamline, the positive dispersion was compensated with 6 pairs of chirped mirrors.
Fine tuning of the laser pulse duration was achieved with a set of motorized glass wedges.
The NIR laser pulses could be compressed to 4.5 fs as characterized by an attosecond
streaking measurement as shown in Fig. 3.9(b). A portion of the beam (20%) was split
into the Stero-ATI phasemeter setup to record the carrier-envelope phase of the few cycle
laser pulse [84].

3.5 Control of photonemission from nanoparticles with

two-color laser fields

3.5.1 Generation of linearly polarized two-color laser pulses

Figure 3.10: (a) Schematic diagram of collinear linearly polarized two-color pulse genera-
tion. BBO: Beta-Barium Borate, HWP: half-wave plate, NDF: neutral density filter, DM:
dichroic mirror. (b) A typical spectrum of the two-color laser beam.

The schematic diagram of the collinear two-color setup is shown in Fig. 3.10(a). The
infrared (IR) laser pulses of 30 fs duration centered at 780 nm at 1 kHz repetition rate with
an energy up to 1.3 mJ were obtained from an amplified Ti:Sapphire laser system (details
in section 3.4). The linearly polarized IR beam was sent into a telescope (2:1) before
entering a Beta-Barium Borate (BBO) crystal, where a second harmonic (SH) pulse was
generated with polarization orthogonal to the fundamental. The phase matching angle of
the BBO crystal is 29.2 ◦, which ensures the highest second harmonic conversion efficiency
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for 780 nm wavelength pulses. The two-color beams were split by a dichroic mirror and
guided into two arms of the Mach-Zehnder interferometer. The polarization of the SH pulse
was rotated by 90 ◦ via a half-wave plate and became parallel to that of the IR pulse. An
iris was introduced into the IR arm of the interferometer to regulate the spatial intensity
profile. The intensities of the IR and SH components were controlled by neutral density
filters in both arms. The field waveform of the output beam was tailored by a computer-
controlled high resolution linear translation stage (SLC-1720, SmarAct) in the IR arm of
the interferometer. Figure 3.10(b) shows a typical spectrum of the two-color laser beam
measured with a spectrometer (CCS200, Thorlabs). The central wavelength of IR beam is
780 nm. The SH peaks at 390 nm, and the full width at half maximum (FWHM) is around
8 nm.

Figure 3.11: The retrieved time dependent intensity and phase for IR (a) and SH (b) laser
pulses.

The temporal field shapes of the two-color laser pulses were measured by taking TG-
FROG traces for each component independently. The retrieved time dependent intensity
and phase are shown in Fig. 3.11. The measured pulse durations (FWHM) of the two
spectral components were τIR ≈ 40.0 fs and τSH ≈ 41.4 fs, respectively.

The stability of the collinear two-color setup was monitored by sending a frequency
stabilized He-Ne laser into the Mach-Zehnder interferometer. The interferometric fringes
are shown in Fig. 3.12(a). Change of the relative distances between the two arms of
the interferometer is caused by both rapid mechanical vibrations and long-term ther-
mal drifts (see red line in Fig. 3.12(b)). An active stabilization algorithm (propor-
tional–integral–derivative, PID) was implemented by feeding the phase shift signal back
to the linear translation stage. The thermal drifts were effectively compensated which
ensured a phase stability better than 20 mrad as shown in 3.12(b).
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Figure 3.12: (a) The interferometric fringe pattern generated by a frequency stabilized He-
Ne laser. The upper panel shows the integrated signal along the vertical direction. (b) The
phases retrieved from the interferometric fringes without (red) and with (blue) actively
stabilization. The root-mean-square (rms) with actively stabilization is around 6.8 mrad.

3.5.2 Phase resolved photoemission from nanoparticles

The experimental setup for phase resolved photonemission from nanospheres with two-
color laser fields is shown in Fig. 3.13(a). The nanoparticles are delivered into the vacuum
chamber with a home made nanoparticle source as described in section 3.1. The resulting
two-color laser pulses were focused with a 50 cm focal length mirror and intersected the
nanoparticle beam in the center of the ion optics of a VMI spectrometer (see details in
section 3.3). The electron emission was projected on a MCP/phosphor screen assembly and
the resulting image was recorded via single-shot image acquisition (see details in section
3.3).

In the study of phase resolved photoemission from nanoparticles (see Chapter 5), a
critical tuning parameter was the intensity ratio between the IR and SH beams. In order
to keep the intensity ratios constant all over the laser focus, one has to set the spatial
beam profiles of the IR and SH pulses similar. This was achieved by manipulating the
beam waist via the iris in the IR arm of the interferometer. The spatial beam profiles of
the IR and SH pulses in the focus are shown in Fig. 3.13(b) and (c), respectively. The
images were recorded by a CMOS camera (Blackfly, FLIR). The 1/e2 diameter of the beam
profiles were both approximately 93.0µm.

In order to collect distinct photoelectron projections at different two-color laser wave-
forms, the acquisition time was set depending on the count rate from the nanoparticle
events but at least 60 seconds per step. The count rate was related to the density of
the nanoparticles and the peak laser intensity in the interaction volume. The step size
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Figure 3.13: (a) Schematic of the experimental setup for phase resolved photoemission
from nanospheres with two-color laser pulses. (b) Spatial beam profiles for IR (b) and SH
(c) laser pulses in the focus.

of the motorized stage was 10 nm. The total travelling distance of the stage was 600 nm
which covered 3 full cycles of the SH laser pulses. A typical successful measurement took
approximately 1 hour.

Due to relatively low nanoparticle density only a portion of the recorded single-shot
frames contain emitted electrons from aerosolized nanoparticles (approximately 15%). The
frames containing photoelectrons from nanoparticles yield larger number of electron events
than the frames that contain emitted electrons from background gas only. Figure 3.14(a)
shows the histogram of the electrons per shot measured for solution (ethanol) with and
without SiO2 nanoparticles. The typical number of detected electrons from the background
gas is less than 20. We selected the frames containing more than 30 electrons as the
nanoparticle frames. Figure 3.14(b) shows the corresponding phase-averaged momentum
distributions of the photoelectrons from the background gas and from the SiO2 nanopar-
ticles. The momentum maps were obtained by selecting single-shot frames for backgound
gas and nanoparticles, respectively. The two-color pulses were linearly polarized along the
y-axis, and propagated along the x-axis from negative to positive direction. The momen-
tum maps from background gas and nanoparticles (as indicated in Fig. 3.14(b)) are both
symmetric with respect to the laser polarization direction. The momentum distribution
from nanoparticles were asymmetric with respect to the laser propagation direction due
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Figure 3.14: (a) The histogram of the number of electrons per shot measured for solution
(ethanol) with and without SiO2 nanoparticles. (b) The respective phase-averaged mo-
mentum distributions of the photoelectrons from the background gas and from the SiO2

nanoparticles. The dashed line indicates the cutoff moentum for background gas.

to the field propagation effect where the laser fields were enhanced at the backside of the
nanoparticle (with diameter of d = 300 nm) [48]. Please notice that the frames identified as
nanoparticle frames also contain emitted electrons from the backgound gas. Fortunately,
the photoelectrons from the backgound gas only contributed to low momenta signals, the
high momenta signals (pr > 0.7 a.u.) were dominated by photoelectrons from the SiO2

nanoparticles.

3.5.3 Angular dependent momentum cutoff

Typically, the signal-to-noise ratio near the cutoff of photoemission projections recorded
by the VMI is limited [48, 66, 68]. Here we introduce a novel method to extract the
angular and phase-resolved electron energy cutoffs from photoemission projections. Figure
3.15(a) shows a typical projected momentum map from M3C simulation with 300 nm SiO2

nanospheres. The incident two-color pulses were polarized along the y-axis with a fixed
relative phase φrel = 0. The peak intensities of the two-color pulses (ω/2ω) were both set to
3× 1012 W/cm2. More electrons are emitted to positive py as compared to negative py due
to the asymmetric shape of the driving field. In addition, the electrons are preferentially
emitted towards the backside of the nanosphere (px) because of the field propagation-
induced directional photoemission [48]. The projected momentum map will flip along the
laser propagation direction if the relative phase between ω and 2ω changes by π. It is
intuitive to visualize the angular and phase dependence by calculating a radial asymmetry
map for different electron emission angles. The maps are obtained by angular integration
within an angular interval of ∆θ = 1◦ (indicated with red and blue shades in Fig. 3.15(a))
according to the center of the map. The signal is integrated in radial segments and the
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relative difference is calculated as:

Aθ(pr, ϕrel) =
Sθ (pr, ϕrel)− S−θ (pr, ϕrel)

Sθ (pr, ϕrel) + S−θ (pr, ϕrel)
. (3.1)

Figure 3.15: A typical projected momentum map from M3C calculation. The two-color
pulses are polarized along the y-axis. The IR and SH intensities are both set to 3 ×
1012 W/cm2. The angular and phase-resolved electron cutoffs are obtained accordingly
from (a) to (f). See the details in the text.

The two panels in Fig. 3.15(b) show the typical radial asymmetry maps with θ1 =
40◦ and θ2 = 60◦, respectively. Fast Fourier transformation (FFT) is performed at each
momentum. Figure 3.15(c) shows the amplitude ratio between the main frequency (relative
phase periodicity) and the noise. The cutoffs for all angles are obtained by selecting a
threshold appropriately (c.f. dashed line in Fig. 3.15(b)). The superposed momentum
maps of all relative phases and the angular cutoffs are shown in Fig. 3.15(d) together with
the angular cutoffs. The cutoffs are extracted reasonably for each angle. The maximum
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momentum pmax
cutoff (critical cutoff) and the corresponding angle θmax (critical angle) can be

obtained accurately. It should be noted that the angular resolved cutoffs are found to be
sensitive to the threshold. In practice, one could decrease the threshold until the signal
decays to the noise level.

Furthermore, the modulation Sθ of the yield at the cutoff positions can be assumed to
be dominated by a harmonic dependence on the relative phase φrel. Therefore Sθ can be
expressed as:

Sθ(pcutoff , φrel) = Aθ(pcutoff)cos(φθ,rel + ∆φθ,rel) + Cθ, (3.2)

where Aθ(pcutoff) is the modulation amplitude, ∆φθ,rel is the phase offset to φθ,rel, and Cθ
is the constant offset. The fitting results corresponding to the angles θ1 and θ2 are shown
in Fig. 3.15(e). The angular resolved relative phase shift of the electron cutoffs are shown
in Fig. 3.15(f). The relative phase dependent analysis requires a sufficient signal in the
cutoff area. This could be mitigated by integrating the signals in a certain range (e.g.
[pθ ± 0.05 a.u.]).

3.6 Attosecond streaking metrology with isolated nanopar-

ticles

3.6.1 Generation of isolated attosecond pulses

The attosecond setup (in the group of Prof. F. Calegari and Prof. M. Nisoli, Politecnico
di Milano) is especially designed to achieve sufficiently high photon flux to perform time-
resolved spectroscopy of low-density targets such as isolated nanoparticles. The setup
is driven by near-infrared (NIR), sub-4 fs, 2.5 mJ pulses obtained by hollow-core fiber
compression of 25 fs, 6 mJ, 780 nm pulses from a commercial Ti:sapphire laser system
(Femtopower V Pro CEP, Spectra-Physics). To achieve maximum coupling efficiency, the
hollow-core fiber compressor is operated in pressure-gradient configuration. The residual
single-shot carrier-envelope phase (CEP) fluctuation of the driving pulses is ∼ 200 mrad
(rms) [134]. A schematic of the attosecond setup is shown in Fig. 3.16(a). A portion of the
NIR beam (70 %) is focused by a 1 m radius-of-curvature spherical mirror into a static gas
cell filled with a noble gas to produce extreme ultraviolet (XUV) radiation by high-order
harmonic generation. A continuous emission spectrum corresponding to isolated attosec-
ond pulses is achieved with the polarization gating technique [135]. A pair of fused silica
wedges is used to properly adjust dispersion and CEP of the NIR driving pulses. The
fundamental radiation and the energy region of the spectrum below 16 eV are filtered out
by a 100 nm thick aluminium filter. The remaining portion of the NIR beam (30 %) is
properly delayed with attosecond resolution by using a piezo-stage and then collinearly
recombined with the XUV beam by using a drilled mirror with a 3 mm diameter central
hole in an interferometric configuration. The interferometer is actively stabilized using a
frequency stabilized He-Ne laser.

An additional pair of fused silica wedges is used to properly adjust dispersion and CEP
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Figure 3.16: (a) Attosecond interferometer used for streaking measurements. Polarization
gating (PG) optics were used to properly manipulate the polarization of the driving pulse.
Fused silica (FS) wedges in both arms permitted to adjust the dispersion and the CEP of
the NIR pulses. Typical near-infrared (NIR) and XUV spectra are shown in (b) and (c),
respectively.

of the NIR probe pulses. A gold-coated toroidal mirror (f = 90 cm) is used to focus
both the XUV and NIR pulses into a beam of nanoparticles and the resulting electron
photoemission is detected with a single-shot VMI spectrometer (details in section 3.3.3)
[123, 129, 136]. The toroidal mirror is operated in Rowland configuration with unity
magnification and provides an almost aberration-free image of the XUV source, with a
negligible temporal smearing of the attosecond pulses. The angle of incidence is 86 ◦. The
spectral characterization of the XUV radiation is simultaneously achieved by using a high-
resolution flat-field soft x-ray spectrometer consisting of a second gold-coated toroidal
mirror, followed by a grating, a microchannel plate (MCP), a phosphor screen, and a
charge-coupled device (CCD) camera [137]. The angle of incidence of the toroidal mirror is
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86 ◦ and two gratings (Hitachi 001-0639 and 001-0640) are used to cover the energy range
12-100 eV. As can be seen from Fig. 3.17, completely tunable XUV emission covering the
energy region between 16 eV and 45 eV can be achieved by using different generation gases
(xenon, krypton or argon). The XUV photon flux has been measured on target by using a
National Institute of Standard and Technology (NIST) calibrated open photo-diode. The
current from the photodiode, proportional to the number of incidence photons, is read by
a Keithley amperemeter. When generating XUV pulses in xenon, the energy in the case of
continuous spectra is ∼ 4 nJ, measured after a 100 nm thick aluminum filter used to block
the fundamental radiation. Such an energy corresponds to ∼ 8 × 108 photons/pulse (or
∼ 8× 1011 photons/sec for a repetition rate of 1 kHz of the laser system).

Figure 3.17: Continuous XUV spectra generated in xenon (red curve), krypton (green
curve) and argon (blue curve). The spectra have been acquired by using a high-resolution
flat-field soft x-ray spectrometer. Full tunability between 16 eV and 45 eV is achieved.
Adapted from [114].

To temporally characterize the XUV and NIR pulses, the attosecond beamline is also
equipped with a time-of-flight (TOF) spectrometer to perform attosecond streaking in a
gas target. For reconstruction of the laser fields the Frequency-Resolved-Optical-Gating
for Complete-Reconstruction-of-Attosecond-Bursts (FROG-CRAB) technique is used [118].
Measured and reconstructed streaking traces are presented in Fig. 3.18(a) and Fig. 3.18(b),
respectively. The retrieved temporal intensity profile and phase of the XUV pulses are
shown in Fig. 3.18(c). A pulse duration of 250 as is typically achieved using this scheme.

3.6.2 Experimental setup for attosecond streaking on nanopar-
ticles

The setup for single-shot attosecond VMI with nanoparticles is schematically shown in
Fig. 3.19. The delay-controlled XUV and NIR pulses propagated collinearly in positive
direction along the x -axis, and were polarized along the y-axis. The nanoparticle stream
was injected into the interaction region by an aerodynamic lens along the y-axis. The ho-
mogeneous static electric fields between the electrodes accelerated photoelectrons towards
the MCP/phosphor screen detector. The supply voltages of the detector were gated by a
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Figure 3.18: Attosecond pulse characterization. (a) Attosecond streaking spectrogram
measured in argon and (b) retrieved FROG-CRAB trace. (c) Reconstructed temporal
intensity profile of the XUV pulse. The retrieved pulse duration was 250 ± 20 as Full-
Width-at-Half-Maximum (FWHM) with a residual parabolic phase indicating the presence
of small second-order dispersion. The second-order dispersion value was determined in-situ
in the main experiments from residual gas data.

fast high-voltage switch with a gate width of 300 ns to reduce background contributions.
The velocity-map images on the phosphor screen were recorded by a CMOS camera which
was operated at the laser repetition rate (1 kHz) with a resolution of 800 × 600 pixels,
and the exposure time was 0.1 ms. For each image the camera software (Marathon Pro,
GS Vitec) applied a flat-field correction, and up to 1024 pixels with a brightness above a
defined threshold were recorded (see section 3.3.3 for details). The camera and the fast
high voltage switch were both synchronized to the laser with suitably delayed TTL-trigger
signals.

3.6.3 Single-shot data discrimination

The single-shot data discrimination is related to recent coincidence experiments, where
the attosecond streaking from two different gases could be simultaneously measured and
distinguished in the data analysis [20]. Without such approaches, either the emission bands
have to be spectrally well separated (see e.g. [58, 138]), or measurements have to be taken
consecutively, which is, however, difficult due to typically limited long-term interferometer
stability. The latter would pose a severe problem for measurements on dilute targets, where
acquisition times are long (typically in the range of 45-60 min at 1 kHz for one streaking
measurement on nanoparticles).

Due to the magnification setting of the imaging lens, a single electron hit on the
MCP/phosphor assembly can illuminate several pixels on the CMOS chip. For sufficiently
low density of hits on the detector per laser shot, a centroiding algorithm can be used to
uncover the number of electrons recorded in single-shot images (more details in section
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Figure 3.19: Schematic of the experimental setup for attosecond streaking experiments on
nanoparticles. A beam of isolated nanoparticles is illuminated with few-cycle NIR and
XUV pulses along the y-axis. The inset shows the transmission electron micrograph of
the SiO2 nanoparticles with a diameter of 50 nm. The XUV and NIR pulses propagate
in positive direction along the x -axis, and are polarized along the y-axis. The electron
emission is projected with a static electric field onto the MCP/phosphor screen assembly
of the VMI spectrometer and each shot is detected with a fast CMOS-camera outside of
the vacuum chamber (not shown). Taken from [42].

3.3.3). Examples for post-processed single-shot images of the 2D electron momenta (x
and y components), as obtained from the residual gas only and for SiO2 nanoparticles,
are shown in Fig. 3.20(a) and (b), respectively. The laser pulses propagated along the px

axis, and were polarized along the py axis. The number of electrons emitted per laser shot
from nanoparticles (Fig. 3.20(b)) was typically much larger than from the residual gas
(Fig. 3.20(a)). For the residual gas frames, single ionization by the XUV is expected to
dominate, and the detected electrons therefore originate predominantly from different gas
atoms or molecules present in the interaction region. For nanoparticles hit by the XUV,
typically more electrons are emitted and show an asymmetry along the laser propagation
direction, as depicted in Fig. 3.20(b). The asymmetry manifests as more electrons ap-
pearing on the left side of the image, corresponding to the incident side along the laser
propagation axis. This effect is known as shadowing [25, 139, 140], and originates from the
asymmetric absorption of the attosecond XUV light in the nanoparticle.

Figure 3.20(c) shows the histogram of detected electrons per shot for nanoparticles (red
line), compared to just residual gas (blue line). Both measurements were performed under
identical conditions (laser intensity and experimental chamber pressure < 2× 10−7 mbar),
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Figure 3.20: Post-processed single-shot momentum images (projected along pz) of the
electron emission for (a) residual gas and (b) SiO2 nanoparticles obtained in the XUV-
NIR streaking experiments. The red dots show averages of the momentum distributions.
The asymmetry in the photoelectron momentum distribution along the laser propagation
direction (px) originates from preferential absorption of XUV light on the front side of the
nanoparticle (shadowing). (c) Histogram of the number of hits per frame measured with
only ethanol in the evaporator (residual gas, blue line) and SiO2 nanoparticles dispersed
in ethanol (red line).

by using the evaporator with just ethanol and with a nanoparticle-ethanol dispersion.
Without nanoparticles, the number of electrons per shot has a sharp upper cutoff NGas

cutoff =
40. For the nanoparticle dispersion, the maximum number of electrons per shot goes up
to NSiO2

cutoff = 270 and 15% of the shots recorded more than 50 electrons, which clearly arise
from emission from SiO2 particles.

3.7 CEP controlled photoemission from nanoparticles

3.7.1 Stereo time-of-flight setup and data acquisition

As described in section 3.3, the VMI technique offers us the probability to detect both
kinetic energy and angular distributions of the charged particles. But the kinetic energy
detection range is below 1.2 KeV [141], and restricts the applications in high energy pho-
toemission measurements. A stereo time-of-flight (STOF) which consists of two symmetric
TOF spectrometers can be employed to extend the measurements to much larger kinetic
energy detection range (> 2 keV).

Figure 3.21 outlines the STOF setup [130]. Briefly, a linearly polarized few-cycle laser
pulse illuminates on a nanoparticle stream in the middle of the two spectrometers. The
spectrometers stand facing each other, and collect the photoemitted electrons along the
polarization direction (z -axis). The birth time of the photoelectrons was defined as the
detection time of the scattered lights. The arrival time of a single electron event was
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Figure 3.21: Schematic of the stereo time-of-flight setup. A linearly polarized few-cycle
laser pulse illuminates on a nanoparticle stream in the middle of two symmetrical time-of-
flight spectrometers. The spectrometers stand facing each other, and collect the photoemit-
ted electrons along the polarization direction (z -axis). The inset shows the transmission
electron microscopy (TEM) image of SiO2 nanoparticles with a diameter of 95 nm.

obtained by the peak detection algorithm using a gate open and close threshold. In combi-
nation with the length of the drift tube (50 cm), the time resolution of the digitizer and the
approximated 300 ps trigger jitter of the delay generator, the energy resolution is 2 % at
1 keV. The inset of Fig. 3.21 shows the transmission electron microscopy (TEM) image of
SiO2 nanoparticles with a diameter of 95 nm. The delivery of the nanoparticle stream via
the aerodynamic lens system is described in detail in section 3.2. For reference scans, neon
gas could be injected into the laser focus through a gas nozzle. The background pressure
was 2 × 10−8 mbar, and with the nanoparticle source on was 2 × 10−7 mbar. The STOF
spectrometer was provided by Prof. Meiwes-Broer, Universität Rostock.

3.7.2 Data analysis and pulse characterization

The time-of-flight spectra are recorded for both channels in each laser shot, the momen-
tum spectra can be obtained by converting the flight times into initial momentum. The
rebinning for the exact phase retrieval yields the phase dependent spectra. Figure 3.22(a)
shows the momentum spectra of photoelectrons measured on Ne gas with two different
CEPs. The laser intensity is 2.6 × 1014 W/cm2 calculated from the cutoff energy. The
direct electrons are driven by the laser field up to energies of 2 Up, which dominate the low
energy regime (left), here Up is the ponderomotive energy. The higher energy electrons
are ionized and driven back towards the parent ion by the external laser field, and gain
more energy – up to 10 Up – from the external field after rescattering [142]. The scattered
electrons exhibit a strong CEP dependence due to the fact that the recollision of electrons
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with the core is highly dependent on the shape of the electric field of the few-cycle pulses
[106].

Figure 3.22: (a) Momentum spectra of photoelectrons measured on Ne gas. The laser
intensity is 2.6× 1014 W/cm2. (b) The asymmetry map calculated from the phase tagged
spectra.

The CEP dependent asymmetrical photoemission with respect to the laser propagation
axis can be intuitively visualized by calculating the relative difference between the momen-
tum spectra from the symmetrical time-of-flight channels. The phase retrieval asymmetry
map is calculated by:

A(pz, ϕcep) =
S1 (pz, ϕcep)− S2 (pz, ϕcep)

S1 (pz, ϕcep) + S2 (pz, ϕcep)
, (3.3)

where S1 and S2 are the CEP rebinned momentum spectra obtained by the two time-of-
flight channels. Figure 3.22 shows the asymmetry map calculated from the phase tagged
spectra measured on Ne gas. The absolute CEP was determined from a comparison with
TDSE simulation. The asymmetry pattern exhibits a strong CEP dependence, and shifts
to higher CEPs with increasing momentum of the rescattered electrons.

The cutoff energy of the photoelectrons was obtained from the CEP averaged TOF
spectrum. Figure 3.23 shows a typical TOF spectrum for a 95 nm SiO2 nanoparticle mea-
surement. The laser intensity is 1.5× 1014 W/cm2 which characterized by a reference scan
in Ne gas. The small peak close to zero delay time is produced by photons, and exhibits
a long exponential tail. Two methods were used to obtain the cutoff energies. In the first
one the cutoff is defined at the position in the TOF spectrum where the signal reaches
the noise level (indicated by (1) in the inset of Fig. 3.23). Due to the low signal-to-noise
ratio in the cutoff region, especially the overlaps between the high-energy electron events
and the light peak at high laser intensities, the exact cutoff energy cannot be assigned
unambiguously with this method. The time-of-flight spectrum shows a nearly linear decay
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Figure 3.23: Time-of-flight spectrum of a SiO2 measurement at an intensity of 1.5 ×
1014 W/cm2. The inset illustrates the two methods for determining the cutoff. Adapted
from [130].

in the higher energy range (shorter flight time). This feature permits a cutoff by fitting
the spectrum linearly, as shown by (2) in the inset of Fig. 3.23. The final cutoff energy
was obtained by averaging the results of both methods. The trigger jitter and digitizer
resolution were taking into account as the systematic error.



Chapter 4

Attosecond chronoscopy of electron
scattering in dielectric nanoparticles 1

4.1 Introduction

For electron energies in the tens-of-electronvolt range, collisions typically occur in the
sub-femtosecond range. We have access to this timescale via attosecond streaking as de-
scribed theoretically and experimentally in section 2.5 and section 3.6, respectively. Briefly,
photoemission inside a solid is initiated by an extreme ultraviolet (XUV) pulse, and the
momentum change of released electrons due to a second near-infrared (NIR) pulse is mea-
sured as a function of XUV/NIR pulse delay. To date, this metrology has been successfully
applied to metals or adlayer-covered metals [18–23, 25–27], where the NIR streaking field
takes effect only on the surface of the material. The physics for dielectrics, however, is
fundamentally different as the released electrons are streaked by the NIR field also inside
the solid. Most importantly, until now accumulative charging induced by the XUV pulse
has prevented the application of attosecond streaking to dielectrics. We solve this problem
by using a continuous stream of nanoscopic targets. By merging the attosecond streaking
metrology and nanoparticle aerosol generation technology, the proof-of-concept study on
attosecond chronoscopy of electron scattering in 50 nm SiO2 nanoparticles will be reported
in this chapter. The relative attosecond streaking delay measurements are permitted by
recording the attosecond photoemission from residual gas (time reference) and nanoparti-
cles simultaneously. The theoretical work based on M3C model shows that streaking delays
are a measure for inelastic scattering of electrons in dielectric materials.

4.2 Count rate estimation

For the typically employed low nanoparticle densities on average less than one nanoparticle
is present in the central, high intensity region of the laser focus. Therefore, even when

1The results in this Chapter were published in [42, 114].
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using the nanoparticle dispersion, the frames contain signal from residual injection gas
and possibly one or few nanoparticles. In order to quantify the effects of the nanoparticle
density, nanoparticle beam parameters and the focal laser intensity profile on the single-shot
electron number distribution, we introduce a simplified hit statistics model that is based
on the schematic setup shown in Fig. 4.1(a). The number density of SiO2 nanoparticles in
the beam is modeled by a Gaussian distribution

n(r) = n0 exp(−2(x2 + z2)/ω2
np) (4.1)

where n0 = 2× 106 cm−3 is the density in the center of the nanoparticle beam and ωnp =
500µm characterizes the beam width [66]. The XUV fluence (number of photons per unit
area) in the focus region is described by a Gaussian beam as

F (r) =
2Nphot

πωxuv(x)2
exp(−2(y2 + z2)/ωxuv(x)2) (4.2)

with ωxuv(x) = w0

√
1 + (x/xR)2 the beam waist at position x on the optical axis, ω0 =

10µm the beam waist at focus, and xR = 8 mm the Rayleigh length. The total number
of photons in a single laser shot was Nphot = 2 × 108. We now assume that every pho-
ton falling into the geometrical cross section σgeo = πR2 of a nanoparticle with radius
R = 25 nm is absorbed and generates a photoelectron. This assumption is well justified
considering the corresponding attenuation length for the XUV radiation. Considering that
each photoelectron is detected with probability η, we can introduce a reference fluence

Fsingle =
1

ησgeo

(4.3)

that specifies the fluence needed to generate on average one detected electron per nanopar-
ticle. As a result, the absolute fluence F can conveniently be expressed as a relative
fluence f = F/Fsingle that specifies the on average expected measurable electron number
per nanoparticle.

In the next step, a simplified rate equation model is employed to describe the probability
pq for measuring q electrons at a given relative fluence. Departing from the initial condition
pq = δq,0 for vanishing fluence, the corresponding probability distribution pq(f) follows from
integrating the coupled rate equations

dp0

df
= −p0 and (4.4)

dpq
df

= [pq−1 − pq] for q > 0, (4.5)

as illustrated in Fig. 4.1(c). Integrating over a sufficiently large control volume V that
can be chosen to contain an integer number NV =

∫
n(r) of nanoparticles yields the

probability distribution Pq =
∫
pq(f(r))d3r for measuring a specific electron number q

from a nanoparticle. Note that the distribution Pq so far reflects only the result for a
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Figure 4.1: (a) Schematic representation of the XUV and nanoparticle interaction region
and the control volume V (dashed rectangle) including NV nanoparticles. (b) Probabilities
to detect q electrons measured from gas (blue) and nanoparticle-gas mixture (red), and
calculated from the hit statistics model (solid black). Here the photoelectron detection
probability was η = 8.5 %. The dashed curve reflects the calculation result scaled with an
exponential damping function exp(q/qsat), with parameter qsat = 100. (c) Single-particle
propability distribution pq(f) in dependence of relative fluence. (d) Weighted multihit

probability distributions giP
(i)
q for hitting i = 0 . . . 3 nanoparticles. Note that the blue

curve (i = 0) reflects the gas result. The inset shows the respective multihit probabilities
gi. Taken from [114].

single nanoparticle and is normalized automatically to
∑∞

q=0 Pq = 1. The probability to
hit a selected specific nanoparticle in the control volume is Phit =

∑∞
q=1 Pq.

Based on this individual hit probability and using a known number of nanoparticles
NV in the control volume we can introduce the multihit probability to simultaneously hit
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i nanoparticles as

gi =

(
NV

i

)
(Phit)

i(1− Phit)
Nv−i. (4.6)

The resulting multihit probabilities for the given parameters and for i = 0 . . . 3 are displayed
in the inset of Fig. 4.1(d). Note that for the case of i = 0 only residual gas signal is
considered. Starting from the corresponding electron number distribution for residual gas
P

(0)
q , which can be taken from the experiment, the electron number distribution for a given

number of simultaneously hit particles i follows as

P (i)
q =

∑
k

∑
l

P
(i−1)
k Plδq,k+l for i > 0. (4.7)

The finally measurable electron number distribution results from the weighted sum of the
individual multihit distributions via P tot

q =
∑
giP

(i)
q . Figure 4.1(d) shows the relevant

terms giP
(i)
q (i = 1 . . . 3) from this summation and the final result is compared to the

experiment in Fig. 4.1(b).
The simulated electron number distribution shows similar features as the experimental

data, i.e. the pronounced residual gas peak and a plateau like feature up to high electron
numbers. However, the slope of the distribution in the plateau region is steeper in the
experiment. Scaling the calculated results with an exponential damping function (dashed
curve in Fig. 4.1(d)) can reproduce the experimental data. While the origin of such scaling
effects in the experiment is unclear, we like to point out that the model has neglected
contributions due to shot to shot fluctuations of the XUV pulse energy, quenched electron
emission resulting from Coulomb blockade effects or saturation in the electron detection.

In order to select the frames that contain photoemitted electrons from SiO2 nanopar-
ticles, we quantified the asymmetry in the electron emission (details in section 3.6). The
single frame distributions as a function of 〈px〉 and the number of electrons per frame are
presented in Fig. 4.2(a) for a measurement with nanoparticles injected in the interaction
region. The black solid line indicates the weighted average of 〈px〉 of the frames with
different numbers of electrons. The frames below the blue line (36 electrons) contain less
electrons symmetrically distributed, and are assigned to residual-gas-only frames. This can
be verified by an independent residual-gas-only measurement with similar laser conditions,
as shown in Fig. 4.2(b). The residual-gas-only frames contain less than 30 electrons and
the average momentum distribution is symmetric with respect to the laser propagation
direction.

Due to the limited number of electrons in each frame, the average projected momentum,
〈px〉 of the residual-gas-only frames shows a relatively wide distribution. A significant
number of frames above the red line (70 electrons) contain larger amount of electrons and an
asymmetric distribution due to the photoemission from nanoparticles. The frames with hit
numbers in between the blue and red lines barely contain electrons from nanoparticles and
are disregarded. The discussed features of the nanoparticle frames, i.e. the combination of
the number of electrons and an asymmetric distribution, provide an efficient discrimination
method for the post-selection of residual-gas-only and nanoparticle frames. The shot-
averaged images following this approach are shown in Figs. 4.2(c,d). The residual gas
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momentum distribution is symmetric with respect to the laser propagation direction (Fig.
4.2(d)), while the nanoparticle emission clearly has an asymmetric distribution due to the
XUV shadowing, see Fig. 4.2(c).

4.3 Nanoparticle streaking spectrograms

By measuring momentum images for different pulse delays of the NIR with respect to the
XUV pulse, streaking spectrograms can be obtained. In the measurements on 50 nm SiO2

particles, the pulse delay step size was set to 150 as, and 40000 laser shots were recorded
at each delay step. The spectrograms depicted in Fig. 4.3 were derived from angular
integration of the projected momentum distributions over an angular range of ±25◦ around
the laser polarization direction (see Fig. 4.2(c) and (d)). We note here that the VMI images
were not inverted and the spectrogram was directly obtained from converting the projected
radial momenta to energies. This needs to be taken into account when comparing the data
to theoretical simulations. Figure 4.3 shows streaking spectrograms for (a) residual gas and
(b) nanoparticles, obtained from the discriminated single-shot data. Both spectrograms
look very similar and exhibit the characteristic oscillations with respect to the pulse delays.
Two contour lines for a selected asymptotic energy (25 eV) are shown as solid cyan lines.

To determine relative streaking delays between the nanoparticle and residual-gas data,
we fit contour lines in the streaking spectrograms. Furthermore, each contour line was
filtered to remove high frequency noise (circles in Figs. 4.4(a,b)) by employing a low-pass
filter. The filtered contour lines were then fit with a few-cycle waveform of the following
form:

Efit(∆t) = E + A cos(ω∆t− ωδt) exp(−1

2

(∆t− t0)2

τ 2
), (4.8)

where E is the asymptotic energy of the considered contour line, A is the streaking am-
plitude, ω is the carrier angular frequency, δt is the streaking delay, t0 is the center of the
Gaussian envelope, and τ is the pulse width. The solid lines in Figs. 4.4(a,b) show the
fitting results corresponding to the filtered contour lines in Figs. 4.3(a,b), respectively.
Both curves provide a very good representation of the data and reveal a relative time shift
between the curves from the residual gas and SiO2 nanoparticle. Meanwhile, an effective
electric field amplitude of the streaking NIR laser pulse can be reconstructed from the
fitted curve for the residual gas. The maximum electric field is Ey = 2.6 × 109 V m−1,
corresponding to an instantaneous intensity of 9.0× 1011 W cm−2.

The energy-dependent temporal streaking delays δtgas for the residual gas and δtSiO2

for SiO2 nanoparticles are shown with blue and red dots in Fig. 4.4(c). Both of the curves
exhibit a characteristic tilt originating from the chirp of the XUV pulses, which can be
fully taken into account in theoretical simulations.

In the single-shot attosecond streaking experiments, the simultaneous measurement of
the residual gas and nanoparticles within the same experiment offers retrieving the energy-
dependent relative streaking delay δtrel = δtSiO2−δtgas, which reveals a photoemission time
shift between the gas reference and nanoparticles.
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Figure 4.2: Single frame distributions as a function of 〈px〉 (average projected momentum
on the x -axis) and the number of electrons per frame for measurements with (a) SiO2

nanoparticles and (b) without nanoparticles, corresponding to just residual gas. The color
scale corresponds to the number of frames on a logarithmic scale. The black solid line
indicates the weighted average of 〈px〉. The blue and red solid lines denote regions for
nanoparticle and residual-gas-only frames. (c), (d) Images obtained by superposition of
nanoparticle frames (above the red line in (a)) and residual-gas-only frames (below the
blue line in (a)). The black dashed line indicates the cutoff momentum of background
contribution. The black lines mark the integration range used for retrieving streaking
traces. Taken from [114].
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Figure 4.3: Typical streaking spectrograms of electrons emitted from residual gas (a) and
nanoparticles (b) obtained from angular integration of projected momentum maps over
±25◦ around the laser polarization direction. The solid curves indicate the filtered contour
line following constant signal intensity for an asymptotic energy of 25 eV. Taken from
[114].

In the data discrimination, we accounted for the fact that the recorded events in
nanoparticle frames also contain contributions from the residual gas. In order to calculate
the time delay of the photoelectrons from the nanoparticles, it is crucial to uncover the ratio
between these two contributions. For this purpose, we compared the averaged single-frame
spectra from Figs. 4.2(d,c), which correspond to the residual gas and nanoparticle frames,
respectively. Figure 4.4(c) shows the resulting spectrum from residual gas (blue line) and
the spectrum obtained from the nanoparticle frames (red line). The black line shows the
nanoparticle single frame spectrum after subtracting the gas contribution, reflecting the
pure nanoparticle signal. The nanoparticle spectrum has a higher intensity and higher
spectral cutoff than the residual gas data. The ratio between the nanoparticle and residual
gas signal as function of energy is shown in Fig. 4.5(b). The contribution of photoelectrons
from the SiO2 nanoparticles increases above 20 eV, and dominates the signal beyond the
cutoff energy of the residual gas. Limited by a too strong overlap between the residual gas
and nanoparticle signals below 20 eV and the signal-to-noise ratio of the streaking spectra
near the cutoff energies (see Fig. 4.3), the relative streaking delay between SiO2 and the
reference gas can be extracted in the window between 20 and 30 eV. We note that this
particular energy window was accessible with the XUV pulses generated in Kr as described
in section 3.6.
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Figure 4.4: (a, b) The high frequency-filtered contour lines (circles) were fitted with few-
cycle waveforms (solid lines). (c) Energy-dependent streaking delays measured for residual
gas (blue) and SiO2 nanoparticles (red). The data represents an average over three scans
performed under similar conditions (the error bars indicate the deviation of the individual
data sets). Solid lines show corresponding simulation results for gas (blue), nanoparticles
(black) and their mixture (red) using an XUV chirp of −7 × 10−3 fs2. The inset shows
the relative contribution of electrons without inelastic collisions in the M3C simulations.
Taken from [114].

4.4 Photoemission delays from nanoparticles

To unravel the physics resulting in the delayed photoemission from the dielectric nanoparti-
cles, semi-classical trajectory simulations based on the M3C model were employed (details
in section 2.4). In these simulations, the propagation of the XUV and NIR pulses was
evaluated using a spectral decomposition of the incident fields and calculating the spatial
modes for the individual spectral components using the Mie-solutions for a sphere including
dispersion. Photoelectron trajectories were launched in the sphere via Monte-Carlo sam-
pling of the local instantaneous spectral photoionization rate (calculated from the local
XUV near-field) and integrated in the NIR near-field using classical equations of motion.
For trajectories inside the sphere, elastic electron-atom and inelastic electron-electron col-
lisions were included as instantaneous, isotropic scattering events using energy-dependent
mean-free paths and sampled with Monte-Carlo methods. As ionization due to the XUV
field was weak in the investigated scenario, charge interaction effects could be neglected.

From M3C simulations for the experimental parameters, we calculated streaking spec-
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Figure 4.5: (a) Typical single-frame energy spectra of emitted electrons from residual gas
(blue), from a mixture of SiO2 and residual gas (red), and SiO2 excluding residual gas
(black). (b) Measured energy-dependent ratio of nanoparticle signal relative to residual
gas (red) and result obtained from combining simulated gas and nanoparticle spectrograms
(black). The error bars indicate the deviation of three independent measurements. Taken
from [114].

trograms and extracted energy-dependent streaking delays using the same projections and
analysis as for the experimental data. The excellent agreement of simulations and exper-
iment (compare curves and dots in Fig. 4.4(c)) motivated a systematic analysis of the
contributions to the streaking delays. We found that in our scenario the streaking delay
for the SiO2 nanoparticles

δtSiO2 = δtoffset + δtchirp + δtfields + δtcoll (4.9)

includes the following four contributions. First, a delay induced by the (experimentally
unknown) absolute offset of the XUV/NIR delay axis as well as the CEP of the NIR pulse
(δtoffset). Second, an energy-dependent delay generated by the chirp of the attosecond pulse
(δtchirp). Third, a delay induced by the retardation and spatial inhomogeneity of the local
near-fields (δtfields, details below) and fourth, a delay induced by the electron collisions
inside the medium (δtcoll).

The first two contributions also define the delay of the reference measurement

δtgas = δtoffset + δtchirp. (4.10)

As the nanoparticle and reference measurements are performed simultaneously for the same
laser parameters, δtoffset and δtchirp are equal for nanoparticle and gas reference (assuming
a similar effect of the XUV chirp on the gas and nanoparticle streaking) and thus canceled
out in the relative streaking delay. The relative streaking delay

δtrel = δtSiO2 − δtgas = δtfields + δtcoll (4.11)
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is fully determined by the field- and collision-induced contributions. The field contributions
are relevant for nanoscopic targets such as the nanoparticles discussed here, but do not
play a role in the photoemission from atoms. Note that additional contributions due to
Wigner delays [143] and Coulomb-laser coupling [144–146] are assumed to be comparable
for nanoparticles and gas as we evaluate similar electron energies and the long-range inter-
actions are Coulombic in both cases. These contributions thus cancel in the relative delay.
The remaining short-range effects are assumed negligible away from resonances [147].

In the following we present a detailed analysis of the collision induced and the near-
field induced streaking delays. Furthermore, we discuss the XUV chirp effect for gas and
nanoparticles.

4.4.1 Near-field induced streaking delay

Figure 4.6: (a) Near-field enhancement of the XUV (blue) and NIR (red) on a cut through
the propagation-polarization plane of a 50 nm SiO2 sphere. (b) Distribution of emitted
electrons, Y (θ), as a function of birth angle θ. The vertical dashed line indicates an effective
birth angle θ〈x〉 = acos(〈cosθ〉). Adapted from [114]. (c) Energy dependent complex
refractive index for SiO2, adapted from [119].

In order to extract information on the electron scattering within the material the field-
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induced contribution to the relative streaking delay must be either negligible or known. In
the following we describe how this contribution can be estimated for 50 nm silica spheres.
We split the field-induced delay

δtfield = δtretard. + δtinhom. (4.12)

into the parts corresponding to retardation of the XUV and NIR fields (δtretard.) and the
part reflecting the effect of the spatial inhomogeneities of the NIR field (δtinhom.), i.e. its
decay with increasing distance from the nanosphere.

The retardation effect can be estimated by comparing the evolution of the local near-
fields at the sphere surface with respective vacuum solutions. Figure 4.6(a) shows the
relative spatial intensity and field enhancement profiles of the XUV field (inside region,
blue) and the NIR field (outside region, red), respectively, for a 50 nm SiO2 sphere. The
specific regions are selected for the following reasons. The XUV field enters the dynamics
only via photoionization inside of the sphere. The NIR streaking field is nearly constant
inside and has the relevant spatial variations outside. For nanospheres that are small
in comparison to the wavelength of the NIR field, the peak enhancement appears at the
particle poles (compare [48]), leading to the strongest streaking of electrons from these
regions. For the XUV field, there is nearly no intensity enhancement as the real part of
the complex permittivity of SiO2 around 30 eV is close to unity, see Fig. 4.6(c). However,
the non-negligible imaginary part leads to strong absorption of the XUV field on the front
side of the nanosphere, which results in lower field intensities at the back side. This field
shadowing is seen in the asymmetric electron emission that is used for tagging nanoparticle
shots in the experiment. The birth angle distribution for a typical simulation (such as that
seen in Fig. 4.6(b)) clearly reflects a significant shift of the peak signal toward the front
side of ca. 10◦ with respect to the particle pole.

The XUV field enters the dynamics only via photoionization, which is determined by
the pulse envelope. Therefore, we evaluate the group delay

tgroup,XUV = tSiO2
group,XUV − t

vac
group,XUV, (4.13)

defined via the center of mass of the field envelope (blue curve in Fig. 4.7(a)), where a
negative/positive delay indicates advanced/retarded arrival of the near-field with respect
to the vacuum case. For the NIR field, where the full waveform enters the dynamics, we
estimate the retardation effect via the phase delay

tphase,NIR = tSiO2
phase,NIR − t

vac
phase,NIR (4.14)

(red curve in Fig. 4.7(a)). The overall retardation induced streaking delay then reads

δtretard. = tgroup,XUV − tphase,NIR, (4.15)

where the XUV/NIR parts contribute with positive/negative sign as the incident NIR-field
needs to be delayed/advanced to compensate for the respective retardation effect. We found
that the retardation induced delay (black curve in Fig. 4.7(b)) is smaller than 40 as over



60 4. Attosecond chronoscopy of electron scattering in dielectric nanoparticles

Figure 4.7: (a) Angle-dependent NIR phase- and XUV group-delay with respect to the
vacuum solutions calculated at the sphere surface in the propagation-polarization-plane.
(b) Streaking-delay due to field retardation of XUV and NIR fields calculated from the
group and phase delays in (a) (black curve). Symbols show streaking delays evaluated from
a simplified trajectory model including only field retardation (black), and including both
field retardation and NIR field inhomogeneity (cyan). Adapted from [114].

the whole surface of the sphere. However, due to the shadowing of the XUV radiation, the
dominant part of the detected photoelectrons is emitted from the front side of the sphere
(see Fig. 4.2(c)). In particular, at the effective birth angle θ〈x〉 ≈ 101◦ (see dashed vertical
line in Fig. 4.6(b) and Fig. 4.7), the retardation induced delay is particularly small (<
15 as).

4.4.2 Effect of the chirp on the streaking delay

For the XUV pulses in the M3C simulations we assume an incident pulse with Gaus-
sian spectral intensity distribution to approximate the experimentally measured spectrum
(compare blue and black curves in Fig. 4.8(a)). The combined spectral and temporal
evolution of the XUV intensity is characterized by the Wigner distribution. Figure 4.8(b-
c) show the resulting Wigner distributions W (r, t, ω) for a 250 as XUV pulse with two
different chirp parameters (as indicated) at the upper pole of an SiO2 sphere. While for
an unchirped pulse all frequency components arrive nearly simultaneously (Fig. 4.8(b))
a negative chirp leads to an arrival delay of the XUV pulse that increases with photon
energy (Fig. 4.8(c)). We quantify this spectral delay tXUV (Eph) by the corresponding
temporal center of mass of the Wigner distribution, see Fig. 4.8(b-c). The relative arrival
delay trel, XUV (Eph) = tSiO2,XUV (Eph) − tvac,XUV (Eph) between nanoparticle and vacuum
fields (see Fig. 4.8(d)) shows dispersion induced spectral variations by just a few attosec-
onds around the average XUV group delay. Most importantly, the relative arrival delay is
nearly independent of the XUV chirp (compare solid and dashed curves in Fig. 4.8(d)),
supporting the above claim that the chirp effect also cancels in the relative streaking delay
analysis.
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Figure 4.8: (a) XUV spectrum measured in the experiment (black) and Gaussian spectrum
used in the simulations (blue). (b - c) Wigner distributions at the surface of a 50 nm SiO2

sphere at the upper pole (90◦) as a function of time and photon energy for two different
chirp parameters β (as indicated). The lines reflect the spectral arrival delays for vacuum
and SiO2 . (d) Relative spectral arrival delays resulting from the data in (b) and (c).

4.4.3 Size dependence of the angle-averaged streaking delay

For a systematic comparison of the different field-induced contributions to the streaking
delay, we calculated angle-averaged streaking delays in dependence of the nanosphere di-
ameter, see Fig. 4.9(b). The mean birth angles for the investigated sphere diameters,
obtained from M3C simulations, are shown in Fig. 4.9(a). The oscillation of the field
retardation induced streaking delay as function of sphere diameter (black curve and dots
in Fig. 4.9(b)) is attributed to the successive excitation of higher order modes of the NIR
near-field. The offset of the streaking delay of around 10 as in the limit of small spheres is
a pure dispersion induced feature of the XUV near field and not a propagation effect. The
additional effect of the NIR inhomogeneity (compare green to black dots in Fig. 4.9(b))
is negligible for large spheres but strongly modifies the field induced streaking delay for
small spheres. In particular, for d = 50 nm the inhomogeneity effect cancels the retardation
effect δt < 2.5 as such that field-induced delays are negligible (δtfields � δtcoll), making the
relative streaking delay to a direct measure of the collisional delay (δtrel ≈ δtcoll).

4.4.4 Influence of elastic and inelastic collisions on the streaking
delay

Since the contribution δtfields, characterizing the retardation and inhomogeneity effects of
the NIR and XUV near fields, is negligible, the main contribution to the relative streaking
delay results from the interplay of elastic and inelastic collisions inside the spheres and
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Figure 4.9: (a) Evolution of the effective birth angle with the nanoparticle diameter.

(b) Size-dependence of the angle-averaged streaking delay δt =
∫
Y (θ)δt(θ)dθ∫
S(θ)dθ

(weighted with

the birth angle distribution) calculated from the near-fields (curve) and from the simplified
trajectories model (dots) as in Fig. 4.7(b). Adapted from [114].

is in the range δtcoll ≈ 150 as for our experimental parameters. Below we show why this
delay is mainly dependent on the inelastic scattering time for dielectric materials.

Figure 4.10: Impact of elastic and inelastic scattering on the streaking delays. (a) The
photoemission of electrons generated at time t0 with initial momentum p0 without collisions
(green) and with an elastic collision (red) at time tc after propagation inside the material
(blue arrow). A(t) is the vector potential of the probe laser field. (b) The streaking
traces result from directly emitted electrons (green curve) and elastically scattered electrons
(red curve). (c) Population of electrons without inelastic collisions leading to time-shifted
contributions to the final streaking spectrogram. Taken from [42].

In the relevant energy range, interband excitations constitute the dominant inelastic
scattering channel and result in an energy loss comparable to the bandgap energy for (≈
9 eV for SiO2 ), removing the inelastically scattered electrons from the spectral region
of interest, that is, the high-energy part of the streaking trace. Therefore, we focus on
electrons without inelastic collisions, which determine the high-energy signals. For clarity,
we discuss the effect for a fully transparent material (unit permittivity). Figure 4.10
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illustrates the photoemission of electrons generated at time t0 with initial momentum p0

from the transparent material without collisions (green) and following an elastic collision
(red) at time tc after propagation inside the material (blue arrow). The direct electrons
escape along the surface normal (green arrow) and have a final momentum pf = p0 +
qA(t0), where q is the electron charge, A(t) is the vector potential of the probe laser field.
The streaking trace that results from these directly emitted electrons (green curve in Fig.
4.10(b)) characterizes the streaking field vector potential, and is thus equivalent to gas-only
traces.

In contrast, electrons that leave after elastic, isotropic scattering at time tc (red sym-
bol in Fig. 4.10(a)) are essentially indistinguishable from direct electrons generated at
time tc. The electron momentum gain during propagation inside the medium between the
birth at time t0 and the elastic collision at time tc nearly vanishes after averaging over
an ensemble of electrons. This occurs because electrons born with point-symmetric (we
assume an isotropic distribution in Fig. 4.11 for clarity) initial momentum distribution
with momentum vectors p0 (black arrows in Fig. 4.11(a)) gain a fixed momentum ∆p
defined by the vector potential difference ∆p = q [A (t0)−A (tc)] (blue arrows in Fig.
4.11(a)). Assuming isotropic elastic scattering at time tc, only the modulus of the incident
momentum |p0 + ∆p| determines the momentum after the collision. Transformation into
the initial momentum frame (Fig. 4.11(b)) leads to a point-symmetric (or isotropic) distri-
bution of gained momenta. Under this assumption that is well justified for the considered
laser parameters, the average momentum for an ensemble of electrons is 〈|p0 + ∆p|〉 ≈ |p0|.
Therefore, besides a broadening of the momentum distribution (Fig. 4.11(c)), the isotropic
scattering event effectively acts as a new birth of the electron with final elastic scattering
time tc has an average final momentum 〈pf〉 ≈ p0 + qA(tc) , yielding a streaking trace
shifted by tc (red curve in Fig. 4.10(b)). The final spectrogram is an average of shifted
streaking traces, each weighted with the corresponding emission current. As the emission
current reflects the population decay resulting from interband excitations, the streaking
delay is very sensitive to the inelastic scattering time (Fig. 4.10(c)).

Each elastic collision induces a shift of the streaking spectrogram, while inelastic colli-
sions result in a decay of the population of electrons contributing to the relevant electron
energy range. The effect of these two processes on a typical, calculated streaking trace is
demonstrated in Fig. 4.12(a-d) via selective streaking spectrograms, calculated for elec-
trons escaping without inelastic collisions and for different numbers of elastic collisions.
With increasing numbers of elastic collisions, the streaking delay (averaged in the energy
range between 25 and 30 eV and shown as vertical, solid black lines in Fig. 4.12(a-d))
increases linearly with the number of collisions (Fig. 4.12(f)) while the signal strength
decreases exponentially (Fig. 4.12(e)) due to the population loss resulting from inelastic
collisions. Note that the streaking delay extracted from the sum spectrogram is 135 as (red
arrow in Fig. 4.12(f)) and thus slightly smaller than the expected value of 162 as sampled
at the 1/e decay time (black arrow). This difference (∼ 25 as) is attributed to the intercycle
averaging of the streaking traces and the resulting blurring of the streaking features in the
accumulated spectrogram.

M3C simulations with varying scattering parameters reveal the quantitative effects of
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Figure 4.11: (a, b) Isotropic initial momenta p0 (black arrows) and laser-field-aligned
momentum gain ∆p0 (blue arrows) in (a) the lab frame and (b) the initial momentum
frame. (c) Schematic representation of the momentum distribution before (black peak)
and after (blue curve) an elastic collision.

elastic and inelastic scattering on the relative streaking delays (Fig. 4.13(a)), namely a
weak dependence on the elastic scattering time, and a strong dependence on the inelastic
scattering time. The impact of the material’s permittivity at the streaking field wave-
length is shown in Fig. 4.13(b). Irrespective of the permittivity, represented by the field
attenuation factor α = 1/εr, the streaking delay increases with inelastic scattering time.
However, in both the transparent (α→ 1) and the metal (α→ 0) limits, the delays remain
strongly influenced by the elastic scattering time. With increasing elastic scattering time,
delays decrease toward the transparent limit but increase toward the metallic limit. These
opposing trends reflect the effect of the internal field attenuation and, most importantly,
almost vanish for α ≈ 0.3. The identification of this cancellation is one of the major results
of our analysis as it enables the direct retrieval of inelastic scattering times for a range of
dielectric materials. The streaking delay’s high sensitivity to the inelastic collision time
justifies its extraction from the full M3C simulations, which match the experimental data
in Fig. 4.5(b) using a scaled Lotz cross-section. We find τinel ∼ 370 as at 25 eV in SiO2 .

Figure 4.14 shows comparison of the resulting electron IMFP in SiO2 obtained here
between 20 and 30 eV with results found in the literature [15, 148–150]. Note that best
agreement is found with the work reported in ref. [148], where the authors state that
their data in the range of 10–40 eV are unreliable and serve only as a trend. With IMFPs
obtained via the demonstrated approach the predictive capability of theoretical models for
scattering in dielectrics can now be thoroughly tested.
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Figure 4.12: (a-d) Simulated selective streaking traces for electrons without inelastic col-
lisions and with different numbers of elastic collisions (as indicated) assuming unchirped
XUV (250 as, 28 eV) and NIR (5 fs, 720 nm) pulses. The solid black lines indicate the
extracted streaking delays. (e) Decay of the signal intensity (black circles, determined
as the sum over each individual streaking trace) due to inelastic collisions as function of
elastic collisions. The vertical dashed line indicates the number of elastic collisions (∼ 2.3)
for which the signal has decayed to a fraction 1/e. (f) Streaking delays extracted from
collision-resolved spectrograms vs. number of elastic collisions (black circles). For the av-
erage number of elastic collisions from (e) the streaking delay is 162 as (black arrow). The
red arrow shows the streaking delay of 135 as extracted from the full spectrum (including
all numbers of elastic collisions; not shown). Solid black lines in (e) and (f) are guides to
the eye.

4.5 Conclusions

We have shown that attosecond streaking metrology is a powerful tool for real-time photoe-
mission measurements on isolated nanotargets, and can reveal new insight into e.g. electron
scattering. In cases, where solids suffer from accumulative charging, nanoparticle beams
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Figure 4.13: (a) Streaking delays for 50 nm SiO2 nanoparticles calculated from M3C for
varying elastic and inelastic scattering times (as indicated). (b) The streaking delays as
a function of the solids’ permittivity at 720 nm, expressed by the field attenuation factor
α = 1/εr. Adapted from [42].

provide a solution as a refreshable target. Most importantly, the collective and/or non-
linear dynamics in nanoparticles, such as e.g. localized plasmons [23–25, 151] and plasma
waves [152], rapid inner and outer ionization [153], and electron density fluctuations cre-
ated by e.g. shock waves [154] are interesting phenomena that await their exploration with
sub-femtosecond precision. We expect the outlined approaches for the implementation of
attosecond streaking in nanoparticles to contribute to further advances in these directions.

Our joint experimental and theoretical work uncovers the physics encoded in attosecond
streaking on dielectrics and resolves the characterization problem of inelastic scattering in
these materials. Attosecond streaking in dielectrics differs from metals where the NIR
streaking field takes effect only on the surface of the material. The presence of the field
inside the dielectric determines the importance of elastic and inelastic scattering on the
streaking delay. We found that for most dielectric materials the streaking delay is largely
independent of the elastic scattering time thus enabling the characterization of inelastic
scattering. The accessible energy range depends only on the photon energy of the attosec-
ond pulse, which even currently covers tens of electronvolts to kiloelectronvolts and might
be further extended in the future. Our approach permits characterization of inelastic scat-
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Figure 4.14: Energy-dependent IMFPs obtained in previous work [15, 148–150]. IMFP
from quantitative simulations of our experimental data using a scaled Lotz formula for the
energy range 20–30 eV (red dots). Adapted from [42].

tering in a wide range of dielectric solids and liquids, including amorphous dielectrics such
as water, which could be inserted in the form of droplets or as a thin jet. Direct access to
IMFPs in dielectrics for a wide range of energies including the otherwise inaccessible range
below 50 eV holds promise for improving our understanding of radiation damage.
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Chapter 5

All-optical spatio-temporal control of
electron emission from SiO2
nanospheres with femtosecond
two-color laser fields 1

5.1 Introduction

In case of nanostructured materials explored by ultrafast intense laser pulses, the spatial
variation of the strongly localized optical near-field provides an additional control param-
eter for both electron emission and acceleration [42, 48, 114, 156]. The coherent control of
electron emission and acceleration with carrier-envelope phase (CEP)-controlled few-cycle
laser pulses has been investigated for isolated nanospheres [48, 66–68], metal nanotips
[69, 71], and surface assembled nanostructures [157–159]. Characteristic nanoscale phe-
nomena that contribute to the strong-field photoemission from these materials include (i)
the transition from ponderomotive to sub-cycle electron acceleration for field localization
below the scale of the electron quiver motion [70], and (ii) field propagation induced direc-
tionality of the energetic electron emission as demonstrated for nanospheres with diameters
approaching the wavelength of the incident light [48].

In this chapter, we extend the near-field control of the photoemission from nanospheres
to the multi-color regime. The realization and exploration of unprecedented all-optical
spatio-temporal control of the electron emission direction by tailored nanolocalized fields
using phase-controlled two-color laser fields will be presented. It will be demonstrated how
tailoring of the temporal waveform of the incident two-color field via its relative phase and
intensity ratio translates into modifications of the angular distributions of the yield and
maximal electron energy of electrons. To identify the mechanism behind the all-optical
control of the electron emission from nanospheres, 3-dimensional semi-classical trajectory
simulations based on the Simple-Man‘s Model [106] will be presented and discussed.

1The main results in this Chapter were published in [155].
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5.2 Mie parameter dependent field enhancement

The waveform of a combined two-color driving field may be expressed as

E(t) = Eω(t) [cos(ωt) +
√
η cos(2ωt+ ϕr)]

and depends on the relative phase ϕr, and the intensity ratio η = I2ω/Iω. The linear
response of a nanosphere to laser light can be accurately described by the Mie solution
of Maxwell’s equations. For a sphere with diameter d subjected to an incident field with
wavelength λ, the impact of propagation effects on the near-field distribution can be char-
acterized by the dimensionless Mie parameter ρ = πd/λ (Fig. 5.1).

Figure 5.1: Wavelength dependence of the propagation parameter ρ for relevant sphere
sizes (as indicated).

For nanoparticles much smaller than the wavelength of the laser field (ρ� 1), the near-
field distribution shows a dipole-like character with maximum field enhancement along the
laser polarization direction (Fig. 5.2(a, c)). As the size of a nanoparticle becomes suffi-
ciently large with an associated Mie parameter ρ > 1 , cf. Fig. 5.2(b, d), excitation of
higher order multipole modes results in a shift of the region of maximal field enhancement
in the direction of light propagation. Thus, for an appropriately sized nanoparticle illumi-
nated with linearly-polarized two-color laser pulses consisting of the fundamental wave and
its second harmonic (ω/2ω pulses), the near-field distributions of the ω and 2ω spectral
components exhibit different spatial near-field profiles and, most importantly, the points
of maximum enhancement (hot spots) are spatially separated. This is illustrated in figure
5.2 for a 300 nm diameter SiO2 sphere, where the distributions of the near-field enhance-
ment differ significantly for excitation with the fundamental (Fig. 5.2(b)) and the second
harmonic (Fig. 5.2(d)) fields at 780 nm and 390 nm, respectively, and evidenced by the
angle θmax

field , where maximum enhancement is observed.
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Figure 5.2: Spatial distribution of the intensity enhancement of the near-field at SiO2

nanoparticles with a diameter of (a, c) 60 nm and (b, d) 300 nm in the propagation-
polarization plane as obtained from Mie simulations (wavelengths λ and propagation pa-
rameters ρ as indicated). Taken from [155].

The positions and extensions of the hot spots for the ω (red) and 2ω ( blue) spectral
components of small (d =60 nm) and large (d =300 nm) SiO2 nanospheres are depicted in
Fig. 5.3(a, d). The laser pulses propagate from negetive to positive direction along the
x-axis, and are linearly polarized along the y-axis. Only the upper-half spheres are shown
here due to the symmetric distribution along the laser propagation direction. For 60 nm
nanoparticles (Fig. 5.3(a)), the hot spots overlap and concentrate along the polarization
vector of the laser field. The behaviour can be understood by inspection of the field
enhancements of the ω and 2ω spectral components (shown in Fig. 5.3(b)), where the
ratio between the angle-dependent near-field enhancements α2ω/ω is close to 1, irrespective
of the emission angle. Here, the intensity of the ω component is Iω = 1.3 × 1013 W/cm2,
and the intensity ratio is η = I2ω/Iω = 0.5. For 300 nm nanoparticle (Fig. 5.3(d)), the
hot spots for the ω and 2ω spectral components differ substantially at the backside of the
sphere (θem < 90◦). This is due to the field propagation effects with different propagation
parameter ρ for the two spectral components as described in section 5.2. The corresponding
angular-dependent near-field enhancements exhibit different spatial profile as shown in Fig.
5.3(e). The near-field enhancement ratio α2ω/ω is nearly constant at the front side of the
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Figure 5.3: Spatial distribution of enhancement profiles for the ω (red) and 2ω (blue)
components for (a) d = 60 nm and (d) d = 300 nm SiO2 spheres, respectively. Angular
dependence of the maximum near-field (radial component) for the ω (red solid line) and
2ω (blue solid line) components for (b) d = 60 nm and (e) d = 300 nm SiO2 spheres,
respectively. The solid black lines show the relative ratio of the radial fields for the ω and
2ω spectral components. Angular dependence of the near-field (radial component in the
z = 0 plane) of the evolution of two-color excited (c) 60 nm and (f) 300 nm SiO2 sphere.
The dashed lines indicate the emission angle of maximum near field. The incident laser
intensities are Iω =2I2ω = 1.3× 1013 W/cm2.
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nanoparticle (θem > 135◦) and varies monotonously at the back side. Fig. 5.3(c, f) show
the time evolution of the near-field at the surfaces of the nanoparticles. The maximum of
the near-fields shifts from the polar position (θem = 90◦) to the back side of the sphere
(θem = 59.1◦) by increasing the diameter from 60 nm to 300 nm. Most importantly, the
angular-dependent near-fields on the 300 nm nanoparticle are tilted due to the phase shift
of the field propagation on the sphere.

5.3 Two-color control measurements

5.3.1 Photoemission control on momentum distribution

The effect of the two-color field on the electron photoemission and acceleration was stud-
ied for SiO2 nanospheres of two different diameters d: 60 nm and 300 nm, where electron
emission was recorded as a function of the two-color phase. Figure 5.4(a, d) shows typi-
cal phase-averaged momentum distributions for both nanoparticle sizes. Although, at low
momenta, the distributions may contain spurious photoemission signal from residual back-
ground gas, the high momentum electrons originate predominantly from nanoparticles via
ionization and backscattering at the surface [48]. The high-energy signal can thus serve
to inspect the directional control of the two-color electron emission. Figures 5.4(b, c) and
5.4(e, f) display typical phase-resolved VMI images after subtraction of the phase aver-
aged spectra and reveal that the electron emission can be effectively switched between the
upwards or downwards direction. For 60 nm diameter particles, field propagation effects
are small for both spectral components of the two-color field ( ρω = 0.26, ρ2ω = 0.52 )
such that the electron emission exhibits a directionally undistorted character with respect
to the propagation direction, and a phase controlled contribution that is centered around
angles of ±90 ◦. For the larger nanoparticles (300 nm), field propagation (in particular
strong for the 2ω-component, cf. Fig. 5.2(d)) results in a substantial distortion of the
electron distribution with an emission preference of high energy electrons towards angles
significantly smaller than 90 ◦ (tilted to the backside of the nanosphere) as shown in Fig.
5.4(e, f).

In order to investigate the photoemission control on momentum distribution by the
two-color phase more quantitatively in the experiments, we have extracted the phase-
dependent and -independent electron yields by fitting the data for each momentum with the
function Yamp(px, py)cos(φr+∆φ(px, py))+Yindep(px, py) where Yamp(px, py) is the amplitude
of the phase-dependent signal, ∆φ(px, py) is a phase offset, and Yindep(px, py) is the phase-
independent signal. In figures 5.5, the experimental modulation amplitude of the phase-
dependent signal and phase offset are symmetrical along the polarization direction (y-axis)
for diameter d = 60 nm, but exhibit a pronounced asymmetry tilt to positive px direction
for diameter d = 300 nm. Furthermore, we can also observes an increase in ∆φ when going
from the front to the back side (figures 5.5(e)) caused by the field propagation effect while
the Mie parameter ρ > 1 [48]. To illustrate the degree of control, the ratios between the
phase-dependent and -independent signals Yratio(px, py) = Yamp(px, py)/Yindep(px, py) were
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Figure 5.4: Phase averaged projected electron momentum distributions obtained from
measurements on SiO2 nanoparticles of diameter (a) d = 60 nm, and (d) d = 300 nm
(Adapted from [155]). The intensities of the spectral components of the two-color laser
pulses were Iω =3× 1012 W/cm2 and I2ω =1.5× 1011 W/cm2. The black dashed circles (0.7
a.u.) are guides to the eye. The phase-resolved VMI images (relative phases as indicated)
after subtraction of the phase averaged spectra are shown for (b, c) d = 60 nm and (e, f)
d = 300 nm SiO2 nanoparticles.

evaluated and are shown in figures 5.5(c,f). We find that the ratio exceeds 0.5 in the near-
cutoff regions, indicating a large degree of control with the phase of the two-color laser
field.

While similar propagation-induced directional control of the electron emission has al-
ready been observed with CEP-controlled few-cycle pulses [48, 76], those studies have been
carried out at a single (central) wavelength, such that a change of the CEP allowed only
for control of the up versus down emission, while the directionality could only be steered
by changing the particle size. In the present study, we focus on an all-optical control of
the emission angle, where in addition to having two distinct fields controlled via the two-
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Figure 5.5: (a, d) CEP modulation amplitude Yamp(px, py) and (b, e) phase part
∆φamp(px, py) of diameter d = 60 nm and d = 300 nm, respectively. (c, f) Ratios between
phase-dependent and phase-independent signals. The intensities of the spectral compo-
nents of the two-color laser pulses were Iω =3× 1012 W/cm2 and I2ω =1.5× 1011 W/cm2.

color phase, the intensity ratio provides an extra parameter to control the relative strength
of propagation induced asymmetry in the electron emission in single-sized nanoparticles
(shown here for 300 nm). It is noteworthy that our studies are carried out at intensities
of several TW/cm2, which are below the plasma generation threshold. The nanoparticles
therefore remain intact during their interaction with the two-color field, such that the dy-
namics differs strongly from related works on the control of charged particle emission from
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clusters and nanoparticles in the plasma regime [154, 160].

5.3.2 Angular and phase-resolved electron cutoff energy map

In order to reveal how tailoring of the temporal waveform of the incident two-color field
translates into controlling of the electron emission direction and the maximal electron
energy, we have to find the angular-dependent electron cutoff energies at different relative
phases of the two-color field. The determination of angular-dependent cutoff energies is the
biggest challenge in this study due to the bottleneck of the single-shot data recording (more
technical details are in Chapter 3). In this study, an integration time of 60 seconds per
relative phase is required to record a decent spectrum. Two typical raw momentum spectra
for selected emission angles and relative phase are shown with black lines in Fig. 5.6. The
yields of electrons show plateaus in a moderate momentum range (0.1 a.u.< p <0.3 a.u.)
and decline into noise level exponentially. This universal feature of all the spectra for
different emission angles and relative phases enables us to fit the raw momentum spectra
with a Fermi function (c.f. red lines in Fig. 5.6). The cutoff is obtained as the momentum
where the corresponding normalized yield drops by two orders of magnitude compared to
the yield in the plateau region.

Figure 5.6: Typical raw momentum spectra for selected emission angles and relative phases
(black lines), which have been fitted with a Fermi function (red lines) to determine the
cutoffs (black dots).

Figure 5.7(a) shows a typical cutoff energy map of photoemitted electrons as function
of emission angle and relative ω-2ω phase. The cutoff energies are presented in unit of
ponderomotive potential of the ω spectral component. As the map shows a periodic sym-
metry in relative phase, we applied a 2D fast fourier transform (FFT) analysis to remove
the high frequency noises. Only the lowest five Fourier orders of data points (see rectangle
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on full FFT data in Fig. 5.7(b)) are used in the filtering process. Comparing to the raw
cutoff energy map, the filtered map maintains the angular and phase features as shown in
Fig. 5.7(c). Most importantly, the filtered map can easily be characterized regarding the
angular and relative phase behaviour.

To fully characterize the angular and relative phase dependent cutoff energy map in
Fig. 5.7(c), we introduced three parameters, 1) relative phase dependent optimal emission
angles (blue lines), 2) angular dependent phase offsets (black lines) and 3) critical emission
angles (white dots). The phase dependent electron cutoff energy Ec for each emission angle
θem is fitted with a function Ec(ϕr) = E0 + Eampcos (ϕr − ϕoffs), where E0 is a constant
offset, Eamp is the maximum amplitude of the cutoff modulation and ϕoffs is the relative
phase for which the maximal cutoff is realized for a given angle. The emission angle which
yields the maximum cutoff energy is called critical emission angle θcrit

em .

Figure 5.7: (a) Raw angular and phase-resolved electron cutoff energies measured for SiO2

nanoparticles induced by two-color laser fields. The cutoff energies were obtained by Fermi
fitting (see text for details). (c) Angular and phase-resolved electron cutoff energies by
employing a discrete 2D-Fourier filtering algorithm to the cutoff energy map. Only the
lowest five Fourier orders were used to filter out high frequency noise, as shown in (b). The
solid blue lines, black lines and white dots are angular dependent phase offsets ϕoffs (θem),
relative phase dependent optimal emission angles θopt

em (ϕr) of the cutoff energies and critical
emission angles θcrit

em , respectively.

5.3.3 Photoemission control on kinematic electrons

The filtered angular and relative phase dependent cutoff energy maps of SiO2 nanospheres
are presented in Fig. 5.8(a-c). The diameter of nanoparticles and the intensity ration
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Figure 5.8: Angular and phase-resolved electron cutoff energies measured (a-c), and calcu-
lated (d-f) for SiO2 nanoparticles induced by two-color laser fields. The IR intensity was
Iω = 3×1012 W/cm2. The relative intensities of 2ω fields η and the nanoparticle diameters
d are indicated accordingly. Energies are normalized to the ponderomotive potential of
the incident IR field. The solid blue lines are angular dependent phase offsets ϕoffs (θem).
Black lines show the relative phase dependent optimal emission angles θopt

em (ϕr) of the cutoff
energies and white dots indicate the critical emission angles θcrit

em . Taken from [155].

between the two spectral components are indicated accordingly. For the small (60 nm)
nanoparticles (Fig. 5.8(a)), the critical emission angle is close to ±90 ◦, reflecting maximum
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enhancement at the particle poles in the absence of propagation effects for both ω and 2ω
components (see Fig. 5.2 (a) and (c)). As a result, the relative phase has negligible effect
on the directionality and only modulates the cutoff energies, with opposite sign for the
upward versus downward emission direction. This type of directional control via the phase
corresponds to the up-down switching observed previously with CEP-controlled few-cycle
fields [48]. For the larger (300 nm) particles (Fig. 5.8(b-c)), however, the critical emission
angle is not only shifted to smaller values (i.e. towards the light propagation direction), as
also seen in few-cycle experiments [48], but exhibits a clear structural modification of the
angular distributions as a function of the relative ω-2ω phase ϕr. When the intensity ratio
Iω/I2ω is relatively small (η = 0.05), the optimal angle shows little variation around the
critical emission angle θcrit

em = 75◦ (Fig. 5.8(b)). For a significantly larger intensity ratio
(η = 0.5), the optimal angles are shifted to considerably smaller values and lie around 63
degrees, see Fig. 5.8(c). The optimal angles show a rapid variation (directional switching)
of around 25 to 30 ◦ as function of the relative phase, see black curve in Fig. 5.9. This
switching demonstrates the feasibility of using two-color laser fields for the control of the
emission direction of the most energetic electrons from nanoparticles. This observation
goes beyond the recently shown two-color control of the cutoff in the electron emission
from metallic nanotips [30, 31, 161].

Figure 5.9: Optimal angles for downward emissions from measurement (black, Fig. 5.8(c))
and calculation (blue, Fig. 5.8(f)), respectively. Adapted from [155].

A quantitative analysis of the influence of the intensity ratio between the ω and 2ω
components on the preferential energetic electron emission direction is presented in Fig.
5.10. The critical emission angle θcrit

em starts at the angle of the maximum enhancement
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of the ω component θmax
ω , and becomes smaller as the 2ω intensity increases. It shifts by

about 10 ◦ when increasing the intensity from 0.05 to 0.5 Iω. The results are quantitatively
reproduced by our SMM simulations (blue line) as discussed in the next section.

Figure 5.10: Critical emission angles from the measurement (circles) and SMM simulations
(solid blue line) with 300 nm SiO2 nanoparticles. The horizontal error bar indicates the
uncertainty of the experimental intensity ratio. The vertical error bars reflect the confi-
dence interval for the fit of the phase dependent electron cutoff energy. The angles of the
maximum enhancement of ω and 2ω components are θmax

ω = 74.2◦ (red dashed line) and
θmax

2ω = 36◦, respectively. Taken from [155].

5.4 3D semi-classical trajectory simulation

To identify the mechanism behind the observed all-optical control of emission directionality
of the most energetic electrons from nanospheres, we performed 3-dimensional (3D) semi-
classical trajectory simulations based on the Simple-Man’s Model (SMM) (see Chapter 2
for details). Briefly, classical electron trajectories are generated at the nanosphere surface
and propagated in the two-color near-field. The temporal and spatial evolution of the latter
is described by the Mie solution. For trajectories returning to the surface, elastic specular
reflection is assumed. The energy acquired by the electron can be expressed in terms of the
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ponderomotive potential Up. The trajectories are placed at the classical tunnel exit with
zero velocity, and weighted by Ammosov-Delone-Krainov (ADK) atomic tunnel ionization
rates [99].

As is known from previous work [66, 69, 70, 75], the near-field enhancement and multi-
particle charge interaction of the liberated electrons and residual ions contribute to the
electron acceleration process and can result in an increase of the electron emission cut-off
to several tens of Up [48, 66]. As the laser intensity in this study, however, was below
1× 1013 W/cm2, where multi-electron effects are negligible [42], the SMM can provide an
adequate description of the electron acceleration dynamics.

The control of the photoemission of the most energetic electrons for small and large
diameter SiO2 nanoparticles, cf. Figs. 5.8(a-c), is well reproduced by the SMM simulations
using the experimental parameters, see Figs. 5.8(d-f). Most importantly, the simplified
model qualitatively reproduces the relative phase-dependent directional switching (cf. blue
curve in Fig. 5.9). The remaining offset in absolute angles between experimental results
and the simulations (black vs. blue line in Fig. 5.9) can be caused by the simplified
description of elastic collisions in the model (i.e. specular scattering), and could arise
from an inhomogeneous VMI detector response, as already outlined in ref. [48] for CEP-
dependent measurements. Nevertheless, the main feature of the directional switching is
clearly captured by the model.

5.5 Selective activation of 2ω field

In principle, the presence of the 2ω field component can affect both the magnitude and
spatial distribution of the ionization rate as well as the trajectory dynamics of the released
electrons. The relative contributions of the effects of the 2ω field on the ionization rate
and the trajectory propagation can be revealed by performing a selective activation in the
SMM simulations.

In Fig. 5.11(a) we show the predicted angular and phase-resolved electron cutoff ener-
gies with the 2ω field included in the trajectory propagation but neglected in the ionization
rate (here just driven by the ω field) and Fig. 5.11(b) for the 2ω field included in the ion-
ization process, but propagation just driven by the ω field. Note that the impact on the
tunnel exit is assumed to be negligible due to the relatively weak 2ω field. We closely
compared the phase offsets from the calculations for both cases to the full simulation in
Fig. 5.12. The phase offset from the full simulation (blue line) is well reproduced when
including the 2ω component only in the propagation but not in the ionization (see blue
circles). The green solid lines show the phase evolution of the maximum radial vector
potential (ϕpot.) of the full two-color field on the nanosphere surface. The phase offsets
obtained in simulations with the 2ω component being included only in the propagation
qualitatively follow ϕpot..

The angular dependent phase offsets in Fig. 5.12 exhibit a tilt with emission angle.
This arises from the change of the relative phase of the two-color field on the nanosphere
surface due to field propagation [48]. The relative phase changes only weakly as function
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Figure 5.11: Angular and phase-resolved electron cutoff energies in two-color laser fields
predicted by SMM for 300 nm SiO2 nanoparticles. The laser parameters are the same as
in Fig. 5.8(e). The 2ω fields are selectively activated in the calculations as indicated in (a)
and (b). The blue circles in (a) show the fitted angular dependent phase offsets ϕoffs (θem).
The black lines are the phase dependent optimal emission angles. Taken from [155].

of angle on both front side (θem > 100 ◦) and back side (θem < 60 ◦) of the nanosphere. In
between, in the most relevant ‘hot’ area with strong field enhancement (cf. Fig. 5.2(b)),
the phase change has a roughly linear slope and is in good agreement with the evolution
of ϕpot.. Most importantly, the directional switching (see black lines in Fig. 5.11(a)) can
unambiguously be attributed to the two-color effect on the trajectories.

5.6 Conclusions

In conclusion, all-optical control of the directional emission of the most energetic electrons
from nanospheres with intense two-color femtosecond laser fields was demonstrated. Field
propagation in the nanospheres resulting from excitation by the ω and 2ω components
of the two-color laser field determines the emission direction of the high-energy electrons.
The control is observed for nanoparticle sizes for which the Mie size parameter ρ is above
unity for at least the 2ω field. Trajectory simulations captured both the two-color phase
modulation and optimal emission angles for the energetic photoemission at different ω-2ω
intensity ratios. A selective activation of the 2ω field in the simulations revealed the pivotal
effect of the trajectory modification on the energetic electron emission.

The all-optical control scheme demonstrated for isolated nanospheres is expected to be
applicable also in more complex (isolated and surface based) nanosystems. The presented
work paves the way towards all-optical control of quantum dynamics in near-fields and
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Figure 5.12: Comparison between phase offsets from full SMM calculations (blue line) with
the 2ω field included only in the trajectory propagation (blue circles). The green solid line
is the phase offset obtained from the maximum radial vector potential. The phase offset
obtained from experiment is shown as grey line. The shadow indicates the confidence
interval of the fit of phase dependent electron cutoff energies. Adapted from [155].

may find applications in the generation and control of ultrashort electron pulses.
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Chapter 6

Sub-cycle metallization of
nanoparticles probed via CEP
dependent electron acceleration 1

6.1 Introduction

When illuminating SiO2 nanoparticles with few-cycle laser pulses with intensities below
1014 W/cm2, cutoff energies up to about 53 Up were observed [67, 68, 163]. The increase of
cutoff energies of emitted electrons as compared to an atomic gas with 10 Up was explained
by linear near-field enhancement, and nonlinear charge interactions. The latter consist of
mainly two contributions: (i) a trapping field forming near the surface mediated by residual
ions, and assisted backscattering during the recollision phase and (ii) Coulomb explosion
of the emitted electron bunch [75].

In this chapter 2, we experimentally observe an increase in the emitted electron cutoff
energy and a distinct modification in the CEP-dependence of the sub-cycle acceleration
dynamics which occurs at laser peak intensities above the damage threshold. Simulations
with an adapted M3C model with time-dependent permittivity reveal the physical origin
and relevant time scale of the phase transition.

6.2 STOF measurements

6.2.1 Experimental approach and samples

The stereo time-of-flight (STOF) spectrometer described in section 3.7 was employed in
the measurements of photoemission from nanoparticles with intense few-cycle laser pulses.
For each laser intensity scan, over 106 laser shots were recorded for a decent signal-to-noise

1The main results in this Chapter will be published in [162].
2The experimental results were already presented in Süßmann’s thesis [130], but I reanalyzed the raw

data and did the complete modeling.
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ratio. An extra ATI background gas scan right after the nanoparticle scan was carried out
for laser intensity calibration.

The 95 nm SiO2 nanoparticles were prepared by wet chemical synthesis as described in
section 3.1. The polydispersity of the particles was smaller than 10% [68].

6.2.2 Intensity dependence of spectral cutoffs

Figure 6.1(a) shows electron energy spectra for 95 nm SiO2 nanospheres at various in-
tensities. Each spectrum was averaged over the signals from all CEPs and from both
time-of-flight detectors. The spectra show a strong signal at low energies which is mostly
contributed by ATI from background gas. The signal at high energies shows an exponential-
like distribution and is exclusively dominated by rescattered electrons from nanoparticles.
The shape of the spectra do not change noticeably for the various intensities. The dashed
lines indicate the cutoff values of the spectra which were determined by the procedure
described in section 3.7. Figure 6.1(b) shows the cutoff energy as a function of laser peak
intensity. The error bars denote the experimental error introduced by trigger jitter and
the limited time resolution of the data acquisition system. The energy cutoff increases
monotonically with laser intensity. An increase in slope can be observed and illustrated by
the cutoff energy Ec divided by the ponderomotive potential Up, as shown in Fig. 6.1(c).
The rescaled cutoff Ec/Up lies around 53 with the laser intensity below 1.8× 1014 W/cm2

(henceforward referred to as turnover intensity). This is consistent with the observations
at lower laser intensities reported by Zherebtsov et al. [66, 68] where a variety of effects
have been discovered that contribute to the electron acceleration and determine the cutoff
of the electron spectrum. These include the modification of elastic electron backscattering
by field enhancement [75], nanofocusing [48], as well as local and non-local charge inter-
actions [75, 76]. While increasing the laser intensities, the cutoff increases, and stays at
nearly constant value around 100 Up with laser intensities higher than 3.0× 1014 W/cm2.

6.2.3 CEP dependence at high intensities

Further analysis was carried out on the CEP-dependence of the electron momentum spec-
tra. The CEP-dependence is sensitive to the field-driven process rather than the much
slower intensity-envelope driven particle dynamics, which would randomize directional
emission and wash out any CEP-dependence. The quantification of CEP-dependence of
the electron emission along the polarization axis was described in section 3.7. Figure 6.2
presents the asymmetry maps for various laser intensities of 95 nm SiO2 nanospheres. The
asymmetry maps in the low momentum ranges e.g. below the cutoff momentum of back-
ground gas (red dashed lines) are less informative due to the mixed signals. The oscillating
pattern in the asymmetry maps above the cutoff momentum of the background gas are
only contributed by photoemissions from nanoparticles. The asymmetry parameter shows
characteristic momentum-dependent periodic oscillations with CEP in all data sets. Re-
markably different behavior is seen for the laser intensities below and above the turnover
intensity. For lower intensity (cf. Fig. 6.2(a)), the nearly straight asymmetry features in
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Figure 6.1: a) Photoelectron energy spectra from 95 nm SiO2 nanospheres for four different
intensities. b) Cutoff energies for 95 nm SiO2 plotted against intensity. c) Rescaled cutoff
dependence Ec/Up as a function of intensity. Adapted from [130].

the cutoff region (black lines) indicate an energy-independent phase behavior, similar to
previous studies [66, 68]. In contrast, at higher intensity (cf. Fig. 6.2(c,d)) the asymmetry
features are strongly tilted to the left in the cutoff region such that the emission phase
decreases with energy. For the laser intensity around 1.8 × 1014 W/cm2 (cf. Fig. 6.2(b)),
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Figure 6.2: CEP asymmetry map (momentum scale) for 95 nm SiO2 nanospheres for four
different intensities as indicated. The cutoff momentum obtained from the time-of-flight
spectrum is indicated for the nanoparticles (white dashed line) and for the background gas
obtained independently also via a reference scan (red dashed line). The black solid line
indicates the trend of phase dependence. Adapted from [130].
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one observes a decrease of the effective asymmetry especially in the cutoff region. This is
due to the expectation of a high non-linearity where slight changes of the laser intensity
around the turnover intensity yield different CEP dependent electron emission.

Note that the effective laser intensity experienced by an individual nanoparticle is not
precisely known due to the inherent spatial distribution of the particle beam in the laser
focus. Nanoparticles in the wings of the laser focus necessarily experience a lower intensity
than those exposed to the center, peak intensity. Consequently, the measured observables,
e.g., photoelectron energy and angular distributions, effectively average over the spatial
intensity distribution of the laser field [164].

6.3 Theoretical predictions

We employed the M3C model to reveal the phase dependent electron acceleration process.
The cutoff energies obtained from M3C simulations with laser intensity ranging from 1 ×
1014 W/cm2 to 4× 1014 W/cm2 are shown in Fig. 6.3(a) (blue dashed line). The cutoffs are
defined as the energy where the corresponding electron yield (cf. Fig. 6.3(b,c)) drops by
four orders of magnitude compared to the maximum yield near zero kinetic energy. The
calculated cutoff decreases linearly while increasing the laser intensity. This is due to a
less efficient mean field acceleration mechanism in combination with a strong increase in
the trapping potential. With higher laser intensity, the tunnel exits of electrons are much
closer to the sphere surface, and the time for leaving the near-field after rescattering is
drastically reduced due to the much higher kinetic energy. The calculated cutoffs agree
well with the experimental data (black circles in Fig. 6.3(a)) below the turnover intensities.
But for intensities close to and above the turnover intensity, the cutoffs show a huge
discrepancy compared to the experimental data. The discrepancy inspires us to search for
new physical processes, which play considerable roles in the high intensity region but had
not been yet included in the M3C model. As described in section 2.4, the time evolution
of near field around the nanosphere is derived by assuming the optical properties of the
material to be constant. This is questionable at laser intensity close to and above damage
threshold, where the electric fields in the medium can reach several volts per angstrom
leading to generation of free charges inside the nanoparticle. A microscopic modelling
taking into account all created charges is computationally extremely challenging due to
an exponential increase in the number of electrons with laser intensity. We thus used a
simple model, where ionization inside the sphere is taken into account via an effective
time-dependent permittivity, obtained by a complex Drude dielectric function as detailed
in the following.

6.3.1 Optical Kerr-effect

When a dielectric material is exposed to a laser pulse, a polarization is induced depending
on the optical properties of the material and the electromagnetic field strength of the laser
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Figure 6.3: (a) Intensity dependence of rescaled cutoff energies of the electron emission
from 95 nm diameter SiO2 nanoparticles. The experimental results are represented as
black circles. The error bars are calculated by considering the TOF timing jitter (<300 ps)
and the time resolution of the transient recorder (500 ps). The gray triangles are cutoff
energies recorded with VMI at much lower laser intensities [68]. The dashed and solid
lines indicate the results of the M3C simulations with constant permitivity ε0 and time
dependent permittivity ε(t) for an electron collision time of 1 fs, respectively. The shaded
area represents the calculated cutoff values with electron collision time from 0.5 fs to 1.7 fs.
(b,c) The calculated kinetic energy spectra with laser peak intensity of (b) 1.5×1014 W/cm2

and (c) 3 × 1014 W/cm2, respectively. The focus volume averaging had been taken into
account. The gray and black lines represent the calculations with constant permittivity
and with time dependent permittivity, respectively. The gray and black dots indicate the
corresponding cutoff energies.

field. The intensity dependent refractive index of the material is expressed as [165]:

n = n0 +
3χ(3)

8n0

|Eω|2 = n0 + n2I, (6.1)

where χ(3) is the third order susceptibility, Eω is the field amplitude and I is the intensity
of the laser field. Beside the linear refractive index n0, a second-order nonlinear refractive
index n2 known as optical Kerr-effect has to be considered in the case of high intensive
laser radiation. The value for the nonlinear refractive index for different dielectrics can
be obtained from data bases (e.g. [166]). The values of n2 are relatively small for most
materials, on the order of 10−16 cm2 W−1 for typical glasses. Therefore, beam intensities
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on the order of 1 GW cm−2 can introduce significant variations in refractive index via the
Kerr effect. In this study, n0 = 1.46 and n2 = 3 × 10−16 cm2 W−1 are employed for SiO2,
respectively.

6.3.2 Plasma-nonlinearity

While the beam intensity is increasing, the presence of free electronic carriers in the di-
electric material induced by photo- and avalanche ionization processes is an additional
contribution to the refractive index. The complex permeability of the dielectric material
connected with electronic carrier density ρe can be described by the Drude formalism [165]:

ε(ρe) = n2 − e2ρe

m∗e(ω2 + ν2
c )

+ i
e2ρeνc

m∗eω(ω2 + ν2
c )
, (6.2)

where e is the electron charge, m∗e = 0.64me is the effective electron mass, ω = 2πc/λ is the
frequency of the irradiated central wavelength λ = 720 nm and νc is the electron collision
frequency and c is the speed of light in vacuum.

6.3.3 Conducting electron population in SiO2 nanoparticles

The evolution of the free electron density ρe(t) in a dielectric medium exposed to femtosec-
ond laser pulses is written as [61]

∂ρe(t)

∂t
= (WPI(I(t)) +WAV(I(t), ρe(t))) · β −Wrel(ρe(t), t), (6.3)

where WPI(I(t)) is the photoionization rate, WAV(I(t), ρe(t)) is the avalanche ionization
and Wrel(ρe(t), t) is the plasma energy decay term associated with the diffusion and recom-
bination of electrons with a characteristic mean time in materials. β = 1 − ρe/ρ0 is the
scaling term where ρ0 is the number of valence electrons.

The photoionization rate WPI(I(t)) in equation (6.3) is calculated by Keldysh’s theory
which was shown as [167]

WPI(I(t)) = 2
2ω0

9π
(
ω0m

∗
e

~
√

Γ
)
3
2Q(γ, x)exp{−π 〈x+ 1〉 × K(

√
Γ)− E(

√
Γ)

E(
√
ξ)

}, (6.4)

where the adiabaticity parameter (Keldysh parameter) for solids is γ = ω0

√
m∗eEg

/
e |E|,

Eg = 9 eV is the band-gap energy of SiO2 [42, 114, 155], E was the electric field amplitude
of the radiation, and 〈...〉 denoted the integer part. Further abbreviations were presented
as following [62]:

Γ =
γ2

γ2 + 1
, ξ =

1

γ2 + 1
, x =

2

π

Eg

~ω0

1√
Γ
E(
√
ξ), (6.5)
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Q(γ, x) =

√
π

2K(
√
ξ)

∞∑
n=0

exp(−nπK(
√

Γ)− E(
√

Γ)

E(
√
ξ)

)Φ(
√
η(n+ 2µ)), (6.6)

η =
π2

2K(
√
ξ)E(

√
ξ)
, µ = 〈x+ 1〉 − x, Φ(z) =

∫ z

0

exp(y2 − z2)dy, (6.7)

here Φ(z) described the Dawson function, K(z) and E(z) represented the complete elliptic
integral of the first and second kind, respectively [168].

Figure 6.4: Photoionization rates for SiO2 as a function of laser intensity.

Note that the equation (6.4) has been modified according to [169], where small misprints
have been corrected, and an extra factor of 2 due to electron spin degeneracy has been
included. Figure 6.4(a) shows the photoionization rates for SiO2 as a function of laser
intensity. The central wavelength of the laser pulse is 720 nm.

The second contribution to ionization is described by the avalanche process. Several
avalanche ionization models (e.g. Stuart model [170–172], Sparks and Duthler model [173]
and Thornber model [174]) had been derived to describe the ionization rate due to the
complexity and differences between material categories. One should note that the models
above were only developed to reproduce their measurements with special conditions. The
parameters involved in the models were mostly defined by empirical values. In our study,
we employed the Drude avalanche ionization model which was commonly adopted for
calculating the electric field energy absorption and estimating the free electron excitation
[168, 175–177]. It could be shown as:

WAV(I(t), ρe(t)) =
σ

Eg

· I(t) · ρe(t), (6.8)
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with the absorption cross section

σ =
e2

cε0n0m∗e

τc

1 + ω2
0τ

2
c

, (6.9)

where τc = ν−1
c is the mean electron collision time.

In contrast to the process of the increasing free electrons resulting from the photoion-
ization and avalanche ionization, the relaxation process for electrons is modelled by the
generation of self-trapped excitons (STEs) which was approximated by:

Wrel(ρe(t), t) =
ρe(t)

τr

, (6.10)

where τr ≈ 150 fs is the relaxation time [64] and consequently this term can be neglected.
The dielectric insulator-to-metal transition occurs when the real part of the permittivity

of the nanosphere turns to 0 [178]. Note that the resonance at ε = −2 (Fröhlich condition)
is avoided by setting the dielectric constant to −∞ once it turns negative.

6.3.4 M3C with time dependent permittivity

In the simple model we introduced above, the important parameter of mean electron col-
lision time τc is crucial to correctly describe the evolution of permittivity. Unfortunately,
the precise value of τc is unknown, and furthermore, it is dependent on free electron density
which builds up during the laser pulse propagation. In this work, we employed τc = 1 (+0.7,
-0.5) fs according to values reported in Refs. [179, 180]. As shown in Fig. 6.3(a), the cal-
culated cutoffs with time-dependent permittivity show reasonable agreement with exper-
imental data at laser intensities both below and above the turnover intensity. A visible
discrepancy at intensities around the turnover intensity is due to the high non-linearity
in the insulator-to-metal transition, where slight changes in the driving laser pulses yield
different outcome. This is also consistent with the asymmetry map presented in Fig. 6.2(b).

Further evidence that the model captures the physical mechanisms responsible for the
observed change in the cutoff of accelerated electrons, comes from an inspection of the CEP-
dependence of the electron momentum spectra as shown in Fig. 6.5(a,c) for 1.5×1014 W/cm2

and 3×1014 W/cm2, an intensity below and well above the turnover intensity, respectively.
Clear momentum-dependent periodic oscillations with CEP could be observed for both
intensities. Similar to the experimental data presented in Fig. 6.2(d), the asymmetry fea-
ture is tilted to the left in the cutoff region at high intensity. The simulated asymmetry
maps were obtained from simulations for 20 different CEP values. For comparison with
the experiment, the asymmetry maps were obtained by angular integration of the electron
yields over the experimental collection range ([−10◦,+10◦]). In order to compare the sim-
ulation results to the experimental data quantitatively, we fit the measured (Fig. 6.2(a,d))
and calculated (Fig. 6.5(a,c)) asymmetry maps with

Afit(p, ϕce) = A0(p) cos(ϕce − ϕ0(p)), (6.11)
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Figure 6.5: (a,c) CEP asymmetry maps (momentum scale) of the electron emission from
M3C simulations with time-dependent permittivity. (b) and (d) compare asymmetry phases
from harmonic fits of the measured (dots) and calculated (line) asymmetry maps.

where ϕ0(p) is the energy dependent asymmetry phase. As shown in Fig. 6.5(b,d), the
phase shift behaviours below and above the turnover intensity are well reproduced by our
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relatively simple model, supporting that the M3C model including time dependent per-
mittivity captures not only the cutoff energies but also the sub-cycle electron acceleration
dynamics, which is imprinted in the asymmetry parameter.

6.3.5 Insulator-to-metal transition

The good agreement of the simulation results with the experimental data motivates a closer
analysis of the field-driven dynamics. Figure 6.6(a) shows the time dependent permittivity
(real part) of the nanosphere with laser intensity below, at and above the turnover intensity.
When laser peak intensity increases, the permittivity of the nanosphere decreases due to
the rising electron density. The transient permittivity even decreases to negative value
resulting in insulator-to-metal transition when the laser peak intensity is above the turnover
intensity.

Figure 6.6: (a) Time dependent permittivity with laser intensity of Ilow = 1.5×1014 W/cm2,
Iturn = 1.8× 1014 W/cm2 and Ihigh = 3.0× 1014 W/cm2. (b) Time dependent permittivity
by involving different processes as indicated with laser intensity of 3.0× 1014 W/cm2.

The applicability of the Drude formula as described in section 6.3.2, yields the evo-
lution of permittivity during the pulse propagation in the nanosphere. The evolution of
electon density inside the sphere was calculated according to the photoionization rate WPI,
avalanche ionization rate WAV and the recombination Wrel according to equation (6.3).
Figure 6.6(b) shows the permittivity evolutions by involving different contributions at laser
intensity of 3.0× 1014 W/cm2. The calculation with Kerr effect only (blue line) introduces
minor change to the permittivity. The photoionization initializes the electrons (orange
line), and the avalanche ionization (green line) further assists the insulator-to-metal tran-
sition significantly. In contrast, the influence of the relaxation process is nearly negligible
(red line).
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Figure 6.7: Electric field evolutions probed 0.1 nm inside (blue) and outside (red) the
pole of the SiO2 nanoparticle with laser peak intensity of (a) 1.5 × 1014 W/cm2 and (b)
3.0 × 1014 W/cm2. The grey lines present the driving field as a reference. The data were
calculated with laser CEP ϕce = 0.

According to the dipole approximation, the effective electric field (neglecting additional
fields from free charges) along the laser polarization axis can be expressed as:

Ey = αElaser,with


α|y|≥R = 1 +

ε− 1

ε+ 2

2R3

|y|3

α|y|<R =
3

ε+ 2

(6.12)

Figure 6.7(a,b) show the electric field evolutions probed 0.1 nm inside (blue line) and outside
(red line) the pole of the nanosphere with laser intensity 1.5 × 1014 W/cm2 and 3.0 ×
1014 W/cm2, respectively. Neither significant modification on field enhancement nor phase
shift can be observed at laser intensity below the turnover intensity. In contrast, with
the laser intensity above the turnover intensity where the insulator-to-metal transition is
occurring, the electric field inside the nanosphere is strongly attenuated, while the electric
field on the pole of the nanosphere is further enhanced.

Figure 6.8 shows the laser intensity dependence of the maximum field enhancement fac-
tor αmax. When the peak intensities are below the turnover intensity, the maximum field
enhancement remains nearly constant αmax ≈ 1.54 due to the minor impact of Kerr-effect
and relatively low free-electron density (see blue line in Fig. 6.6(a)). Above the turnover
intensity, the maximum field enhancement increases rapidly due to increased charge gen-
eration, and saturates at αmax = 3.3 with peak intensity higher than 3× 1014 W/cm2. The
latter can be explained by the insulator-to-metal transition occurring before the peak of the
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electric field at t = 0 (for ϕce = 0) as shown in Fig. 6.8 (right axis). As a consequence, the
cutoff remains at around 90-100 Up for intensities above 3× 1014 W/cm2 (see Fig. 6.3(a)).

Figure 6.8: The maximum field enhancement (blue line, left axis) and insulator-to-metal
transition time (black line, right axis) as a function of peak intensities. The data were
calculated with CEP ϕce = 0.

6.4 Conclusions

Few-cycle laser pulses have permitted to study SiO2 under extreme conditions, where the
solid remains intact during the interaction time. The photoemission energy spectra and
CEP dependent asymmetry maps were presented. The field-driven ultrafast insulator-to-
metal transition was monitored by CEP-dependent electron emission and comparison to
semi-classical simulations. The results show that the rapid increase of free electron density
inside the particles above a turnover intensity of 1.8× 1014 W/cm2 results in an increase of
the electron cutoff energy up to 90-100Up and a modification of the sub-cycle acceleration
dynamics. At intensities below the turnover intensity, the rescaled electron cutoff energy
is constant at around 53 Up, and agree with the reported results measured by VMI at
moderate laser intensities.

We expect that a similar insulator-to-metal transition will occur for other materials
at related intensities, where the dielectrically reduced field inside the particles reaches
a sufficient intensity to induce a sufficient free electron density inside the sphere. More
generally, our results indicate that accelerated electrons in few-cycle fields can elucidate
the sub-cycle electronic dynamics of ultrafast phase transitions, not only for nanoparticles,
but also for bulk solids, including thin films or other nanotargets, which are of relevance
for few-cycle laser driven electron acceleration.
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Appendix A

Data Archiving

The experimental raw data, evaluation files, and original figures can be found on the Data
Archive Server of the Laboratory for Attosecond Physics at the Max Planck Institute of
Quantum Optics: /afs/rzg/mpq/lap/publication_archive

Refer to ReadMe.txt for an overview and instructions how the codes are used. Note,
that due to size constraints only preprocessed data is archived here. The complete raw data
is available from Prof. Matthias Kling. The list below contains paths to all the relevant
files given with respect to the root folder of the thesis. The canvases were prepared and
exported by Adobe Illustrator CC. The figures were plotted by Matlab R2017b. The data
used for figures are specified in the plot scripts.

Figure 2.1
I figure Theory/figures/CEP_Up/CEP_Up-01.png

I source Theory/figures/CEP_Up/CEP_Up.ai

I plot script (a) Theory/figures/CEP_Up/plot_CEP.m

I plot script (b) Theory/figures/CEP_Up/plot_Up.m

Figure 2.2
I figure Theory/figures/ionization_mechanism/ionization_mechanism.ai

I source Theory/figures/ionization_mechanism/ionization_mechanism-01.png

Figure 2.3
I figure Theory/figures/three-step/three-step.png

Figure 2.4
I figure Theory/figures/SMM/SMM_cutoff-01.png

I source Theory/figures/SMM/SMM_cutoff.ai

I plot script (a,b) /Theory/figures/SMM/plot_SMM.m



100 A. Data Archiving

Figure 2.5
I figure Theory/figures/m3c_model/m3c.png

Figure 2.6
I figure Theory/figures/streaking_show/streaking_show-01.png

I source Theory/figures/streaking_show/streaking_show.ai

Figure 3.1
I figure ExpTech/figures/NP_source/TEM/TEM-01.png

I source ExpTech/figures/NP_source/TEM/TEM.ai

Figure 3.2
I figure ExpTech/figures/NP_source/aerosol_generator/

aerosol_generator-01.png

I source ExpTech/figures/NP_source/aerosol_generator/aerosol_generator.ai

Figure 3.3
I figure ExpTech/figures/NP_source/aerodynamic_lens_cad/aerodynamic-01.png

I source ExpTech/figures/NP_source/aerodynamic_lens_cad/aerodynamic.ai

Figure 3.4
I figure ExpTech/figures/VMI/VMI_Simion/VMI_Simion-01.png

I source ExpTech/figures/VMI/VMI_Simion/VMI_Simion.ai

I source (a) ExpTech/figures/VMI/VMI_Simion/Eppik_style/image.tif

I source (b) ExpTech/figures/VMI/VMI_Simion/HEVMI/image.tif

I plot script (c) ExpTech/figures/VMI/VMI_Simion/HEVMI/vmi_resolution.m

Figure 3.5
I figure ExpTech/figures/VMI/VMI_calibration/vmi_calibration-01.png

I source ExpTech/figures/VMI/VMI_calibration/vmi_calibration.ai

I plot script (a,b) ExpTech/figures/VMI/VMI_calibration/run_calibrate.m

Figure 3.6
I figure ExpTech/figures/VMI/Marathon/plotMarathon-01.png

I source ExpTech/figures/VMI/Marathon/plotMarathon.ai

I plot script (a-c) ExpTech/figures/VMI/Marathon/plotMarathon.m
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Figure 3.7
I figure ExpTech/figures/VMI/centroiding/centroiding-01.png

I source ExpTech/figures/VMI/centroiding/centroiding.ai

I plot script (a,b) ExpTech/figures/VMI/centroiding/rawImage/CameraPlotGas.m
I plot script (c) ExpTech/figures/VMI/centroiding/histogram/HistogramPlot.m

Figure 3.8
I figure ExpTech/figures/AS5/frontend_layer-01.png

I source ExpTech/figures/AS5/frontend_layer.ai

I plot script (b) ExpTech/figures/AS5/plot_CEP4.m

I plot script (c,d) ExpTech/figures/AS5/plot_FROG.m

Figure 3.9
I figure ExpTech/figures/laser_spectra/laser_spectra-01.png

I source ExpTech/figures/laser_spectra/laser_spectra.ai

I plot script (a) ExpTech/figures/laser_spectra/plotSpectra.m

I plot script (b) ExpTech/figures/laser_spectra/plot_wavelength.m

Figure 3.10
I figure ExpTech/figures/w2w_linear/setup_mz/w2w_setup-01.png

I source ExpTech/figures/w2w_linear/setup_mz/w2w_setup.ai

I plot script (a) ExpTech/figures/w2w_linear/setup_mz/spectra.m

Figure 3.11
I figure ExpTech/figures/w2w_linear/tgfrog/frog-01.png

I source ExpTech/figures/w2w_linear/tgfrog/frog.ai

I plot script (a) ExpTech/figures/w2w_linear/tgfrog/plot_frog.m

Figure 3.12
I figure ExpTech/figures/w2w_linear/stablization/stablization-01.png

I source ExpTech/figures/w2w_linear/stablization/stablization.ai

I plot script (a) ExpTech/figures/w2w_linear/stablization/plotFringes.m

I plot script (b) ExpTech/figures/w2w_linear/stablization/plotCompareStablized.m

Figure 3.13
I figure ExpTech/figures/w2w_linear/setup_exp/w2w_setup-01.png

I source ExpTech/figures/w2w_linear/setup_exp/w2w_setup.ai
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I plot script (b,c) ExpTech/figures/w2w_linear/setup_exp/Beamprofile/
plot_beamprofile.m

Figure 3.14
I figure ExpTech/figures/w2w_linear/photoemission_np/

photoemission_np-01.png

I source ExpTech/figures/w2w_linear/photoemission_np/photoemission_np.ai

I plot script (a,b) ExpTech/figures/w2w_linear/photoemission_np/
plot_histogram_images.m

Figure 3.15
I figure ExpTech/figures/w2w_linear/analysis_asy/

analysis_asy-01.png

I source ExpTech/figures/w2w_linear/analysis_asy/analysis_asy.ai

I plot script (a-f) ExpTech/figures/w2w_linear/analysis_asy/
plotAsyAnalysis.m

Figure 3.21
I figure ExpTech/figures/nanoPlasma/setup/setup_v5-01.png

I source ExpTech/figures/nanoPlasma/setup/setup_v5.ai

Figure 3.22
I figure ExpTech/figures/nanoPlasma/asymmetryMap_gas/asymmetry_gas-01.png

I source ExpTech/figures/nanoPlasma/asymmetryMap_gas/asymmetry_gas.ai

I plot script (a,b) ExpTech/figures/nanoPlasma/asymmetryMap_gas/plotAsymmetry.m

Figure 3.22
I figure ExpTech/figures/nanoPlasma/getCutoff/getCutoff-01.png

I source ExpTech/figures/nanoPlasma/getCutoff/getCutoff.ai

I plot script ExpTech/figures/nanoPlasma/getCutoff/plotGetCutoff.m

Figure 3.16
I figure ExpTech/figures/attosecond/attosecond_setup/

attosecond_setup-01.png

I source ExpTech/figures/attosecond/attosecond_setup/attosecond_setup.ai

I source (a) ExpTech/figures/attosecond/attosecond_setup/XUV_IR.png

I source (b) ExpTech/figures/attosecond/attosecond_setup/spectra_IR_XUV.png
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Figure 3.17
I figure ExpTech/figures/attosecond/attosecond_HHG/HHG_spectra-01.png

I source ExpTech/figures/attosecond/attosecond_HHG/HHG_spectra.ai

I plot script ExpTech/figures/attosecond/attosecond_HHG/HHG_spectra.m

Figure 3.18
I figure ExpTech/figures/attosecond/attosecond_FROG/frog_crab-01.png

I source ExpTech/figures/attosecond/attosecond_FROG/frog_crab.ai

I plot script (a) ExpTech/figures/attosecond/attosecond_FROG/plot_frog.m

I plot script (b) ExpTech/figures/attosecond/attosecond_FROG/intensity_phase.m

Figure 3.19
I figure ExpTech/figures/streaking_setup/setup_v2-01.png

I source ExpTech/figures/streaking_setup/setup_v2.ai

Figure 3.20
I figure ExpTech/figures/streaking_pixels/pixels-01.png

I source ExpTech/figures/streaking_pixels/pixels.ai

I plot script (a) ExpTech/figures/streaking_pixels/rawImage/CameraPlotGas.m

I plot script (b) ExpTech/figures/streaking_pixels/rawImage/CameraPlotNp.m

I plot script (c) ExpTech/figures/streaking_pixels/histogram/HistogramPlot.m

Figure 4.1
I figure streaking/figures/hit_statistics_model/

hit_statistics_model-01.png

I source streaking/figures/hit_statistics_model/hit_statistics_model.ai

I model script streaking/figures/hit_statistics_model/hit_statistics_model.m
I plot script (b-
d)

streaking/figures/hit_statistics_model/plotCountRate.m

Figure 4.2
I figure streaking/figures/distanceMap/distanceMap-01.png

I source streaking/figures/distanceMap/distanceMap.ai

I plot script (a,b) streaking/figures/distanceMap/distanceMap/DistanceMapPlot.m
I plot script (c,d) streaking/figures/distanceMap/images/CurrentImagePlot.m

Figure 4.3
I figure streaking/figures/streaking_fit/v2/streaking-01.png

I source streaking/figures/streaking_fit/v2/streaking.ai

I plot script (a) streaking/figures/streaking_fit/v2/streak_contour_fit_gas.m
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I plot script (b) streaking/figures/streaking_fit/v2/streak_contour_fit_np.m

Figure 4.4
I figure streaking/figures/streaking_fit/fit_shift-01.png

I source streaking/figures/streaking_fit/fit_shift.ai

I plot script (a) streaking/figures/streaking_fit/v2/gas_plot_new.m

I plot script (b) streaking/figures/streaking_fit/v2/np_plot.m

I plot script (c) streaking/figures/streaking_fit/relativeShift/relativeShift.m

Figure 4.5
I figure streaking/figures/spectra_ratio/spectra_ratio-01.png

I source streaking/figures/spectra_ratio/spectra_ratio.ai

I plot script (a,b) streaking/figures/spectra_ratio/averageRatio/plotSpectra_Ratio.m

Figure 4.6
I figure streaking/figures/mie_xuv/field_delays_part1-01.png

I source streaking/figures/mie_xuv/field_delays_part1.ai

I plot script (a) streaking/figures/mie_xuv/mie_xuv.m

I plot script (b) streaking/figures/mie_xuv/plot_all_delays.m

I plot script (c) streaking/figures/mie_xuv/permittivity.m

Figure 4.7
I figure streaking/figures/MIE_XUV/field_delays_part2-01.png

I source streaking/figures/MIE_XUV/field_delays_part2.ai

I plot script (a) streaking/figures/MIE_XUV/plot_all_delays.m

I plot script (b) streaking/figures/MIE_XUV/plot_all_delays.m

Figure 4.8
I figure streaking/figures/chirped_xuv/chirped_XUV-01.png

I source streaking/figures/chirped_xuv/chirped_XUV.ai

I source (a,b) streaking/figures/chirped_xuv/chirped_XUV.png

Figure 4.9
I figure streaking/figures/MIE_XUV/field_delays_part3-01.png

I source streaking/figures/MIE_XUV/field_delays_part3.ai

I source (a,b) streaking/figures/MIE_XUV/plot_all_diameters.m

Figure 4.10
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I figure streaking/figures/elastic_model/elastic_model-01.png

I source streaking/figures/elastic_model/elastic_model.ai

Figure 4.11
I figure streaking/figures/momentum_gain/momentum_gain-01.png

I source streaking/figures/momentum_gain/momentum_gain.ai

Figure 4.12
I figure streaking/figures/elastic_collision/elastic_collision-01.png

I source streaking/figures/elastic_collision/elastic_collision.ai

I source (a-f) streaking/figures/elastic_collision/elastic_collision.png

Figure 4.13
I figure streaking/figures/inelastic_scattering/

inelastic_scattering-01.png

I source streaking/figures/inelastic_scattering/inelastic_scattering.ai

Figure 4.14
I figure streaking/figures/IMFP/IMFP-01.png

I source streaking/figures/IMFP/IMFP.ai

Figure 5.1
I figure Theory/figures/CEP_Up/CEP_Up-01.png

I plot script Theory/figures/CEP_Up/mie_parameter.m

Figure 5.2
I figure w2w_linear/figures/field_enhancement/field_enhancement-01.png

I source w2w_linear/figures/field_enhancement/field_enhancement.ai

I plot script (a-d) w2w_linear/figures/field_enhancement/plotMaxErMap_new.m

Figure 5.3
I figure w2w_linear/figures/surface_field_evolution/time_evolution-01.png

I source w2w_linear/figures/surface_field_evolution/time_evolution.ai

I plot script (a-d) w2w_linear/figures/surface_field_evolution/
surface_field_evolution.m

Figure 5.4
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I figure w2w_linear/figures/diff_image/diff_image-01.png

I source w2w_linear/figures/diff_image/diff_image.ai

I plot script (a-c) w2w_linear/figures/diff_image/plot_diff_image_60nm.m
I plot script (d-f) w2w_linear/figures/diff_image/plot_diff_image_300nm.m

Figure 5.5
I figure w2w_linear/figures/phase_dependence/phase_dependence-01.png

I source w2w_linear/figures/phase_dependence/phase_dependence.ai

I plot script (a-c) w2w_linear/figures/phase_dependence/plot_yield_fit_60nm_new.m
I plot script (d-f) w2w_linear/figures/phase_dependence/plot_yield_fit_300nm_new.m

Figure 5.6
I figure w2w_linear/figures/fermiFit/fermiFit-01.png

I source w2w_linear/figures/fermiFit/fermiFit.ai

I plot script (a,b) w2w_linear/figures/fermiFit/plot_fermiFit.m

Figure 5.7
I figure w2w_linear/figures/fft_filter/fft_filter-01.png

I source w2w_linear/figures/fft_filter/fft_filter.ai

I plot script (a,b) w2w_linear/figures/fft_filter/plot_output_Ke.m

Figure 5.8
I figure w2w_linear/figures/angle_phase_cutoff_new/

angle_phase_cutoff-01.png

I source w2w_linear/figures/angle_phase_cutoff_new/angle_phase_cutoff.ai

I plot script (a) w2w_linear/figures/angle_phase_cutoff_new/exp60nm_0.05/

plot_output_Ke.m

I plot script (b) w2w_linear/figures/angle_phase_cutoff_new/exp300nm_0.05/

plot_output_Ke.m

I plot script (c) w2w_linear/figures/angle_phase_cutoff_new/exp300nm_0.5/

plot_output_Ke.m

I plot script (d) w2w_linear/figures/angle_phase_cutoff_new/smm60nm_0.05/

plot_output_Ke.m

I plot script (e) w2w_linear/figures/angle_phase_cutoff_new/smm300nm_0.05/

plot_output_Ke.m

I plot script (f) w2w_linear/figures/angle_phase_cutoff_new/smm300nm_0.5/

plot_output_Ke.m

Figure 5.9
I figure w2w_linear/figures/optimalAngle/optimalAngle-01.png
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I source w2w_linear/figures/optimalAngle/optimalAngle.ai

I plot script (a) w2w_linear/figures/optimalAngle/optimalAngle.m

Figure 5.10
I figure w2w_linear/figures/cutoffPlots/cutoffPlots-01.png

I source w2w_linear/figures/cutoffPlots/cutoffPlots.ai

I plot script (a) w2w_linear/figures/cutoffPlots/cutoffAngle.m

Figure 5.11
I figure w2w_linear/figures/angle_phase_cutoff_new/compare_phase_all/

compare_cutoff_map-01.png

I source w2w_linear/figures/angle_phase_cutoff_new/compare_phase_all/

compare_cutoff_map.ai

I plot script (a) w2w_linear/figures/angle_phase_cutoff_new/

smm300nm_0.05_propagation/plot_output_Ke.m

I plot script (b) w2w_linear/figures/angle_phase_cutoff_new/

smm300nm_0.05_ionization/plot_output_Ke.m

Figure 5.12
I figure w2w_linear/figures/angle_phase_cutoff_new/compare_phase_all/

compare_phase_all-01.png

I source w2w_linear/figures/angle_phase_cutoff_new/compare_phase_all/

compare_phase_all.ai

I plot script (a,b) w2w_linear/figures/angle_phase_cutoff_new/compare_phase_all/
compare_phase_all.m

Figure 6.1
I figure nanoPlasma/figures/spectra_SiO2/spectra_SiO2-01.png

I source nanoPlasma/figures/spectra_SiO2/spectra_SiO2.ai

I plot script (a-c) nanoPlasma/figures/spectra_SiO2/plot_spectra.m

Figure 6.2
I figure nanoPlasma/figures/asymmetry_SiO2/asyMap_SiO2-01.png

I source nanoPlasma/figures/asymmetry_SiO2/asyMap_SiO2.ai

I plot script (a) nanoPlasma/figures/asymmetry_SiO2/SiO2_asy_exp_1.m

I plot script (b) nanoPlasma/figures/asymmetry_SiO2/SiO2_asy_exp_2.m

I plot script (c) nanoPlasma/figures/asymmetry_SiO2/SiO2_asy_exp_3.m

I plot script (d) nanoPlasma/figures/asymmetry_SiO2/SiO2_asy_exp_4.m
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Figure 6.3
I figure nanoPlasma/figures/cutoff_SiO2/cutoff_SiO2-01.png

I source nanoPlasma/figures/cutoff_SiO2/cutoff_SiO2.ai

I plot script (a) nanoPlasma/figures/cutoff_SiO2/plot_cutoff.m

I plot script (b,c) nanoPlasma/figures/cutoff_SiO2/plot_spectra.m

Figure 6.4
I figure nanoPlasma/figures/keldysh/keldysh_rate-01.png

I source nanoPlasma/figures/keldysh/keldysh_rate.ai

I plot script nanoPlasma/figures/keldysh/plot_keldysh.m

Figure 6.5
I figure nanoPlasma/figures/asymmetry_SiO2_M3C/asyMap-01.png

I source nanoPlasma/figures/asymmetry_SiO2_M3C/asyMap.ai

I plot script (a-c) nanoPlasma/figures/asymmetry_SiO2_M3C/plot_asy.m

Figure 6.6
I figure nanoPlasma/figures/CB_density_fields/analysis-01.png

I source nanoPlasma/figures/CB_density_fields/analysis.ai

I plot script (a-d) nanoPlasma/figures/CB_density_fields/plot_data.m

Figure 6.6
I figure nanoPlasma/figures/permittivity/permittivity-01.png

I source nanoPlasma/figures/permittivity/permittivity.ai

I plot script (a,b) nanoPlasma/figures/permittivity/plot_permittivity.m

Figure 6.7
I figure nanoPlasma/figures/fields/fields-01.png

I source nanoPlasma/figures/fields/fields.ai

I plot script (a-c) nanoPlasma/figures/fields/plot_fields.m

Figure 6.8
I figure nanoPlasma/figures/enhancement/enhancement-01.png

I source nanoPlasma/figures/enhancement/enhancement.ai

I plot script (a-c) nanoPlasma/figures/enhancement/plot_data.m
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S. Mühlbrandt, M. Korbman, J. Reichert, M. Schultze, S. Holzner, J. V. Barth,
R. Kienberger, R. Ernstorfer, V. S. Yakovlev, M. I. Stockman, and F. Krausz,
“Optical-field-induced current in dielectrics,” Nature, vol. 493, pp. 70–74, 2013.

[60] M. Durach, A. Rusina, M. F. Kling, and M. I. Stockman, “Metallization of nanofilms
in strong adiabatic electric fields,” Physical Review Letters, vol. 105, p. 086803, 2010.

[61] X. Jing, Y. Tian, J. Zhang, S. Chen, Y. Jin, J. Shao, and Z. Fan, “Modeling validity of
femtosecond laser breakdown in wide bandgap dielectrics,” Applied Surface Science,
vol. 258, pp. 4741–4749, 2012.

[62] K. Starke, D. Ristau, H. Welling, T. V. Amotchkina, M. Trubetskov, A. A. Tikhon-
ravov, and A. S. Chirkin, “Investigations in the nonlinear behavior of dielectrics by
using ultrashort pulses (Best Oral Presentation),” Proceedings of SPIE, vol. 5273,
pp. 501–514, 2004.



BIBLIOGRAPHY 115

[63] T. Gorkhover, S. Schorb, R. Coffee, M. Adolph, L. Foucar, D. Rupp, A. Aquila, J. D.
Bozek, S. W. Epp, B. Erk, L. Gumprecht, L. Holmegaard, A. Hartmann, R. Hart-
mann, G. Hauser, P. Holl, A. Hömke, P. Johnsson, N. Kimmel, K.-U. U. Kühnel,
M. Messerschmidt, C. Reich, A. Rouzée, B. Rudek, C. Schmidt, J. Schulz, H. Soltau,
S. Stern, G. Weidenspointner, B. White, J. Küpper, L. Strüder, I. Schlichting, J. Ull-
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Alnaser, N. G. Johnson, M. Kübel, A. Horn, V. Mondes, C. Graf, S. A. Trushin,
A. Azzeer, M. J. J. Vrakking, G. G. Paulus, F. Krausz, E. Rühl, T. Fennel, and M. F.
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[129] F. Süßmann, S. Zherebtsov, J. Plenge, N. G. Johnson, M. Kbel, A. M. Sayler, V. Mon-
des, C. Graf, E. Rhl, G. G. Paulus, D. Schmischke, P. Swrschek, and M. F. Kling,
“Single-shot velocity-map imaging of attosecond light-field control at kilohertz rate,”
Review of Scientific Instruments, vol. 82, p. 093109, 2011.



BIBLIOGRAPHY 121
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[162] Q. Liu, S. Zherebtsov, F. Süßmann, J. Passig, L. Seiffert, V. Mondes, A. Kessel,
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