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Preface

Managing and limiting the consequences of global warming is one of the greatest chal-
lenges of the 21%¢ centuryE] There is scientific consensus that anthropogenic greenhouse
gas (GHG) emissions are the chief cause of ongoing global warming (e.g., Cook et al.,
2013, [2016). Thus, limiting future emissions at a level that allows for a moderate climate
is crucial to preventing harsh consequences to humankind. The historic development of
GHG emissions is mainly driven by the interplay between the growth of the economy and
energy as well as emissions intensity] The vast majority of these emissions stem from
fuel combustion in, especially, power markets for providing firms and households with

electricityf]

The specific characteristics of power markets render their transition towards a low emis-
sion intensity system difficult. This market builds on the utilization of a cost-intensive
infrastructure (e.g., power plants and grid infrastructure), which requires long amortiza-
tion periods. It is also subject to technical constraints, for example, to constantly balance
demand and supply and to keep the grid frequency constant. An additional challenge to
the long-run development of power markets is increasing demand. Apart from providing
existing market participants with electricity that exhibits a low emission intensity, the
supply side of power markets will have to provide new demand sectors with electricity.
Other energy sectors, such as the transportation and heat sector, either exhibit high CO,
abatement costs compared to the power market or their transition faces technical limita-
tions (EC| 2016]). Accordingly, the notion of a cost-efficient transformation of all energy

sectors suggests the partial electrification of these sectors.

Already now, the changing climate impacts economic activity and humans through, e.g., increased
wildfire activity (Abatzoglou and Williams| 2016) and changing monsoon patterns (Herring et al.
2019).

World annual CO4 emissions evolved, throughout the different development steps of the world’s econ-
omy, from 29 Mt in 1800 to 1,958 Mt in 1900 and were at a level of 36,179 Mt in 2015 (Boden et al.,
2017).

The combustion of gaseous, liquid, and solid fuels accounted for 93% of emissions from fuel combustion
world-wide in 2013 (Boden et al., 2017).
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The European Union (EU) is a prime example for the immense impact of fuel combustion
for electricity generation on overall emissions. The share of electricity and heat production
among the EU’s total emissions from fuel combustion has increased steadily over the last
50 years[l] Bearing that in mind, a fundamental yet smooth transformation of energy and
electricity supply to a low emission intensity system, is necessary to limit GHG emissions

and, thus, global warming.

Moreover, the character of the EU makes it of particular interest. First of all, the EU
constitutes a political union between 28 member states. Member states are sovereign.
However, the EU was given exclusive as well shared (with member states) competences
such as the design of policies to combat climate change and to guarantee the secure
supply of energy. Second, the EU was among the first developed regions engaging in
international climate policy and signed the 1997 Kyoto Protocol for its first obligatory
GHG reduction target. For the EU member states of that time, the Kyoto Protocol was
translated into a mandatory reduction target of 8% until 2012 compared to 1990 levels.
This was followed by mid- and long-term targets addressing the years 2020, 2030, and
2050. Finally, in response to the 2° C target of the 2015 Paris Agreement, the EU is

currently revising its 2050 target to reaching a carbon emission-free economy.

These targets have to be translated into implications for all sectors of the economy and
the power market in particular. Concerning the latter, it is crucial to understand the
impact of EU climate policy goals on, among others, the costs for providing electricity,
the mix of generation technologies, and the spatial distribution of electricity generation
among member states. This helps to, for example, introduce required national and EU-
wide legislation and initiate research and development efforts. Having that in mind, there
is a great demand for quantitative assessments of the future development path of power
markets and its sensitivity on numerous framework conditions (e.g., commodity prices).
Models of power markets, which identify the long-run competitive equilibrium, are thus
essential to analyze the implications of international and national climate and energy

policies as well as other framework conditions on market outcomes.

Apart from analyzing general consequences on market outcomes, numerical assessments
allow one to consider and quantify the various challenges to the transition of the European
power market. Due to technical constraints, the set of substitutes for fossil fuel-based
electricity generation technologies is limited with wind and solar power being regarded
as the most promising group of technologies due to the past development and future

prospects of their costs (IRENA| 2016). However, the intermittent supply pattern of

4 The share of emissions from electricity and heat production in the European Union increased over the
last 50 years from 31% in 1960 to 42% in 2014 (IEA| [2017a).
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these renewable energy technologies, due to meteorological conditions, as well as their
spatially varying resource quality is a great challenge to the constant and secure supply
of electricity and hence their broad market integration. Consequently, complementary
technologies, grid infrastructure, as well as conventional generation technologies will con-
tinue to play a crucial role, especially when renewable energies are not available to meet
demand. In the same way, the demand side of the power market has to adjust to the
ambitious decarbonization. An efficient use of electricity and the temporal reallocation of
electricity demand are believed to be crucial to an efficient transformation path. Yet, elec-
tricity tariffs in the past have rarely reflected the temporal scarcity of resources and thus
have not created incentives for the shifting of demand in time. Hence, new technologies
on the demand side that allow for flexibility of electricity demand as well as new tariffs
are required. Likewise, there are challenges from the design of the mandate of the EU.
The EU sets the long-run climate and energy policy goals for all 28 member states. Yet,
the translation of most of these goals into national legislation lies in the responsibility of
member states, where the actual design of national legislation is, in addition to EU reg-
ulation, influenced by national interests. This shared responsibility between the EU and
its member states imposes a political constraint on the translation of climate policies into
actual targets or legislation. Another challenge is the interaction between current energy
and climate policy questions and numerical assessments itself. The long-run transition
of the power market results in various questions to policy makers and dealing with them
requires quantitative assessments. Most questions are very specific and assessing them
adequately requires a numerical model to capture the mechanisms that are of importance
to a specific policy question. At the same time, one can observe single numerical models
addressing a variety of questions. Having the technical limitations with respect to com-
putational power and model tractability in mind, it may be questionable to what extent
numerical assessment do always capture crucial mechanisms. Thus, it remains unclear

whether the provision of adequate advice is a constraint itself.

This dissertation analyzes how the decarbonization goals impact the long-run develop-
ment of power markets and evaluates its cost for the case of the European Union. It
comprises four chapters with each analyzing a particular challenge to the transition of
the European power market. In the following, I will sketch out the relevance and contri-
bution of each chapter. This is followed by a separate, technical summary of all chapters
with each building on a stand-alone article. Chapters[l] [3] and[d]are based on co-authored
papers whereas Chapter [2| is single-authored.

The substitution of fossil fuel-based electricity generation by renewable energies is chal-
lenging due to the intermittency of the latter. This imposes a new role on both renewable

energies, and the remaining supply stack which has to balance the intermittent supply
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of renewable energies. Consequently, finding the optimal mix of generation technologies
that exhibits a low emission intensity and guarantees the secure supply of electricity is
complex. In Chapter |1 of this dissertation, I develop a framework for capturing the long-
run dynamics of the supply side of power markets for the case of the European Union.
The framework puts an emphasis on the detailed representation of the characteristics of
intermittent renewable energies, which are derived from meteorological data, as well as
includes a large set of other renewable energy and conventional generation technologies.
I apply the model to an 80% CO, emission reduction scenario and derive a path of the

optimal, long-run technology-mix.

In addition to major adjustments to the supply side, EU-wide decarbonization efforts
build on the smooth coordination between the EU and its member states. All member
states following a single, EU-wide CO, emissions reduction path leads to the cost-efficient
realization of this path, but can result in varying costs of transformation among countries.
Furthermore, the translation of climate policy goals into binding targets requires the
action of each member state. If single countries are worse off with the market outcomes
under the EU-wide transition path, they might announce their own energy and climate
policy targets. Consequently, it is crucial to integrate and understand the consequences of
national interests in power markets. Chapter|[9of this dissertation applies the framework
developed in Chapter [1/in a novel combination with concepts of cooperative game theory
to look into incentives for cooperation among EU member states. My findings allow me
to elaborate on the cost-efficient realization of a decarbonization path while accounting

for national interests.

With respect to the demand side of power markets, the functioning of the firms as well as
the prosperity of households and individuals is closely tied to the constant availability of
electricity. However, the demand side also has potential for flexibility. Hence, short- and
long-run demand adjustments are discussed as another important channel for mitigating
the consequences from climate change. Chapter[3 of this dissertation contributes a novel
framework to depict the dynamic development of short-term demand response and en-
ergy efficiency improvements, which allows for an assessment of the partial equilibrium
of power markets. 1 apply this framework to look into the role of long-run demand ad-
justment in the form of energy efficiency for the decarbonization of the European power
market. The results reveal that renewable energies, nonetheless, remain the major chan-

nel for avoiding CO, emissions even under the presence of demand adjustment.

The technical and political challenges to decarbonization also increase the complexity
of providing policy makers with adequate advice. Numerical analyses on the economic
implications of energy policies in power markets have existed for a long time and have

become of increased importance with the liberalization of power markets in Kurope. The
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number of available models is vast, and respective numerical results exist in large numbers.
However, from the perspective of policy makers and the scientific community itself, there
is little knowledge concerning the overall capability of the existing population of models
and to what extent they actually provide relevant and robust insights for policy makers
and regulators. This serves as the starting point for Chapter[4 of this dissertation, where
I provide a framework for bridging the gap between model capabilities and demand from
the policy side. The framework is used to provide a map of the characteristics of a set
of power market models to current energy policy questions and to derive implications for

the capability of numerical models for decision support.

Chapter The first chapter stems from joint work with Geoffrey Blanford (Weiss-
bart and Blanford, 2019). We develope a computable partial-equilibrium model of the
European power market, the EU-REGEN model, that captures the main determinants
for the supply-side adjustments in response to climate and energy policies. The model
comprises a representative demand side, a perfectly competitive supply side, and a cen-
tral planner and simulates a competitive, long-run market equilibrium over the horizon
of 2015 to 2050. We focus in particular on the detailed depiction of renewable energy
technologies, since the long-run development of power markets will be deeply affected
by the gradual substitution of fossil fuel-based generation technologies by renewable en-
ergy technologies. However, the intermittent supply of renewable energy technologies, in
combination with the temporal non-homogeneity of electricity, limits the competitiveness
of renewable energies (Joskow, 2011). The model developed in this chapter contributes
with a framework for capturing the temporal and spatial variability of wind and solar
resources. Furthermore, we differentiate wind and solar technologies by different quality
classes to account for the limited availability of high-quality resources. For that reason,
we additionally contribute with a routine for using meteorological data to approximate
the temporal availability of renewable energy technologies. The composite of all these
renewable energy features allows then for a detailed representation of their market value
and their implicit substitution elasticity with fossil fuel-based technologies. Our results
for the long-run electricity generation path of the European power market show that, un-
der an 80% CO, emissions reduction scenario until 2050, renewable energy technologies
become the main technologies that will meet the demand. The 2050 generation-share of
wind and solar power combined is around 40%. However, with the detailed depiction of
their temporal and spatial characteristics, we identify that gas power is necessary as a
complement to compensate for their intermittent supply. Furthermore, this requires in

turn the utilization of carbon capture and storage to adhere to the climate target.
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Chapter In contrast to Chapter [I] this single-authored chapter, which is based on
Weissbart| (2019), goes beyond analyzing the first-best market outcome and is concerned
with its stability. The cost-efficient market outcome builds on the notion of coopera-
tion. In the context of power markets, this translates into regions that coordinate to
maximize the overall welfare in the power market with respect to a climate target. Yet,
it is well-known that the maximization of overall welfare through cooperation leads to
redistribution and can result in the reduction of a region’s welfare compared to the situ-
ation without cooperation. Thus, this chapter assesses why cooperation in the European
power market might not be stable due to unequal cost-sharing and identifies cost alloca-
tions that account for national interests. I apply a two-part methodology in this chapter.
First, I use the model developed in Chapter [l to find the future equilibrium outcome of
the European power market under a cooperative cost-sharing game. More specifically, I
derive the first-best cost allocation for any possible coalition that can be formed among
regions, which amounts in the setting of this chapter to 8,178 coalitions. Second, I an-
alyze resulting cost allocations by means of cooperative game theory concepts. Apart
from combining a partial equilibrium power market model with concepts of cooperative
game theory, this chapter develops the carbon nucleolus as a measure of the satisfaction
of a coalition with a given cost distribution in relation to its emission reductions. The
results show that the value of cooperation under a tight emission reduction target is a
€ 69 billion reduction in discounted system cost over the next 30 years, and rational
behavior of regions can maintain at most 16% of this cost reduction. With the evaluation
of alternative cost allocations, I identify a trade-off between accounting for robustness
against cost changes and individual rationality. I also show that observed transfers within
the European Union Emissions Trading System (EU ETS) are mainly in line with the
results from this chapter. With respect to market outcomes, I find that the cost-efficient
decarbonization path of the European power sector under the grand coalition is char-
acterized by the interplay between wind power, gas power, and biomass with geologic
storage of CO,. However, with singleton coalitions only, the market outcome will shift

to a higher contribution of nuclear power.

Chapter The endogenous adjustment of demand is rarely considered in partial-
equilibrium models of power markets. The third chapter, which is a joint work with
Mathias Mier (Mier and Weissbart) [2018), explores the effect of responsive demand on
the long-run market equilibrium of the European power market. In general, energy effi-
ciency and short-term demand response are key issues in the decarbonization of power
markets. However, their interaction and combined impact on market prices, as well as on
the supply side, is yet to be understood. Thus, we contribute by developing a novel frame-

work to implement investments in energy efficiency and short-term demand response in
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detailed partial equilibrium power market models. We then quantify our results by intro-
ducing this framework in the EU-REGEN model from Chapter [I]and find that, under an
80% emission reduction target, energy efficiency contributes only 11% of carbon emission
reductions. Intermittent renewable energies such as wind and solar power account for
the major share of 53% and fuel switching for 36%. Short-term demand response plays
a crucial role by providing, instead of gas power, flexibility to deal with intermittency of
renewable energies. Interestingly, we find that both energy efficiency and short-term de-
mand response have their merits in reducing marginal abatement costs and additionally
exhibit synergies on abatement costs, at least under an 80% climate policy. Our results
recommend regulators to substantially promote the market penetration of smart devices
and to establish economic incentives for adjusting demand to time-varying electricity

prices.

Chapter In the final chapter, which is joint work with Georgios Savvidis, Kais Siala,
Lukas Schmidt, Frieder Borggrefe, Subhash Kumar, Karen Pittel, Reinhard Madlener,
and Kai Hufendiek (Savvidis et al., [2019)), this dissertation takes a step back from its nu-
merical part and looks at the capability of numerical models to support decision-making.
Apart from decarbonization targets, technology-specific policies and computational devel-
opments have led to increases in the complexity and diversity of so-called energy system
models. Moreover, the lack of transparency and standardization has rendered the assess-
ment of model suitability for specific policy questions difficult. This chapter contributes
with a systematical assessment of the ability of energy system models to answer major
energy policy questions. First, we examine the extant literature on model comparison
schemes and then propose a set of criteria to compare a sample of 40 models. In the
second part, a novel, model-oriented approach is developed to cluster energy policy ques-
tions. Finally, the model capabilities and the policy questions are brought together by
quantifying the gap between models and policy questions. We find that some models
are very well able to answer a wide range of energy policy questions, whereas others are
only suitable for a specific area of energy policy. The representation of the distribution
grid, the endogenous adjustment of demand, and the technical flexibility of the energy
system are common features that deserve further research and development to address
current energy policy issues. Our results provide policy makers with guidance on cru-
cial model features with respect to a selection of energy policy questions, and suggest

potential research directions for future numerical assessments.



Chapter 1

A Framework for Modeling the
Dynamics of Power Markets —
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1.1 Introduction

Since the beginning of the century, the energy policy of the European Union (EU) was
mainly driven by the decarbonization of the supply side. The power market will be
one of the main leverages to reach the ambitious decarbonization targets. On the one
hand, electrification of other energy sectors and the conversion of power to other energy
commodities (e.g., power-to-gas) will result in increasing demand (EC| 2011a} [2014). On
the other hand, the electricity generation-mix has to reduce its CO4 intensity. Therefore,
renewable energy sources (RES) have to become the major source to meet this load. Their
potential, especially for variable RES, is vast, and future cost estimates suggest economic
viability (e.g., Coppens et al., 2009; Marcel Stiri et al., 2007; IRENA, 2016). Yet, variable
RES are spatially dispersed and their quality varies temporally. This means that a cost-
efficient realization of EU decarbonization will require the integration of national power

markets and EU-wide cooperation on climate and energy policy.

In 2008, the European Commission (EC) introduced the “Energy & Climate Package”
with its “20-20-20” targets (EC| 2007). Comprising a 20% share of RES in energy con-
sumption, a 20% reduction of greenhouse gas (GHG) emissions compared to 1990 levels,
and a 20% reduction of final energy consumption compared to a business-as-usual sce-
nario. Furthermore, each member state had to translate those EU-wide targets into
national targets. To address the mid- and long-term perspective, the European Commis-
sion released “A roadmap for Moving to a Competitive Low Carbon Economy in 2050”
(EC| 2011ab), emphasizing a GHG emission reduction target of at least 80% compared
to 1990 levels. In 2014, this decarbonization path was further specified by targets for
2030: a 27% share of RES in energy consumption, a 40% reduction of GHG emissions
compared to 1990 levels, and a 27% decrease of final energy consumption. Currently,
the EC updates its long-term target with now aiming for a carbon-free economy by 2050
(EC| 2018).

Existing models for the European power market already provide insight into the sector’s
future development under current RES and COs emission targets. The LIMES-EU_.
model is used in Knopf et al| (2015) and Schmid and Knopf (2015)) to look into the
impact of the EC’s RES generation targets for 2030 and the relationship between trans-
mission capacity and RES capacity additions. Similarly, [Schaber et al| (2012) analyze
the impact of transmission capacity expansion for variable RES integration and quan-
tify advantages and costs by means of the URBS-EU model. [Kunz and Zerrahn| (2016)
apply the stochastic version of the ELMOD model to address the topic of congestion

L See, e.g., [Huber and Weissbart| (2015 for estimates on the variable RES potential in other regions of
the world.
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management between neighboring countries. Also the EMPIRE model considers uncer-
tainty by stochastic optimization. In |Brovold et al. (2014), the dispatch of hydro power
is optimized under uncertainty with respect to meteorological circumstances. Moreover,
the future role of nuclear power is examined in |Aune et al. (2015)). They use the LIBE-
MOD model to calculate the eoconomic costs of a phase-out of nuclear power by 2030.
The economics of variable RES are further analyzed with the EMMA model in [Hirth
(2013) by emphasizing their market value. With a different focus, Deane et al.| (2012)
link results from the PRIMES energy system model (Mantzos and Capros, 1998) to the
PLEXOS power system modeling tool (Energy Exemplar, 2018)) to conduct a detailed
evaluation of different power system components. A broader perspective is taken by
Richter| (2011)) and |Henning and Palzer| (2014). The DIMENSION model focuses on the
European power markets’ interaction with the heat and transportation sector (Richter,
2011). A pure German perspective is taken in the REMod model to, however, exam-
ine the impact of different climate targets on endogenous sector coupling (Henning and
Palzer, 2014). The behavior of private investors is researched in [Schroder et al. (2013)).
They use the EMELIE-ESY model to optimize a long-run generation capacity investment

under the assumption of profit maximizing agents [

Yet, we still see analysis on the role of RES along the targeted decarbonization path that
allow room for improvements. To provide insights into the role of variable RES technolo-
gies over time, further developments of their depiction in numerical models is required to
analyze the relative costs of different technologies that rely on the same resource. Fur-
thermore, the trade-off between utilizing regional resource qualities versus system-wide
averaging effects of variable RES needs to be analyzed in dynamic models. Concerning
conventional generation technologies, to elaborate on the future role of existing and new
capacities in the European power market remains of great importance, and understanding

their contribution in the coming transition phase is crucial to design relevant policies.

For that purpose, we developed the framework of the EU-REGEN model. The model was
built to generate quantitative scenarios that represent an optimal and consistent decar-
bonization path for the European power system towards 2050. EU-REGEN minimizes
total system costs with respect to conventional and RES generation capacity invest-
ment, generation capacity conversion and retirement, generation dispatch and curtail-
ment, transmission capacity investment, physical electricity exchange, storage capacity
investment and operation, and carbon capture and storage (CCS) capacity investment

and operation. The model is set up as a partial equilibrium model that assumes complete

2 See Chapter 4| and |Connolly et al| (2010); [Bhattacharyya and Timilsinal (2010); [Foley et al. (2010));
Teufel et al.| (2013]) for a more extensive overview of existing power market models and their applica-
tions.
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markets with perfect information and is subject to a wide range of constraints. Moreover,
EU-REGEN is a deterministic and perfect foresight model. Meaning, there is no uncer-
tainty about input parameters, for example, investment cost, fuel prices, and demand.
The model is formulated as a linear optimization problem in GAMS (General Algebraic
Modeling System) and solved with the CPLEX solver.

Among others, the optimization of investment into generation, storage, transmission, and
CCS capacity is driven by costs for capacity additions and upper bounds on capacity addi-
tions and accumulation. Those bounds are derived from political and technical feasibility
as well as geological and geographical potentials. Furthermore, electricity demand, which
is determined exogenously in the model in this chapter, has to be satisfied by the combi-
nation of generation, storage discharge, and electricity exchange at any time. Dispatch of
generation capacity and system operation are driven by marginal costs, availability, and
investment costs of capacities. In addition, EU-REGEN makes use of the duality theo-
rem and derives electricity and COs prices from the dual variables of the market-clearing

constraint and the system-wide CO, market constraint, respectively.

One specific characteristic of the EU-REGEN model is the detailed representation of
the variable RES wind and solar. We apply different resource-quality classes to both
resources, which are reflected in separate temporal availability profiles and capacity po-
tentials for each quality class. Moreover, certain technological progress is assumed by
setting improved technical characteristics of wind and solar technologies in future time

periods.

This chapter provides an overview of the model set-up, the main assumptions, and a
model application. We start with an introduction to the underlying economic rationale
in Section [I.2] Then, Sections and present the model structure and resolution.
This is followed by a detailed explanation of the methodology for modeling time-profiles
for variable RES, the aggregation of time segments, and showing the major parameter
values in Sections [L.5] [1.6] and Finally, the model application to two policy scenarios
with respective results is introduced in Section Section concludes with a brief

outlook.

1.2 Model structure

In this section, we present the basic structure of the model and relate this to the microe-
conomic concepts underlying power markets. EU-REGEN is a partial equilibrium model
of an electricity system consisting of multiple regions connected via transmission lines. It
comprises consumers, producing firms, and a central planner (or regulator). This results

in a multi-period investment and dispatch model. The model’s main output variables
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are electricity prices, carbon prices, investment and production quantities of generation

technologies, and investment in transmission capacities.

1.2.1 Demand side

Consumers demand electricity and obtain utility from this. We assume that the respective
demand function d(p) is downward-sloped, that is, electricity is a normal good whose
demand decreases in its market price p. Meaning, the lower the price for electricity, the
higher is the market demand. The inverse of the demand function p(q), which indicates
the price, that is, the willingness to pay, as a function of the available quantity q. The
change in demand as a reaction to a change in the price is determined by price elasticity
| The absolute value of ¢ indicates the degree of demand adjustment. However, for the
remainder of this chapter, we assume a price elasticity of € ~ 0 and thus demand is not

reacting to price changes[]]

1.2.2 Supply side

We assume a representative firm that invests in electricity generation capacity that is
used to produce g quantities of electricity. Firms are assumed to be price-takers and
hence their objective is profit maximization. Furthermore, the production of electricity
is subject to technical constraints, which limit the feasible production set. This results
in the supply function s(p), which equals the market supply when there is only one
representative producer, as in the case of the EU-REGEN model. The supply function
is then a mapping of quantity ¢ to the minimal costs for the provision of this quantity.
Taking again the inverse of this function p(q) = s(p)~! results in the relationship between

quantities and prices.

1.2.3 Central planner and social welfare

The central planner invests in transmission infrastructure between regions and maximizes
social welfare. Social welfare in a market is defined as the sum of consumers’ surplus C'S
and producers’ surplus PS| As shown in Figure the C'S is characterized by the
area between the demand curve and the horizontal line along the market-clearing price
and can be interpreted as the overall willingness to pay that is not appropriated by the

producers. The graphical representation of the PS is the area between the horizontal

3 The price elasticity is defined as the percentage change in quantity over the percentage change in price.
This can be written as € =

5 Note that the social welfare is also known as the Marshallian aggregate surplus.



1.2. Model structure 13

line along the market-clearing price and the supply curve. It can be interpreted as the
overall revenue above the producers’ costs or their profit. We assume that the assump-
tions of a competitive equilibrium hold and firms are price-takers, have access to perfect
information, are not subject to any uncertainty, and hence obtain zero profit. It has been
shown that the social welfare is maximized under the conditions of a competitive market

and thus the efficient market equilibrium is reached.

As introduced above, we assume that demand is perfectly inelastic, that is, it does not
react to changes in the market price. This market equilibrium setting is depicted in
Figure [I.1b] Under this assumption, the maximization of social welfare does not distort
the consumption choice of consumers. Thus, the minimization of total costs yields the
social welfare maximizing market equilibrium, which is the area below the supply curve

in Figure [1.1b

We assumed, in this section, for illustration purposes, that producers incur only marginal
costs for producing electricity. In the following, we will point out the economic rationale
of the underlying market equilibrium and the type of costs that are considered in the

EU-REGEN model.

p p
s
p* p* iiiiiiiiiiii
Marginal
costs d
0 q* g 0 q* q
(a) Elastic demand (b) Perfectly inelastic demand

Figure 1.1: Market equilibrium under different demand elasticities

1.2.4 Market equilibrium

The long-run market equilibrium of the EU-REGEN model is based on the minimization
of total system cost. The market value is the economic rationale underlying the solution
to this problem (see |Lamont| 2008; Borenstein|, 2008; Hirth) 2013). This concept allows
for a detailed depiction of RES, whose supply pattern is intermittent and exhibits a
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certain temporal correlation with demandﬂ This refers to the temporal non-homogeneity
of electricity (Joskowl, [2011))[]

In brief, investment in capacity of a generation technology is cost-effective when its net
market value is greater than the net market value of alternative generation technologies.
The net market value is defined as the market value minus investment costs. Economic
theory generally defines the market value muv, or marginal value, of a technology as the
difference between the actual market price p' and the variable costs of the technology V C.
In the case of variable RES, the variable costs are close to zero. Hence, the annual market
value of a generation technology is characterized by the sum over the differences between
the market price and the variable costs multiplied by the hourly availability factor AV
For variable RES, the hourly availability factor AV" represents the observed availability
profile. In terms of generation technologies that are dispatchable ] this availability factor
is assumed to be equal to 1 and can be dropped. Hence, the market value equals the
weighted mean of the market price p' that is corrected for the variable costs VC. This

can be expressed with the time-weighted arithmetic mean of the marginal price:

mu =Y ((price’ —=VC) - AV") = A((price' —VC)- AV') - T. (1.1)

t
Focusing on variable RES and thus neglecting the variable costs and keeping the avail-
ability factor, the capability to meet demand is another perspective on the market value.
This means that a generation technology’s long-term value is high when its availability
profile allows for serving the market in times of high prices. In the analogy of [Lamont
(2008)), the covariance can be used to divide the market value into two components. The

covariance between the price and the hourly availability factor AF? can be expressed as:

covy ay = A(p' - AFY) — A(p') - A(AF"). (1.2)

Rearranging Equation (1.2)) and substituting cov, ar + A(p) - A(AF") into (1.1)) brings us

to the following definition of the market value:

mv = A(p') - A(AF") - T + covp ay - T. (1.3)

6 A technology is intermittent when the temporal output variation is driven by exogenous factors.

7 Note that the economic viability of different generation technologies can also be evaluated with a lower

degree of detail, e.g., levelized costs of electricity generation (LCOE) (Kost et al., 2013) or average
cost functions (Stoft} 2002).

8 A technology is dispatchable when there is temporal control over it.
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Equation (1.3 contains both components of the market value. The first term is the
energy value and the second part is the demand-matching capability. The energy value
indicates that, in this case, the market value of an intermittent generation technology
depends, on the one hand, on the amount of energy that can be provided by adding one
unit of capacity. On the other hand, the demand-matching capability comprises the value
of serving the market in times of high prices and hence contributes to a reduction in this

price with the low marginal costs of variable RES.

Correcting the market value for the fixed costs F'C and investment costs IC' yields the

net market value nmuv by:

nmv =muv — [C — FC = A(p") - A(AF") - T + covpar - T — IC — FC. (1.4)

With respect to the market equilibrium of the EU-REGEN model, this means that the
optimal investment decision in each time period is determined in the order of the net mar-
ket value of technologies and by the set of constraints that defines the feasible production
set. Moreover, it is important to emphasize that market value is a dynamic concept. The
investment decision of previous periods impacts market prices in a period and hence the

market value of technologies.

1.2.5 Elements of system costs

As mentioned above, total costs in a market serve as a measure for global welfare under
the assumption of perfectly inelastic demand. With respect to power markets, these costs
are referred to as total system costs. They comprise the costs for providing electricity to
the market as well as the investment costs for the underlying generation and transmission

infrastructure. Moreover, costs can be differentiated between private and social costs.

Private costs The EU-REGEN model covers all costs that a representative firm in-
curs for generating electricity. However, the composition of private costs for producing
electricity varies with the type of generation technologyl’| In general, we can differentiate
technologies along two dimensions: RES-based/fossil fuel-based technologies and inter-
mittent /dispatchable technologies. Costs occurring with the production of electricity can

be differentiated into investment cost, variable cost, and fixed costF_U]

9 Private costs are understood as all costs that firms take into account when maximizing their profits.

10 Note that investment costs occur only once to create one additional unit of electricity generation
capacity, whereas fixed costs arise in each time period where a respective unit of capacity is active.
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Variable Cost £-

Investment Cost

Figure 1.2: Magnitude of cost types by generation technology

Yet, different generation technologies cause each of these costs to a varying extent.
Whereas dispatchable technologies are subject to all three kinds of costs, intermittent
generation technologies induce negligible variable cost. Figure indicates the relevance
of investment, variable, and fixed costs for major generation technologies. This is done
by locating each technology in the space of investment costs, variable costs, and fixed
costs. We look at the standard generation technologies: biomass, coal, gas, nuclear, and

wind. The magnitude of each cost component is based on [Schroder et al.| (2013).

Electricity generation from biomass is subject to relatively high investment cost and
moderate variable and fixed cost. The latter is comparably high for nuclear power, which
also triggers very high investment cost and moderate variable cost. In contrast, gas power
induces low investment cost, yet, causes high variable cost from fuel sourcing. These costs
are comparably lower for coal power, which is subject to low investment and fixed cost
as well. The former type of costs is higher for wind power, which, however, hardly
causes variable and fixed costs. Concerning wind power, its cost is furthermore driven by
geographic circumstances. For example, the composition of total costs for offshore wind

power comprises higher investment and fixed costs.

Note that, as Figure depicts, coal power has low costs with respect to all three cost
components. Furthermore, this technology can be dispatched and is hence independent
of meteorological and geographic circumstances. The high competitiveness of coal power,

without considering its external costs and its high abundance, can be seen as the main
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driver for its dominating role across power markets all over the world (Steckel et al.,

2015).

Social costs With respect to social costs, the EU-REGEN framework includes policies
that address the external effect from CO, emissions only. Yet, further environmental
externalities, such as local air pollution from SO, as well as feedback effects on the power
market are not considered. The same holds true for non-environmental externalities.
Since the model setting does not represent the interaction between the power market
and the rest of the economy, economic spillovers cannot be valued. Moreover, the EU-
REGEN model yields the inter-temporal equilibrium by relying on perfect expectations.
Consequently, the issue of technology lock-ins cannot be examined due to the perfect-
foresight nature of the model. Similarly, the effects of market failure due to strategic

investment and dispatch behavior cannot be evaluated in this model setting.

In general, externalities from electricity generation that cause social costs['] can be distin-
guished into environmental externalities and non-environmental externalities (Borenstein,
2012). Considering the social cost from environmental externalities that are not inter-
nalized by private firms can change a classification, as in Figure [[.2 There is scientific
consensus that the emission of CO4 into the atmosphere is one of the main drivers for
the observed increase in global temperature (e.g., Cook et al., [2013] 2016). With power
markets being one of the main emitters of CO,, these emissions are one of the main
environmental externalities from electricity generation[?] If regulators introduce a policy
instrument and hence producers internalize the social cost from COs emissions, their
variable cost for fossil fuel-based generation technologies will increase significantly. This
mainly concerns coal power, which is highly competitive due to low private cost, but it

suffers from high social cost due to its high carbon content[™|

Note that extant research shows that the impact of power markets on climate change
(mainly from COy emissions) yields a feedback effect as well. The impact of climate
change on power markets itself can be distinguished into effects on demand and supply
(Mideksa and Kallbekken|, 2010). Power generation could be impacted by reduced water
supply from heat waves and droughts, which would influence hydropower directly and

thermal power plants indirectly through lack of cooling water and the reduced efficiencies

11 Social costs are production-related costs that are not internalized by private firms per se.

12 Note that electricity and heat production caused 42% of global CO, emissions from fuel combustion
in 2016 (TEA} 2018|).

13 The carbon content is the amount of carbon embedded in the fuel itself. The contained carbon is
released through the combustion of the fuel. Then, it reacts with oxygen, and results in COs.
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resulting from that (Riibbelke and Vogele, 2011; |Golombek et al.| 2012).[2] Moreover,
increasing mean temperatures from climate change could alter electricity demand through
a stronger correlation with temperatures. An example would be the increased adoption of

air conditioning and, thus, soaring electricity demand (Auffhammer and Mansur, [2014)).

However, there are more sources of environmental damage from electricity generation.
Local environmental damages can comprise, for example, environmental degradation
through fossil fuel extraction, loss of biodiversity, and local air pollution from fossil fuel
combustion (e.g., [Edenhofer et al., 2013).E] Concerning the latter, pollutants such as
nitrogen oxide (NOy) and sulfur dioxide (SO2) can cause local air pollution and enhance

acid rain and smog (Owen, [2004)).

Non-environmental externalities from electricity generation can create negative as well
as positive impacts. One of the most prominent (negative) non-environmental external-
ities are path-dependences. Path-dependences in the power market are understood as
the costs of locking an energy system into a subset of technologies due to, for example,
the underlying infrastructure (Fouquet, 2016)). Since investment in production and trans-
mission infrastructure are characterized by long amortization periods, they can lead to
slow adoption in the market and thus create inefficiencies. Moreover, both conventional
generation technologies and RES, exhibit a negative externality on landscape aesthetics
and, hence, property values (Davis, |2011; (Gibbons, 2015).@] Especially wind power can
entail an externality through having a negative impact on human well-being (e.g., Krekel
and Zerrahn, [2017)).

Though, it is important to emphasize that there exist positive externalities as well such as
employment effects, knowledge spillovers, and learning effects, among others (Edenhofer
et al., [2013; [Fouquet, [2016). With respect to employment effects, the large-scale invest-
ment and deployment of a new generation technology, for example, solar power, can lead
to additional jobs in the energy sector and, thus, have a positive impact on the overall
economy|"”| Innovation market failures, for example, knowledge spillovers, and learning

effects, occur when since single firms, in the private optimum, do not account for their

14 Note that in terms of wind power, changing climatic conditions could alter the temporal and geographic
structure of wind resources. Yet, it cannot be generalized whether this leads to an overall positive or
negative impact (Pryor and Barthelmie, [2010]).

15 See [Samadi| (2017) for a general overview of externalities from electricity generation.

16 See Mattmann et al. (2016alb)); [Drées and Koster| (2016); (Chiabrando et al. (2009); Gamble and
Downing| (1982) for estimates on the impact of single technologies.

17 Note that a higher number of workers in this sector is then mainly required due to the installation
of capacities (Frondel et al., [2010). Thus, the nature of investments in RES, which are high up-front
investment costs and low variable costs, questions to what extent this effect still holds in the long run
(Borenstein, 2012)).
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impact on the knowledge stock of the economy and the development of future technology

costs via their learning-by-doing (Fischer and Newell, [2008]).

In this section, we described the general structure of the EU-REGEN model. Moreover,
we outlined the type of costs that the framework considers for cost-minimization and,
hence, a welfare-maximizing market outcome. In the following chapter, we will depict the

numerical implementation of the cost-minimization problem with its set of constraints.

1.3 Numerical implementation

The EU-REGEN model is a linear program based on the US-REGEN model (Blanford
et al., 2014)@ In the following, we present the algebra of the model and use subscripts to
refer to region r, time period ¢, time segment s, vintage v, generation technology 7, storage
technology j, natural gas supply class n, and biomass supply class b. The nomenclature

of the sets, variables, and parameters used in this section are described in Table in

Appendix

System costs The linear and deterministic optimization model minimizes the total dis-

counted system cost ¢ (Equation (1.5))) that consists of investment costs for generation

tc
Tt

SC

capacity c%f}, transmission capacity c,",, storage capacity ¢, costs from generation opera-

tion ¢$, maintenance costs for generation capacity c°™, and operation and maintenance
costs for transmission ¢ and ctin:
tot __ gc tc sc Ve fom tvo tfm
c = Z[(CT,t + Crt + Cr,t) ’ tft + Cr,t + C’r,t + Cr,t + Cr,t ] ' DFt (15)

r,t

This includes the investment tax factor tf;, which is determined by the investment tax
rate TK and the length of time step ¢ in years YR; as well as the discount factor DF,

(Equation ((1.6))):
(1+TK)

In Equation (1.7), investment costs for generation capacity investments by firms ¢} are

new - its investment costs 1C%S

defined as a function of the new generation capacity gcjyy, Tt

and the technology-specific lifetime factor LF;, ;. The latter one is applied to avoid

end-effects and adjusts investment costs for the share of the technology-specific lifetime

18 See [Young et al.| (2013) and Blanford et al.| (2014) for detailed information on the U.S. Regional
Economy, Greenhouse Gas, and Energy (US-REGEN) model and carried-out analyses. Furthermore,
note that the US-REGEN framework also captures the interaction between the power sector and other
sectors of the economy.
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that lies within the model horizon:

E = 3 g SICE - LF,,,,  VreRteT (1.7)

ZEInew

Costs for new transmission capacity investment between regions undertaken by the central
planner (Equation (1.8)) vary with the new transmission capacity tc;5), and the region-

specific investments costs IC'  that are a function of the distance between the regions’

r,rr

load centers or other geographic considerations as, for example, overseas connections:

r,rr,t ,rT

= e, - IC) VreR,teT (1.8)

The last component of investment costs, electricity storage charge and discharge capacity,
is described in Equation (1.9 . by the product of the added capacity scjS for storage
technology j and the investment costs for storage charge capacity IC}":

Zscnew ICY° VreR,teT (1.9)

7,75t

Costs from electricity generation operation and maintenance (O&M) by firms are rep-
resented by ¢ and %", respectively. In Equation , the variable dispatch costs
are the specific variable operation costs mc; ,,; times the actual generation gs;,,; and
the number of hours in each load segment H, (see Section [I.6). We include costs from

biomass separately by accounting for the cost OCblo from biomass supply bsy,

& =3 (MCinri =S (Gsiore - Hs)) + Z bspre- OCPe  reRNVLET (1.10)

1,V s

A firm’s marginal costs mc;, ., comprise variable operation costs OC;%, fuel costs, and
costs from CO, permits (Equation (L.11))). Fuel costs vary with the fuel use coefficient
FC,; s (a binary variable allocating fuel type to generation technology), the technology-
specific heat rate HR; ,, r, (with a lower heat rate indicating a more efficient combustion
process), as well as time period and region-specific adjustment factors FT;, and FRy,
(to account for, e.g., intra-regional fuel distribution costs). Costs from carbon permits

are the product of emission intensity EM, ,,, and the permit price PC;:

MC; prt = OC;’?)HTI, + Z(Fcl,f . HRi,U,fﬂ“ . (FTﬁt + FRfm))
! (1.11)
+EM,,, - PC; VieZveVreR,teT

Yy
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Moreover, firms incur fixed O&M costs from holding generation capacity, costs charac-

terized by the product of gc¢;, ., and the fixed O&M costs OCgf’,fn (Equation (1.12)):

=3 0Co™  geiprs TERNET (1.12)

In analogy, Equation ((1.13)) accounts for variable and fixed costs from electricity exchange

between regions. With the variable costs ct"o being the product of the transaction costs

tvo
7T

from physical flows OC the actual exchange between regions e ., and the number of

fm

hours in each load segment H,. Fixed maintenance costs for transmission ct are derived

from the accumulated transmission capacity tc, . times the fixed costs for transmission
OC!™ (Equation (1.14)):

r,rr,t

‘;vto - Z chﬂvﬁr *Csrorrt Hs Vr e R7 teT (113)
Crt' = Z oCt™  temy VreREET (1.14)

Dispatch The main equilibrium constraint of a power market is to meet demand at
any point in time. Accordingly, the market-clearing condition (Equation (1.15))) requires
that generation g ;. ¢, plus electricity imports es ¢, less electricity exports e ¢, less

electricity netexports to outside regions E™

s,

plus storage discharge sd; ;,, less storage
charge s ;,, and less self-consumption of hydro pump storage PS;, has to meet demand
Ds,mﬁ-ﬁ Moreover, flat loss factors are applied to account for losses from storage discharge
e and intra-regional distribution (5@ However, a region-specific loss factor is used for

exchange between regions with PEN]',. being again a function of the distance between

9 Note that this constraint does not allow for the curtailment of demand. An alternative approach
would be allowing for demand curtailment by valuing unserved load at the price cap in the market,
the value of lost load (VOLL) (e.g., Newbery, 2016). A too low set VOLL can trigger the so-called
missing money problem where revenues do not fully cover cost (Joskow, 2013). Hence, the set-up of
the EU-REGEN model excludes from the possibility of encountering the missing money problem.

20 Note that the storage loss factor e is applied only to the storage charge and consequently captures the
losses occurring in the whole storage cycle.
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the regions’ load centers{]

(Z gs,i,v,r,t + Z 68,7“7‘,T,t — Z 6s,r,rr,t . PEN:’:TTT

_E;n::_}_ Sds'r _38‘7"1_6
e T () (1.15)

—PS,,) - Hs

:Ds,?",t'Hs*(l—i_é) VSGS,T€R7tET

To account for physical constraints, generation of controllable generation units gs; v+,
that are comprised in the set Z,, is limited by the installed capacity gcmmtﬂ The latter
is again constrained by an availability factor for each load segment AF,;, (representing
monthly availability patterns of dispatchable generation technologies) or a capacity factor

CF,;, for intermittent generation technologies (Equation (1.16))):

s, it S 9Ciwrt * AFs,i,r : CFs,i,r Vs € S,Z S Ictm NS V, re R,t € T (116)

To approximate observed generation patterns, we define certain must-run capacity by
fixing generation at the average capacity factor for the set of non-dispatched generation

technologies Zgy, that comprises, for example, geothermal power plants (Equation ((1.17])):

sivrt = 9Civrt AFS,Z',T : CFs,i,T Vs € 871 € IﬁX) S Va re R) te T (117)

With the same rationale we apply a lower bound to generation from nuclear power in
Equation ([1.18]). We set the minimum nuclear generation to the dispatch factor DF; of

its available generation capacity:

Gsiwrt > 9Ciwrt - AFi, - DF Vs € S,i € {nuclear},v e V,r e R,t €T (1.18)

Finally, we define, for notification purposes, total generation over all load segments in

Equation (1.19)) as

tGiwrt = D Jsiwrt - Hs ViecZ,veV,recR,teT. (1.19)

21 Note that the transmission loss factor PENY s applied only to exports and hence captures the losses

r,rr
that occur in the exporting as well as the importing region.

22 Note that the set of controllable generation units also comprises RES. However, the set excludes
generation technologies that operate in multiple energy sectors such as combined heat and power
(CHP) power plants.
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Generation capacity With respect to the development of generation capacity over

time, its accumulated capacity gc; .+ is determined in Equation ((1.20]) as the sum of new

new

1°% in a specific period and the existing endowment in the previous

generation capacity gc

period g¢; yri—1:

9Ciwrt = GCims T GCinri—1 Vi € Thew,V € Vaew, T E R, €T (1.20)

There are upper bounds to investment into new vintage technologies. A limit can be
set to each region CAP( ; and an additional one CAP¥{" to the system-wide investment

in each technology, which approximates technical limits from the market for generation

technologies (Equations ((1.21)) and ([1.22])):

geiry < CAPY, Vi € Ipew, T E R, EET (1.21)
> g < CAPEY! Vi € Tpew,t €T (1.22)

Retirement of generation capacity by firms is endogenous to the EU-REGEN model. New
generation capacity has to be retired before its expected lifetime L, ,, ., which is a binary

variable with a positive number for each period before the time period of retirement at

the latest (Equation (1.23))):

9Ciwrt < 9Cimt * Liwrt Vi € Thews V € Vaew, T E R, €T (1.23)

For existing capacity, in addition to retirement, there is the option of conversion and
retrofits, which means allowing for the use of different fuels (e.g., biomass instead of
coal) or the addition of a carbon capture facility to, for example, a coal power plant, re-
spectively. We set upper bounds to conventional capacity that can be retrofitted (Equa-
tion (|1.24])). Here, the amount of retrofitted capacity, which is determined by gc; ., and
the retrofit factor RF;, representing the capacity added through the retrofit, has to be
below the capacity limit CAP} (approximating technical limits) for the set of possible

retrofit technologies Z,¢:

GCivrs - RF; < CAPI  VieLgveV,reRteT (1.24)

With respect to conversions, existing coal or lignite capacity can be used in conventional

mode or converted to using different fuels. Hence, for the retirement of old capacity
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gcm,r’tﬂ the sum of old and converted capacity, which is scaled by the conversion fac-
tor CR; (again representing the capacity added through the conversion), cannot exceed
the amount of capacity that can still be operated based on the technical lifetime con-
straint(Equation ([1.25])):

9Civrt+ > GCivrs CRi <GCYS Ly Vi € Iyv € Vo, € Rt €T (1.25)

1,0,
iEICI‘

Finally, as indicated in Equation (|1.26]), we make sure that generation capacity in each

vintage retires monotonically decreasing:

GCimrti1 < GCivrt VieZ,veV,reR,teT (1.26)

Storage The operation of electricity storage is constrained by the available storage and

charge capacity. The former is determined by the sum of new capacity sci% and existing

j7T7t
capacity from the previous period sc;,,—1 (Equation (1.27)):

S§Copt = SCiny + 5Cj 11 VieJ,reR,teT (1.27)

This charge capacity sc;, . is then the upper limit to the dispatch of storage charge s; ; ,
and discharge sd j,;, as depicted in Equations ((1.28)) and ([1.29):
Sejrt < SCipe  VsES,jeTJ,reRteT (1.28)

Sdsjri < SCjry VseS,jeJ,reR,teT (1.29)

Furthermore, Equation (1.30)) limits the accumulated amount of stored electricity sbs
to the storage capacity, which is determined by a fixed size SH; (> 1) in relation to the

charge capacity sc;,.;:

Sbs,j,r,t S SHJ *SCirt Vs € S,j S j, r e R,t S T (130)

The dynamic accumulation of sbsj,, is defined in Equation (1.31) as the amount of
stored electricity in the previous time segment sb,_; ;,; plus the net charge, which is the

difference between the storage charge s, ;,; and the storage discharge sd; j,+:

Sbsjrt < Sbs_1 i+ Hs - (S5 jrs — 5ds i) VseS,jeJ,reR,teT (1.31)

23 The parameter gc; . ¢ captures all units operated in the base year.
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Transmission As introduced in Section [I.2] the representation of electricity transmis-

sion in the EU-REGEN model is limited to exchange between regions. Its available

new

iy and the capacity in the previous

capacity is the sum of new transmission capacity tc

period gc;,;—1 as shown in Equation ([1.32):

new

tCrprp = tC oy T tCrrrt—1 Vre R, teT (1.32)

To account for the political and technical feasibility of additions to transmission capacity,
we set upper limits to it. For each time period, bounds can be applied to each individual
connection between regions CAPf,‘fmt (Equation ) as well as to system-wide additions
CAP!*™" in a specific time period (Equation (1.33)):

t, < CAP |, VreRteT (1.33)
St TL,,, < CAPI™  vteT (1.34)

Geologic storage of carbon The EU-REGEN framework allows for the geologic stor-
age of COy captured from electricity generation facilities.@ For that purpose, the physical
accumulation of the stored COs is determined, as shown in Equation , by the prod-
uct of capture rate CR;, fuel coefficient FC;, heat rate HR,; ¢, fuel-specific carbon content

CCy, and generation tg; ;.

CSrt = Z CRl . FCZ . HR@,fﬂﬂ : CCf . tgz',v,r,t Vr € R,t S T (135)
v, f

with its dynamic accumulation being constrained in Equation (1.36|) by the geological
storage capacity CAP;*:
> espy < CAPY® VreR (1.36)

Resource constraints Furthermore, the dispatch and investment of generation tech-
nologies is limited by the availability of resources. With respect to wind and solar tech-
nologies, the limited availability of land area as well as competition with alternative land
use types leads to limited potential within each resource class (see Section . As shown
in Equations and , for both groups of technologies, accumulated capacity ad-
ditions and initial capacity gc;,,: in each quality class, with QC,, allocating existing

capacities to quality classes, must not exceed the capacity limits CAPZ;,“d and CAP??}”

24 Note that we only consider the storage of CO5 and abstract from the depiction of the CO, transporta-
tion infrastructure.
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(see Section [L.7)):

chi,vmt +QC;, - Z GCivrt < CAPXind Vi € Tyind,” € R, t €T (1.37)

vEVo1d

> gCiwrt +QCir Y gliwey < CAPO® Vi€ T, EREET (1.38)

vEVold

Concerning biomass and gas, their availability is bounded by regional supply. As depicted
in Equation , regional exogenous biomass supply BS; ., is differentiated between
supply classes b, which constrain biomass fuel use that is determined by the fuel use
coefficient FC; ¢, heat rate HR; f,, and annual generation tg; ,,+ (see also Section :

ZBSW>Z > FCiy-HRiyy tgivs: VreRtET (1.39)
v fe{bio}

By analogy, gas demand is constrained in Equation (1.40)) by exogenous gas supply GS,

over all gas supply classes g:

ZGSQ”‘t>Z Z FCf HR’LfT tgzvrt \V/TER,tGT (140)

v fe{gas}

The CO; permit market As outlined in Section [[.2] the EU-REGEN framework ad-
dresses the environmental externality from fuel combustion by limiting the total amount
of emissions and thus includes a market for CO, emissions from electricity generation”]
In the default setting, the market for COy permits does not allow for banking, that is,
CO4 emissions have to be offset in the period of occurrence. In that case, the amount of
net banked credits nbc, is set to zero. Meaning, in each period the amount of emitted
carbon, which is characterized by the emission rate EM,, and total generation tg;, ,+,
cannot be above the CO, emission cap CAP{** (Equation (1.41))

CAPEOQ - TLth > Z EMi,r ' tgi,v,r,t t e T (141)

2,0,T

However, banking of permits can be allowed by introducing a banking market. Then, the

banking market is modeled by the cumulative banked credits cbc;, through the arithmetic

25 Note that the model as well allows for introducing a carbon tax or exogenous carbon permit price (see

Equation )

26 The magnitude of the CO, cap depends on the scenario of interest.
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series indicated in Equation (|1.42]),

cbey = nbey vte T (1.42)

t'<t

including the constraint that accumulated banked credits balance by the model horizon

(Equation ((1.43))):
> nbe; =0 (1.43)

t<2050

1.4 Model resolution

Spatial The EU-REGEN model represents the European power market. Its geographic
scope includes all countries of the European Union (EU28), except for the island coun-
tries Malta and Cyprus. Additionally, the model includes Switzerland and Norway, which
have a central position in the European system or are endowed with great resource po-
tentials. To reduce the size of the model, those 28 countries are grouped into 13 model
regionsE] The aggregation is based on geographic characteristics and current config-
urations of the Furopean power markets. However, Germany is disaggregated into a
northern and southern region to reflect existing transmission limitations between the two
regions—which triggered the current public debate on two pricing zones within Germany
(e.g., Egerer et al.| 2015, |2016). Figure shows the EU-REGEN model regions.

Temporal The model horizon in the default model setting is 2050. We start with the
base year 2015 (with given capacity) and optimize dispatch and investment in 5-year time
steps up to 2050, which amounts to eight steps. Simulating dispatch on an hourly basis,
or an even higher temporal resolution, offers the most accurate representation of power
system operation. Yet, similar to the spatial aggregation described above, the number
of time segments is reduced within each period for computational reasons. The default
version of the model uses 121 intra-annual time segments. More information on the choice
of representative hours can be found in Section[1.6] However, this reduced form approach
means loss of the chronological order of hours and, thereby, compromises the modeling
quality of, for example, electricity storage. Thus, electricity storage is only considered

when looking at a single time period, where an hourly resolution is again feasible.

Technology The model includes 25 different types of generation capacity (see Table
in Appendix [A.2)). To account for different characteristics of power plants of the same

type or varying resource quality of variable RES, each type is further distinguished into

2T See Table in Appendix for an overview of the composition of model regions.
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Figure 1.3: EU-REGEN model regions and transmission links in the base year

generation blocks. This results in 73 different generation blocks by region with, for ex-
ample, wind power making up for six blocks due to six different wind resource classes
(see Section . Moreover, existing generation units are grouped into vintages to allow
for different heat rates among generation blocks. Each vintage covers a period of five
years and includes all units that went online in this period. New capacity can be added
to each technology block through investment. Similar to existing installations, additions
in different model periods are grouped into vintages to assign specific technological char-
acteristics to each. As depicted in Section [I.3] generation capacity can be subject to
upper bounds on additions or on accumulated capacity. Limits on additions are applied
to nuclear power and accumulated capacity of each variable RES technology. Finally, the
set of non-dispatchable technologies comprises geothermal and combined heat and power
(CHP), and the set of technologies eligible for retrofit or conversion consists of hard coal,

lignite, and gas power.

With respect to CCS, there is no commercially operated power plant in Europe as of now
(ECL 2013b). In the model, new CCS generation technology can be added in combination
with new generation capacity for lignite, coal, natural gas, or biomass power. Retrofits of

existing conventional generation capacity is as well enabled for lignite, coal, and biomass



1.5. Modeling wind and solar technologies 29

power plants. Furthermore, the amount of captured COs is subject to limited geological

storage capacity.

As indicated in Section [I.3, we abstract from intra-regional electricity distribution and
model electricity exchange between regions only. We assume one generic type of trans-
mission technology, whose investment costs, however, vary among regions to account for,
for example, oversees connections. Existing transmission capacities between regions serve
as starting values. In each time period, new transmission capacity can be added between
neighboring regions or regions with an already existing transmission link. However, those

additions are subject to upper bounds.

1.5 Modeling wind and solar technologies

The importance of a detailed representation of the intermittency of RES has been em-
phasized in, for example, |Joskow| (2011). The modeling of variable RES has to incorpo-
rate both components of the market value (see Section , the energy value and the
demand-matching capability (Lamont, 2008). Yet, so far, little effort has been put into
methodologies to capture the temporal, inter-, and intra-regional variations in a dynamic
investment model. Our modeling approach accounts, on the one hand, for varying annual
electricity generation from variable RES between and within regions. On the other hand,
differences in the temporal profiles are captured. Therefore, the characteristics of the
resources, wind speed, and solar irradiation, and their different technologies are captured
in our modeling approach. In the following, we will outline the methodology for the
detailed representation of variable RES in the EU-REGEN framework.

1.5.1 Resource data-base

To fully account for the intermittency and spatial variability of resources, the underlying
data on wind and solar resources is required to be at a high temporal and spatial res-
olution. Similar to other studies (e.g., |Cannon et al., 2015; Jurus et al., 2013} |Olauson
and Bergkvist, 2015), we use the MERRA (Modern-Era Retrospective analysis for Re-
search and Applications) reanalysis data for both resources, which is provided by NASA
(Rienecker et al., 2011). Parameters are available for the time interval between 1979 and
today with a temporal resolution of 1 hour. The spatial resolution is % and % degree in lat-
itude and longitude, respectively. Meaning, EU REGEN’s geographic scope is covered by
2,704 locations, each one representing an area of % X % degree. Figure illustrates the
spatial resolution of the MERRA data set with different colors representing each model
region and gray-colored grid cells indicating offshore area. For wind resources, we extract

variables on eastward and northward wind speed at 50 meters above the surface (U50M
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and V50M), displacement height (DISPH), and roughness length (Z0OM). Modeling solar
power technologies is based on MERRA’s surface incident shortwave flux (SWGDN) and

the temperature 2 meters above displacement height (T2M) (NASA| [2010):
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Figure 1.4: Wind resource data-base

1.5.2 Resource classes

As mentioned above, the EU-REGEN model captures the varying quality of variable
RES through different generation blocks. The generation blocks of new variable RES
vintages represent the different resource classes for each resource type. Concerning wind,
we introduce six resource classes C.,;nq based on the wind speed at 100 m above ground.
Classes are defined as shown in Table [LLT}

Table 1.1: Wind resource classes based on average wind speed at 100 m [m/s]

Wind 6 | Wind 5 | Wind 4 | Wind 3 | Wind 2 | Wind 1
<4 | 4556 ] 6-7] 78] >0

To determine the resource quality in each of the 2,704 locations, we calculate the average
wind speed over the time period 1982 to 2013. By means of that measure, we allocate each
location to one resource class within its region. An overview of the spatial distribution

of resource classes is indicated in Figure [I.4b]

The same approach is applied to solar resources. Here, resource classes Cy, 4 are based
on the mean global horizontal irradiation from 1982 to 2013 (Table . Assigning a

solar resource class to each location lead to the distribution shown in Figure in

Appendix [A 3]
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Table 1.2: Solar resource classes based on average solar irradiation [kWh/m?|

Solar 6 |  Solar 5 | Solar4 | Solar3 | Solar2 | Solar 1
< 1,000 | 1,000 — 1,200 | 1,200 — 1,400 | 1,400 — 1,600 | 1,600 — 1,800 | > 1,800

Due to its high investment costs, we assume concentrated solar power (CSP) to be suitable
only for locations with high resource quality. Therefore, CSP is limited to locations within
solar classes 1 and 2, as shown in Figure in Appendix

1.5.3 Wind power

In terms of wind power, we consider wind onshore and offshore as separate technologies.
As of the end of 2016, 154 GW of cumulative wind power capacity was installed in the EU.
A majority of 141 GW was installed onshore compared to 13 GW of offshore installations
(Wind Europe, 2017). Moreover, cost and performance estimates of both technologies
differ. Therefore, it is crucial to differentiate between them to capture the technological

traits and economics of wind power.

Estimating the generation profile of wind power, which captures the availability of a
wind power technology in each time segment, requires data on wind speed, displacement
height, and surface roughness. The translation of these three input parameters into power
output is based on three steps. First, the combination of wind speeds from two directions.
Then, the extrapolation of wind speeds to hub heights. Finally, the translation of wind
speeds for combinations of different hub heights and wind turbines to a normalized power
output. We provdide a detailed elaboration of these steps in Section in Appendix [A.5]

Moreover, the nomenclature of the sets, variables, and parameters used in this section is
described in Table in Appendix [A.4]

However, the purpose of EU-REGEN requires region-wide profiles for existing and new
vintages by resource class and, furthermore, profiles separated into onshore and offshore
installations. In the following, we will outline the aggregation of profiles by locations to

region-wide profiles for existing and new vintages.

Existing vintages For existing onshore vintages, we extrapolate wind speeds (see
Equation in Appendix to a hub height of 100 m and calculate the mean
wind speed s;" over the time period from 1982 to 2013. This is used to assign locations [
within each region to different site qualities QQ = {low, medium, high}. Each site quality

q is determined by upper limits s;? and lower limits sé‘“” (Equation (|1.44))):

Lo={(sP> )V (sP1s)}  VIE Long € Q (1.44)
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Based on that, we calculate a weighted-average of the normalized wind power output

wplily , in a region over all turbine types and locations wply’, . (see Appendix [A.5). This

87h7q’7'
aims at approximating the current average configuration of an installed wind turbine in
each region. Hence, we use, on the one hand, weights on the existing capacity distribution
among sites within a region W}, On the other hand, we apply a weighting for the

assumed existing technology-mix of hub heights and turbines within site qualities in each

region Wy
wC wt trb
hub Zg ZZGLOD myT ) Wh‘7g7Q7T ) wp&l,h,g
wphh = g Vs € S,h € Hoqg € Qr € R (1.45)
e 229 21ELon VVlVg“C ) Wf‘gg,q,r

In a second step, we calculate the weighted average across hub heights and quality classes:
(Wb and W) to get a single region-wide profile (Equation (1.46))). Furthermore, the
turbine output is subject to loss factors " and o? that represent a general loss and
seasonal maintenance factor, respectively. So, we finally arrive at the normalized power

output for each region and resource class:

q . hub | hub
. 0.p . Zh"] Whar h,q,"’ wpszhﬂtLT

s q hub
Zh7q Wh,T * Wh

4T

u

VseS,reR (1.46)

on __
wps,r =0

We follow an analog approach for offshore applications. However, we abstract from

different site qualities:

wce wto trb
hub-os _ Zg ZZELOS myT ) h,g,"' ) wpsvl’h’yg
shr = % T . o Vs € S,h € Hex,7 €R (1.47)
g l€Los lr h,g,r

hub-os hub
o7 . don ”h,r " WP
s ”fhub-os
Zh h,r

u .

VseS,reR (1.48)

0s __
wpg, =0

New vintages Concerning new on- and offshore vintages, we aggregate the output

wpgf}jhg for each location to a single profile comprising all locations within each quality

class Cying in a region. The binary parameter C"i*¢ allocates each location to its resource

rl.c
class as depicted in Equation (1.49)):

Zl wptr}oh . Cwlind

Te S,tyh, Ty,C

U’ps,rg,c,h,g = = C’f”f"d Vs €S,1r € R,c € Cyind, b € Huew, 9 €G (1.49)
rl,c

The final profile by region, quality class, and vintage is calculated by assuming a spe-
cific combination of hub-height and turbine type to each vintage year W,,f,”hifg”fv (Equa-

tion (1.50])). We apply this approach to approximate technological progress. In analogy
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to existing installations, the loss factors ¢* and o apply:

reg wind
u p . Zh7g wp57,rzczh7g ) WT’,]’L7g,U

WPsrec =0 0Oy wind
2ong Wrkhig

Vs € S,r € R,c € Cyind (1.50)

Note that values of wp,, . directly yield into the capacity factor CF,;, introduced in
Equation (1.16)) in Section . Moreover, we approximate values for the parameters o*,

P hub-os wce tec-os : :
of, Wi, Wie, and W52 from the model calibration.

1.5.4 Solar power

With respect to solar power, we differentiate between three different types of solar power
technologies: stationary photovoltaic (PV), tracking photovoltaic (PV-TK), and CSP.
Currently, only PV is widely applied in Europe with 100 GW of installed capacity in 2016
(Eurostat, 2018)). Yet, especially a long-term model on decarbonization paths, which is
driven by the economics of generation technologies, should incorporate a great variety
of solar power technologies. On the one hand, this allows for analyzing the impact of
different relative costs among solar power technologies. On the other hand, PV, PV-TK,
and CSP differ in their output profiles. This is due to the higher flexibility of PV-TK
and CSP in terms of tracking and storage, respectively (Huld et al., 2008]).

We can estimate generation profiles for solar power technologies by using direct and diffuse
irradiance and ground temperature as input parameters. For all three technologies, the
two main components of solar irradiation, direct and diffuse radiation flux, affect the
output differently. Yet, solar irradiation data on a high spatial and temporal resolution
is only reported for global horizontal irradiation (GHI). Hence, we have to separate the
GHI into its direct and diffuse components before being able to estimate the power
output. The methodology for separating solar irradiation in its components is explained
in Appendix[A.7] Moreover, the nomenclature of the sets, variables, and parameters used
in this section is described in Table in Appendix [A.6]

The conversion of the two components of solar irradiation and temperature to normalized
output requires four main steps. We start by calculating the hourly angle of the sun’s
rays. This allows, in a second step, for calculating the overall solar irradiation at the
module. Then, this has to be corrected for the panel efficiency and in a final step for the
inverter efficiency. These steps result in the normalized solar power feed-in profile sps; ..,
by location and for different orientations o and tilts p. We provide a detailed description
of these steps in Appendix [A.8 In analogy to wind power, we derive different profiles for

varying vintages and technologies of solar power in the following.
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Existing vintages In a first step, profiles for existing PV installations are approxi-
mated in Equation (1.51) by weight Wp5 for the existing capacity distribution among

locations within a region on the normalized solar power output sps,ho,p:@

sc

Sprey . Zl SPs,lo0p M/lﬂa
$,7,0,p - Z WSC
LYYy

VseS,reR,oeO,peP (1.51)

Thereafter, we apply a distribution Wj‘tp for combinations of orientation and panel tilt to

get a single profile by region (Equation (|1.52))):

reg . st
2071’ SpS,T,O,P W(LP

st
ZO,p WO,p

sphly. = VseS,;reR (1.52)

New vintages For new static PV vintages, we assume a south-facing module with an
optimal panel tilt based on |[Masters (2004)). We aggregate the normalized solar power
output sps .., from Equation (A.26) in Appendix for each location to a single profile
comprising all locations within quality classes Cy,., and for each region as depicted in
Equation . The binary parameter C*9" allocates each location to its resource class:

rl,c

solar

Zoe{south} Zpe{opt} Zl SPs,lop * Ll e
[
2 e

Vse S i€ {pv},reR (1.53)

pv - __
Sps,i,r -

New vintages of tracking PV are supposed to be single-axis, horizontally tracking systems

with optimal tiltingﬂ Thus, the output profile being calculated by

solar
o SPs,lop 7r,l,c .
SpPh . = Zepefont) gl Ciozlarp = Vs € S,i € {pvtk},r € R. (1.54)
I ¥l

Again, spt’., speh, spi. directly yields into the capacity factor CF,;, of the model

r

and C%9%" are derived from model calibration results.

framework and values for Wy, Wst oLa

lry 0,p?
Model for CSP power generation In contrast to PV technologies, CSP utilizes only
direct normal irradiation dni,; and includes a storage system. Due to the latter point,
besides incoming radiation, the operation of a CSP system is influenced by electricity
prices. For that purpose, we simulate the optimal dispatch of CSP based on prices

from a static model run of the base year 2015 and derive a generation profile from that

28 Note that we assume existing PV installations to be stationary only.

Y Note that this means that the modules orientation o constantly equals the sun’s azimuth angle o ,

with Equation (A.17) in Appendix resolving to 6, = sin(8l ;) - cos(57,)-
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optimization exercise, as done in [Young et al. (2013)). Moreover, the nomenclature of

the sets, variables, and parameters used in this paragraph is described in Table [A.6] in
Appendix

We define the objective function (Equation (1.55))) as the revenue rev from CSP dispatch
Js,ir at prices P,
rev = Z Gsir - Psr (1.55)

S,1,T

csp
S,1,19

Dispatch is constrained by the incoming irradiation dnis;,, CSP storage charge s and

discharge sd.”, (Equation (1.56])) with the solar multiple SM being the relative size of

S,0,T

the solar capacity to the CSP turbine capacity:

Gsir < SM - dnig;, + sdyr. — sg7 VseS,i€Lp,r €R (1.56)

S8, S,1,T

Furthermore, the amount of stored electricity sbg/,

SH®P in hours of turbine capacity (Equation (1.57))

is limited by the storage capacity

sbl, < SH®?  Vse€ 8,i €Ly, T €R (1.57)

8,8,T

and its dynamic accumulation is defined as in Equation ({1.58)):

sOP = (1 —€*P) - b, 4+ soP — sd? Vse S, €Ly, r €R (1.58)

ERN s—1,2,r S,1,T S,1,T

We assume a storage loss of ¢P = 0.05, a solar multiple of SM = 2.5, and a storage
capacity of SH®? =6 (Young et al., 2013).

1.6 Aggregation of time segments

Due to computational limitations, it is not feasible to run a dynamic dispatch and in-
vestment model with all 8,760 hours in each time period. Therefore, the number of time
segments has to be reduced from 8,760 to a couple of hundred by choosing a subset of

hours and weighting those. For that purpose we use a two-stage methodology developed

for the US-REGEN model 9

First, the choice of representative hours is based on identifying the extreme values of the

three dimensions per model region: normalized hourly electricity demand, wind, and solar

30 See Blanford et al.| (2018) for detailed information.
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feed-in 1] We identify the extreme values in all possible one-, two-, and three-dimensional
spaces of wind, solar, and load. This means, for the one-dimensional spaces, we select the
hours with minimum and maximum wind, solar, and load values (6 per region). With
respect to the two-dimensional spaces, we select hours representing the vertices of all
possible two-dimensional combinations of wind, solar, and load (12 per region). Finally,
we select the eight vertices of the three-dimensional wind, solar, and load space (8 per
region). With respect to the 16 regions used for the identification of representative hours,
this would result in 26 - 16 = 416 extreme hours. However, some representative hours
are an extreme in multiple regions, which reduces the number of hours already to 211.
Furthermore, the algorithm is designed in such a way that it does not have to pick the
hour with the most extreme values. Instead, it sets this particular hour as the vertex (in
the three-dimensional space) and allows for choosing an hour that has a certain distance
from the vertex. This allows us to reduce the number of required time segments to 121

when allowing for a distance of 1%.

Second, a weighting of representative hours is crucial to maintain the distribution of the
hourly demand, wind, and solar profiles. Weights for each segment are chosen to minimize
the sum of squared errors between the aggregated averages and the hourly averages across

model regions for demand, wind, and solar profiles (Young et al., |2013).

1.7 Input data

Section depicted how the input parameters for wind and solar power availability are
derived. In the following, we provide an overview of the values of other main input

parameters.

Generation technologies As mentioned in Section [I.4] we differentiate between 25
general types of generation technologies (Table in Appendix . We use the UDI
World Electric Power Plants Data-Base (Platts, [2013) to compile an inventory of each
existing generation technology by vintage for each region. Estimates for heat rate by
technology and vintage are based on model calibration and observed values. For the
annual discount rate and investment tax rate, the model assumes rates of 7% and 30%,
respectively. Availability factors for dispatchable generation technologies are derived from
observed seasonal generation patterns (Eurostat, 2014) and the model calibration for the

year 2012, which was chosen due to data availability reasons.

31'We include an additional region for each of the model regions Britain, Iberia, and Scandinavia. For
Iberia, we further include the existing feed-in from CSP. Concerning Britain and Iberia, we consider
feed-in profils for future wind installations as well. Hence, we end up with 16 regions for the choice of
representative hours.
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The assumed lifetime is based on assumptions in [IEA| (2013) and holds for existing vin-
tages as well as capacity additions within the model horizon. The same holds true for flat
variable and fixed O&M cost with values taken from [Schroder et al.| (2013) (see Table

in Appendix for both).

Assumptions on investment cost for vintages of new generation capacity (Table in
Appendix are based on Schroder et al.| (2013). We assume flat cost-curves for most
conventional generation technologies. Costs for new RES and CCS capacity decrease
over time, assuming cost-reductions through learning and economies of scale (Table [A.8
Appendix [A.10]). The costs for tracking photovoltaic installations are derived from those
of static photovoltaic by adding a 25% mark-up.

Concerning investment into dispatchable generation technologies, we set specific public
attitudes and capacity limits for nuclear power in each region as a default. In general,
capacity additions of nuclear power are not allowed in the following regions in any time
period: Benelux, Germany-N, Germany-S, Iberia, Alpine, and Italy. Moreover, based on
projected commissioning dates of current units under construction from |World Nuclear
Association| (2014]), nuclear power plant capacities of 1.75 GW for France, 1.7 GW for
Scandinavia, and 0.94 GW for Eastern Europe-NW are assumed to be complete by 2020.
After 2020, capacity additions are unconstrained in regions eligible for nuclear power

additions.

Table 1.3: Overview of fuel prices and carbon contents

Fuel type Fuel price [€/MWh] Carbon content [tCO2/GJ]

Lignite 3.5 0.099
Coal 14 0.094
Natural gas 33.5 0.056
Oil 64 0.074
Biomass 17 - 36 0.099

Fuel-powered generation technologies in the EU-REGEN model either require lignite,
coal, natural gas, oil, or biomass. We apply system-wide and flat fuel prices that are
subject to regional adjustment factors (IEA, 2012). For biomass, cost varies for different
biomass supply classes to approximate an upward-sloped supply curve (Section . The
fuel-specific carbon content and basic fuel prices are indicated in Table [1.3]

Wind and solar potentials In addition to the resource class specific time-profiles
described in Section [I.5], the detailed representation of variable RES requires data on the
capacity potentials in each of those classes, that is, the maximum amount of accumulated
capacity. The potential capacity by resource class depends on a variety of factors, for

example, exclusion areas, siting constraints, and local topography. Therefore, we use data
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provided by AWS Truepower (AWS). AWS uses a two-stage approach to provide separate
potential values for wind onshore, wind offshore, utility-scale solar, and distributed solar
applications. In a first step, an extended geographic-information-system (GIS) analysis
is carried out to determine the area that is actually available to the deployment of wind
power. This is followed by estimating the capacity of power plants that could be installed
in this area by assuming a certain capacity density by area of available land. Values are
calculated for each of the above-mentioned applications, resource classes, and model
regions. An overview of the sum of capacity potential over resource classes by variable
RES and region is presented in Table [I.4]

Table 1.4: Upper limits on variable RES ca-
pacities [GW]

Region Wind-on Wind-os PV
Britain 238 74 366
France 203 2 653
Benelux 15 32 94
Germany-N 69 11 236
Germany-S 61 - 217
Scandinavia 673 26 677
Iberia 190 - 556
Alpine 30 - 7
Ttaly 133 - 254
FEastern Furope-NW 276 - 512
Fastern Furope-NE 93 - 196
FEastern Europe-SW 78 - 218
FEastern Furope-SE 134 - 437

Note: We show aggregated values for property right
reasons.

Biomass potentials As indicated above, we approximate the limited supply of biomass
for electricity generation with four biomass supply classes. The biomass energy potential
for each country and each of these classes is estimated based on numbers from |[Elbersen
et al.| (2012)). Similar to Bruninx et al.| (2015, we group different kinds of biomass to each
supply class: ranging from class 1, which comprises cheap and local resources, to class 4
with industrially grown energy crops. Table shows an overview of the composition of
biomass supply classes. Moreover, as done in [Nahmmacher et al.| (2014), we assume 50%

of biomass energy potential to be available for the power market.

Demand We introduced in Section [I.2] that EU-REGEN’s demand side is modeled
exogenously. We assume the 2012 hourly electricity demand pattern (ENTSO-E| 2014c)
to be valid for future time periods as well. Moreover, we use 2012 values since it can

be assumed that these include little shifting and shedding of demand by consumers (see
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Table 1.5: Overview of biomass supply classes

Class Biomass resources

Class 1 Tertiary waste residues

Class 2 Secondary agricultural and forestry residues
Class 3 Primary agricultural, forestry, and waste residues
Class 4 Forestry biomass and energy crops

also Chapter |3). The estimates for country-specific annual electricity demand levels are
taken from projections from the e-HIGHWAY 2050 Project (Bruninx et al., 2015)) with a
system-wide demand level of 4,324 TWh for 2050. This is consistent with the 4,300 TWh
in the EC’s “Trends to 2050” reference scenario (EC, 2013a) and translates into a demand
growth of 34% compared to 2015 with 3,223 TWh. Regional growth rates are subject to
great differences, ranging from a 25% reduction for Norway to a 311% increase in the case
of Lithuania. Moreover, growth patterns between 2015 and 2050 are assumed to follow
a linear path. An overview of 2015 and 2050 demand levels with growth rates is given
in Table [A.9 in Appendix [A.10] However, due to the electrification of other sectors, it
can be assumed that electricity demand increases even stronger. The EC assumes in his
impact assessment on the “[...] policy framework for climate and energy in the period
from 2020 up to 2030” that electricity generation reaches a level of 5,050 TWh in 2050
(EC, 2014). Thus, we scale growth rates from |Bruninx et al.| (2015)) to reach this demand

level and use this electricity demand path as an alternative.

Transmission For variable costs of electricity exchange between regions, we assume
costs of 0.5 €/MWh. Similar to [Schaber et al.| (2012), region-specific costs for capacity
additions are calculated based on investment costs of 2.4 mio. €/km for a capacity of
6.4 GW and scaled to the distance of population centroids of two regions. Furthermore,
we use a loss factor of 0.04 per 1000 km for trade flows between regions. Loss factors

from intra-regional distribution are approximated from reported losses (Eurostat, |2014).

Values for existing transmission capacities, or net transfer capacities (NTC), between
regions are based on the ENTSO-E NTC values (ENTSO-E| 2014b) and are shown in
Table in Appendix The 16 GW of existing transfer capacity between both
German regions are based on Bundesnetzagentur| (2012}, 2015). Moroever, as mentioned in
Section [1.3] we assume upper bounds on new transmission capacity in each time period.
Values are based on estimations from the ENTSO-E “10-Year Network Development
Plan” ENTSO-E (2014a)) and results of the SUSPLAN Project (de Joode et al., 2011) and
extrapolated to future periods. As an example, Tables [A.TT and [A. T2 in Appendix [A.10]
show the investment limits for 2030 and 2050.
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Carbon capture and storage Upper bounds for the geologic storage of CO, are
estimated from work done within the EU GeoCapacity Project (Vangkilde-Pedersen et al.
2009). We accumulate storage capacities of different geologic formations and countries
into a single value for each model region (Table .

Table 1.6: Overview of limits for geologic storage of COy [Gt COq]

Britain | France | Benelur | Ger-N Ger-S | Scanda | Iberia
14.4 8.69 2.54 9.14 7.94 31.94 1.58
Alpine | Italy | EE-NW | EE-NE | EE-SW | EE-SE -
- 6.55 5.51 0.44 3.61 11.37 -

1.8 Model application

The EU-REGEN model is able to implement policies addressing the various components
of the power market. Based on the scenario-specific set-up, additional constraints on
generation technologies, transmission infrastructure, the CO, emission budget, and CCS,
among others, can be introduced. In the following, we present the set-up of a market-wide
80% and 95% CO, emission reduction scenario and show results for the development of

system-wide generation-mixes and generation capacities.

1.8.1 Scenario set-up

The 80% CO, emission reduction scenario is based on the energy and climate policy
brought forward by the EC. The long-run targets were specified by an 80% COy emission
reduction for the entire economy overall in 2050 (EC| [2011ayb)). In the mid-run, a 40%
reduction of COy emissions is aimed for 2030 (EC| [2014)). We implement these targets
through annual CO, emission budgets. For the time-steps in between, we assume a
linearly decreasing CO,y emission budget. Furthermore, we assume electricity demand to
increase linearly to 5,050 TWh in 2050 (see Section [L.7)).

However, the EC showed in its impact assessments, that the power market has to over-
reach the 80% COy emission reduction target due to higher marginal abatement costs in
other sectors (EC, [2014). Hence, we additionally present a 95% CO, emission reduction
scenario. Again, we implement this target by annual CO45 emission budgets. We assume
annual CO, emission budgets that decrease linearly from the 2015 level to a 95% CO,

emission reduction in 20502

32 All CO, emission reduction targets are related to 1990 levels.
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1.8.2 Results

Results for the cost-efficient generation path in the 80% CO, emissions reduction scenario
are depicted in Figure [I.5al The future generation-mix for the European power market
is driven by the interplay between wind and gas power. Wind power becomes the main
generation technology with a generation-share above 20% by 2030 and above 30% by 2050.
The intermittency of its generation profile is compensated for by the increasing market
penetration by flexible gas power generation technologies. Hence, gas power reaches a
generation-share above 25% by 2050. Other RES—biomass and photovoltaic power—play
a minor role in this scenario. Only photovoltaic power gains a higher generation-share
by the end of the scenario horizon. The market-share of the currently main dispatchable
generation technologies, that is, coal, lignite, and nuclear power, decreases significantly.
For coal and lignite power, this is driven by the high carbon content of the fuel, which
contradicts the COy emissions target in this scenario. However, both technologies still
contribute to meeting demand in 2050. In terms of nuclear power, high investment
costs do not allow for new investments in a cost-efficient path. Interestingly, biomass in
combination with CCS (BECCS) already plays a role in this 80% scenario. The high
generation-share of gas power that compensates for the intermittence of RES comes at
the cost of CO, emissions. Hence, the negative emissions from BECCS are still necessary

to meet the climate target.
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Figure 1.5: Long-run generation path with 80% and 95% CO, emission reduction target

Note: Both Figures further include the historic generation-mix from 1990 to 2015.

The generation path in the 95% CO, emissions reduction scenario is shown in Figure [L.5b
Comparing the generation paths in both scenarios shows that there is one major channel,
the substitution of gas power by BECCS, to reach the more ambitious target. The
generation from gas power is reduced to a level below 22% by 2050. This is compensated
for by the increased contribution of BECCS. In terms of emissions, the higher target is

reached by reduced emissions from gas power, on the one hand, and the high negative
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emissions from BECCS, on the other hand. The generation from all other technologies

does not change significantly between the two scenarios.ﬁ

1.9 Outlook

The EU REGEN provides a long-run dispatch and investment model for the Furopean
power market. The model contributes with a detailed representations of wind and solar
electricity generation technologies, which are characterized by a spatially varying, inter-
mittent supply pattern. This is implemented by introducing different quality classes for
wind and solar resources in the competitive equilibrium setting of a partial-equilibrium
power market model. Moreover, we provide in this chapter a routine for processing me-

teorological parameters to capture the intermittency of RES.

Our results for the long-run market equilibrium show that, under an 80% CO, emis-
sions reduction scenario until 2050, RES become the major group of technologies. Wind
and photovoltaic power together reach a 2050 market-share of approximately 40%. The
intermittency of RES comes at the cost of an increasing market-share of gas-powered tech-
nologies, which in turn results in emitting CO,. Thus, the market entrance of biomass in
combination with CCS is necessary to reach the COy constraint in this scenario. Com-
paring this to a 95% COy emissions reduction scenario, we find that BECCS, which has

a negative emission intensity, substitutes COq-emitting gas power.

All in all, our findings suggest that even though accounting for the temporal and spa-
tial characteristics of RES, the projected growth of RES is cost-efficient. The detailed
depiction of their characteristics rather impacts the composition of the remaining supply
stack, which mainly provides flexibility. However, our results should also be analyzed in
view of the social phenomena connected to wind power. We showed in Section that
there is empirical evidence for the existence of a negative externality from the physical
presence of wind turbines. Accordingly, apart from its cost prospects and meteorological
characteristics, the dominating role of wind power crucially depends on to what extent

regulators can manage its negative externalities, and resulting social acceptance issues.

33 See Figures and in Appendix for the cost-efficient capacity investment path for both

scenarios.
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Decarbonization of Power Markets
under Stability and Fairness: Do

They Influence Efficiency?
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2.1 Introduction

The creation of a decarbonized economy with a fully integrated energy market is one of
the main goals of the European Commission’s (EC) Energy Union, which purpose is to
coordinate the transformation of the European energy supply (EC| [2015). In terms of
power markets, this means the creation of a single European market to keep the cost
of transformation at a bearable level. This corresponds to the first-best solution from
economic theory. If a group of players is subject to a market-wide and binding constraint,
coordination allows them to reach the cost-effective allocation. Meaning, if players can
coordinate and share information, they are able to reach the first-best outcome (see
Montgomery}, 1972). In the context of power markets this translates into regions that
try to maximize their welfare in the power market with respect to a climate (carbon)
target. Regions coordinate their abatement efforts until marginal abatement cost across
all regions are equal. If regions fail to coordinate, average abatement cost increase, which

results in a welfare loss.

Yet, EU member countries started to announce additional national climate and energy
targets[] For instance, Germany aims at a reduction of the economy-wide CO, emis-
sions of at least 80% by 2050 (BMWi, 2010). Similarly, France introduced a law on the
transition of its power sector limiting the share of generation from nuclear power to 50%
from 2025 on and targeting a CO5 emission reduction of 50% by 2030 and 80% by 2050
(Assemblée Nationale, 2015).@ These national climate targets indicate a certain degree of
self-interest and are an additional source of disturbance. This shows that single regions
or countries pursue power market-specific objectives that go beyond economic efficiency
in general. It is assumed that competitive markets yield the cost-effective supply of elec-
tricity. Yet, the private optimum does not consider social costs that evolve from power
market externalities. In addition to environmental issues, regulators want to address fur-
ther objectives with respect to energy markets (Gillingham and Sweeney, [2010). These
can comprise energy independence (Gillingham and Sweeney|, [2010)), resource adequacy
(Paulus et al., |2011), energy security (Guivarch and Monjon, [2017)), employment effects
(Roques, 2008]), technological innovation (Frondel et al. 2010), and redistributive effects
(Egerer et al., 2016).

Redistributive effects lead to the phenomenon that cooperation is not always rational from

the perspective of a single region. The maximization of overall welfare through coopera-

1 See, e.g., the IEA/IRENA Global Renewable Energy Policies and Measures Database for an
overview of existing national climate targets (of EU member countries). It can be accessed under
https://www.iea.org/policiesandmeasures/renewableenergy /.

2 All CO, emissions reduction targets stated in this paragraph refer to 1990 levels.
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tion leads to redistribution and can result in a reduction of a region’s welfare compared to
the case without cooperation. This reflects the trade-off between economic efficiency and
redistribution that is often referred to in climate and energy economics (Edenhofer et al.,
2013). Here, redistribution can be examined between geographic regions or producers
and consumers, among others. In general, it is important to discuss distributional effects
to promote broad acceptance for climate policies and to avoid lock-ins into inefficient
paths (Strunz et al., [2016]).

So far, the perspective on redistributive issues in power markets has focused on the
market power of individual firms. For example, Hirth and Ueckerdt| (2013) analysis on
the effect of renewable energy sources (RES) support schemes and CO, emission pricing
on redistributive flows between producers and consumers in power markets. Similarly,
Joskow and Tirole| (2000) investigation of the presence of market power of generators and
consumers in the context of transmission rights, while Borenstein et al.| (1999) analyzing

to what degree market power is exercised in the Californian power market at plant level.

The behavior of countries or regions has, to the best of the authors knowledge, only been
researched by Gately| (1974), [Nylund, (2014)), Schlachtberger et al.| (2017)), and [Huppmann
and Egerer| (2015). |Gately| (1974)) looks at the distribution of gains from regional coop-
eration in the case of the Indian power market. This analysis is based on the theory of
cooperative games. In analogy, Nylund| (2014) elaborates on the regional effects of co-
operation in the northern European power market. The authors in [Schlachtberger et al.
(2017) analyze the importance of cooperation by setting different levels of cross-boarder
transmission capacity. A more advanced approach is implemented by Huppmann and
Egerer| (2015)), which endeavors to find the Nash equilibrium between zonal planners that

maximize their welfare from transmission capacity investments.

The chapter at hand adds to this by an extended application of cooperative game theory
and hence tries to apply a bottom-up model in a framework that looks beyond a single
market-wide optimumf’] The aim of the analysis is to quantify the impact of fairness
considerations on the equilibrium path of the EU power market[]] Therefore, the following
research questions will be answered: First, how does the first-best outcome manifest in
quantities and prices? Second, why is it not rational from the perspective of individual
countries to cooperate with respect to a common carbon budget? Third, how would an

equilibrium look if regions refuse to enter coalitions that are not rational? Finally, how

3 A similar research approach has been taken in other fields, e.g., by Bréchet et al. (2011) and [Massol
and Tchung-Ming| (2010)).

4 The analysis in this chapter exclusively focuses on cooperation within the European power market and
does not consider other markets or regions outside of Europe as in, e.g.,|Carraro and Siniscalcol (1992).
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can fairness be improved if it is derived from rational behavior or the relative importance

of each region?

In general, power markets allow for (at least) two channels of cooperation between re-
gions. First, the utilization of cooperative advantages with respect to abatement cost.
Regions, that form a coalition, can shift emission reductions among them and hence
individual regions (within a coalition) can exceed or fall below their emission budget
(compared to the case of national emission budgets). This is closely related to the con-
cept of international environmental agreements (IEAs) (see|Carraro and Siniscalco, [1993;
Barrett|, |1994), where regions form coalitions to jointly set a carbon target. Yet, in the
case of IEAs, regions outside a coalition maximize their welfare without setting a climate
target. Thus, there exists the possibility of side payments to create economic incentives

for regions outside a coalition to reduce emissions (Hoel and Schneider] 1997).

Second, regions cooperate for the sake of providing electricity at low marginal cost (ex-
cluding cost for emission certificates) and thus engage in cross-boarder electricity trade.
This mainly refers to the utilization of comparative advantage and is in line with the
market efficiency rationale of trade agreements in general (e.g., Baier and Bergstrand,
2004)) and power market integration in particular (e.g., Jamasb and Pollitt] 2005).E] In
general, the economic motive for trade agreements assumes that the exchange of goods
and services is mutually beneficial. Nonetheless, economic incentives for international
trade can be set, for example, in the form of foreign direct investments or counter trade
(Marin and Schnitzer, |1998)).

The extent of cooperation in this chapter primarily aims at the sharing of emission
budgets. Regions form coalitions to utilize the most efficient abatement sources under a
common CQO, emissions reduction target. This is equal to the introduction of a single
market price for emissions and leads to a shift in the distribution of costs among regions.
Hence, cooperation does not have to be rational per se. These distributional consequences
with respect to benefits and costs of the introduction of such a uniform price signal are
well-known from environmental economics. Moreover, this chapter assumes that regions
outside the coalition of interest set their own carbon target, which can be well motivated
by the national climate policies that are already existing and were mentioned for the
case of Germany and France above. However, it is assumed that the market under
consideration, nonetheless, fulfills the properties of a perfect market and regions engage

in cross-boarder electricity trade.

5 Apart from utilizing differences in marginal cost of generating electricity, cross-boarder electricity trade
is also a consequence of balancing demand and supply of electricity, which can be stored under high
cost only (Abrell and Rauschl, 2016)).
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Having these assumptions in mind, the framework of cooperative game theory is suitable
for analyzing this type of cooperation for two reasons: First, the relevant concepts of
gain-sharing can still be applied while maintaining the efficient solution approach of a
bottom-up power market model. Second, the equilibrium outcome for different coalitions
can be compared with respect to a variety of market variables, for example, capacity

investment path, and the approach can thus go beyond a pure cost perspective.

For this analysis, the EU-REGEN model is applied to find the long-run equilibrium
for the European power market under a tight climate policy. Results indicate, that in
the absence of transfer payments only a small share of the gains from full cooperation
can be maintained. Hence, this chapter shows that the phenomenon of only small-sized
coalitions being stable, also holds for the power market. Moreover, the analysis indicates
that accounting for fairness goes in hand with balancing robustness against cost changes
and individual rationality or core stability, respectively. This implies for the policy setting
of the EU that future regulation should include transparent transfer schemes to facilitate

the efficient implementation of a transformation path.

The chapter is organized in the following way. To begin, Section [2.2] provides an overview
of the game theoretic framework and the quantification of costs in this chapter. Then,
Section [2.3| presents the respective results. Finally, the chapter closes with a discussion

of the applied methodology and a conclusion in Section [2.4]

2.2 Methodology

This section presents the game theoretic framework, the relevant solution concepts, and

the quantification of costs used in this analysis.

2.2.1 Framework

This chapter assumes a cooperative game frameworkﬁ which generally describes the

bargaining problem of coalitions with a focus on identifying feasible and stable coalitions

6 In general, the interaction between players can be distinguished into cooperative and non-cooperative
games. Cooperative games focus on payoffs from cooperation, whereas the latter mainly addresses the
strategic actions of players. Non-cooperative games capture the strategic interaction of players, which
alm at optimizing their payoff function. Each player’s strategy of the choice variable is a function
of the available information. One prominent solution concept to non-cooperative games is the Nash
equilibrium. It is based on the notion of best responses. Each player chooses his choice variable under
the belief that the choice of the other players is given. Accordingly, a solution is stable if no player has
the incentive to deviate from her action under the assumption that all other players keep their choice
constant.
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and distributing the gains from cooperation (Ray and Vohral, 2015).|Z| The coalition game
is characterized by the player set N := {1,...,n} and the function v : 2" — R that assigns
a value v(9) to each coalition. Coalitions are the non-empty subsets S C N with N being

the grand coalition and {i} the singleton coalitions.

In the context of this chapter, the regions of the European power market are regarded as
the set of players N. The analysis looks at 2" — 1 —n possible coalitions | which comprise
the grand coalition N that represents the first-best outcome with full cooperation and,

thus, the cost-efficient market equilibrium.

Moreover, the permutation ¢ € R™ assigns cost ¢;(S) to each player. The cost of player
i with being in a coalition and if the initial cost allocation is realized is ¢;(S). On the
contrary, ¢;({i}) is the cost of i under singleton coalitions only. The cooperative cost-
sharing game is assumed to still meet the properties of a perfect market. Hence, even
though coalitions S C N are in place, finding the market-wide cost minimum is regarded
as a valid solution approach and when two neighboring regions are not comprised in a
coalition, cross-boarder flows of electricity are still feasible. Consequently, a respective
(climate) coalition can have minor impacts on regions that are not comprised. However,
for the sake of simplicity and to be in line with the formalism of cooperative games,
the remainder of this chapter assumes that regions outside a coalition are confronted
with the cost under the singleton coalitions only case ¢;({i}). Hence, this chapter works
with the (N, v) characteristic function (von Neumann et al., [1944), which maps coalition
structures to individual cost for all players ¢ € S E| Moreover, the game can be transfered
into a cost-saving game by defining the value of a coalition v(S) as the sum over the

cost-savings from all members of a coalition:

v(8) =) (a({i}) —a(S)) YSCN

€S

Furthermore, this chapter distinguishes between transferable utility (TU) games and non-
transferable utility (NTU) games. In terms of TU games, the total gain from cooperation
v(S) can be transfered between players. This is based on the assumptions that utilities
are expressed in units of a common numeraire good and utility functions are quasilinear.

In this case, coalitional games aim at maximizing the worth of the coalition v(S). In

The same rationale applies to games where players share payoffs instead of costs.

In general, n players can form 2™ — 1 non-empty coalitions. Yet, this number also comprises n singleton
coalitions of cardinality |S| = 1. Consequently, the number of 2™ — 1 coalitions is corrected for the n
singleton coalitions.

An alternative concept is the partition function (Thrall and Lucas| [1963)), which considers the cost to
all players ¢ € N.
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contrast to that, NTU games do not allow for transfer payments between players. Hence,
it is the goal of the game to find the coalitional setting with the Pareto-optimal cost

distribution.

This chapter assumes TU games to be superadditive[lY] So, the sum of the value of two
disjoint coalitions is strictly smaller than the value of the grand coalition, which comprises
the players of both coalitions (Rothe and Rothe, [2015):

v(s1 U sg) > v(sy) + v(s2)

2.2.2 Solution concepts

Solution concepts to cooperative games can be distinguished with respect to the underly-
ing requirements on cooperation. This analysis focuses on concepts addressing stability

and fairness.

2.2.2.1 Stability concepts

Concepts of stability rather look at the stability of each individual coalition S than just
at the grand coalition N. For that purpose, the cost distribution Z;(S) of the total cost

is defined as the first-best cost incurred by a given player i if coalition S is formed.

Internal and external stability The notion of internal and external stability was
introduced in |d’Aspremont et al. (1983) and d’Aspremont and Gabszewicz| (1986) and
further applied in, for example, Barrett| (1994). Accordingly, a coalition S is stable if
the cost distribution meets the criteria of internal and external stability. Concerning the
former one, a coalition is stable if no member of a coalition has the incentive to stay
outside the coalition{ ]

#(8) < a(S\{i}) Vies

For the latter one, no player outside the coalition prefers to join the coalition, which can
be formalized as

Individual rationality and core stability The individual rationality constraint (Nash,

1953), or Nash solution, imposes a condition on stability according to which no player

10 Note that this is analog to the subadditivity assumption for a cost-sharing game.

1 The notion of internal stability has been extended by [Eyckmans and Finus| (2009) to the potentially
internally stable coalition, which reads as follows: #;(S) < >, g ci(S\ {i}).
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can be better off by deviating from the assigned strategy with constituting a singleton

coalition, which can be formalized by

#(9) < a(fi})) Vies.

For the remainder, it is assumed that all individual rational allocations are comprised in
the set I(v):
I(v)={z e R": %;(S) <{i}) ViesS}

The individual rationality property is also implied by the concept of core stability (Chan-
der and Tulkens;, |[1995). Yet, whereas individual rationality and internal /external stability
evaluates the stability of coalitions of any cardinality, the concept of the core looks in par-
ticular at the stability of the grand coalition. The core aims at finding the vector y € R,
the distribution of the value of a coalition with y; being the allocation towards player
i, which fulfills the characteristics of efficiency and coalitional rationality (see Gillies,
1959)). For efficiency, the total gain of a respective coalition must be distributed among

all players, which can be formalized by

Z y; = v(N).

1EN

Concerning coalitional rationality, the sum of gains of members of a coalition must not

be smaller than the value of the coalition

> yi>w(S) VSCN.
icS

Hence, the set of all core stable allocations is defined as

Clo)={yeR": > yi=v(N) and > y;>v(S) VSC N}

iEN €S

2.2.2.2 Allocation concepts

TU games include the possibility of transfer payments where the exact design of transfers
can impose a higher degree of fairness on coalitions. There exists a big strand of literature
that focuses on allocation concepts for gain-sharing. These concepts assign a unique

allocation vector z7 € R to each game.

Existing methods are based on different views on fairness. One strand looks at the fair

selection from the subset of cores C'(v) and is represented by, for example, the core cen-
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ter (e.g., Gonzalez-Diaz and Sanchez-Rodriguez, 2007) and the least core. Alternatively,
concepts can be based on the power or contribution of individual players. Here, very
basic methods propose an equal or production-dependent distribution. More elaborate
mechanisms, like the kernel (see Davis and Maschler| (1965), Shapley value, and nucleo-
lus, are based on game theoretical considerations[?] Within this analysis the least core,

Shapley value, and nucleolus will be used to elaborate on the fair allocation of cost.

Least core The concept of the least core ¢ was introduced by Maschler et al.| (1979).
It is the cost allocation that minimizes the maximum satisfaction € for any coalition.
Thus, it is assumed to be the cost allocation that players object the least (Schulz and
Uhan, [2013). The implementation in this chapter is taken from |Drechsel and Kimms

(2010) and can be described by the following linear program:

rggigl € (2.1)
subject to:
3 € = &(N) (2:2)
ieN
S <N #(S)+e VSCN, S#0 (2.3)
i€S i€S

Shapely value In the field of game theoretical approaches, the average contribution
of each player to the formation of the coalition underlies the formulation of the Shapley
value (Shapley, [1953). The average is taken over all possible permutations in which the
coalition can be set up. Hence, it can be interpreted as the marginal benefit from one
player joining a coalition if all orderings of players are equally likely (Roth and Verrecchiay,
1979). The Shapley value can be formalized as

S|U(N = |S| - 1)! .
PRSI () (s (i),

ZSHP 3

SCN

Nucleolus Finally, the nucleolus is a sharing mechanism that builds on the notion of
the “unhappiness” of the coalition, which is measured by the excess of a coalition (S, x)
with (S, 2) = v(9) =X es(ci({i}) —2:(S)) (Schmeidler, 1969). This can be interpreted as
the part of the value of a coalition that the members of the coalition cannot appropriate
under a given allocation. The values of €(S, z) for different coalitions and allocations can

then be comprised in the vector e(z) € R*"~2 and sorted in non-increasing order. Hence,

12 A more extensive overview of gain-sharing mechanisms can be found in, e.g., Tijs and Driessen| (1986);
Peleg and Sudholter| (2007)); |[Lozano et al.| (2013).
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the element e;(x) represents the maximal unhappiness from allocation x. This allows for
comparing two allocations x and y by applying the following rule: z is preferred to y if
it is lexicographic smaller with e(x) <, £(y). The nucleolus of the (N,v) game is then

characterized by the following set

NC(N,v) ={z € X(N,v) :e(z) Sz e(y) Vy € X(N,v)}.

The computational implementation the nucleolus in this analysis is based on the approach
proposed in |[Fromen| (1997) and Guajardo and Jornsten| (2015). It can be computed by
solving the sequence of linear programs outlined in Appendix [B.1]

The very general concept of the nucleolus, which is based on the total excess, resulted
in alternative definitions. Grotte (1970) introduced the per capita nucleolus as a relative
measure, which looks at the per capita excess and aims at minimizing the per capita
dissatisfaction. Its formally defined aq™|

PO _ v(8) — Xies(ei{i}) — 2:(5))
e (S, x) = S| :

Other authors adjusted the concept of the per capita nucleolus to the research design of
their analysis (e.g., Lejano and Davos, [1995). The same line of reasoning can be applied
to the context of this chapter by introducing a relative measure for the excess that is,
however, based on the joint carbon emission reductions of a coalition. For the remainder of
the chapter, this measure is called carbon nucleolus. Instead of dividing by the cardinality
of a coalition |S|, the carbon nucleolus uses the total amount of reduced emissions in 2050
(compared to 2015 levels) Y,c(C 0229 — C0O2200). Tt aims at prioritizing coalitions
that contribute high emission reductions and thus minimizes the dissatisfaction per units

of emission reductions.

2.2.3 Quantification of costs

This chapter applies the FU-REGEN model to quantify the first-best cost distribution
2;(S) of the future equilibrium outcome of the European power market under a coopera-
tive, subadditive cost-sharing game for each coalition S [13] The model minimizes the total

discounted system cost with respect to a set of constraints. For this analysis, the system

13 Note that the concept of the nucleolus was not only developed further towards the per capita nucleolus.
Other variants are the propensity to disrupt (Gately), |1974) or its generalized concept, the disruption
nucleolus (Littlechild and Vaidya, [1976)).

4 The minimization of overall system cost is regarded as an appropriate solution approach since this
chapter aims at comparing the efficient market outcome under different coalitions.
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cost of the EU-REGEN equilibrium outcome that arises from capacity investment and
electricity generation (among others) in a specific region are interpreted as the costs of
a region Z;(S) under coalitions S. These regional costs underly the individual gain from
cooperation, which is understood as the saving in system cost compared to the case when

each region constitutes a singleton coalition ¢;({i}). Hence, the value of e