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Summary	

Eukaryotic	DNA	replication	relies	on	a	tight	two-step	regulation	to	maintain	genome	stability	and	

ensure	 that	 the	 genome	 is	 copied	 precisely	 once	 during	 each	 cell	 cycle.	 The		

first	step	–	origin	licensing	–	is	restricted	to	late	M	and	G1	phase	of	the	cell	cycle,	whereas	the	

second	step	–	origin	firing	–	is	restricted	to	S,	G2	and	early	M	phase.	This	strict	temporal	separation	

of	licensing	and	firing	prevents	uncontrolled	over-replication,	which	is	associated	with	hallmarks	

of	genome	instability	such	as	gene	amplifications	or	gross	chromosomal	rearrangements	that	are	

often	observed	during	early	stages	of	tumorigenesis.	However,	it	is	unclear	how	strict	control	is	

achieved	 on	 the	 molecular	 level	 at	 the	 transitions	 between	 licensing	 and	 firing.	 While	 the	

regulation	of	licensing	factors	has	been	studied	in	detail,	much	less	is	known	about	the	regulation	

of	firing	factors.	Particularly,	it	is	unclear	how	firing	factors	are	inactivated	in	M	phase	and	how	

deregulation	of	firing	factors	causes	genome	instability.	

To	address	these	gaps	in	our	knowledge,	we	have	established	an	experimental	setup	to	monitor	

the	dynamic	regulation	of	replication	proteins	throughout	the	cell	cycle	in	budding	yeast	cells.		

Our	data	demonstrate	 that	at	the	 transition	in	M	phase	 firing	 is	inactivated	before	 licensing	 is		

re-activated,	thereby	generating	an	intermittent	gap	phase.	Early	inactivation	of	origin	firing	is	

mediated	 by	 precisely	 timed	 degradation	 of	 firing	 factor	 Sld2.	 We	 decipher	 the	 underlying	

degradation	 pathway	 involving	 four	 kinases	 and	 two	 ubiquitin	 ligases	 and	 demonstrate	 that	

preventing	 rapid	 degradation	 of	 Sld2	 in	M	 phase	 shortens	 the	 gap	 phase	 between	 firing	 and	

licensing.	 Importantly,	 such	 shortening	 of	 the	 gap	 in	 M	 phase	 results	 in	 significant	 levels	 of	

genome	instability	when	combined	with	other	replication	mutants.		

Moreover,	we	investigate	the	cellular	consequences	of	deregulated	origin	firing.	In	particular,	we	

study	deregulated	origin	firing	in	G1	phase	and	find	that	cellular	DNA	surveillance	mechanisms	

such	 as	 the	 DNA	 damage	 checkpoint	 appear	 to	 be	 blind	 to	 this	 type	 of	 problem.	 Even	 after	

deregulated	 replication	 initiation	 in	 G1	 phase,	 cells	 commit	 to	 another	 full	 round	 of	 DNA	

replication	in	S	phase.	Consequently,	we	observe	strong	induction	of	DNA	damage	in	late	S	phase,	

which	ultimately	activates	DNA	damage	signaling	after	bulk	replication	is	finished.	We	identify	

factors	required	for	this	checkpoint	response	and	characterize	replisomes	under	over-replication	

conditions	using	mass	spectrometry	and	next-generation	sequencing.		

Taken	together,	our	work	reveals	new	regulatory	controls	of	DNA	replication	and	establishes	gap	

phases	as	 integral	elements	of	replication	control,	which	allow	safe	 transitions	between	origin	

licensing	and	origin	firing.
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Introduction	

Each	cell	needs	to	replicate	its	DNA	in	order	to	pass	on	the	genetic	information	to	its	progeny.	

Preserving	the	integrity	of	the	genetic	information	is	of	utmost	importance	and	therefore	many	

regulatory	mechanisms	are	in	place	to	ensure	that	replication	proceeds	correctly.	In	this	regard,	

a	critical	and	highly	regulated	step	in	all	domains	of	life	is	the	assembly	of	replisomes,	which	are	

the	protein	complexes	that	replicate	DNA.	

1. DNA	replication	and	the	cell	cycle	

The	 regulated	assembly	of	replisomes	occurs	 at	distinct	 locations	on	 chromosomes	which	 are	

called	 origins	 of	 replication.	 For	 bacteria	 and	 many	 lower	 eukaryotes	 such	 as	

Saccharomyces	cerevisiae	 or	 Schizosaccharomyces	 pombe,	 these	 DNA	 sequences	 have	 been	

mapped	to	specific	sequence	elements	1,2.	It	has	however	proven	difficult	to	define	specific	DNA	

sequences	 that	 promote	 DNA	 replication	 in	 other	 organisms.	 One	 common	 characteristic	 of	

origins	of	 replication	 is	 their	high	A/T-content,	which	 facilitates	 initial	 unwinding	of	 the	DNA	

double	helix.	

Prokaryotic	 cells	 typically	 harbor	 small,	 circular	 genomes,	which	 are	 replicated	 from	 a	 single	

origin.	 In	 contrast,	 archaeal	 cells	 and	 eukaryotic	 cells	 rely	 on	 multiple	 origins	 to	 copy	 their	

genomes	that	are	typically	distributed	on	multiple	chromosomes	3,4.	The	usage	of	multiple	origins	

allows	 efficient	 and	 fast	 replication	 of	 increasingly	 larger	 and	 more	 complex	 genomes.	 For	

example,	a	haploid	budding	yeast	cell	initiates	replication	from	about	400	origins	that	are	located	

on	 16	different	 chromosomes	 5.	 Interestingly,	 eukaryotes	 only	 use	 a	 subset	 of	 all	 origins	 that	

would	 be	 available.	 Origins	 that	 do	 not	 initiate	 replication	 are	 named	 “dormant	 origins”	 and	

constitute	back-up	initiation	sites	in	case	of	replication	stress	6.	

While	using	multiple	origins	greatly	benefits	cells	by	reducing	the	time	needed	for	replication	of	

the	genome	and	by	providing	a	back-up	mechanism	in	case	of	replication	stalling,	this	system	of	

organizing	DNA	replication	requires	a	tight	regulation	to	ensure	that	each	part	of	the	genome	is	

replicated	precisely	once.	Therefore,	DNA	replication	occurs	in	two	distinct	steps	that	are	coupled	

to	different	phases	of	the	cell	division	cycle	(Figure	1).	Origins	of	replication	can	be	licensed	while	

cells	are	in	late	M	phase	and	G1	phase.	Conversely,	origins	of	replication	can	be	fired	from	S	phase	

until	M	phase.	Importantly,	passive	replication	of	an	origin	by	a	replication	fork	that	emerged	from	

a	neighboring	origin	removes	the	license	and	thereby	ensures	that	no	segment	of	the	genome	is	

copied	more	than	once.		
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Figure	1	–	DNA	replication	control	during	the	cell	cycle.	
Origin	licensing	and	origin	firing	are	strictly	separated	throughout	the	cell	cycle.	Origin	licensing	occurs	in	cell	cycle	
phases	without	cyclin-dependent	kinase	(CDK)	activity,	whereas	origin	firing	is	restricted	to	cell	cycle	phases	where	
CDK	and	Dbf4-dependent	kinase	(DDK)	are	active.	

	

	

Figure	2	–	Key	intermediates	during	origin	licensing	and	origin	firing.	
In	order	to	 license	a	replication	origin	for	DNA	replication,	 the	origin	recognition	complex	(ORC)	together	with	the	
licensing	factors	Cdt1	and	Cdc6	mediates	the	recruitment	of	two	Mcm2-7	hexamers	to	form	a	pre-replicative	complex	
(pre-RC).	The	Dbf4-dependent	 kinase	 (DDK)	 promotes	 the	association	 of	 firing	 factor	Sld3-Sld7	 together	with	 the	
helicase	activator	Cdc45	to	early	firing	origins	and	also	alleviates	an	inhibitory	interaction	within	the	Mcm2-7	double	
hexamer.	Cyclin-dependent	kinase	(CDK)	facilitates	the	association	of	 firing	factor	Sld2	and	helicase	activator	GINS	
(Sld5,	 Psf1-3)	 with	 the	 scaffold	 protein	 Dpb11	 and	 their	 recruitment	 to	 the	 pre-RC	 via	 interaction	 with	
CDK-phosphorylated	Sld3.	While	CDK	drives	origin	firing,	it	also	inhibits	origin	licensing	through	multiple	molecular	
mechanisms	 (see	main	 text).	 In	 subsequent	 steps,	 the	 helicase	 activators	 Cdc45	 and	 GINS	 are	 integrated	 into	 the	
Mcm2-7	complex	to	form	active	Cdc45/Mcm2-7/GINS	(CMG)	helicases,	which	is	the	committed	step	in	the	initiation	of	
DNA	replication.	Additional	replication	factors	were	omitted	from	this	scheme	for	clarity.	
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2. The	molecular	mechanism	of	DNA	replication	in	eukaryotes		

The	 molecular	 mechanism	 of	 DNA	 replication	 has	 been	 studied	 in	 several	 eukaryotic	 model	

organisms.	Particularly,	the	budding	yeast	Saccharomyces	cerevisiae	has	been	instrumental	in	the	

study	 of	 DNA	 replication	 due	 to	 the	 availability	 of	 defined	 origin	 sequences.	 Combining	 this	

knowledge	with	 the	powerful	genetic	and	biochemical	 tools	available	 for	 this	model	organism	

allowed	researchers	to	elucidate	and	reconstitute	the	key	steps	of	eukaryotic	DNA	replication	7,	

which	are	also	highly	conserved.	

As	mentioned	 before,	 DNA	 replication	 initiates	 at	distinct	 sites	within	 the	 genome,	which	 are	

called	 origins	 of	 replication.	 In	 an	 ATP-dependent	 process,	 the	 hexameric	 origin	 recognition	

complex	(ORC)	binds	to	these	sites	and	serves	as	a	platform	for	the	assembly	of	further	replication	

proteins	8.	In	budding	yeast,	ORC	remains	bound	to	the	DNA	throughout	the	cell	cycle	9.	In	other	

organisms,	ORC	binding	to	DNA	appears	to	be	controlled	so	that	ORC	only	associates	with	DNA	in	

G1	phase	of	the	cell	cycle	10-13.		

DNA-bound	ORC	orchestrates	the	assembly	and	recruitment	of	replication	proteins	at	the	origin	

(Figure	2,	top	panel).	In	another	ATP-dependent	process,	ORC	together	with	the	licensing	factors	

Cdc6	 and	 Cdt1	 facilitates	 the	 loading	 of	 the	 core	 helicase	 proteins	 Mcm2-7	 onto	 DNA	 14-16.	

Subsequently,	a	second	Mcm2-7	hexamer	is	loaded	in	opposite	orientation	to	form	a	head-to-head	

Mcm2-7	double	 hexamer,	which	 is	 inactive	 and	 encircles	 double-stranded	DNA	 17,18.	 How	 the	

second	hexamer	is	loaded	with	the	correct	orientation	has	been	a	long-standing	question	in	the	

field.	While	one	ORC	molecule	can	in	principle	already	mediate	the	loading	of	double-hexamers	16,	

a	 recent	 study	 demonstrated	 that	 specific	 sequence	motifs	with	 opposite	directionality	 at	 the	

origin	of	replication	promote	the	loading	of	two	Mcm2-7	hexamers	with	the	correct	orientation	

by	 two	distinct	ORC	molecules	 19.	The	protein	complexes	present	at	 this	stage	at	 the	origin	of	

replication	 are	 commonly	 also	 referred	 to	 as	 pre-replicative	 complexes	 (pre-RCs).	 While	 all	

interactions	 between	 the	 licensing	 factors	 are	 rather	 transient	 and	driven	 by	 ATP-hydrolysis,	

double-hexamers	remain	bound	to	DNA	as	relatively	stable	complexes	and	constitute	the	basis	for	

subsequent	steps	of	origin	firing	20,21.	

To	 trigger	 origin	 firing,	 additional	 accessory	 subunits	 need	 to	 be	 recruited	 to	 the	 double-

hexameric	helicase	precursor	in	order	to	activate	the	helicase	and	initiate	unwinding	of	the	DNA	

(Figure	2,	middle	and	bottom	panel).	The	helicase-activating	protein	Cdc45	22,23,	that	can	already	

associate	with	pre-RCs	at	origins	that	fire	early	during	S	phase	24,25,	as	well	as	the	tetrameric	GINS	

complex	 consisting	 of	 Sld5	 and	 Psf1-3	 26	 need	 to	 be	 recruited	 to	 and	 integrated	 into	 the	

double-hexamer	in	order	to	form	the	active	replicative	CMG	(Cdc45/Mcm2-7/GINS)	helicase	27-29.	

This	committed	step	in	origin	firing	is	mediated	by	a	ternary	protein	complex	between	the	scaffold	

protein	Dpb11	and	the	two	firing	factors	Sld2	and	Sld3.	Sld2	and	Sld3	in	turn	interact	with	the	
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GINS	complex	and	with	Cdc45.	Importantly,	formation	of	this	complex	requires	phosphorylation	

of	both	Sld2	and	Sld3	by	CDK	30-32.	In	addition	to	Cdc45	and	GINS,	several	other	replication	factors	

such	as	e.g.	Mcm10,	DNA	polymerase	ε,	replication	protein	A	(RPA),	and	DNA	polymerase	α	are	

recruited	to	the	CMG	helicase	to	form	the	replisome,	also	referred	to	as	replisome	progression	

complex	(RPC)	28.	The	components	of	replisomes	are	summarized	in	Table	1.	In	contrast	to	the	

double-hexamers,	the	CMG	helicase	encircles	single-stranded	DNA	33,34,	hence	initial	unwinding	of	

the	DNA	double	helix	at	the	origin	and	strand	extrusion	from	the	Mcm2-7	ring	must	occur	during	

the	activation	of	double-hexamers	to	CMG	helicases.	How	all	these	steps	in	the	assembly	of	the	

replisome	are	coordinated	and	executed	is	a	matter	of	ongoing	investigation.	

During	S	phase,	origins	do	not	fire	all	at	once	but	follow	a	specific	timing	(Figure	3).	The	firing	

time	of	origins	in	budding	yeast	has	been	determined	35,36	and	it	was	found	that	a	specific	set	of	

origins	 reproducibly	 fired	 early	 in	 S	 phase	whereas	 other	 origins	 only	 fired	 late.	 The	 precise	

cellular	function	of	replication	timing	is	not	known	but	it	is	assumed	to	facilitate	smooth	S	phase	

progression	by	limiting	the	number	of	active	replisomes	at	a	given	time.	On	the	molecular	level,	

this	phenomenon	can	be	explained	by	competition	between	origins	for	limiting	firing	factors.	Two	

independent	studies	revealed	that	the	protein	levels	of	firing	factors	constitute	a	bottle-neck	to	

replication	 initiation	37,38.	Consistent	with	 this	notion,	over-expression	of	Dbf4	and	Sld3	either	

together	 with	 Dpb11/Sld2	 or	 with	 Cdc45/Sld7	 promoted	 early	 firing	 of	 otherwise	 late	 firing	

origins.	Since	Sld3	and	Cdc45	are	recruited	to	origins	already	during	G1	phase	in	a	DDK-dependent	

manner,	these	proteins	therefore	prime	origins	for	early	replication	in	S	phase	38-41.	Similarly,	the	

high	affinity	for	Dbf4	of	some	genomic	regions	such	as	for	example	centromeres	seems	to	promote	

the	early	firing	of	origins	41,42.	

Table	1	–	Summary	of	replisome	components	in	S.	cerevisiae.	
	

protein	 function	

Mcm2-7	
Sld5	/	Psf1-3	

Cdc45	
Mrc1	/	Tof1-Csm3	

Ctf4	
Mcm10	

Pob3	/	Spt16	
Top1	

Pri1	/	Pri2	
Pol1	/	Pol12	
Pol2	/	Dpb2-4	

Pol3	/	Pole31	/	Pol32	
Pol30	
Fen1	
Rfa1-3	

core	helicase	subunits	
helicase	activator	(GINS	complex)	

helicase	activator		
fork	protection	complex	

hub	for	connecting	accessory	factors	
helicase	activator	

histone	chaperone	(FACT	complex)	
topoisomerase	

primase	
DNA	polymerase	α	
DNA	polymerase	ε	
DNA	polymerase	δ	

sliding	clamp	for	DNA	polymerase	δ	
endonuclease	(lagging	strand	processing)	

ssDNA-binding	protein	RPA	
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Figure	3	–	Replication	timing	and	its	control.	
Replication	 origins	 fire	 with	 a	 different	 timing	 during	 S	 phase	 (indicated	 by	 shading).	 The	 normal	 pattern	 of	 the	
temporal	 program	 of	 DNA	 replication	 can	 be	 compacted	 by	 over-expressing	 the	 Sld2,	 Dpb11	 and	 Sld3	 proteins		
together	with	the	DDK	activator	Dbf4,	since	these	proteins	are	limiting	for	origin	firing.	Conversely,	the	firing	of	late	
origins	is	delayed	in	response	to	DNA	damage.	

Recently,	it	has	become	evident	that	not	only	the	assembly	but	also	the	disassembly	of	replisomes	

is	 a	highly	 regulated	process.	 In	budding	yeast,	 the	E3	ubiquitin	 ligase	Dia2	 targets	Mcm7	 for	

ubiquitination	and	thereby	drives	disassembly	of	the	CMG	helicase	43.	A	similar	pathway	has	also	

been	described	 in	higher	eukaryotes	 44-48	and	mitotic	CDK	is	a	key	regulator	of	 this	process	 49.	

However,	the	molecular	mechanisms	behind	the	disassembly	are	still	being	investigated.	

Since	DNA	replication	is	such	a	central	cellular	process,	it	has	proven	to	be	challenging	to	study	

all	of	its	aspects	in	vivo.	Therefore,	the	biochemical	reconstitution	of	origin-dependent	eukaryotic	

DNA	replication	has	been	a	long-standing	goal	in	the	field.	Building	on	initial	milestones	such	as	

the	assembly	of	double-hexamers	on	origin	DNA	18	and	their	conversion	into	replisomes	using	

S	phase	extracts	 50,	a	recent	landmark	study	ultimately	demonstrated	the	 full	 reconstitution	of	

eukaryotic	DNA	replication	 in	vitro	using	purified	proteins	from	budding	yeast	51.	Quickly,	this	

in	vitro	 system	 has	 been	 further	 refined	 and	 yielded	 detailed	 insights	 into	 how	 replication	 is	

affected	by	 chromatin	 52,53	 and	by	non-essential	 replisome	 components	 54.	 Subsequent	 studies	

have	revealed	how	the	helicase	becomes	activated	55,	how	the	replisome	deals	with	DNA	damage	

or	 helicase-polymerase	 uncoupling	 56,57,	 and	 how	 replisomes	 converge	 during	 replication	

termination	58.	Single-molecule	assays	provided	further	mechanistic	insight	into	origin	licensing	

and	 its	 intricate	 regulation	 16,59,60.	 Taken	 together,	 these	 data	 comprehensively	 outline	 the	

molecular	mechanism	and	the	proteins	involved	in	eukaryotic	DNA	replication.	Nonetheless,	key	

questions	 concerning	 the	 transition	 from	 double-hexamer	 to	 fully	 assembled	 replisome,	 the	

termination	of	replisomes,	and	the	regulation	of	replication	proteins	remain	to	be	answered.	
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3. The	regulation	of	DNA	replication	

DNA	replication	proteins	are	regulated	by	the	two	cell	cycle	kinases	CDK	and	DDK	to	ensure	that	

each	part	of	the	genome	is	replicated	precisely	once.	Both	of	 these	kinases	are	activated	at	the	

transition	from	G1	to	S	phase	and	inactivated	during	M	phase.	Thus,	both	of	them	are	intimately	

linked	with	origin	 licensing	and	origin	 firing	phases	and,	 in	budding	yeast,	 they	are	 the	major	

regulators	of	replication	proteins	(Figure	4).	

Origin	licensing	is	inhibited	by	CDK	phosphorylation	and	thereby	restricted	to	late	M	phase	and	

G1	phase.	Ectopic	expression	of	CDK	in	G1	phase	can	fully	inhibit	origin	licensing	61.	Importantly,	

CDK	 not	 just	 targets	 a	 single	 licensing	 factor	 but	 rather	 affects	 all	 licensing	 factors	 to	

synergistically	 inhibit	 licensing	 via	 different	 mechanisms.	 First,	 direct	 binding	 of	 CDK	 to	 the	

ORC-subunit	 Orc6	 blocks	 initial	 recruitment	 of	 Cdt1-Mcm2-7	and	 leads	 to	 phosphorylation	 of	

Orc2	and	Orc6,	which	additionally	impairs	their	ability	to	recruit	Cdt1-Mcm2-7	62-64.	Second,	the	

Cdt1-Mcm2-7	 complex	 itself	 is	 exported	 from	 the	 nucleus	upon	phosphorylation	by	CDK	 65-67.	

Third,	the	protein	levels	of	Cdc6	are	tightly	regulated	throughout	the	cell	cycle	68-70	and	binding	of	

CDK	to	Cdc6	in	mitosis	is	thought	to	inhibit	Cdc6	activity	71.		

On	the	other	hand,	CDK	phosphorylation	is	strictly	required	for	origin	firing.	In	particular,	CDK	

drives	CMG	formation	by	phosphorylating	firing	factors	Sld2	and	Sld3	and	thus	facilitating	their	

interaction	 with	 the	 scaffold	 protein	 Dpb11	 30-32.	 Importantly,	 Sld2	 and	 Sld3	 constitute	 the	

minimal	 set	 of	 CDK	 targets	 required	 for	 origin	 firing.	DNA	 replication	 can	be	 triggered	 in	 the	

absence	of	CDK	activity	by	mimicking	phosphorylation	through	an	acidic	amino	acid	substitution	

on	Sld2	72,	by	covalently	fusing	the	Sld3	to	Dpb11	31,	or	by	introducing	mutations	in	Sld3’s	binding	

partner	Cdc45	32.	In	higher	eukaryotes,	phosphorylation	of	homologs	of	Sld2	and	Sld3	by	CDK	has	

also	been	reported	73-75.	However,	the	minimal	set	of	CDK	targets	to	trigger	origin	firing	in	cells	

besides	budding	yeast	still	remains	to	be	determined.	

Origin	firing	also	requires	the	activity	of	DDK	76,77.	Even	though	DDK	activity	is	low	in	late	mitosis	

and	G1	phase	due	to	the	degradation	of	its	regulatory	subunit	Dbf4	78,	Dbf4	can	still	be	detected	at	

low	levels	at	early	firing	origins	of	replication	in	G1	phase	42.	The	essential	function	of	DDK	in	

replication	control	is	to	alleviate	an	inhibitory	interaction	within	the	Mcm2-7	double-hexamer.	

Thus,	 specific	 mutants	 in	 the	 Mcm2-7	 complex	 can	 bypass	 the	 requirement	 for	 functional		

DDK	79-81.	Importantly,	DDK	facilitates	association	of	Cdc45	and	Sld3	with	replication	origins	38	as	

Sld3	binds	to	DDK-phosphorylated	Mcm-proteins	82.	While	DDK	clearly	promotes	origin	firing,	it	

is	currently	unclear	if	this	kinase	also	has	any	inhibitory	effect	on	origin	licensing.	

As	 DDK	 activity	 in	 G1	 is	 decreased	 but	 not	 completely	 absent,	 a	 counteracting	mechanism	 is	

important	to	allow	cells	to	correctly	respond	to	a	rise	in	DDK	activity.	The	protein	phosphatase	
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PP1-Rif1	has	recently	been	shown	to	counteract	DDK-phosphorylation	of	Mcm2-7	and	Sld3	 in	

budding	yeast	83-85	and	to	contribute	to	the	establishment	of	the	timing	of	origin	firing	86,87.	This	

function	of	PP1-Rif1	is	evolutionarily	conserved	88,89	and,	in	human	cells,	PP1-Rif1	also	protects	

Orc1	from	phosphorylation	and	thereby	supports	origin	licensing	in	G1	phase	89.	Whether	this	

negative	 regulation	 of	 Orc1	 in	 G1	 phase	 is	 brought	 about	 by	 DDK	 or	 by	 another	 kinase	 has	

however	not	been	addressed	yet.	Interestingly,	SUMOylation	of	Mcm2-7	seems	to	facilitate	the	

recruitment	of	PP1-Rif1	in	budding	yeast	cells	90.	This	modification	was	only	found	on	a	subset	of	

Mcm2-7	 complexes	 under	 physiological	 conditions,	 but	 artificially	 enforcing	 SUMOylation	 of	

Mcm6	strongly	impaired	replication	initiation,	consistent	with	a	more	local	regulatory	role	for	this	

modification.	 Therefore,	 it	 will	 be	 interesting	 to	 determine	 in	 which	 genomic	 context	 this	

modification	occurs.		

Previous	 studies	 have	 also	 investigated	 the	 removal	 of	 CDK-phosphorylation	 marks	 from	

replication	 factors.	 In	 contrast	 to	 kinases,	protein	phosphatases	have	 generally	a	broader	 and	

often	overlapping	substrate	specificity	thus	acting	redundantly	with	other	phosphatases.	Instead	

of	recognizing	specific	amino	acid	sequence	motifs,	changes	in	protein	localization	rather	appear	

to	determine	 the	activity	of	phosphatases	 towards	certain	sets	of	substrates.	For	example,	 the	

phosphatase	 Cdc14,	 which	 is	 central	 to	 mitotic	 exit	 in	 budding	 yeast,	 is	 sequestered	 in	 the	

nucleolus	throughout	most	of	the	cell	cycle	and	only	released	in	anaphase	91,92.	Importantly,	Cdc14	

has	 been	 shown	 to	 dephosphorylate	 replication	 proteins	 93	 and	 particularly	 licensing	 factors	

appear	 to	 be	 good	 substrates	 94.	 Large-scale	 genetic	 screens	 have	 also	 reported	 a	 genetic	

interaction	 between	 the	 phosphatase	 PP2A-Rts1	 and	 ORC	 95	 but	 could	 not	 be	 confirmed	 96.	

Yet,	abrogation	of	PP2A-Rts1	in	cells	with	compromised	replication	control	results	in	synthetic	

lethality	97.	Since	PP2A-Rts1	also	is	a	key	factor	in	the	regulation	of	chromosome	segregation,	this	

genetic	interaction	is	difficult	to	interpret.	A	role	for	PP2A	in	combination	with	its	other	regulatory	

subunit	Cdc55	in	controlling	replication	proteins	has	so	far	not	been	reported.	

On	 top	 of	 the	 regulation	 by	 CDK-	 and	 DDK-mediated	 phosphorylation,	 metazoan	 cells	 have	

evolved	 additional	means	 to	 regulate	 DNA	 replication.	 Specifically,	 the	 small	 protein	 geminin	

inhibits	licensing	by	binding	to	Cdt1	and	thereby	preventing	Mcm2-7	loading	98-100.	The	protein	

levels	 of	 geminin	are	 strictly	 cell	 cycle-controlled	via	degradation	by	 the	 anaphase-promoting	

complex	 (APC)	 98.	 Consequently,	 geminin	 restricts	Cdt1	 availability	 for	 origin	 licensing	 to	 late	

M	phase	and	G1	phase	98-100.	Furthermore,	Cdt1	is	targeted	for	degradation	during	S	phase	by	the	

ubiquitin	ligase	Cul4-Cdt2	101-104.	The	degradation	of	Cdt1	is	coupled	to	ongoing	DNA	replication	

as	 Cul4-Cdt2	 requires	 association	 with	 replication	 sliding	 clamp	 PCNA	 to	 target	 Cdt1	 105-107.	

Together,	 these	 synergistic	 mechanisms	 targeting	 licensing	 factor	 Cdt1	 ensure	 that	 origin	

licensing	is	effectively	inhibited	as	soon	as	origin	firing	has	started.		
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Figure	4	–	Cell	cycle	regulation	of	licensing	and	firing	factors.	
Phosphorylation	 of	 licensing	 factors	 by	 cyclin-dependent	 kinase	 (CDK)	 inhibits	 the	 formation	 of	 pre-replicative	
complexes	(pre-RCs).	Additionally,	CDK	drives	origin	firing	by	facilitating	the	association	of	firing	factors	Sld2	and	Sld3	
with	the	scaffold	protein	Dpb11.	Dbf4-dependent	kinase	(DDK)	drives	origin	firing	by	promoting	the	recruitment	of	
Sld3	to	pre-RCs	and	by	alleviating	an	inhibitory	interaction	within	the	pre-RC.	Protein	phosphatase	1	(PP1)	in	complex	
with	 its	 targeting	 subunit	 Rif1	 counteracts	 DDK	 at	 a	 subset	 of	 origins	 and	 thereby	 contributes	 to	 the	 temporal	
replication	program	in	S	phase.	

4. Origin	firing	in	the	presence	of	DNA	damage	

In	the	presence	of	DNA	damage,	eukaryotic	cells	activate	the	DNA	damage	checkpoint	to	stop	cell	

cycle	progression	 and	 coordinate	an	 appropriate	 response	 to	 the	DNA	damage	 108.	 In	budding	

yeast,	 the	DNA	damage	checkpoint	can	arrest	cells	 in	principle	at	 three	stages:	First,	 cells	can	

transiently	(10-20	min)	arrest	at	the	transition	from	G1	to	S	phase	109-111	in	response	to	severe	

DNA	 damage	 such	 as	 multiple	 DNA	 double-strand	 breaks	 (DSB).	 Second,	 the	 intra-S	 phase	

checkpoint	 safeguards	 impeded	 replisomes	 by	 blocking	 further	 origin	 firing,	 stabilizing	

replisomes	and	initiating	adequate	repair	mechanisms	112-116.	Third,	the	G2/M	checkpoint	arrests	

budding	yeast	cells	at	the	transition	from	metaphase	to	anaphase	and	thereby	prevents	cells	from	

segregating	damaged	DNA	to	their	daughter	cells	117.		

Signaling	 of	 the	 DNA	 damage	 checkpoint	 involves	 a	 cascade	 of	 phosphorylation	 events.	 The	

so-called	apical	kinases	Mec1	(homolog	of	ATR)	or	Tel1	(homolog	of	ATM)	act	as	sensors	and	are	

recruited	to	the	DNA	lesion,	e.g.	by	binding	to	RPA	that	coats	exposed	single-stranded	DNA.	The	

apical	kinases	also	phosphorylate	the	carboxy-terminal	tail	of	histone	H2A	and	thereby	generate	

a	DNA	damage	signal	that	is	referred	to	as	γH2A	118,119.	Depending	on	the	type	of	the	encountered	

lesion,	 the	mediator	proteins	Mrc1	or	Rad9	 facilitate	 the	activation	of	effector	kinases	such	as	

Rad53	(homolog	of	CHK2)	120-124.	Rad53	achieves	full	activity	by	auto-phosphorylation	125-127	and,	

due	 to	 its	 position	 within	 the	 DNA	 damage	 checkpoint	 signaling	 pathway,	 the	 presence	 of	

hyper-phosphorylated	 Rad53	 is	 a	 prime	 indicator	 for	 an	 activated	 DNA	 damage	 checkpoint	

(Figure	5).	
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Firing	of	late	origins	 is	delayed	by	 the	DNA	damage	checkpoint	 128-130.	 Intriguingly,	 it	has	been	

shown	 that	 the	 checkpoint	 effector	 kinase	 Rad53	 effectively	 inhibits	 further	 origin	 firing	 by	

targeting	both	DDK-	as	well	as	CDK-mediated	replication	controls.	Rad53	hyper-phosphorylates	

Dbf4	and	thereby	inhibits	DDK	directly	by	a	currently	elusive	mechanism	131,132.	Similarly,	Rad53	

hyper-phosphorylates	 firing	 factor	 Sld3	 and	prevents	 its	 interaction	with	 the	 scaffold	protein	

Dpb11	 thereby	 interfering	 with	 the	 CDK-mediated	 branch	 of	 origin	 firing	 131,132.	

Hyper-phosphorylation	 of	 Dbf4	 occurs	 via	 a	 direct	 binding	 of	 Rad53	 to	 Dbf4	 133-135,	 whereas	

hyper-phosphorylation	of	Sld3	is	mediated	by	binding	of	Rad53	to	the	helicase-activator	Cdc45,	

which	itself	is	also	a	Rad53	target	136.	Importantly,	the	interaction	of	Rad53	with	Cdc45	provides	

a	model	for	how	Rad53	can	be	recruited	to	and	stabilize	stalled	replication	forks	137,138.	

	

Figure	5	–	Control	of	DNA	replication	by	the	DNA	damage	checkpoint.	
The	apical	checkpoint	kinase	Mec1	is	activated	in	response	to	DNA	damage	
and	 recruited	 to	 the	 site	 of	 DNA	 damage.	 It	 introduces	 the	 γH2A	 mark	
(phosphorylation	of	H2A	S129)	in	chromatin	close	to	the	DNA	damage	site.	
To	trigger	a	cell-wide	response,	Mec1	also	activates	the	checkpoint	effector	
kinase	Rad53	by	hyper-phosphorylation.	This	activation	can	occur	via	two	
different	pathways:	The	mediator	protein	Rad9	is	used	in	response	to	lesions	
of	the	DNA,	whereas	the	mediator	protein	Mrc1	signals	at	stalled	replication	
forks.	 Among	 other	 targets,	 hyper-phosphorylated	 Rad53	 blocks	 further	
origin	 firing	 by	 phosphorylating	 Sld3	 and	 Dbf4	 and	 thereby	 affecting	
CDK-	and	DDK-dependent	regulation	of	origin	firing.	
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5. The	physiological	impact	of	DNA	over-replication	

Loss	 of	 DNA	 replication	 control	 can	 result	 in	 over-replication	 of	 specific	 parts	 of	 the	 genome	

within	a	single	cell	cycle.	Over-replication	is	possible	when	both	origin	licensing	and	firing	occur	

at	the	same	time	and,	due	to	the	cyclic	nature	of	the	replication	phases,	can	either	result	from	

deregulated	origin	firing	during	the	origin	licensing	phase	or	from	deregulated	origin	licensing	

during	 the	 origin	 firing	 phase.	 In	 budding	 yeast,	 one	 experimental	 strategy	 has	 yielded	many	

important	 insights	 into	 the	 underlying	 mechanisms	 of	 over-replication.	 In	 this	 strategy,	

CDK-regulation	of	licensing	factors	is	abolished	by	mutation	of	the	CDK-phosphorylation	sites	on	

ORC	and	by	fusing	a	nuclear	localization	sequence	 to	Mcm7.	Cells	are	arrested	in	M	phase	and	

over-replication	can	then	be	induced	by	the	expression	of	a	Cdc6	variant	that	lacks	its	N-terminal	

degron	and	CDK-binding	motifs	63.	The	efficiency	of	re-licensing	in	this	system	can	be	boosted	by	

additionally	removing	a	binding	site	for	CDK	on	Orc6	62.	By	utilizing	microarrays	of	the	budding	

yeast	genome,	it	was	shown	that	over-replication	occurs	at	regular	replication	origins	but	affects	

chromosomes	 unevenly	with	 a	 bias	 for	 sub-telomeric	 regions	 and	 even	 specific	 origins	 139,140.		

The	preferential	re-licensing	of	some	origins	appears	to	be	mediated	by	local	sequences	141.		

Importantly,	overt	DNA	over-replication	is	accompanied	by	hallmarks	of	DNA	damage	such	as	foci	

of	 the	 apical	 checkpoint	 kinase	 Mec1-Ddc2	 and	 hyper-phosphorylated	 Rad53	 142.	 By	 using	

a	Southern	 blot-based	 assay,	 it	 was	 furthermore	 shown	 that	 over-replication	 generates	

sub-chromosomal	fragments.	Over-replication	also	induces	gene	amplifications	143,	which	can	be	

sensitively	detected	in	a	reporter-based	assay	144.	Particularly,	over-replication	of	a	centromere	

sequence	 results	 in	 aneuploidy	 145.	 Besides	 these	 severe	 forms	 of	 genomic	 instability,	

over-replication	can	also	induce	nucleotide	level	mutations	due	to	attenuated	mismatch	repair	146.	

Interestingly,	 while	 overt	 uncontrolled	 over-replication	 is	 highly	 toxic	 63,	 cells	 tolerate	 going	

through	a	full	round	of	regulated	replication	thus	indicating	that	the	loss	of	coordination	between	

origins	and	not	the	additional	round	of	replication	per	se	is	detrimental	147,148.	

An	alternative	way	to	induce	over-replication	involves	triggering	premature	origin	firing	already	

in	G1	phase.	Currently,	such	a	system	is	only	available	in	budding	yeast	31,32,149	since	the	minimal	

sets	 of	CDK	targets	 required	 for	 origin	 firing	have	not	been	 identified	 in	other	organisms	yet.	

Replication	 in	G1	occurs	semi-conservatively	and	some	origins	 that	 fire	early	 in	S	phase	were	

shown	to	fire	under	these	deregulated	conditions	32.	Moreover,	over-replication	in	G1	critically	

requires	DDK	activity	since	a	temperature-sensitive	cdc7	kinase	mutant	suppresses	origin	firing	

in	 G1,	whereas	 overexpression	 of	 the	 regulatory	DDK-subunit	 Dbf4	 strongly	 increases	 it	 31,32.	

Similar	to	over-replication	in	M	phase,	over-replication	in	G1	is	also	toxic	and	generates	genomic	

instability:	Aberrant	numbers	of	 fully	duplicated	 chromosomes	 as	well	 as	gross	 chromosomal	

rearrangements	such	as	truncated	chromosome	arms	were	detected	in	survivors	after	a	pulse	of	
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origin	firing	in	G1	149.	DNA	damage	as	detected	by	Ddc1	foci	and	Rad53	hyperphosphorylation	was	

only	observed	when	cells	were	released	from	the	G1	arrest	into	the	cell	cycle	149.	Yet,	it	remains	to	

be	 elucidated	 how	 cells	 cope	 with	 over-replication	 structures	 during	 S	 phase,	 how	 the	 DNA	

damage	is	generated,	and	which	DNA	structures	activate	the	DNA	damage	checkpoint.	

Other	 systems	 to	 induce	 over-replication	 have	 been	 reported	 for	 higher	 eukaryotic	 cells.	 In	

contrast	to	budding	yeast,	Cdt1	is	a	regulatory	hub	for	origin	licensing	control	in	vertebrates	150.	

As	mentioned	before,	this	protein	is	bound	by	the	licensing	inhibitor	geminin	and	also	targeted	

for	 degradation	 in	 a	 replication-coupled	manner	 98-104.	 Abolishing	 these	 pathways	 can	 induce	

over-replication	 in	 Xenopus	 egg	 extracts	 as	 well	 as	 human	 cell	 lines	 101,105,151-154.	 Similarly,	

depletion	of	the	APC-inhibitor	Emi1,	which	is	thought	to	cause	premature	degradation	of	geminin	

and	 cyclin	 A,	 has	 been	 shown	 to	 drive	 over-replication	 in	 human	 cells	 155.	 In	 these	 systems,	

over-replication	 is	 also	 associated	with	 extensive	DNA	damage	and	a	 loss	 in	 cellular	 viability.	

Over-replication	 in	 Xenopus	 egg	 extracts	 gives	 rise	 to	 DNA	 fragments,	 which	 display	

characteristics	of	head-to-tail	replication	fork	collisions	156.	Consistent	with	this	model,	a	study	in	

human	cells	suggested	that	the	first	round	of	DNA	replication	could	leave	gaps	behind	in	the	newly	

replicated	DNA,	which	could	pose	a	problem	for	subsequent	over-replicating	forks	and	ultimately	

lead	to	fork	breakage	157.	Over-replication	also	occurs	as	a	developmentally	programmed	process	

in	 Drosophila	 follicle	 cells	 158.	 This	 system	 demonstrates	 that	 collision	 of	 replication	 forks	

generates	DNA	double-strand	breaks	and	it	has	been	instrumental	to	address	specific	aspects	of	

the	activation	of	the	DNA	damage	checkpoint	as	well	as	the	roles	of	different	repair	pathways	after	

over-replication	159-161,	particularly	in	conjunction	with	the	studies	carried	out	in	budding	yeast.	

One	 commonality	 between	 all	 these	 over-replication	 systems	 is	 the	 induction	 of	 genomic	

instability.	All	these	systems	generate	overt	over-replication,	i.e.	over-replication	from	multiple	

origins	or	even	multiple	times	at	single	origins,	which	is	highly	toxic	to	cells.	However,	even	if	

over-replication	 occurs	 more	 sporadically,	 e.g.	 if	 it	 is	 caused	 by	 less	 severe	 mutations,	 it	 is	

expected	to	give	rise	to	DNA	damage,	mutations	and	overall	genome	instability.	Deregulation	of	

the	 G1/S	 transition	 is	 often	 observed	 in	 cancer	 cells	 and	 could	 induce	 such	 sporadic	

over-replication	 that	would	 ultimately	 result	 in	 genomic	 instability	 162-166.	 Other	 hallmarks	 of	

tumorigenesis	are	gene	amplifications	and	gross	chromosomal	rearrangements,	which	have	been	

observed	 in	over-replicating	budding	yeast	 cells	 143.	 It	 is	 therefore	 an	open	question	whether	

sporadic	over-replication	could	be	a	driving	early	event	in	the	formation	of	cancerous	cells.	

Systems	to	study	over-replication	in	M	phase	have	yielded	many	important	insights.		Yet,	it	is	not	

known	if	over-replication	forks	differ	from	regular	replication	forks	and	identifying	such	a	marker	

for	 over-replication	 would	 facilitate	 the	 detection	 and	 investigation	 of	 early	 stages	 of	 cancer	

development.	 Most	 studies	 of	 over-replication	 have	 utilized	 systems	 to	 deregulate	 origin	
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licensing,	particularly	during	G2	and	M	phase.	Yet,	premature	origin	firing	in	G1	phase	might	be	

a	more	common	scenario	and	it	is	unclear	if	cells	respond	to	this	deregulation	in	the	same	way.	

Specifically,	 it	needs	to	be	determined	if	and	how	premature	origin	firing	affects	replication	in	

S	phase	and	how	the	DNA	damage	checkpoint	is	activated	under	these	conditions.	While	many	

studies	 have	 investigated	 the	 regulation	 of	 licensing	 factors,	 the	 regulation	 of	 firing	 factors	

remains	understudied.	Furthermore,	 despite	 the	 clear	 importance	of	 correctly	 regulating	DNA	

replication,	 little	 is	known	about	 the	molecular	mechanisms	that	ensure	a	safe	 transition	 from	

licensing	to	firing	and	vice	versa	and,	therefore,	safeguard	cells	against	sporadic	over-replication.	

Aims	of	the	study	

Seminal	studies	in	budding	yeast	as	well	as	Xenopus	egg	extracts	have	identified	the	key	proteins	

involved	in	DNA	replication	and	outlined	how	these	proteins	cooperate	to	produce	one	exact	copy	

of	the	genome	during	each	cell	cycle.	Central	to	this	process	is	the	separation	of	DNA	replication	

initiation	 into	 mutually	 exclusive	 origin	 licensing	 and	 origin	 firing	 phases,	 which	 are	 tightly	

coupled	to	the	cell	cycle.	Impairing	this	temporal	separation	of	licensing	and	firing	can	culminate	

in	 uncontrolled	 over-replication,	 which	 generates	 genomic	 instability	 in	 the	 form	 of	 gene	

amplifications	or	gross	chromosomal	rearrangements.	Therefore,	licensing	and	firing	factors	are	

tightly	 regulated	 throughout	 the	 cell	 cycle.	 While	 many	 different	 regulatory	 mechanisms	 for	

licensing	 factors	 have	 been	 characterized,	 the	 regulation	 of	 firing	 factors	 is	 understudied.	

Furthermore,	even	though	the	two-step	licensing/firing	regulation	of	DNA	replication	is	critical	

for	maintaining	genome	stability,	it	remains	unclear	how	transitions	between	the	two	phases	are	

regulated.	

We	 therefore	 pursued	 three	 synergizing	 lines	 of	 research	 to	 investigate	 these	 key	 aspects	 of	

replication	control:	First,	we	aimed	to	understand	the	molecular	mechanisms	of	how	cells	transit	

between	 replication	 phases	 by	 monitoring	 the	 activity	 of	 licensing	 and	 firing	 factors	 in	

synchronously	cycling	cells.		Second,	we	aimed	to	identify	regulatory	mechanisms	that	inactivate	

firing	factors	and	thereby	allow	a	regulated	transition	between	origin	firing	and	origin	licensing	

during	M	phase.	Third,	we	aimed	to	elucidate	how	cells	respond	to	a	deregulated	transition	from	

firing	to	licensing,	which	yields	over-replication.	

In	summary,	our	research	aimed	at	providing	a	new	angle	at	DNA	replication	control	by	focusing	

on	firing	factors,	their	temporal	regulation	during	the	cell	cycle,	and	the	consequences	of	their	

deregulation.	
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Results	

1. Gap	phases	separate	origin	licensing	and	origin	firing	

DNA	replication	in	eukaryotes	occurs	in	two	distinct	steps	–	origin	licensing	and	firing	–	which	are	

coupled	to	different	cell	cycle	phases.	In	budding	yeast,	the	regulation	of	these	two	steps	depends	

on	the	cyclin-dependent	kinase	CDK.	Licensing	can	occur	from	late	M	to	G1	phase	while	CDK	is	

inactive,	whereas	firing	is	triggered	by	active	CDK	that	is	present	in	cells	from	S	until	M	phase.	

Previous	 studies	 have	 demonstrated	 the	 detrimental	 consequences	 of	 losing	 this	 two-step		

control	143,167.	However,	it	has	not	been	addressed	how	cells	achieve	the	strict	temporal	separation	

at	the	transitions	between	licensing	and	firing.	

1.1. Phosphorylation-dependent	 mobility	 shifts	 serve	 as	 read-outs	 for	 replication	
protein	activities	

We	first	sought	to	establish	a	simple	assay	for	monitoring	the	cellular	capacity	of	licensing	or	firing	

origins	of	replication	throughout	the	cell	cycle.	As	CDK	phosphorylation	is	central	to	the	regulation	

of	origin	licensing	and	firing	in	budding	yeast,	we	aimed	to	resolve	these	phosphorylation	events	

by	electrophoretic	mobility	shifts	in	acrylamide	gels.	These	shifts	would	then	serve	as	read-outs	

to	determine	if	the	replication	factors	of	interest	would	be	active	(hypo-phosphorylated	licensing	

factors,	hyper-phosphorylated	firing	factors)	or	inactive	(hyper-phosphorylated	licensing	factor,	

hypo-phosphorylated	 firing	 factors).	Therefore,	we	 focused	on	 the	 licensing	 factors	Mcm3	and	

Orc6	as	well	as	the	firing	factors	Sld2	and	Sld3,	which	are	all	well-known	CDK	targets.		

To	easily	resolve	CDK-dependent	phosphorylation,	we	made	use	of	an	engineered	allele	of	CDC28	

(the	single	CDK	gene	in	budding	yeast),	which	is	called	cdc28-as1	and	can	be	specifically	inhibited	

by	 the	 nucleoside-analogous	 chemical	 1NM-PP1	 168.	We	 first	 arrested	 these	 cdc28-as1	 cells	 in	

M	phase	 by	 the	 addition	 of	 the	microtubule-depolymerizing	 drug	nocodazole	 and	 then	 added	

1NM-PP1	while	taking	samples.	These	samples	were	used	to	find	gel	conditions	that	would	resolve	

the	phosphorylation-dependent	electrophoretic	mobility	shifts	and	thus	allow	us	to	assess	 the	

activity	of	replication	factors	by	western	blot	(Figure	6).	Such	shifts	were	readily	detectable	for	

the	licensing	factor	Orc6	and	the	firing	factor	Sld2	in	10%	and	12%	acrylamide	gels,	respectively.	

Supplementing	 6%	 acrylamide	 gels	 with	 15	 µM	 phos-tag	 chemical	 enhanced	 the	 retention	 of	

phosphorylated	proteins	in	the	acrylamide	gels	and	allowed	us	to	resolve	hyper-phosphorylated	

licensing	factor	Mcm3	and	firing	factor	Sld3	in	this	western	blot-based	assay.	In	all	four	cases,	the	

slower-migrating,	hyper-phosphorylated	bands	shifted	to	faster-migrating,	hypo-phosphorylated	

species	upon	CDK	inhibition.	While	the	hyper-phosphorylated	isoforms	of	the	firing	factors	Sld2	

and	Sld3	reacted	similarly	and	were	completely	lost	within	the	first	minutes	of	the	experiment,	

hyper-phosphorylated	 licensing	 factors	Mcm3	and	Orc6	were	 only	 reset	with	 slower	kinetics.	
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These	data	thus	indicate	that	there	is	a	difference	in	the	regulation	of	licensing	factors	and	firing	

factors	even	though	these	two	sets	of	replication	proteins	are	both	CDK-regulated.	Taken	together,	

we	have	established	a	western	blot-based	assay	to	monitor	the	activity	of	replication	factors	using	

their	phosphorylation	state	as	a	proxy.	

1.2. Licensing	 inactivation	 and	 firing	 activation	 are	 temporally	 separated	 at	 the		
G1/S-transition	

Next,	we	asked	how	licensing	and	firing	factors	are	regulated	at	the	transition	from	G1	to	S	phase.	

It	 had	 previously	 been	 shown	 that	 CDK	 in	 complex	 with	 G1	 phase	 cyclins	 (G1-CDK)	 already	

phosphorylates	and	thereby	inhibits	the	licensing	factors	Mcm3	and	Cdc6	65,68,	whereas	only	CDK	

in	 complex	 with	 S	 phase	 cyclins	 (S-CDK)	 could	 efficiently	 activate	 Sld2	 and	 Sld3	 or	 inhibit		

Orc6	 31,32,72,169,170.	 Nevertheless,	 it	 was	 unclear	 if	 these	 different	 requirements	 for	 CDK	would	

translate	 into	 a	 specific	 temporal	 order	 of	 inactivation/activation	 of	 replication	 factors	 at	 the	

transition	from	G1	to	S	phase.	

In	an	initial	experiment,	we	arrested	cells	in	G1	phase	with	the	mating	pheromone	α-factor	and	

then	released	them	to	the	cell	cycle	while	taking	samples	for	subsequent	analysis	by	western	blot.	

In	 addition	 to	 the	 four	 factors	 that	we	 used	 previously,	we	 also	monitored	 Cdc6	 levels	 since	

phosphorylation	of	Cdc6	by	CDK	activates	a	phosphorylation-dependent	degron	on	this	protein	

and	 triggers	 its	 degradation.	 Licensing	 as	 well	 as	 firing	 factors	 shifted	 to	 their	 respective	

hyper-phosphorylated	species	at	about	the	same	time	post	release	(data	not	shown).	Since	the	

literature	suggested	that	licensing	and	firing	factors	should	in	principle	be	targeted	by	different	

CDK	complexes,	which	should	also	be	active	at	slightly	different	times,	we	continued	to	scrutinize	

these	data	by	modulating	CDK	activity.	

	

Figure	 6	 –	 Licensing	 and	 firing	 factors	 are	 reset	
with	different	kinetics.	
Western	 blots	 resolving	 phosphorylated	 isoforms	 of	
the	 firing	 factors	 Sld2	 and	 Sld3	 as	 well	 as	 of	 the	
licensing	factors	Orc6	and	Mcm3.	Cells	were	arrested	
in	M	phase	and	treated	with	the	chemical	1NM-PP1	to	
selectively	inhibit	the	CDK-allele	cdc28-as1.	
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To	this	end,	we	repeated	the	experiment	and	released	the	cells	to	a	block	at	the	border	between	

G1	and	S	phase	by	over-expressing	sic1∆N,	which	is	a	non-degradable	inhibitor	of	S-CDK	171.	Under	

these	 conditions,	 only	 G1-CDK	 but	 not	 S-CDK	 is	 active.	 Indeed,	 we	 observed	 that	

hyper-phosphorylation	of	Mcm3	as	well	as	phosphorylation-dependent	degradation	of	Cdc6	could	

be	 induced	 under	 these	 conditions	whereas	 Orc6,	 Sld2	 and	 Sld3	 were	 detected	 only	 in	 their	

hypo-phosphorylated	states	(Figure	7).	

Additionally,	we	prolonged	G1	phase	by	deleting	the	genes	coding	for	the	two	S	phase	cyclins	CLB5	

and	CLB6	and	assessed	the	CDK-regulation	of	licensing	and	firing	factors	after	releasing	cells	from	

an	arrest	in	G1.	Again,	we	observed	that	hyper-phosphorylation	of	Mcm3	and	phosphorylation-

dependent	degradation	of	Cdc6	occurred	earlier	than	activation	of	firing	factors	Sld2	and	Sld3	by	

hyper-phosphorylation	(Figure	8).		

	

	

Figure	7		–	G1-CDK	targets	licensing	factors	but	not	firing	factors.	
(A)	Cell	cycle	phase	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	were	first	arrested	
in	G1	phase	using	mating	pheromone	α-factor	and	then	released	to	a	sic1∆N	arrest,	where	G1-CDK	is	active	but	S-CDK	
is	inhibited.	(B)	Western	blots	resolving	phosphorylated	isoforms	of	the	firing	factors	Sld2	and	Sld3,	the	licensing	factors	
Orc6	and	Mcm4	as	well	as	total	protein	levels	of	licensing	factor	Cdc6.	Samples	as	in	(A).	
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For	 the	 interpretation	 of	 these	 findings,	 it	 should	 be	 considered	 that	 the	mating	 pheromone	

α-factor	triggers	a	cellular	pathway	inducing	the	production	of	the	G1-CDK	inhibitor	Far1	172-174.	

Consequently,	G1-CDK	activity	is	strongly	inhibited	in	experiments	using	α-factor	resulting	in	an	

imbalance	between	the	 specific	 activities	 of	G1-CDK	and	S-CDK.	Most	 likely,	 it	 is	 owed	to	 this	

imbalance	that	we	could	not	resolve	differences	in	the	phosphorylation	kinetics	of	G1-CDK-	and	

S-CDK-specific	 sets	 of	 target	 proteins	 in	 the	 initial	 experiment.	 In	 contrast,	 the	 differential	

regulation	of	licensing	and	firing	factors	at	the	border	between	G1	and	S	phase	became	evident	

when	we	precisely	manipulated	S-CDK	activity:	By	either	deleting	the	S	phase	cyclins	CLB5	and	

CLB6	(Figure	8)	or	by	expressing	of	S-CDK	inhibitor	sic1∆N	(Figure	7)	we	were	able	to	show	that	

licensing	 factors	 are	 inactivated	 before	 firing	 factors	 are	 activated.	 Taken	 together,	 our	 data	

indicate	 the	need	 for	an	optimized	experimental	approach	 to	synchronize	cells	 in	G1	phase	 in	

order	 to	 resolve	 activation/inactivation	 kinetics	 of	 replication	 factors	 in	 wild-type	 cells.	

Nevertheless,	our	data	confirm	that	there	is	differential	regulation	of	licensing	and	firing	factors	

at	the	border	between	G1	and	S	phase.		

	

Figure	8	–	Inactivation	of	licensing	factors	precedes	activation	of	firing	factors	at	the	G1-S-transition.	
(A)	 Cell	 cycle	 analysis	 by	 flow	 cytometry	measuring	 total	 DNA	 content	with	 SYTOX	 green.	 Cells	were	 arrested	 in	
G1	phase	 using	 mating	 pheromone	 α-factor	 and	 then	 released	 to	 fresh	 medium.	 (B)	 Western	 blots	 resolving	
phosphorylated	isoforms	of	firing	factors	Sld2	and	Sld3,	licensing	factors	Orc6	and	Mcm3	as	well	as	total	protein	levels	
of	licensing	factor	Cdc6.	Horizontal	lines	above	the	blots	indicate	the	presence	of	a	phosphorylated	isoform.	Samples	as	
in	(A)	from	clb5∆	clb6∆	cells,	which	lack	S	phase	cyclins.	
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1.3. Firing	inactivation	and	licensing	activation	are	temporally	separated	in	M	phase	

Since	cells	need	to	switch	between	high	CDK	activity	and	low	CDK	activity	during	M	phase,	we	

next	investigated	how	replication	factors	are	regulated	at	this	transition.	Cells	were	arrested	in	

G1	phase	with	α-factor	and	subsequently	released	to	fresh	medium	(Figure	9).	We	observed	that	

phosphorylation	marks	on	the	licensing	factors	Mcm3	and	Orc6	were	lost	with	a	similar	timing	at	

around	70	min	post	 release.	 Interestingly,	 the	 signal	 from	hyper-phosphorylated,	 active	 firing	

factor	Sld3	was	lost	about	10	min	earlier.	For	the	firing	factor	Sld2,	we	observed	an	even	earlier	

shift	from	hyper-phosphorylated	to	hypo-phosphorylated	species	as	compared	to	the	licensing	

factors	Mcm3	and	Orc6.	In	addition,	the	protein	levels	of	hyper-phosphorylated	Sld2	decreased	

specifically	during	M	phase	thus	inactivating	Sld2	even	earlier	than	Sld3.	These	data	demonstrate	

a	clear	temporal	order	in	the	control	of	replication	factors	in	M	phase	such	that	firing	factors	are	

inactivated	before	licensing	factors	are	re-activated.	

To	 further	 improve	 the	 temporal	 resolution	 in	 our	 experiments,	 we	 introduced	 a	 second	

synchronization	step	by	adding	hydroxyurea	to	the	medium,	which	reversibly	inhibits	the	enzyme	

ribonucleotide	reductase	and	thus	blocks	cells	in	early	S	phase.	When	we	released	the	cells	from	

this	 arrest,	we	 observed	 again	 that	 inactivation	 of	 firing	 factors	preceded	 the	 re-activation	 of	

licensing	factors	(Figure	10).	Importantly,	the	loss	of	active,	hyper-phosphorylated	Sld2	occurred	

even	earlier,	thus	increasing	the	length	of	the	gap	between	firing	factor	inactivation	and	licensing	

factor	re-activation.	Taken	together	our	data	demonstrate	that	cells	ensure	that	origin	firing	and	

origin	licensing	never	occur	simultaneously.	 In	M	phase,	 this	 is	achieved	by	 inactivating	origin	

firing	first	and	only	later	reactivating	origin	licensing,	thereby	generating	a	temporal	gap,	during	

which	no	replication	factor	is	active.	
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Figure	9	–	Inactivation	of	firing	factors	precedes	re-activation	of	licensing	factors	in	M	phase.	
Cells	were	released	from	an	α-factor	arrest	into	fresh	medium	and	samples	were	taken	at	the	indicated	timepoints.	To	
prevent	entry	into	a	second	cell	cycle,	α-factor	was	added	back	after	45	min	of	release.	(A)	Western	blots	resolving	
phosphorylated	isoforms	of	the	firing	factors	Sld2	and	Sld3,	licensing	factors	Orc6	and	Mcm3	as	well	as	total	protein	
levels	of	licensing	factor	Cdc6.	Total	protein	levels	of	M	phase	cyclin	Clb2	and	the	yeast	Polo-kinase	homolog	Cdc5	were	
measured	as	indicators	for	cell	cycle	stage.	(B)	Quantification	of	the	phosphorylated	bands	from	western	blots	shown	
in	(A).	Band	intensities	were	normalized	to	the	value	at	40	min	post	release.	(C)	Quantification	of	the	active	protein	
species	(hypo-phosphorylated	licensing	factors	Mcm3	and	Orc6;	hyper-phosphorylated	firing	factors	Sld2	and	Sld3)	
from	western	blots	shown	in	(A).	Band	intensities	were	normalized	to	the	value	at	40	min	post	release.	
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Figure	10	–	Releasing	cells	from	HU	leads	to	earlier	inactivation	of	Sld2	in	M	phase	in	comparison	to	all	other	
replication	proteins.	
Cells	were	released	from	an	α-factor	arrest	into	medium	containing	200	mM	hydroxyurea	(HU).	Afterwards,	cells	were	
released	to	fresh	medium	and	samples	were	taken	at	the	indicated	timepoints.	To	prevent	entry	into	a	second	cell	cycle,	
α-factor	was	added	to	the	medium	after	the	release.	(A)	Western	blots	resolving	phosphorylated	isoforms	of	the	firing	
factors	Sld2	and	Sld3,	the	licensing	factors	Orc6	and	Mcm3	as	well	as	total	protein	levels	of	the	licensing	factor	Cdc6.	
Total	protein	levels	of	M	phase	cyclin	Clb2	and	the	yeast	Polo-kinase	homolog	Cdc5	were	measured	as	indicators	for	
cell	cycle	stage.	(B)	Quantification	of	the	phosphorylated	bands	from	western	blots	shown	in	(A).	Band	intensities	were	
normalized	to	the	value	at	the	0	min	timepoint.	(C)	Quantification	of	the	active	protein	species	(hypo-phosphorylated	
licensing	factors	Mcm3	and	Orc6;	hyper-phosphorylated	firing	factors	Sld2	and	Sld3)	from	western	blots	shown	in	(A).	
Band	intensities	were	normalized	to	the	value	at	0	min.	
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2. Degradation	of	firing	factor	Sld2	generates	a	gap	in	M	phase	

2.1. Four	kinases	trigger	Sld2	degradation	in	M	phase	

The	M	phase-specific	decrease	in	the	protein	levels	of	Sld2	prompted	us	to	investigate	the	stability	

of	this	protein.	To	this	end,	we	inhibited	protein	translation	by	adding	cycloheximide	(CHX)	and	

followed	the	stability	of	Sld2	in	western	blots	(Figure	11).	When	we	performed	these	experiments	

in	 cell	 cycle-arrested	 cells,	we	 could	observe	 a	 striking	difference:	 Sld2	was	 turned	over	with		

a	 half-life	 time	 of	 approximately	 40	 min	 in	 G1-arrested	 cells	 whereas	 its	 half-life	 time	 was	

decreased	to	approximately	10	min	in	M-arrested	cells.		

This	rapid	degradation	was	also	observed	when	cells	were	released	from	a	G1	arrest	and	Sld2	

stability	was	assessed	at	different	timepoints	after	the	release	(Figure	12).	In	this	case,	Sld2	was	

stable	throughout	S	phase	and	its	degradation	was	specifically	triggered	approximately	60	min	

post	release.	Thus,	we	conclude	that	Sld2	is	degraded	in	a	M	phase-specific	and	drug-independent	

manner.		

Since	Sld2	was	particularly	unstable	in	mitotic	cells,	we	reasoned	that	this	might	be	mediated	by	

a	phosphorylation-dependent	degron	and	 investigated	kinases	 that	have	been	associated	with	

such	degrons	before.	Indeed,	we	were	able	to	identify	four	distinct	kinases	that	were	required	for	

the	rapid	degradation	of	Sld2	in	M	phase	(Figure	13).	Abrogating	their	activity	by	either	direct	

inhibition	(as	in	the	case	of	CDK	via	cdc28-as1	and	the	specific	inhibitor	1NM-PP1),	deletion	(as	

with	MCK1	or	DDK	by	using	the	bypass	mutation	bob1-1)	or	transcriptional	repression	(as	with	

CDC5	by	using	a	glucose-repressible	pGALL	promoter)	strongly	stabilized	Sld2	in	mitotic	cells.	

	

Figure	11	–	Sld2	is	rapidly	degraded	in	M	phase.	
Cells	 were	 arrested	 in	 G1	 phase	 with	 α-factor	 and	 in	 M	 phase	 with	 nocodazole.	 Protein	 translation	 inhibitor	
cycloheximide	(CHX)	was	added	and	samples	were	taken	at	the	indicated	timepoints.	(A)	Representative	western	blots	
detecting	 total	 Sld2	 levels	 in	 G1	 and	 M	 phase	 after	 CHX	 addition.	 Western	 blots	 against	 Pgk1	 serve	 as	 control.		
(B)	Quantification	 of	 Sld2	 protein	 levels	 as	 in	 (A),	 normalized	 to	 0	min	 timepoint.	 Data	 represent	means	 of	 three	
(M	phase)	and	two	(G1	phase)	independent	experiments;	error	bars	represent	standard	deviation.	
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We	hypothesized	that	the	kinases	could	control	the	timing	of	Sld2	degradation.	Since	the	yeast	

Polo	kinase	homolog	Cdc5’s	activity	and	protein	levels	peak	in	M	phase	175,	the	availability	of	this	

kinase	 could	 determine	 the	 timing	 of	 rapid	 Sld2	 degradation.	 To	 experimentally	 test	 this	

hypothesis,	 we	 coupled	 a	 G1-release	 experiment	 with	 cycloheximide-mediated	 protein	

translation	shut-offs	and	induced	expression	of	Cdc5	already	during	the	G1	arrest	(Figure	14).		

In	control	cells,	we	observed	that	Sld2	was	stable	during	S	phase,	but	became	rapidly	degraded	

when	cells	entered	M	phase.	In	contrast,	cells	that	over-expressed	Cdc5	were	already	delayed	in	

their	 cell	 cycle	 progression.	 These	 cells	 entered	 S	 phase	 later	 than	 the	 control	 cells	 and	 also	

appeared	to	progress	slower	through	S	phase.	Intriguingly,	Sld2	levels	were	generally	decreased	

and	rapid	degradation	of	Sld2	could	already	be	detected	in	S	phase.	These	data	thus	suggest	that	

Cdc5	 controls	 the	 timing	 of	 Sld2	 degradation.	 Taken	 together,	 we	 have	 discovered	 a	 rapid	

degradation	process	targeting	Sld2	specifically	in	M	phase,	that	requires	the	activity	of	the	kinases	

CDK,	DDK,	Mck1	and	particularly	Cdc5.	

	

	

Figure	12	–	Rapid	Sld2	degradation	is	restricted	to	M	phase.	
Cells	were	released	from	G1	arrest	and	treated	with	cycloheximide	(CHX)	to	inhibit	protein	translation	at	early	S	phase,	
late	S	phase,	G2	phase	and	M	phase.	Samples	were	taken	at	the	indicated	timepoints	after	CHX	addition.	(A)	Western	
blots	 against	 Sld2.	 (B)	 Quantification	 of	 Sld2	 protein	 levels	 in	 (A).	 Data	 are	 normalized	 to	 the	 0	 min	 timepoint.		
(C)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Samples	correspond	to	the	
0	min	timepoints	in	(A)	and	(B).	
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Figure	13	–	Four	distinct	kinases	mediate	rapid	Sld2	degradation	in	M	phase.	
Cells	from	wild-type	and	kinase-mutant	cells	were	arrested	in	M	phase	using	nocodazole	and	treated	with	the	protein	
translation	 inhibitor	 cycloheximide	 (CHX).	 Samples	 were	 taken	 at	 the	 indicated	 timepoints	 after	 CHX	 addition.		
(A)	Western	blots	against	Sld2	from	wild-type	and	CDK-mutant	cdc28-as1	cells.	CHX	was	added	concomitantly	with	the	
CDK	inhibitor	1NM-PP1.	Right	 inlet	shows	quantification	of	Sld2	protein	 levels,	normalized	to	the	0	min	timepoint.		
(B)	Western	blots	against	Sld2	from	bob1-1	and	DDK-deficient	bob1-1	cdc7∆	cells.	Right	inlet	shows	quantification	of	
Sld2	 protein	 levels,	 normalized	 to	 the	 0	 min	 timepoint.	 (C)	 Western	 blots	 against	 Sld2	 from	 wild-type	 and	
kinase-deficient	mck1∆	cells.	Right	inlet	shows	quantification	of	Sld2	protein	levels,	normalized	to	the	0	min	timepoint.		
(D)	Western	blots	against	Sld2	from	wild-type	cells	and	cells	depleted	of	Polo-kinase	Cdc5	activity	by	transcriptional	
repression.	Right	inlet	shows	quantification	of	Sld2	protein	levels,	normalized	to	the	0	min	timepoint.	
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Figure	14	–	Yeast	Polo-kinase	Cdc5	determines	the	timing	of	rapid	Sld2	degradation.	
Cells	harboring	an	ectopic	galactose-inducible	copy	of	polo	kinase	CDC5	were	arrested	in	G1	phase.	In	the	G1	arrest,	
CDC5	was	repressed	(glucose)	or	induced	(galactose)	for	2	h	before	release	to	the	cell	cycle	in	fresh	medium	containing	
glucose	or	galactose.	The	protein	translation	inhibitor	cycloheximide	(CHX)	was	added	after	30	/	50	/	70	/	90	min	of	
release	to	measure	the	stability	of	Sld2.	(A)	Western	blots	against	Sld2	after	CHX	addition	at	different	timepoints	post	
release.	(B)	Quantifications	of	Sld2	protein	levels	in	(A).	Data	are	normalized	to	the	0	min	timepoints.	(C)	Western	blots	
against	Cdc5	at	different	timepoints	before	CHX	addition.	(D)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	
content	with	SYTOX	green.	Samples	as	in	(A)	and	(C).	
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2.2. Phosphorylation	of	Sld2	within	a	short	degron	region	mediates	its	degradation	

Since	the	four	kinases	CDK,	DDK,	Mck1	and	Cdc5	were	required	for	rapid	Sld2	degradation,	we	

asked	if	they	were	targeting	Sld2	directly.	To	this	end,	we	first	determined	the	degron	region	in	

Sld2	by	performing	CHX-mediated	translation	shut-offs	in	M	phase-arrested	cells	that	harbored		

a	 truncated	copy	of	 the	SLD2	gene	(Figure	15).	This	approach	allowed	us	 to	narrow	down	the	

degron	to	the	N-terminus	of	Sld2	in	a	region	spanning	amino	acids	120	to	150.	

We	next	purified	all	four	kinases	as	well	as	the	Sld2	N-terminus	(amino	acids	1-150,	fused	to	GST)	

to	perform	in	vitro	kinase	assays.		The	kinases	DDK,	Mck1	and	Cdc5	were	purified	from	budding	

yeast	 cultures;	 the	 Sld2	N-terminus	 and	 a	model	CDK	 (Cdk2/cycA∆N170)	were	purified	 from	

E.	coli	cells.	 CDK	and	Cdc5	were	 able	 to	directly	phosphorylate	 Sld2	using	 radio-labelled	ATP,	

whereas	Mck1	and	DDK	targeted	the	Sld2	N-terminus	only	after	it	had	been	pre-phosphorylated	

by	 CDK	 (Figure	 16	 A	 and	 C).	 Analysis	 of	 these	 samples	 by	mass	 spectrometry	 allowed	 us	 to	

correlate	the	phosphorylation	of	specific	sites	with	distinct	kinases	and	directed	our	attention	to	

a	 region	 spanning	 amino	acids	122	to	143	 that	was	particularly	 rich	 in	phosphorylation	 sites	

(Figure	16	B).	

To	analyze	the	interdependencies	of	the	kinases	in	detail,	we	utilized	phosphorylated	peptides	

spanning	the	degron	region	of	Sld2	(amino	acids	118	to	143)	and	incubated	them	with	the	purified	

kinases	and	radio-labelled	ATP	(Figure	17).	The	kinases	would	only	be	able	to	incorporate	the	

radio-labelled	phosphate	at	a	specific	site	if	this	site	was	not	blocked	by	a	cold	phosphate	group	

during	peptide	 synthesis	 and	 thus	 allow	us	 to	map	 the	 target	 sites	 of	 each	kinase	within	 this	

region.	 Using	 this	 approach,	 we	 identified	 serine	 128	 and	 138	 as	 target	 sites	 for	 CDK	

phosphorylation	and	threonine	122	and	143	as	targets	sites	for	Cdc5	phosphorylation.	Moreover,	

we	could	show	that	Mck1	phosphorylates	serine	124	and	DDK	phosphorylates	serine	137,	and	

that	 both	 required	 pre-phosphorylation	 of	 the	 downstream	CDK	 sites	 serine	 128	 (Mck1)	 and	

serine	 138	 (DDK).	 In	 summary,	 these	 experiments	 firmly	 established	 that	 Sld2	 is	 directly	

phosphorylated	 by	 the	 kinases	 CDK,	 DDK,	 Mck1	 and	 Cdc5.	 Furthermore,	 these	 experiments	

allowed	us	to	assign	phosphorylation	sites	on	Sld2	to	specific	kinases	as	summarized	in	Figure	18.	

Figure	15	–	Rapid	Sld2	degradation	signals	are	present	
within	a	short	region	of	Sld2.	
Cells	expressing	either	wild-type	Sld2	or	truncated	versions	
lacking	 amino	 acids	 100-150	 (sld2∆100-150)	 or	 120-150	
(sld2∆120-150)	were	arrested	 in	M	phase	and	treated	with	
protein	translation	inhibitor	cycloheximide	(CHX).	Western	
blot	 against	 Sld2	 from	 samples	 taken	 at	 the	 indicated	
timepoints	after	CHX	addition.	
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Figure	16	–	The	N-terminus	of	Sld2	is	phosphorylated	by	CDK,	DDK,	Mck1	and	Cdc5.	
(A)	Autoradiogram	and	Coomassie	brilliant	blue	stain	(CBB)	of	purified	GST	or	GST-Sld21-150	after	incubation	with	CDK	
or	Cdc5	in	the	presence	of	[γ32P]-ATP.	(B)	Experiment	as	in	(A)	but	in	addition	to	CDK	and	Cdc5	also	using	the	kinases	
DDK	 and	 Mck1.	 Samples	 were	 subjected	 to	 analysis	 by	 mass	 spectrometry.	 The	 table	 summarizes	 the	 detected	
phosphorylated	peptides	and	the	position	(red	=	exact	position,	orange	=	ambiguous	positions)	of	the	phosphate	group	
on	 the	peptides.	(C)	Autoradiogram	and	Coomassie	brilliant	blue	 stain	 (CBB)	of	purified	GST	or	GST-Sld21-150	after	
incubation	with	CDK	in	the	presence	of	cold	ATP	and	subsequent	incubation	with	either	Mck1	or	DDK	in	the	presence	
of	[γ32P]-ATP.	
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Figure	17	–	CDK,	DDK,	Mck1	and	Cdc5	phosphorylate	Sld2	within	the	degron	region.	
(A)	 Summary	 of	 the	 Sld2	 peptides	 spanning	 amino	 acids	 118-143	 reconstituting	 different	 phosphorylated	 states.		
(B)	Autoradiograms	of	peptides	as	in	(A)	after	incubation	with	CDK	in	the	presence	of	[γ32P]-ATP.	(C)	Autoradiograms	
of	peptides	as	in	(A)	after	incubation	with	either	CDK	or	Cdc5	in	the	presence	of	[γ32P]-ATP.		(D)	Autoradiograms	of	
peptides	as	in	(A)	after	incubation	with	either	Mck1	or	DDK	in	the	presence	of	[γ32P]-ATP.	

	

	

Figure	18	–	Summary	of	phosphorylation	sites	within	the	Sld2	degron.	
The	Sld2	degron	is	phosphorylated	on	six	distinct	sites	within	the	degron	region.	Phosphorylation	by	Mck1	and	by	DDK	
requires	pre-phosphorylation	of	the	degron	region	by	CDK.	
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2.3. Mutation	of	the	phospho-degron	stabilizes	Sld2	specifically	in	M	phase	

Having	established	that	Sld2	is	a	direct	target	of	all	four	kinases,	we	hypothesized	that	mutating	

these	 phosphorylation	 sites	 might	 prevent	 rapid	 degradation	 of	 Sld2	 in	 M	 phase.	 Hence,	 we	

performed	 CHX	 shut-off	 experiments	 in	 M	 phase	 with	 cells	 that	 harbored	 SLD2	 alleles	 with	

mutations	 in	 either	 the	 CDK-targeted	 sites	 (sld2-2SA),	 the	 Cdc5-targeted	 sites	 (sld2-2TA),	 the	

CDK-	and	the	Cdc5-targeted	sites	(sld2-4A),	or	all	six	identified	phosphorylation	sites	(sld2-6A).	

All	four	mutant	sld2	alleles	led	to	the	same	extent	of	stabilization	of	the	Sld2	protein	in	M	phase	in	

CHX	 shut-off	 experiments	 (Figure	 19).	 Importantly,	 these	 mutations	 did	 not	 generate	 an	

otherwise	hypomorphic	sld2	allele:	The	interaction	between	Sld2	and	Dpb11	was	not	impaired	as	

judged	by	a	yeast-two	hybrid	experiment	and	cells	harboring	our	mutant	sld2	alleles	as	their	only	

copy	of	SLD2	progressed	through	the	cell	cycle	as	wild-type	cells	(Figure	20).	In	addition,	plasmid	

loss	rates,	which	when	elevated	indicate	impaired	replication	initiation,	from	yeast	strains	with	

mutant	sld2	were	indistinguishable	from	those	with	wild-type	SLD2.	Taken	together,	these	data	

demonstrate	 that	 mutation	 of	 the	 phosphorylation-dependent	 degron	 specifically	 impairs	

degradation	of	Sld2	in	M	phase	while	not	affecting	Sld2’s	essential	functions.	

	

	

Figure	19	–	Mutation	of	the	phosphorylation	sites	within	the	degron	region	stabilizes	Sld2	in	M	phase.	
Cells	were	arrested	in	M	phase	and	treated	with	cycloheximide	(CHX).	Samples	were	taken	at	the	indicated	timepoints	
after	CHX	addition.	Mutations	 in	SLD2	either	abrogate	CDK-phosphorylation	sites	(sld2-2SA),	Cdc5-phosphorylation	
sites	(sld2-2TA),	CDK-/Cdc5-phosphorylation	sites	(sld2-4A),	or	all	phosphorylation	sites	(sld2-6A)	within	the	degron	
region.	(A)	Western	blots	against	Sld2	at	different	timepoints	after	CHX	addition.	(B)	Quantification	of	Sld2	protein	
levels	in	(A),	normalized	to	0	min	timepoints.	
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Figure	20	–	Mutation	of	the	Sld2	degron	region	does	not	impair	Sld2’s	function.	
(A)	DNA	replication	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	were	arrested	in	
G1	phase	using	α-factor	and	released	to	fresh	medium.	Samples	were	taken	at	the	indicated	timepoints.	To	prevent	
entry	 into	a	 second	cell	 cycle,	α-factor	was	added	back	after	45	min	of	release.	Mutations	 in	SLD2	either	abrogate	
CDK-phosphorylation	 sites	 (sld2-2SA),	 Cdc5-phosphorylation	 sites	 (sld2-2TA),	 CDK-/Cdc5-phosphorylation	 sites	
(sld2-4A),	or	all	phosphorylation	sites	(sld2-6A)	within	the	degron	region.	(B)	Plasmid	loss	rates	of	wild-type	cells	and	
degron	mutants	of	SLD2	as	in	(A)	determined	using	the	ARS/CEN	plasmid	YCplac33.	The	mean	and	standard	deviation	
of	 three	independent	experiments	are	shown.	(C)	Yeast	two-hybrid	analysis	of	 the	interaction	between	 the	scaffold	
protein	Dpb11	and	wild-type	Sld2	as	well	as	degron	mutants	of	Sld2	as	in	(A).	
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2.4. The	E3	ubiquitin	ligases	Dma1/2	recognize	the	Sld2	phospho-degron	

In	 order	 to	 trigger	 degradation	 of	 Sld2,	 the	 complex	 phospho-degron	must	 be	 recognized	 by	

a	E3	ubiquitin	ligase.	To	this	end,	we	screened	a	set	of	ubiquitin	ligase	candidates,	which	were	

selected	either	because	of	 their	role	 in	cell	cycle	regulation	or	because	of	 their	propensity	 for	

binding	to	phosphorylated	target	proteins.	Neither	the	anaphase-promoting	complex	APC	(tested	

by	 activator	mutant	 cdh1∆	 and	 transcriptional	 repression	 of	 the	 second	activator	CDC20)	nor	

temperature-sensitive	 mutants	 of	 the	 SCF-Cdc4	 complex	 were	 involved	 in	 targeting	 Sld2	 for	

degradation	in	M	phase	(data	not	shown),	even	though	these	complexes	play	major	roles	in	the	

regulation	of	the	cell	cycle.	Instead,	we	observed	that	deletion	of	the	genes	DMA1	and	DMA2,	which	

encode	 two	 closely-related	 E3	 ubiquitin	 ligases,	 abolished	 the	 rapid	 degradation	 of	 Sld2	 in	

M	phase	as	assayed	in	a	CHX	shut-off	experiment	(Figure	21).	Dma1	and	Dma2	both	contain	the	

characteristic	RING	domain	of	E3	ubiquitin	ligases	and	in	addition	an	FHA	domain,	which	has	been	

described	to	preferentially	bind	to	phosphorylated	threonine	residues	176-179.	These	data	suggest	

that	Dma1	and	Dma2	mediate	the	rapid	degradation	of	Sld2.		

We	observed	that	Dma1	and	Dma2	interacted	with	Sld2	in	a	yeast-two	hybrid	assay	(Figure	22	A).	

Notably,	we	could	facilitate	the	detection	of	the	interaction	by	generating	a	substrate	trap	through	

mutation	of	the	RING	domain	of	Dma1	(Figure	22	B).	This	finding	supports	our	interpretation	that	

the	interaction	between	Dma1	and	Sld2	targets	Sld2	for	degradation.	Importantly,	mutations	in	

either	 the	 FHA	 domain	 of	 Dma1	 or	 in	 the	 previously	 mapped	 phosphorylation	 sites	 on	 Sld2	

abolished	 the	 interaction	 (Figure	 22	 C).	 Peptide	 pulldowns,	 fluorescence	 anisotropy	

measurements	 and	 micro-scale	 thermophoresis	 experiments	 incubating	 phosphorylated	

peptides	with	the	purified	FHA-domain	of	Dma1	further	supported	these	findings	and	pointed	to	

a	critical	role	for	phosphorylation	of	Sld2	residues	threonine	122	and	threonine	143	(Figure	23).	

Thus,	 we	 conclude	 that	 Dma1’s	 and	 most	 likely	 also	 Dma2’s	 FHA	 domain	 recognize	 the	

phosphorylation	marks	on	Sld2	–	particularly	phosphorylated	threonine	122	and	143.	

	

Figure	21	–	The	ubiquitin	ligases	Dma1/2	mediate	rapid	Sld2	degradation	in	M	phase.	
Wild-type	cells	and	cells	lacking	DMA1	and/or	DMA2	were	arrested	in	M	phase	and	treated	with	cycloheximide	(CHX).	
Samples	 were	 taken	 at	 the	 indicated	 timepoints	 after	 CHX	 addition.	 (A)	 Western	 blots	 against	 Sld2	 at	 different	
timepoints	after	CHX	addition.	(B)	Quantification	of	Sld2	protein	levels	in	(A),	normalized	to	0	min	timepoints.	
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Figure	22	–	The	FHA-domain	of	Dma1/2	recognizes	the	phospho-degron	on	Sld2.	
Yeast	 two-hybrid	 analyses	 of	 the	 interaction	 between	 Dma1	 and	 Sld2	 using	 (A)	 a	 mutant	 in	 the	 RING-domain	 of		
Dma1	(C345S	H350A)	to	avoid	Sld2	degradation	and	thereby	stabilize	the	interaction	with	Sld2,	(B)	combined	mutants	
in	the	RING	domain	and	the	FHA	domain	of	Dma1	(G192E	or	S220A	H223L),	and	(C)	mutants	in	the	phosphorylation	
sites	within	the	degron	region	(2SA	–	CDK	sites;	2TA	–	Cdc5	sites;	4A	–	CDK-/Cdc5-sites;	6A	–	all	six	sites).	
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Figure	23	–	Phosphorylation	of	threonine	residues	is	critical	for	binding	of	the	Dma1	FHA	domain	to	Sld2.	
(A)	Summary	of	the	used	phospho-peptides,	labeled	with	fluorescein.	(B)	Fluorescence	anisotropy	measurements	with	
phospho-peptides	as	in	(A)	and	purified	FHA	domain	of	Dma1.	Binding	affinities	are	given	in	the	inset.	Data	from	three	
independent	 experiments	 are	 displayed	 as	 mean	 with	 standard	 deviation.	 (C)	 Micro-scale	 thermophoresis	
measurements	with	phospho-peptides	as	in	(A)	and	purified	FHA	domain	of	Dma1.	Binding	affinities	are	given	in	the	
inset.	Data	from	three	independent	experiments	are	displayed	as	mean	with	standard	deviation.	(D)	Peptide	pulldown	
experiments	 with	 the	 indicated	 phospho-peptides.	 Using	 their	 desthiobiotin-label,	 the	 peptides	 were	 bound	 to	
streptavidin	beads	and	incubated	with	GST,	GST-Dma1,	GST-Dma1-FHA,	and	HIS-Dma1-FHA.	Input	and	eluate	samples	
were	analyzed	by	western	blotting	against	GST-	and	HIS-tags.	
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3. A	shortened	gap	in	M	phase	leads	to	increased	genomic	instability	

3.1. Stable	Sld2	shortens	the	gap	phase	in	M	phase	

Our	 initial	 experiments	 indicated	 that	 the	 timely	 inactivation	of	 Sld2	 correlated	well	with	 the	

temporal	separation	of	firing	factor	inactivation	from	licensing	factor	re-activation	in	M	phase.	

Hence,	 we	 investigated	 whether	 stable	 sld2	 mutants	 would	 affect	 this	 element	 of	 replication	

control	 and	 potentially	 also	 lead	 to	 genome	 instability.	 We	 arrested	 cells	 expressing	 either	

wild-type	or	stable	Sld2	in	G1	phase,	released	them	first	to	early	S	phase	(HU-containing	medium)	

and	subsequently	to	fresh	medium	and	took	samples	in	5	min	intervals	(Figure	24).	In	the	case	of	

wild-type	cells,	the	signal	for	the	hyper-phosphorylated,	active	Sld2	was	lost	at	around	50	min	post	

release,	as	observed	before.	Hyper-phosphorylated,	inactive	Orc6	was	reset	at	around	65	min	post	

release.	Strikingly,	the	signal	for	active	Sld2	persisted	in	cells	expressing	stable	Sld2	until	about	

60	min	post	release	while	the	reset	of	Orc6	occurred	with	normal	kinetics,	thereby	abolishing	the	

early	 loss	 of	 active	 Sld2	 in	 comparison	 to	 active	 Sld3.	We	 observed	 similar	 results	 when	we	

skipped	 the	 block	 in	 early	 S	 phase	 and	 released	 cells	 directly	 from	 G1	 into	 the	 cell	 cycle		

(Figure	25).	Thus,	we	conclude	that	preventing	Sld2	degradation	in	M	phase	allows	to	specifically	

shorten	the	gap	phase	between	firing	inactivation	and	licensing	re-activation.	

3.2. Stable	Sld2	causes	increased	genomic	instability	

A	shorter	gap	as	caused	by	stabilization	of	Sld2	in	M	phase	might	increase	the	probability	that	

origin	firing	and	licensing	could	occur	at	the	same	time.	Such	an	overlap	could	lead	to	deregulated	

replication	 initiation	 and	 consequently	 induce	 genomic	 instability.	 Since	 gross	 chromosomal	

rearrangements	(GCRs)	could	occur	as	a	consequence	of	deregulated	replication	 initiation,	we	

utilized	a	highly	sensitive	assay	to	measure	this	type	of	genomic	instability	149,180,181.	

In	this	assay,	the	two	counter-selectable	marker	genes	URA3	and	CAN1	are	inserted	approximately	

25	kb	distal	to	the	telomere	of	budding	yeast	chromosome	V	182.	Since	there	are	no	essential	genes	

located	between	URA3/CAN1	and	the	telomere,	a	cell	can	lose	this	region	of	chromosome	V	during	

a	GCR	event	and	still	proliferate.	While	mutations	in	either	URA3	or	CAN1	will	occur	with	higher	

rates,	it	is	unlikely	that	both	genes	acquire	independent	mutations	at	both	loci.	Thus,	by	selecting	

against	URA3	with	 the	anti-metabolite	5’-fluoroorotic	acid	(FOA)	and	at	 the	same	time	against	

CAN1	with	the	non-proteinogenic,	toxic	amino	acid	L-canavanine,	it	is	possible	to	detect	rare	GCR	

events	that	occur	with	a	frequency	of	e.g.	3.5	x10-10	events	per	cell	per	division	in	wild-type	cells.	
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Figure	24	–	Stable	Sld2	degron	mutants	shorten	the	gap	between	firing	inactivation	and	licensing	re-activation	
after	release	from	HU.	
Cells	expressing	either	SLD2-WT	or	sld2-degron	mutants	(2SA	–	CDK	sites;	2TA	–	Cdc5	sites;	4A	–	CDK-/Cdc5-sites;		
6A	 –	 all	 six	 sites)	as	 the	only	 copy	of	SLD2	were	arrested	 in	G1	phase	using	α-factor,	released	to	200	mM	HU	and	
subsequently	released	to	fresh	medium	taking	samples	at	the	indicated	timepoints.	After	45	min	of	release	from	HU,	
α-factor	was	added	back	to	prevent	cells	from	entering	a	second	cell	cycle.	(A)	Western	blots	resolving	phosphorylated	
isoforms	of	the	firing	factor	Sld2	and	the	licensing	factor	Orc6.	(B)	Quantification	of	the	phosphorylated	Sld2	bands	in	
(A).	Data	are	normalized	to	the	intensity	of	the	phosphorylated	band	at	the	0	min	timepoint.	(C)	Replication	analysis	by	
flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Samples	as	in	(A).	
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We	utilized	this	GCR	assay	to	address	if	stable	sld2	mutants	affected	genomic	stability.	As	judged	

by	our	release	experiments,	origin	firing	and	licensing	are	still	readily	separated	during	M	phase	

in	these	cells	and	replication	control	should	therefore	be	largely	intact.	However,	the	shorter	gap	

between	 firing	 inactivation	 and	 licensing	 re-activation	 could	 increase	 the	 probability	 for	

co-occurring	licensing	and	firing	phases	and	ultimately	lead	to	higher	GCR	rates.	

In	otherwise	wild-type	cells,	we	detected	normal	GCR	rates	of	about	2	x	10-10	GCR	events	per	cell	

per	division	and	no	differences	between	SLD2	and	stable	sld2	mutants	(Figure	26	A).	However,	

when	we	abrogated	the	DNA	damage	checkpoint	(sml1∆	mec1∆	cells)	and	thus	sensitized	cells	to	

genomic	 instability,	 we	 observed	 that	 the	 GCR	 rate	 was	 already	 elevated	 by	 two	 orders	 of	

magnitude	 in	 SLD2	 sml1∆	mec1∆	 cells	 and	additionally	 increased	 to	 about	 two-fold	 of	 that	 in	

sld2-6A	 sml1∆	 mec1∆	 cells	 (Figure	 26	 B).	 Therefore,	 stable	 sld2	 mutants	 can	 induce	 genome	

instability	even	when	all	other	mechanisms	of	DNA	replication	control	are	intact.	

	

Figure	25	–	Stable	Sld2	degron	mutants	shorten	the	gap	between	firing	inactivation	and	licensing	re-activation	
after	release	from	G1.	
Cells	expressing	either	SLD2-WT	or	sld2-2SA	degron	mutants	(mutation	of	CDK	sites)	as	the	only	copy	of	SLD2	were	
arrested	 in	G1	phase	using	α-factor	and	released	to	fresh	medium	taking	samples	at	the	 indicated	timepoints.	After	
45	min	of	release,	α-factor	was	added	back	to	prevent	cells	from	entering	a	second	cell	cycle.	(A)	Cell	cycle	analysis	by	
flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	(B)	Western	blots	resolving	phosphorylated	isoforms	
of	firing	factor	Sld2	and	licensing	factor	Orc6	at	the	indicated	timepoints.	Samples	as	in	(A).	(C)	Quantification	of	the	
phosphorylated	Sld2	bands	 in	(B).	Data	are	normalized	 to	 the	 intensity	of	 the	phosphorylated	band	at	 the	40	min	
timepoint.	
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We	also	addressed	if	stable	sld2	mutants	would	lead	to	further	increased	GCR	rates	in	combination	

with	 deregulation	 of	 other	 DNA	 replication	 factors	 (Figure	 27).	 First,	 we	 combined	 stable	

sld2	mutants	with	a	genetic	fusion	of	SLD3	and	DPB11	(SLD3-DPB11∆N-fusion,	SD-fusion),	which	

bypasses	the	requirement	for	CDK	phosphorylation	of	Sld3	for	origin	firing	and	thereby	renders	

Sld2	 the	 only	 critical	 target	 of	 CDK	 for	 triggering	origin	 firing	 31.	 Under	 these	 conditions,	we	

already	 observed	 highly	 elevated	 GCR	 rates	 with	 SLD2	 SD-fusion,	 which	 increased	 further	 in	

combination	with	 stable	 sld2	mutants.	 Second,	we	 assessed	 the	 influence	 of	 deregulated	DDK	

activity	 in	 a	 strain	with	 a	 stable	 sld2	mutant	by	 introducing	a	 galactose-inducible	 copy	of	 the	

regulatory	 DDK	 subunit	 DBF4.	 Here,	 we	 observed	 that	 the	 stable	 sld2	mutant	 increased	 the	

GCR	rate	by	about	two-fold	when	combined	with	deregulated	DDK.	Third,	we	combined	the	stable	

sld2	mutant	with	a	partial	deregulation	of	origin	licensing	by	using	the	cdc6∆NT	allele,	which	lacks	

the	CDK-regulated	degron	sequences	in	the	N-terminus	of	Cdc6	183.	Again,	we	could	observe	an	

increased	GCR	rate	for	stable	sld2	as	compared	to	SLD2	in	combination	with	cdc6∆NT.		

Taken	together,	these	results	emphasize	that	many	regulatory	mechanisms	synergize	to	control	

DNA	replication	during	 the	cell	cycle	control.	Cells	can	normally	 tolerate	 limited	deregulation,	

e.g.	stable	sld2	mutant	or	galactose-induced	expression	of	DBF4	alone,	but	show	signs	of	increased	

genomic	 instability	 if	 several	 regulatory	 mechanisms	 are	 affected.	 Our	 stable	 sld2	 mutants	

manipulate	DNA	replication	control	more	specifically	than	e.g.	the	constitutive	SD-fusion	and	thus	

provide	 an	 experimental	 tool	 to	 precisely	 study	 the	 regulation	 of	 the	 transitions	 between	

replication	phases.	

	

Figure	26	–	Stable	Sld2	increases	GCR	rates	in	DNA	damage	checkpoint-deficient	cells.	
Gross	 chromosomal	 rearrangements	 (GCR)	 rates	were	measured	 using	a	 CAN1::URA3	 reporter	 on	 chromosome	V.	
Fluctuation	analysis	with	eight	fluctuations	per	condition	was	used	to	calculate	GCR	rates	per	cell	per	division;	error	
bars	indicate	a	95%	confidence	interval.	(A)	GCR	rates	of	wild-type	(gray)	and	stable	sld2	mutants	(blue,	2SA	–	CDK	sites;	
2TA	–	Cdc5	sites;	4A	–	CDK-/Cdc5-sites;	6A	–	all	six	sites).	(B)	GCR	rate	of	wild-type	(gray)	and	stable	sld2-6A	mutant	
(blue)	in	the	presence	(MEC1	SML1)	or	absence	(mec1∆	sml1∆)	of	the	DNA	damage	checkpoint.	Note	the	different	scale	
of	the	y-axis	compared	to	(A).	
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Figure	27	–	Stable	Sld2	increases	GCR	rates	in	combination	with	other	mutants	affecting	replication	control.	
Gross	 chromosomal	 rearrangements	 (GCR)	 rates	were	measured	 using	a	 CAN1::URA3	 reporter	 on	 chromosome	V.	
Fluctuation	analysis	with	eight	fluctuations	per	condition	was	used	to	calculate	GCR	rates	per	cell	per	division;	error	
bars	indicate	a	95%	confidence	interval.	Note	different	y-axis	scales.	(A)	GCR	rates	of	wild-type	(gray)	and	stable	sld2	
mutants	(blue,	2SA	–	CDK	sites;	2TA	–	Cdc5	sites;	4A	–	CDK-/Cdc5-sites;	6A	–	all	six	sites)	 in	combination	with	the	
constitutively	active	SLD3-allele	SD-fusion	(SLD3-DPB11∆N-fusion).	(B)	GCR	rate	in	wild-type	(gray)	and	stable	sld2-6A	
mutant	(blue)	cells	harboring	a	second,	galactose-inducible	copy	of	DBF4.	This	copy	is	repressed	by	the	presence	of	
glucose	and	is	induced	by	the	presence	of	galactose.	(C)	GCR	rate	of	wild-type	(gray)	and	stable	sld2-6A	mutant	(blue)	
combined	with	the	mutant	licensing	factor	allele	cdc6∆NT	that	is	refractory	to	CDK	inhibition.	
	 	



Results	 Phosphatases	affect	the	length	of	the	gap	in	M	phase	

	 	 44	

4. Phosphatases	affect	the	length	of	the	gap	in	M	phase	

Having	 established	 that	 stable	 sld2	 mutants	 shorten	 the	 gap	 between	 firing	 inactivation	 and	

licensing	re-activation	in	M	phase,	we	hypothesized	that	phosphatases	most	likely	generate	the	

remaining	separation.	Throughout	eukaryotes,	phosphatases	of	the	Cdc14,	PP1	and	PP2A	families	

regulate	key	events	in	M	phase	by	dephosphorylating	serine	and	threonine	residues,	particularly	

during	 mitotic	 exit	 184,185.	 We	 therefore	 focused	 on	 these	 three	 classes	 of	 phosphatases	 and	

investigated	if	interfering	with	their	activity	would	affect	the	length	of	the	gap.	

4.1. Cdc14	targets	replication	factors	redundantly	with	other	phosphatases	in	M	phase	

In	budding	yeast,	Cdc14	 is	 the	central	phosphatase	during	 late	M	phase	 91,186.	This	monomeric	

phosphatase	broadly	counteracts	CDK	phosphorylation	187,188	and	is	activated	sequentially	by	the	

FEAR	network	(Fourteen	Early	Anaphase	Release)	and	the	MEN	(Mitotic	Exit	Network).	Earlier	

studies	have	already	provided	evidence	that	Cdc14	might	dephosphorylate	replication	proteins	

such	as	Sld2	and	Orc6	93,94.	We	therefore	used	a	yeast	strain	carrying	the	temperature-sensitive	

cdc14-3	allele	to	address	if	Cdc14	is	responsible	for	generating	the	temporal	separation	between	

inactivation	of	firing	factors	and	re-activation	of	licensing	factors	when	CDK	is	inhibited	in	cells	

that	are	arrested	in	M	phase	(Figure	28).	We	performed	the	experiment	as	before	(see	Figure	6),	

but	shifted	the	cells	to	37	°C	for	one	hour	before	adding	the	CDK	inhibitor	1NM-PP1	and	taking	

samples	 for	 analysis	 by	 western	 blot	 in	 short	 intervals.	 In	 CDC14	 control	 cells,	

hyper-phosphorylated	Sld2	was	lost	already	after	one	minute	of	treatment	with	the	inhibitor.	The	

band	 corresponding	 to	hyper-phosphorylated	Orc6	persisted	 for	 longer	but	was	also	 strongly	

decreased	after	10	min,	indicating	that	dephosphorylation	of	Sld2	and	Orc6	occur	with	different	

kinetics.	In	cdc14-3	cells,	however,	we	observed	that	hyper-phosphorylated	Sld2	as	well	as	hyper-

phosphorylated	Orc6	could	be	detected	at	later	time	points.	While	dephosphorylation	of	Sld2	was	

only	delayed	by	a	few	minutes,	Orc6	phosphorylation	appeared	to	be	only	minorly	affected.	These	

data	thus	indicate	that	Cdc14	is	indeed	involved	in	regulating	replication	factors	but	at	the	same	

time	 demonstrate	 that	 there	 are	 also	 other	 phosphatases	 next	 to	 Cdc14,	 which	 reverse	

CDK-phosphorylation	marks	particularly	on	firing	factors.	

	

Figure	28	–	The	phosphatase	Cdc14	dephosphorylates	
replication	proteins	in	M	phase.	
Western	blots	 resolving	phosphorylated	 isoforms	of	 Sld2	
and	 Orc6.	Wild-type	 cells	 and	 cdc14-3	mutant	 cells	 were	
arrested	in	M	phase,	shifted	to	37	°C	for	1	h	and	treated	with	
1NM-PP1	 to	 selectively	 inhibit	 the	 CDK-allele	 cdc28-as1.	
Samples	 were	 taken	 at	 the	 indicated	 timepoints	 after	
addition	of	1NM-PP1.	
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4.2. PP1	targets	both	licensing	and	firing	factors	in	M	phase	

To	 elucidate	 a	 possible	 role	 of	 PP1	 in	 dephosphorylating	 replication	 factors	 in	M	 phase,	 we	

decided	to	first	test	temperature-sensitive	mutants	of	GLC7	189-191,	which	is	the	catalytic	subunit	

of	 PP1	 and	 associates	 with	 various	 targeting	 subunits	 to	 achieve	 substrate	 specificity.		

We	 therefore	 introduced	 temperature-sensitive	 glc7-10	 or	 glc7-12	 alleles	 into	 our	 cdc28-as1	

strains,	arrested	the	cells	in	M	phase	using	nocodazole	and	shifted	them	to	37	°C	for	two	hours	

before	adding	the	CDK	inhibitor	1NM-PP1	(Figure	29).	As	previously,	we	observed	in	control	cells	

that	Sld2	and	Sld3	were	quickly	dephosphorylated	whereas	Orc6	dephosphorylation	occurred	

later	and	more	slowly.	In	glc7	mutants,	Orc6	phosphorylation	barely	decreased	during	the	time	

course.	 Furthermore,	 phosphorylated	 Sld3	 withstood	 dephosphorylation	 for	 longer	 time	 in	

glc7-12	 but	 not	 in	glc7-10	 cells,	which	 is	 consistent	with	 the	 finding	 that	glc7-12	 retains	 less	

phosphatase	activity	at	the	restrictive	temperature	than	glc7-10	192.	Unexpectedly,	total	levels	of	

Sld2	decreased	substantially	in	glc7-10	as	well	as	glc7-12	cells	but	not	in	the	control	cells.	Hence,	

we	could	not	analyze	Sld2	dephosphorylation	kinetics	in	this	experiment.	As	the	strains	used	in	

this	experiment	only	harbored	wild-type	SLD2,	this	decrease	in	response	to	Glc7	inactivation	could	

hint	at	an	accelerated	degradation	of	Sld2.	It	is	for	example	possible	that	Glc7	directly	counteracts	

phosphorylation	 of	 the	 degron	 region	 of	 Sld2,	 particularly	 when	 considering	 the	 antagonism	

between	 PP1	 and	 DDK.	 For	 this	 reason,	 this	 experiment	 should	 be	 repeated	 with	 a	 strain	

expressing	one	of	the	stable	sld2	alleles,	which	we	have	characterized	before.	Taken	together,	this	

experiment	 demonstrates	 that	 PP1	 contributes	 to	 the	 regulation	 of	 replication	 proteins	 in	

M	phase.	Our	data	also	indicate	that	Sld3	might	be	among	the	preferential	targets	of	PP1	since		

a	 change	 in	 dephosphorylation	 kinetics	 could	 only	 be	 observed	 with	 the	 very	 tight	

temperature-sensitive	allele	glc7-12	but	not	with	the	slightly	less	tight	glc7-10	allele.		

Recently,	the	phosphatase	PP1	in	complex	with	its	targeting	subunit	Rif1	has	been	implicated	in	

the	 regulation	 of	 DNA	 replication	 at	 the	 transition	 from	 G1	 to	 S	 phase	 83-85	 by	 counteracting	

DDK-phosphorylation	of	the	Mcm2-7	complex	and	also	affecting	the	phosphorylation	state	of	Sld3	

in	G1-arrested	cells	84.	We	thus	hypothesized	that	PP1-Rif1	might	also	target	replication	factors	in	

M	phase.	Since	the	rapid	degradation	of	hyper-phosphorylated	Sld2	potentially	concurs	with	its	

dephosphorylation,	we	decided	to	conduct	our	experiments	in	a	genetic	background	harboring	

the	 stable	 sld2-6A	 allele	 as	 the	 only	 copy	 of	 SLD2	 to	 facilitate	 our	 studies	 on	 potential	

phosphatases.	We	deleted	RIF1	in	a	cdc28-as1	strain	and	performed	a	CDK	inhibition	experiment	

in	cells	that	were	arrested	in	M	phase	(Figure	30).	In	control	cells,	hyper-phosphorylated	Sld2	and	

Sld3	were	dephosphorylated	quickly	and	could	not	be	detected	after	10	min	of	treatment	with	the	

CDK	inhibitor	1NM-PP1.	Dephosphorylation	of	Orc6,	on	the	other	hand,	only	started	10-15	min	

after	 adding	 the	 inhibitor	 and	 proceeded	 relatively	 slowly.	 Deletion	 of	RIF1	 did	 not	 alter	 the	

dephosphorylation	kinetics	in	M	phase.	Sld2	and	Sld3	were	still	dephosphorylated	quickly	within	
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the	 first	 10	 min	 of	 the	 experiment,	 whereas	 Orc6	 was	 slowly	 dephosphorylated	 only	 later.		

To	 scrutinize	 the	 role	 of	 PP1-Rif1	 in	 regulating	 the	 phosphorylation	 state	 of	 Sld3,	 we	 also	

monitored	phosphorylation	of	Sld2,	Sld3	and	Orc6	through	a	single	cell	cycle	from	G1	to	the	next	

G1	phase	in	wild-type	and	rif1∆	cells	(Figure	31).	In	this	experiment,	we	observed	that	the	M	phase	

dephosphorylation	 kinetics	 of	 all	 three	 proteins	 remained	 unchanged	 independent	 of	 the	

presence	of	RIF1.	However,	rif1∆	 cells	accumulated	a	semi-phosphorylated	Sld3	 isoform	when	

they	stayed	arrested	in	G1	phase.	Therefore,	Rif1-targeting	of	PP1	seems	to	be	dispensable	for	the	

proper	regulation	of	replication	factors	in	M	phase	and	appears	to	affect	phosphorylation	of	Sld3	

only	in	G1	phase.	We	thus	conclude	that	a	currently	elusive	targeting	subunit	directs	PP1	activity	

towards	replication	factors	in	M	phase.		

	

	

	

	

	

	

Figure	29	–	The	phosphatase	PP1	
regulates	replication	proteins	in	
M	phase.		
(A)	Cell	cycle	phase	analysis	by	flow	
cytometry	 measuring	 total	 DNA	
content	 with	 SYTOX	 green.	 Cells	
harboring	the	catalytic	PP1	subunit	
as	 either	 wild-type	 GLC7	 or	
temperature-sensitive	 glc7-10	 or	
glc7-12	 alleles	 were	 arrested	 in		
M	phase,	shifted	to	37	°C	for	2	h	and	
then	treated	with	1NM-PP1,	which	
selectively	 inhibits	 the	 CDK-allele	
cdc28-as1.	 (B)	 Western	 blots	
resolving	phosphorylated	isoforms	
of	the	firing	factors	Sld2	and	Sld3	as	
well	 as	 licensing	 factor	 Orc6.	
Samples	 from	 experiment	 in	 (A),	
taken	 at	 the	 indicated	 timepoints	
after	1NM-PP1	addition.	
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Figure	 30	 –	 Regulation	 of	 replication	
proteins	 by	 PP1	 does	 not	 involve	 its	
targeting	subunit	Rif1.	
(A)	 Cell	 cycle	 phase	 analysis	 by	 flow	
cytometry	 measuring	 total	 DNA	 content	
with	SYTOX	green.	Wild-type	and	rif1∆	cells	
were	arrested	in	M	phase	and	then	treated	
with	 1NM-PP1,	 which	 selectively	 inhibits	
the	 CDK-allele	 cdc28-as1.	 Samples	 were	
taken	 at	 the	 indicated	 timepoints.		
(B)	 Western	 blots	 resolving	
phosphorylated	 isoforms	 of	 the	 firing	
factors	 Sld2	and	Sld3	 as	well	 as	 licensing	
factor	 Orc6.	 Samples	 from	 same	
experiment	as	in	(A).	

	

	

	

	

	

	

4.3. PP2A-Cdc55	regulates	the	phosphorylation	state	of	Orc6	

Finally,	we	also	 investigated	how	manipulation	of	PP2A	activity	affects	 the	dephosphorylation	

kinetics	 of	 replication	 factors	 in	M	phase.	The	phosphatase	PP2A	 is	 a	heterotrimeric	 complex	

consisting	 of	 the	 essential	 A-type	 regulatory	 subunit	 Tpd3,	 one	 of	 the	 two	 B-type	 regulatory	

subunits	Cdc55	or	Rts1,	and	one	of	the	two	catalytic	subunits	Pph21	or	Pph22.	The	composition	

of	the	complex,	particularly	the	B-type	regulatory	subunit,	determines	the	subcellular	localization	

and	the	substrate	specificity	184,185.	We	first	focused	on	these	regulatory	subunits	and	asked	if	they	

are	required	to	quickly	dephosphorylate	firing	factors	in	mitosis.	Unfortunately,	we	were	not	able	

to	 generate	 a	 cdc28-as1	 rts1∆	 strain,	which	might	be	 owed	 to	 the	 about	20%	 reduced	 kinase	

activity	 of	 the	cdc28-as1	 allele	 168	 that	 could	result	 in	 synthetic	 lethality	when	 combined	with	

rts1∆.	Such	a	negative	genetic	interaction	has	been	reported	previously	for	rts1∆	together	with	

other	mutant	cdc28	alleles	193.	Nonetheless,	we	were	able	to	test	the	effect	of	CDC55	deletion	in		

a	CDK	inhibition	experiment	in	M	phase	(Figure	32).	In	the	CDC55	cells,	we	again	observed	quick	

dephosphorylation	of	Sld2	and	slow	dephosphorylation	of	Orc6	as	before.	In	cdc55∆	cells,	these	

dephosphorylation	events	occurred	with	very	similar	or	even	accelerated	kinetics,	which	might	

be	due	to	a	premature	release	of	Cdc14	194-196.	Ideally,	the	cdc55∆	mutant	should	be	studied	in		

a	 cdc14-3	 background	 to	 exclude	 these	 effects	 of	 Cdc14,	 but	 we	 were	 not	 able	 to	 generate		

such	a	yeast	strain.	
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To	 circumvent	 these	 technical	 difficulties,	 we	 decided	 to	 study	 cdc55∆	 and	 rts1∆	mutants	 in		

a	release	experiment.	We	arrested	cells	in	G1	phase	and	released	them	to	the	next	G1	phase	while	

taking	samples	 for	western	blot	analysis	 (Figure	33).	Considering	 the	slight	delay	 in	cell	cycle	

progression	that	is	caused	by	cdc55∆	and	by	rts1∆,	the	dephosphorylation	of	Sld2	occurred	with		

a	very	similar	timing	in	all	strains.	Dephosphorylation	of	Orc6	was	also	similar	in	control	cells	and	

rts1∆	cells.	We	however	observed	that	phosphorylated	Orc6	persisted	in	cdc55∆	cells.	Since	these	

cells	were	not	arrested	in	M	phase,	Cdc14	(even	though	presumably	released	prematurely)	was	

only	released	from	the	nucleolus	for	a	relatively	short	period	of	time.	Therefore,	in	contrast	to	the	

previous	CDK	 inhibition	experiment,	Orc6	was	probably	not	 targeted	efficiently	by	Cdc14	and	

could	 retain	 its	 phosphorylation	 when	 cells	 entered	 G1	 phase.	 These	 data	 thus	 suggest	 that	

PP2A-Cdc55	contributes	to	the	regulation	of	Orc6.	It	remains	to	be	determined	if	and	how	other	

licensing	factors	are	affected.	

	

	
Figure	31	–	PP1-Rif1	regulates	firing	factor	Sld3	rather	in	G1	phase.	
(A)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Wild-type	and	rif1∆	cells	were	
arrested	in	G1	phase	using	α-factor	and	then	released	to	fresh	medium.	Samples	were	taken	at	the	indicated	timepoints.	
To	prevent	cells	from	entering	a	second	cell	cycle,	α-factor	was	added	back	45	min	after	the	release.	(B)	Western	blots	
resolving	phosphorylated	isoforms	of	the	firing	factors	Sld2	and	Sld3	as	well	as	licensing	factor	Orc6.	Samples	from	
same	experiment	as	in	(A).	
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Figure	 32	 –	 The	 phosphatase	
PP2A-Cdc55	 does	 not	
dephosphorylate	 firing	 factor	
Sld2	in	M	phase.	
(A)	 Cell	 cycle	 phase	 analysis	 by	
flow	 cytometry	measuring	 total	
DNA	content	with	SYTOX	green.	
Wild-type	and	cdc55∆	cells	either	
harboring	SLD2	or	stable	sld2-6A	
were	 arrested	 in	 M	 phase	 and	
then	 treated	 with	 1NM-PP1,	
which	 selectively	 inhibits	 the	
CDK-allele	 cdc28-as1.	 Samples	
were	 taken	 at	 the	 indicated	
timepoints	 after	 addition	 of	
1NM-PP1.	 (B)	 Western	 blots	
resolving	 phosphorylated	
isoforms	of	the	firing	factor	Sld2	
as	well	 as	 licensing	 factor	Orc6.	
Samples	 from	 same	 experiment	
as	in	(A).	

	

	

	

In	 summary,	 our	 study	 of	 phosphatases	 has	 revealed	 additional	 layers	 of	 complexity	 in	 the	

regulation	 of	 replication	 factors	 in	M	 phase.	 Inactivation	 of	 the	 central	M	 phase	 phosphatase	

Cdc14	only	had	minor	effects	on	the	dephosphorylation	of	replication	factors	thus	indicating	that	

other	effective	phosphatases	are	involved	and	also	hinting	at	functional	overlap.	On	the	one	hand,	

Cells	lacking	the	regulatory	B-type	subunit	Cdc55	of	PP2A	had	defects	in	dephosphorylating	Orc6	

whereas	Sld2	was	not	impaired,	thus	implicating	a	specific	role	for	PP2A-Cdc55	in	regulating	Orc6	

phosphorylation.	 Importantly,	 our	 experiments	 identify	 PP1	 as	 a	 very	 good	 candidate	 for		

a	phosphatase	that	acts	more	broadly.	Reduced	PP1	activity	led	to	slower	dephosphorylation	of	

Sld3	and	Orc6	and	also	affected	the	regulation	of	Sld2.	As	PP1	is	predominantly	regulated	via	its	

association	 with	 targeting	 subunits,	 it	 will	 be	 most	 instructive	 to	 identify	 the	 subunit	 that	

promotes	 dephosphorylation	 of	 replication	 factors	 in	mitosis.	 However,	 firing	 factors	 are	 still	

more	 efficiently	 dephosphorylated	 than	 licensing	 factors	 in	 PP1	 mutants.	 To	 this	 end,	 the	

redundancy	 and	 synergy	 between	 phosphatases	 should	 also	 be	 addressed	 and	 it	 needs	 to	 be	

determined	how	the	preferential	dephosphorylation	of	firing	factors	is	achieved.	Our	data	argue	

against	a	model	were	one	specific	phosphatase	targets	them	preferentially	but	rather	suggest	that	

multiple	 phosphatases	 accomplish	 this	 task	 together.	 It	 is	 remarkable	 that	 so	many	 different	

regulatory	mechanisms	are	in	place	to	ensure	the	correct	timing	of	inactivation	and	activation	of	

replication	factors	during	M	phase	and	this	complexity	highlights	how	crucial	it	is	for	eukaryotic	

cells	to	robustly	control	DNA	replication.	
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Figure	33	–	The	phosphatase	
PP2A-Cdc55	 mediates	
dephosphorylation	 of	 Orc6	
but	not	Sld2.	
(A)	 Cell	 cycle	 analysis	 by	 flow	
cytometry	measuring	total	DNA	
content	with	SYTOX	green.	Cells	
expressing	 sld2-4A	 and	 lacking	
the	 PP2A	 regulatory	 subunits	
CDC55	or	RTS1	were	arrested	in	
G1	 phase	 using	 α-factor	 and	
then	released	to	fresh	medium.	
After	50	min	of	release,	α-factor	
was	 added	 back	 to	 arrest	 the	
cells	 in	 the	 next	 G1	 phase.	
Samples	 were	 taken	 at	 the	
indicated	 timepoints	 after	
release.	 (B)	 Western	 blots	
resolving	 phosphorylated	
isoforms	 of	 firing	 factor	 Sld2	
and	 licensing	 factor	 Orc6.	
Samples	as	in	(A).	
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5. Detection	and	consequences	of	deregulated	origin	firing	

By	just	considering	the	sheer	number	of	molecular	mechanisms	that	ensure	the	correct	regulation	

of	DNA	replication	throughout	the	cell	cycle,	it	becomes	evident	that	origin	licensing	and	origin	

firing	should	never	occur	at	the	same	time	within	a	cell	cycle.	Most	of	our	current	knowledge	about	

deregulated	DNA	replication	has	been	obtained	from	experimental	systems	that	manipulate	the	

regulation	of	licensing	factors	63,139,140.	In	these	systems,	replication	origins	could	be	re-licensed	

during	S,	G2	or	M	phase	and	thus	re-used	for	a	second	round	of	replication.	In	addition,	it	cannot	

be	ensured	that	all	parts	of	the	genome	are	copied	precisely	once	within	one	cell	cycle.	It	has	been	

shown	 that	 such	 over-replication	 leads	 to	 the	 generation	 of	 DNA	 damage	 and	 cells	 with	

over-replicated	DNA	will	 be	 arrested	by	 the	DNA	 damage	 checkpoint	 142.	How	 this	damage	 is	

generated	is	still	a	matter	of	active	research.	

On	the	other	hand,	over-replication	can	also	be	induced	by	premature,	uncontrolled	origin	firing	

in	G1	phase	when	cells	still	have	the	capacity	to	license	origins.	From	a	cellular	perspective	this	

scenario	appears	to	be	even	more	interesting	as	many	oncogenes	act	by	deregulating	replication	

at	the	border	between	G1	and	S	phase	162-166.	However,	there	have	only	been	very	few	attempts	to	

study	 how	 cells	 respond	 to	 over-replication	 in	 G1	 mainly	 owing	 to	 the	 lack	 of	 experimental	

systems	to	induce	it.	So	far,	S.	cerevisiae	is	the	only	model	organisms	in	which	the	essential	sets	of	

targets	for	CDK	and	DDK	to	trigger	DNA	replication	in	G1	phase	have	been	identified	31,32,79,197	and	

thus	 this	 organism	 gives	 us	 the	 unique	 opportunity	 to	 study	 premature	 origin	 firing	 and	

over-replication	in	G1	phase.		

5.1. Establishing	an	experimental	setup	to	induce	and	measure	origin	firing	in	G1	

During	our	study	of	over-replication	control	we	realized	that	 the	cellular	consequences	of	and	

responses	to	over-replication	at	the	G1/S	transition	were	largely	unknown.	We	thus	set	out	to	

investigate	the	cellular	consequences	and	responses	by	establishing	an	experimental	system	that	

allowed	us	to	(i)	conditionally	induce	over-replication	and	(ii)	label	newly	synthesized	DNA	with	

the	synthetic	thymidine	analog	EdU.		

Previous	studies	have	identified	Sld2	and	Sld3	as	the	critical	targets	of	CDK	for	triggering	origin	

firing	30-32.	More	importantly,	these	studies	also	described	ways	to	uncouple	Sld2	and	Sld3	from	

CDK	regulation.	Even	though	there	are	eleven	sites	for	CDK	phosphorylation	on	Sld2,	threonine	

84	is	the	critical	target	of	CDK	72.	Phosphorylation	of	this	residue	facilitates	Sld2’s	interaction	with	

Dpb11	and	is	key	for	Sld2	to	fulfill	its	essential	function	to	drive	origin	firing.	This	phosphorylation	

mark	can	be	mimicked	by	mutating	threonine	84	to	aspartic	acid	(sld2-T84D),	which	renders	Sld2	

constitutively	active	throughout	the	cell	cycle.	An	even	more	active	allele	of	SLD2	can	be	generated	

by	mutating	all	eleven	CDK	sites	to	aspartic	acid	(sld2-11D)	72.	
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CDK	phosphorylation	of	three	residues	in	the	C-terminus	of	Sld3	facilitates	the	interaction	of	Sld3	

with	Dpb11	31,32.	However,	mutating	these	residues	to	phosphorylation-mimicking,	acidic	amino	

acids	has	not	been	a	successful	approach	to	bypass	the	requirement	for	CDK	phosphorylation	of	

Sld3	 to	 induce	origin	 firing.	 Yet,	 there	 are	 three	 alternative	 strategies	 available	 to	 abolish	 the	

regulation	 of	 Sld3	 by	 CDK:	 The	 need	 for	 CDK	 phosphorylation	 of	 Sld3	 can	 be	 bypassed	 by		

(i)	 a	 covalent	 fusion	 between	 Sld3	 and	 Dpb11	 (called	 SD-fusion,	 as	 mentioned	 above),		

(ii)	the	 jet1-1	mutation	in	the	Sld3-interactor	Cdc45,	which	is	thought	to	foster	the	interaction	

between	Sld3	and	Dpb11,	or	(iii)	high	levels	of	Dpb11	and	Sld2,	which	compensate	for	a	lack	of	

Sld3	phosphorylation31,32.		

Since	our	study	focused	on	the	effects	of	deregulation,	we	wanted	to	introduce	as	few	mutations	

as	possible	to	avoid	artefacts	that	could	come	along	with	mutated	proteins.	We	thus	decided	to	

use	galactose-inducible	alleles	of	DPB11	and	sld2-T84D	 to	bypass	 the	CDK-mediated	control	of	

origin	firing	and	facilitate	origin	firing	already	in	the	absence	of	CDK	activity	in	G1.	To	further	

increase	the	efficiency	of	origin	firing,	we	also	constructed	a	yeast	strain	that	uncoupled	DDK	from	

its	 cell	 cycle	 regulation	 via	 a	 galactose-inducible	 allele	 of	 DBF4	 and	 thereby	 bypasses	 the	

DDK-mediated	control	of	origin	firing	(Figure	34).	

The	 incorporation	 of	 thymidine	 analogs	 such	 as	 e.g.	 bromo-deoxyuridine	 (BrdU)	 or	

ethinyl-deoxyuridine	(EdU)	is	routinely	used	to	label	newly	synthesized	DNA	when	studying	cells	

from	higher	eukaryotes	198.	These	cells	rely	on	specific	metabolic	pathways,	the	nucleotide	salvage	

pathways,	to	convert	free	nucleobases	from	the	growth	medium	into	nucleosides.	The	enzymes	of	

these	pathways	are	not	limited	to	the	natural	occurring	nucleobases	but	also	accept	the	above	

mentioned,	synthetic	nucleobases	and	thus	enable	their	incorporation	into	DNA.	Later	on,	such	

synthetic	nucleosides	can	be	detected	by	specific	antibodies	or,	as	 in	the	case	of	EdU,	serve	as		

a	versatile	platform	for	attaching	e.g.	fluorophores	or	affinity	tags	via	a	click	chemistry	reaction	

involving	a	Cu(I)-catalyzed	azide-alkyne	cycloaddition.	 In	contrast	 to	many	higher	eukaryotes,	

budding	yeast	cells	lack	the	nucleotide	salvage	pathway	for	pyrimidines	and	thus	require	genetic	

modifications	 to	 readily	 incorporate	 synthetic	 pyrimidine-nucleosides	 such	 as	 EdU.	 Previous	

studies	 found	 that	 expression	 of	 the	 human	 nucleoside	 transporter	 ENT1	 together	 with	

expression	of	thymidine	kinase	(TK)	from	Herpes	simplex	virus	enable	yeast	cells	to	effectively	

utilize	BrdU	or	EdU	supplied	in	their	growth	medium	199-205.	The	levels	of	TK	seem	to	be	limiting,	

since	a	yeast	strain	harboring	multiple	copies	of	the	thymidine	kinase	gene	can	utilize	synthetic	

nucleosides	more	efficiently	(i.e.	at	lower	concentrations	in	the	medium)	than	a	yeast	strain	with	

just	one	copy	of	it	205,206.	
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Figure	34	–	Systems	used	to	induce	origin	firing	in	G1	phase.	
Summary	of	the	genetic	system	to	bypass	CDK-	and	DDK-regulation	of	origin	 firing.	Over-expression	 is	achieved	by	
putting	the	genes	of	interest	under	the	control	of	a	galactose-inducible	GAL1-10	promoter.	Induction	of	origin	firing	in	
G1	can	give	rise	to	over-replication,	particularly	when	both	CDK-	and	DDK-dependent	regulation	are	bypassed	(see	
Figure	35).	

	

	

Figure	35	–	EdU	incorporation	is	a	sensitive	measure	
for	DNA	synthesis	in	G1	phase.	
Analysis	of	DNA	synthesis	triggered	by	over-replication	
setups	in	G1	phase	by	flow	cytometry,	either	measuring	
total	DNA	content	with	SYTOX	green	or	 labeling	newly	
synthesized	DNA	with	EdU	and	coupling	the	fluorescent	
dye	 Cy5	 to	 EdU.	 Cells	 lacking	 the	 α-factor-degrading	
protease	BAR1	were	kept	arrested	in	G1	phase	and	CDK	
and/or	DDK	regulation	of	origin	firing	were	bypassed	by	
overexpression	 of	 the	 indicated	 firing	 factors	 in	 the	
presence	of	EdU	while	cells	were	kept	arrested.	Samples	
for	 flow	 cytometry	 were	 taken	 at	 the	 indicated	
timepoints.	
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To	validate	this	system,	we	arrested	cells	in	G1	and	added	EdU	together	with	galactose	to	bypass	

CDK-/DDK-mediated	control	of	origin	firing	as	outlined	above	(Figure	35).	At	different	times	after	

addition	 of	 galactose,	 we	 took	 samples	 to	 measure	 the	 DNA	 content	 of	 these	 cells	 by	 flow	

cytometry	using	the	DNA-intercalating	dye	SYTOX	green.	A	slight	increase	in	DNA	content	was	

detectable	in	wild-type	cells	and	control	cells	over-expressing	DPB11	and	SLD2,	where	replication	

control	 by	CDK	and	DDK	was	 intact.	 This	 increase	 can	be	 attributed	 to	ongoing	 replication	of	

mitochondrial	DNA	which	is	not	cell	cycle-regulated.	More	interestingly,	we	observed	a	stronger	

increase	 in	DNA	content,	when	we	bypassed	CDK-mediated	control	of	origin	 firing.	Consistent	

with	the	literature,	additional	bypass	of	DDK-mediated	control	led	to	an	even	further	increase	in	

DNA	content.	

In	order	to	confirm	that	the	increase	in	DNA	content	was	due	to	synthesis	of	new	DNA,	we	applied	

click	chemistry	to	label	and	measure	the	EdU	that	was	incorporated	into	newly	synthesized	DNA	

in	different	ways	198.	We	attached	the	fluorescent	dye	Cy5	to	EdU	and	measured	the	Cy5	signal	by	

flow	cytometry.	Intriguingly,	the	intensity	of	the	Cy5	signal	correlated	well	with	the	DNA	content	

measurement.	The	low	background,	as	judged	by	the	Cy5	signal	in	the	control	cells,	allowed	us	to	

readily	 quantify	 DNA	 synthesis	 under	 the	 different	 experimental	 conditions.	 We	 performed		

a	 control	 experiment	 (data	 not	 shown)	 to	 measure	 the	 amount	 of	 EdU	 incorporated	 during		

a	normal	S	phase	and	used	these	data	to	put	amounts	of	DNA	synthesized	in	G1	into	perspective:	

Bypassing	CDK-mediated	control	of	origin	firing	allows	for	replication	of	0.60	S	phase	equivalents	

of	DNA;	bypassing	of	CDK-	 and	DDK-mediated	 control	 together	 increases	 this	 to	1.15	S	phase	

equivalents	of	DNA	after	5	hours	of	origin	firing	in	G1	phase.	

Next,	we	attached	biotin	to	EdU	and	utilized	it	as	an	affinity	tag	to	purify	the	newly	synthesized	

DNA	for	analysis	by	next-generation	sequencing	(Figure	36	A).	We	aligned	the	obtained	reads	to	

the	 budding	 yeast	 genome	 (version	 sacCer3)	 and	 observed	 that	 they	 mainly	 mapped	 to	

mitochondrial	DNA	in	control	cells,	which	corroborates	our	initial	notion	that	the	minor	increase	

in	DNA	content	is	due	to	cell	cycle-independent	mitochondrial	DNA	replication.	In	contrast,	reads	

mapped	to	the	yeast	chromosomes	when	CDK-	and/or	DDK-mediated	regulation	of	origin	firing	

was	bypassed.	While	the	reads	where	relatively	evenly	distributed	over	all	chromosomes	when	

we	bypassed	both	CDK-	and	DDK-mediated	regulation	of	origin	 firing,	we	observed	that	some	

regions	 of	 the	 genome	 did	 not	 replicate	 efficiently	 when	 just	 CDK-mediated	 regulation	 was	

bypassed.	Under	this	condition,	regions	close	to	the	centromeres	seemed	to	fire	more	efficiently	

and	signals	 from	telomeres	were	absent	on	several	chromosomes.	These	data	are	 in	 line	with	

previous	studies	which	showed	that	Dbf4	is	enriched	around	centromeres	and	that	DDK	activity	

controls	when	a	specific	origin	of	replication	will	fire	during	S	phase	41,42.	Unfortunately,	owing	to	

the	 long	 induction	 time	 and	 the	 inherent	 stochasticity	 of	 origin	 firing,	 we	 were	 not	 able	 to	

determine	which	specific	origins	were	activated	in	this	experiment.	
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Figure	36	–	Origin	firing	in	G1	affects	all	chromosomes	and	uses	canonical	origins	of	replication.	
(A)	Analysis	of	immunoprecipitated	DNA	labeled	with	EdU.	Cells	were	arrested	in	G1	and	origin	firing	was	induced	by	
adding	galactose	for	3	h	without	releasing	the	cells	from	the	arrest.	The	nucleoside	analog	EdU	was	added	together	with	
galactose	 to	 label	 newly	 synthesized	 DNA.	 A	 biotin	 label	 was	 attached	 to	 EdU-labeled	 DNA	 and	 used	 for	
immunoprecipitation	and	 subsequent	analysis	by	next-generation	 sequencing.	Reads	were	mapped	 to	 the	budding	
yeast	genome	and	adjusted	for	sequencing	depth	to	calculate	the	coverage	of	the	different	chromosomes.	(B)	Analysis	
of	 immunoprecipitated	 DNA	 labeled	 with	 EdU.	 Experiment	 as	 in	 (A)	 with	 induction	 in	 the	 presence	 of	
200	mM	hydroxyurea	(HU)	to	block	replication	elongation.	In	addition,	a	sample	from	cells	arrested	in	early	S	phase	
with	200	mM	HU	for	90	min	is	also	shown	(in	black,	different	scaling).	Data	were	first	adjusted	for	sequencing	depth	
and	afterwards	normalized	to	a	wild-type	control,	which	did	not	over-express	any	replication	proteins.	Chromosome	X	
is	shown	as	a	representative	of	all	chromosomes	in	the	data	set.	

To	scrutinize	these	data	and	test	which	replication	origins	were	responsible	for	replication	in	G1,	

we	 adjusted	 the	 experiment	 and	 blocked	 replication	 elongation	 by	 adding	 the	 replication	

elongation	 inhibitor	hydroxyurea	 (HU)	 together	with	EdU	and	galactose	 (Figure	36	B).	Under	

these	experimental	conditions,	origin	firing	is	still	possible	but	replication	forks	are	confined	to	

regions	surrounding	the	origin	due	to	a	lack	of	dNTPs.	We	included	a	sample	from	cells	arrested	

in	early	S	phase	by	HU	treatment	as	a	control,	which	allowed	us	to	visualize	known	replication	

origins.	As	seen	 in	 the	previous	experiment,	 reads	 from	cells	with	normal	regulation	of	origin	

firing	 mapped	 almost	 exclusively	 to	 mitochondrial	 DNA.	 When	 CDK-	 and/or	 DDK-mediated	

regulation	was	bypassed,	we	observed	that	only	around	10%	of	the	total	reads	aligned	to	the	yeast	

chromosomes.	These	data	indicate	that	nuclear	and	mitochondrial	DNA	replication	compete	for	

reads	with	a	strong	bias	for	mitochondria	under	our	experimental	conditions.	Nonetheless,	the	

aligned	 reads	 piled	 up	 symmetrically	 around	 well-defined	 origins	 of	 replication	 which	 is	

	a	 characteristic	 of	 canonical	 bi-directional	 replication	 initiation.	 Furthermore,	 most	 of	 the	

detected	origins	were	also	fired	in	cells	arrested	in	early	S	phase	by	HU.	Thus,	our	experimental	

system	allows	us	to	induce	and	quantitatively	measure	origin-dependent	replication	in	G1	phase.	
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Third,	 to	 further	 characterize	 this	 system	 and	 identify	 potential	 differences	 to	 replication	 in	

S	phase,	 we	 affinity-purified	 replisomes	 that	 were	 induced	 in	 G1	 and	 compared	 them	 to	

replisomes	 in	 S	 phase	 using	 mass	 spectrometry	 (Figure	 37	 A).	 We	 purified	 replisomes	 via	

GFP-tagged	Psf2,	which	is	a	component	of	the	GINS	complex	and	therefore	constitutes	an	integral	

part	 of	 the	 Cdc45-Mcm2-6-GINS	 (CMG)	 replicative	 helicase.	 Indeed,	 we	 purified	 all	 ten	 other	

components	 of	 the	 CMG	 helicase	 (green)	 together	 with	 Psf2.	 In	 addition,	 we	 detected		

DNA	 polymerase	 α/primase	 (cyan),	 the	 leading	 strand	 DNA	 polymerase	 ε	 (blue),	 and	

replisome-associated	 factors	 (magenta)	 such	 as	 the	 fork	protection	 complex	Mrc1-Tof1-Csm3,	

topoisomerase	Top1,	single-stranded	DNA-binding	protein	RPA,	as	well	as	Mcm10,	Ctf4	and	Dia2.	

Replisomes	purified	 from	cells	 in	early	S	phase	contained	 the	same	set	of	proteins,	which	has	

previously	 also	 been	 named	 as	 replisome	 progression	 complexes	 (RPC)	 207.	 These	 data	

demonstrate	that	replisomes	in	G1	phase	are	highly	similar	to	those	in	S	phase.	

We	compared	replisomes	from	G1	and	S	phase	directly	to	resolve	cell	cycle-related	differences	in	

replisome	 composition	 (Figure	 37	 B).	While	 there	 was	 no	 difference	 detectable	 for	 Psf2	 and	

associated	members	 of	 the	 GINS	 complex,	 the	 S	 phase	 sample	was	 slightly	 enriched	 in	 other	

RPC	components	suggesting	a	higher	number	of	replisomes	active	in	this	condition.	Interestingly,	

we	also	found	a	cell	cycle-specific	replisome	interactor:	The	cohesin	complex	co-purified	only	with	

replisomes	in	S	phase	but	not	in	G1	phase.	Normally,	establishment	of	cohesion	between	sister	

chromatids	is	tightly	linked	to	DNA	replication	and	S	phase	to	ensure	the	proper	alignment	and	

segregation	of	sister	chromatids	on	the	mitotic	spindle	208,209.	These	data	indicate	that	cohesion	

establishment	might	be	impaired	in	cells	that	undergo	premature	origin	firing	in	G1	and	therefore	

it	could	be	one	source	of	genomic	instability.	

In	summary,	we	have	 established	and	characterized	an	experimental	system	that	allows	us	 to	

effectively	induce	origin	firing	in	G1	phase,	to	efficiently	label	the	newly	synthesized	DNA,	and	to	

sensitively	measure	it.	
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Figure	37	–	Replisomes	in	G1	are	highly	similar	to	replisomes	in	S	phase	but	lack	cohesin.	
(A)	 Analysis	 of	 replisome	composition	by	 quantitative	mass	 spectrometry.	Replisomes	were	 isolated	 from	 cells	 in	
G1	phase	(3	h	induction	of	origin	firing	in	G1-arrest)	or	S	phase	(90	min	release	from	G1	to	200	mM	hydroxyurea)	by	
affinity-purifying	 Psf2-GFP	 (red).	 Components	 of	 the	 CMG	 helicase	 (green),	 DNA	 polymerase	 α	 (light	 blue),	
DNA	polymerase	ε	(dark	 blue)	 and	 replisome-associated	 factors	 (magenta)	 are	 highlighted.	 Three	 independent	
biological	 replicates	 were	 measured	 for	 strains	 expressing	 Psf2-GFP	 or	 untagged	 Psf2	 to	 allow	 for	 label-free	
quantification.	 (B)	Data	 sets	 as	 in	 (A),	 comparing	affinity-purified	 replisomes	 in	G1	phase	and	S	phase.	Replisome		
components	(magenta)	as	detected	in	(A)	and	cohesin	complex	(dark	blue)	are	highlighted.	
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5.2. Over-replication	is	not	detected	by	the	DNA	damage	checkpoint	during	G1	phase	

Next,	we	were	interested	to	determine	the	cellular	consequences	of	origin	firing	in	G1.	Our	system	

allowed	us	to	already	induce	over-replication	under	these	conditions,	which	has	been	associated	

with	the	generation	of	DNA	damage	and	the	activation	of	the	DNA	damage	checkpoint	in	response	

to	 that.	 The	 DNA	 damage	 checkpoint	 is	 a	 signaling	 pathway	 that	 is	 mediated	 by	 protein	

phosphorylation.	 One	 of	 its	 key	 components	 is	 the	 kinase	 Rad53,	 which	 is	 activated	 by	

hyper-phosphorylation	and	can	subsequently	phosphorylate	many	target	proteins	to	enforce	the	

checkpoint	 response.	 The	 activity	 of	 the	 DNA	 damage	 checkpoint	 as	 judged	 by	 the	

phosphorylation	state	of	Rad53	can	be	viewed	as	a	read-out	for	the	general	state	of	the	cells.	In	

addition,	we	also	decided	to	look	at	the	DNA	damage-induced	phosphorylation	of	H2A	–	so-called	

γH2A	–	as	a	direct	and	sensitive	read-out	for	local	DNA	damage.		

To	address	if	origin	firing	in	G1	generates	DNA	damage	and	triggers	the	DNA	damage	checkpoint,	

we	analyzed	samples	from	the	experiment	shown	in	Figure	35	in	western	blots	for	Rad53	and	

γH2A	(Figure	38).	Unexpectedly,	we	did	not	detect	hyper-phosphorylated	Rad53	even	after	five	

hours	of	origin	firing	in	G1	by	bypassing	both	CDK-	and	DDK-dependent	control	mechanisms	even	

though	these	cells	had	over-replicated	their	DNA	at	this	point.	On	the	other	hand,	we	detected		

a	weak	signal	for	γH2A	under	the	same	conditions.	Taken	together,	this	experiment	suggests	that	

only	limited	DNA	damage	was	generated	when	DNA	was	over-replicated	in	G1.	However,	this	DNA	

damage	did	not	activate	the	DNA	damage	checkpoint	and	therefore	cells	should	be	able	to	enter	

the	cell	cycle.		

	

	

Figure	 38	 –	 Origin	 firing	 in	 G1	 generates	
limited	amounts	of	DNA	damage	but	does	not	
activate	the	DNA	damage	checkpoint.	
Western	 blots	 resolving	 phosphorylated	 Rad53	
and	detecting	γH2A	as	markers	of	DNA	damage	
checkpoint	signaling.	Samples	from	experiment	in	
Figure	 35.	 Origin	 firing	 was	 induced	 in	
G1-arrested	cells	by	adding	galactose.	
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To	corroborate	these	findings,	we	aimed	to	establish	conditions	to	further	boost	replication	in	

G1	phase.	First,	we	reasoned	that	Dbf4	 levels	might	be	 limiting	 in	our	conditions	since	Dbf4	 is	

actively	 degraded	 in	 G1	 phase	 by	 the	 APC	 78,210-212.	 We	 thus	 introduced	 mutations	 in	 the	

destruction	 boxes	 of	 DBF4	 to	 achieve	 expression	 at	 higher	 levels	 (Figure	 39).	 Indeed,	 these	

mutations	allowed	us	to	express	twice	as	much	Dbf4	in	G1	phase	as	with	the	wild-type	allele,	but	

this	only	resulted	in	a	minor	increase	in	DNA	synthesis.	Most	prominently,	the	DNA	content	of	the	

cells	increased	more	quickly	at	early	timepoints.	This	difference,	however,	was	balanced	out	in	

the	course	of	the	experiment.	This	experiment	therefore	indicates	that	Dbf4	levels	affect	the	initial	

efficiency	of	origin	firing	but	overall	there	are	other	factors	limiting	the	extent	of	over-replication	

in	G1	phase.	

Second,	 we	 considered	 that	 the	 extent	 of	 over-replication	 might	 be	 limited	 by	 the	 licensing	

capacity	of	cells.	It	has	been	previously	reported	that	licensing	factor	Cdc6	is	degraded	when	cells	

are	arrested	in	G1	phase	68,213.	We	thus	introduced	a	galactose-inducible	copy	of	CDC6	 into	our	

system	and	tested	 if	 it	 can	increase	the	amount	of	DNA	that	 is	 replicated	during	the	G1	arrest	

(Figure	40).	As	assayed	by	western	blot,	Cdc6	as	well	as	all	other	factors	were	efficiently	expressed	

under	these	conditions.	Yet,	the	increased	Cdc6	level	hardly	affected	the	extent	of	over-replication	

as	judged	by	total	DNA	content	and	EdU-incorporation	in	flow	cytometry.	Thus,	there	are	either	

additional	blocks	to	re-license	origins	during	a	prolonged	G1	arrest	or	re-licensing	is	not	limiting	

over-replication	in	G1	phase.	

Third,	we	hypothesized	that	deoxyribonucleotide	(dNTP)	levels	might	be	too	low	in	G1	phase	to	

allow	 for	 more	 efficient	 replication.	 To	 this	 end,	 we	 over-expressed	 the	 RNR1	 gene	 to	 drive	

production	of	dNTPs	in	G1	phase	214,215	and	assessed	total	DNA	content	and	EdU	uptake	by	flow	

cytometry	 (Figure	 41).	 Again,	 we	 were	 not	 able	 to	 observe	 striking	 changes	 in	 the	 extent	 of	

over-replication.	 The	 most	 noteworthy	 difference	 was	 that	 cells	 over-expressing	 RNR1	

synthesized	DNA	more	 efficiently	at	 earlier	 time	points	 (1.5	 and	2	h	 after	 induction),	 but	 this	

difference	was	balanced	out	later	in	the	experiment.	Thus,	we	conclude	that	dNTP	levels	are	most	

likely	not	limiting	the	extent	of	over-replication	in	G1	phase.	

Taken	together,	we	have	explored	multiple	options	to	boost	origin	firing	in	G1	phase	in	order	to	

generate	more	over-replicated	DNA.	Increasing	the	levels	of	dNTPs	or	of	limiting	proteins	such	as	

Dbf4	 appear	 to	 be	 the	 most	 promising	 approaches	 despite	 yielding	 only	 slightly	 increased	

amounts	of	DNA.	Thus,	it	appears	not	unlikely	that	there	are	other	mechanisms	active	in	G1	phase	

to	limit	origin	firing.	
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Figure	39	–	Stabilization	of	Dbf4	accelerates	replication	in	G1	phase	initially,	but	does	not	increase	the	total	
amount	of	over-replication.	
Cells	were	arrested	in	G1	phase	and	CDK	and/or	DDK	regulation	of	origin	firing	were	bypassed	by	overexpression	of	
the	indicated	firing	factors.	EdU	was	kept	in	the	cell	medium	to	visualize	DNA	synthesis	while	cells	were	kept	in	the	
G1-arrest.	Samples	were	taken	at	the	indicated	timepoints.	The	Dbf4	D-box	mutant	(R10A	L13A	R62A	L65A)	prevents	
degradation	of	Dbf4	in	G1	phase	by	the	ubiquitin	ligase	APC-Cdh1.	(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	
either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	newly	synthesized	DNA	with	EdU	and	later	attaching	
the	fluorescent	dye	Cy5.	(B)	Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	
damage	checkpoint	signaling.	Samples	as	in	(A).	(C)	Western	blots	against	Dbf4,	Dpb11	and	Sld2	measuring	total	protein	
levels	before	and	after	induction	with	galactose.	Samples	as	in	(A).	
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Figure	40	–	Licensing	factor	Cdc6	does	not	limit	the	total	amount	of	over-replicated	DNA	in	G1	phase.	
Cells	were	arrested	in	G1	phase	and	CDK	and/or	DDK	regulation	of	origin	firing	were	bypassed	by	overexpression	of	
the	indicated	firing	factors.		EdU	was	kept	in	the	cell	medium	to	visualize	DNA	synthesis	while	cells	were	kept	in	the	
G1-arrest.		Licensing	factor	Cdc6,	which	becomes	degraded	in	the	G1	arrest,	was	also	over-expressed.	Samples	were	
taken	at	the	indicated	timepoints.	(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	
with	SYTOX	green	or	labeling	newly	synthesized	DNA	with	EdU	and	later	attaching	the	fluorescent	dye	Cy5.	(B)	Western	
blots	 against	Cdc6,	Dbf4,	Dpb11	and	Sld2	measuring	 total	protein	 levels	before	and	after	 induction	with	galactose.	
Samples	as	in	(A).	(C)	Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	damage	
checkpoint	signaling.	Samples	as	in	(A).	
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Figure	41	–	Ribonucleotide	reductase	does	not	limit	the	total	amount	of	over-replicated	DNA	in	G1	phase.	
Cells	were	arrested	in	G1	phase	and	CDK	and/or	DDK	regulation	of	origin	firing	were	bypassed	by	overexpression	of	
the	indicated	firing	factors.	EdU	was	kept	in	the	cell	medium	to	visualize	DNA	synthesis	while	cells	were	kept	in	the	
G1-arrest.		In	addition	to	the	firing	factors,	the	large	subunit	Rnr1	of	ribonucleotide	reductase	was	also	over-expressed	
to	increase	dNTP	levels.	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	
green	or	labeling	newly	synthesized	DNA	with	EdU	and	later	attaching	the	fluorescent	dye	Cy5.	
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5.3. DNA	damage	checkpoint	activation	occurs	in	subsequent	M	phase	

Since	the	DNA	damage	checkpoint	was	not	activated	in	direct	response	to	origin	firing	in	G1	phase,	

we	investigated	how	cells	deal	with	the	prematurely	replicated	DNA	in	the	following	phases	of	the	

cell	cycle,	particularly	in	S	phase	when	additional	replisomes	are	formed	and	might	encounter	

over-replicated	DNA.	We	 thus	performed	 an	 “arrest-induction-release”	 experiment,	where	we	

arrested	cells	in	G1	phase,	induced	origin	firing	while	keeping	the	G1-arrest	for	three	more	hours,	

and	then	released	the	cells	to	fresh	medium	and	thereby	to	the	cell	cycle.	To	ensure	that	all	cells	

just	go	through	a	single	S	and	M	phase,	we	added	the	drug	nocodazole	to	the	medium	to	stop	cells	

in	early	M	phase.	Samples	were	taken	at	regular	intervals	after	the	release	and	analyzed	by	flow	

cytometry	for	DNA	content	and	western	blot	for	Rad53	phosphorylation	and	γH2A	(Figure	42).	

Control	cells	progressed	through	the	cell	cycle	normally	and	neither	Rad53	phosphorylation	nor	

substantial	γH2A	signal	could	be	detected.	Cells	that	fired	origins	already	during	the	G1-arrest	

progressed	through	S	phase	with	kinetics	that	were	similar	to	the	control	cells	as	measured	by	

flow	cytometry.	Yet,	Rad53	activation	and	therefore	an	activated	DNA	damage	checkpoint	could	

be	observed	in	these	cells	60	min	after	release	from	the	G1-arrest	–	a	timepoint	where	cells	have	

normally	 entered	 M	 phase.	 A	 signal	 for	 γH2A	 was	 already	 detectable	 20	 min	 earlier.	 Taken	

together,	these	data	suggest	that	cells	progress	through	S	phase	normally	and	are	not	affected	by	

premature	origin	firing.	However,	when	origins	are	fired	in	G1	phase,	substantial	DNA	damage	is	

generated	presumably	in	late	S	phase,	but	activation	of	the	DNA	damage	checkpoint	only	occurs	

later	in	M	phase.	

	

Figure	 42	 –	 Bulk	 replication	 during	 S	 phase	 is	 finished	 before	 the	 over-replication-induced	 DNA	 damage	
checkpoint	is	triggered.	
(A)	 Cell	 cycle	 analysis	 by	 flow	 cytometry	measuring	 total	 DNA	 content	with	 SYTOX	 green.	 Cells	were	 arrested	 in	
G1	phase	and	CDK	and/or	DDK	regulation	of	origin	 firing	were	bypassed	by	overexpression	of	 the	 indicated	 firing	
factors	while	cells	were	kept	arrested	for	3	h.	Thereafter,	the	cells	were	released	to	fresh	medium	containing	nocodazole	
to	arrest	all	cells	in	M	phase.	(B)	Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	
damage	checkpoint	signaling.	Samples	as	in	(A).	
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The	activation	of	the	DNA	damage	checkpoint	could	in	principle	occur	via	two	different	pathways	

that	involve	specific	mediator	proteins	to	achieve	phosphorylation	of	the	effector	kinase	Rad53.	

While	checkpoint	signaling	via	Mrc1	responds	to	problems	of	the	DNA	replication	machinery,	the	

mediator	protein	Rad9	signals	that	the	integrity	of	the	DNA	itself	is	impaired	112-114.	To	distinguish	

which	of	the	two	signaling	pathways	is	involved,	we	generated	yeast	strains	either	lacking	MRC1	

or	RAD9	and	performed	an	arrest-induction-release	experiment	(Figure	43).	Consistent	with	its	

role	 in	helping	 the	replisome	achieve	speed	and	efficiency	 54,	origin	 firing	was	 less	efficient	 in	

mrc1∆	cells	as	judged	by	flow	cytometry	data	staining	for	total	DNA.	Despite	this	reduced	amount	

of	 synthesized	 DNA	 during	 the	 G1-arrest,	 mrc1∆	 cells	 still	 arrested	 in	 M	 phase	 with	

hyper-phosphorylated	Rad53.	Contrary	to	this,	origin	firing	could	be	readily	induced	in	G1	phase	

in	 rad9∆	 cells,	 but	 these	 cells	 did	not	 respond	with	 hyper-phosphorylated	 Rad53.	 These	 data	

therefore	suggest	that	DNA	damage	checkpoint	activation	in	response	to	deregulated	origin	firing	

involves	the	Rad9-dependent	checkpoint	signaling	pathway.	

	

Figure	 43	 –	 Rad9	mediates	 the	
DNA	 damage	 checkpoint	
signaling	 in	 response	 to	
over-replication.	
(A)	 Cell	 cycle	 analysis	 by	 flow	
cytometry	 measuring	 total	 DNA	
content	 with	 SYTOX	 green.	
Wild-type	cells	and	mrc1∆	/	rad9∆	
cells	 lacking	 the	 DNA	 damage	
checkpoint	 mediators	 Mrc1	 or	
Rad9	 were	 arrested	 in	 G1	 phase	
and	CDK	regulation	of	origin	firing	
was	 bypassed	 by	 overexpression	
of	the	indicated	firing	factors	while	
cells	 were	 kept	 arrested	 for	 3	 h.	
Subsequently,	 the	 cells	 were	
released	 to	 fresh	 medium	
containing	nocodazole	to	arrest	all	
cells	in	M	phase.	(B)	Western	blots	
resolving	 phosphorylated	 Rad53	
and	detecting	γH2A	as	markers	of	
DNA	damage	checkpoint	signaling.	
Samples	as	in	(A).	
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Figure	44	–	Following	over-replication	in	G1	phase,	DNA	damage	is	strongly	induced	in	late	S	and	M	phase.	
(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	
newly	synthesized	DNA	with	EdU	and	later	attaching	the	fluorescent	dye	Cy5.	Cells	were	arrested	in	G1	phase	and	CDK	
as	well	as	DDK	regulation	of	origin	firing	were	bypassed	in	the	presence	of	EdU	by	overexpression	of	the	indicated	firing	
factors	while	cells	were	kept	arrested	for	indicated	times.	(B)	Western	blots	against	Dbf4,	Dpb11	and	Sld2	measuring	
total	 protein	 levels	 during	 the	 induction	 period	 with	 galactose.	 Samples	 as	 in	 (A).	 (C)	 Cell	 cycle	 analysis	 by	 flow	
cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	from	(A)	were	released	as	indicated	to	fresh	medium	
containing	nocodazole	to	arrest	all	cells	in	M	phase.	Samples	were	taken	at	the	indicated	timepoints.	(D)	Western	blots	
resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	damage	checkpoint	signaling.	Samples	as	in	
(C).	(E)	Western	blot	against	γH2A	with	samples	after	5	h	induction	from	(D)	is	shown	again	in	short	and	long	exposure	
next	to	samples	from	(A)	during	the	induction	period.	
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This	 result	 led	 us	 to	 focus	 again	 on	 the	 γH2A	 signal.	 To	 re-evaluate	 if	 our	 detection	 of	 the	

γH2A	signal	 40	 min	 after	 release	 was	 not	 influenced	 by	 the	 shorter	 induction	 period	 of	

three	hours,	we	repeated	the	experiment	and	induced	origin	firing	in	the	G1-arrest	for	five	hours	

before	 releasing	 the	 cells	 to	 fresh	medium	containing	nocodazole	 (Figure	44).	Here,	we	 could	

clearly	observe	that	a	weak	γH2A	signal	was	accumulating	during	the	induction	period	while	the	

cells	 were	 still	 in	 the	 G1-arrest.	 This	 signal	 only	 increased	 strongly	 once	 cells	 went	 through	

S	phase	(40	min	after	release).	Thus,	the	majority	of	the	DNA	damage	is	generated	after	cells	have	

finished	or	are	close	to	the	end	of	S	phase.	

The	 late	 activation	of	 the	DNA	damage	 checkpoint	prompted	us	 to	 investigate	 if	 cells	 activate	

post-replicative	repair	mechanisms	when	they	encounter	DNA	damage	caused	by	over-replication	

in	G1	phase.	During	normal	S	phase,	PCNA	(Pol30	in	budding	yeast)	is	modified	by	SUMO	and	this	

modification	 recruits	 the	 anti-recombinase	 Srs2	 to	protect	 replication	 forks	against	unwanted	

recombination	events	216,217.	In	response	to	DNA	damage,	PCNA	can	also	be	modified	by	ubiquitin	

or	by	a	poly-ubiquitin	chain	and	thereby	enable	post-replicative	repair	mechanisms	218.	To	this	

end,	we	performed	an	arrest-induction-release	experiment	and	analyzed	the	post-translational	

modification	state	of	Pol30	as	well	as	Rad53	phosphorylation	and	γH2A	accumulation	in	western	

blots	(Figure	45).	When	we	induced	origin	firing	in	G1	phase,	a	signal	for	γH2A	could	already	be	

detected	30	min	post	release	whereas	Rad53	phosphorylation	was	only	detected	around	40	min	

to	 50	min	 post	 release.	 We	 did	 not	 detect	 ubiquitin-modified	 PCNA.	 Instead,	 we	 observed	

SUMOylated	PCNA	indicative	of	cells	in	S	phase	at	20	min	and	30	min	post	release	in	control	cells.	

Interestingly,	we	did	not	detect	SUMOylation	of	PCNA	when	replication	was	induced	in	G1	phase	

cells.	 This	 might	 either	 be	 due	 to	 low	 numbers	 of	 replisomes	 present	 at	 this	 timepoint	 and	

consequently	a	signal	below	the	detection	threshold	or	it	might	also	hint	at	a	difference	between	

replisomes	in	G1	and	S	phases	that	could	not	be	accessed	in	our	mass	spectrometry	experiments.	

In	addition,	SUMOylated	PCNA	was	present	in	over-replicating	cells	also	at	40	min	post	release	

indicating	that	S	phase	might	be	slightly	slower	in	these	cells.	Taken	together,	these	data	exclude	

a	 contribution	 of	 post-replicative	 repair	 processes	 and	 support	 the	 notion	 that,	 even	 in	 the	

presence	of	over-replicated	DNA,	replication	in	S	phase	is	hardly	impaired.	

To	elucidate	if	deregulated	origin	firing	in	our	setup	affects	cellular	viability,	we	also	performed	

survival	assays	by	plating	cells	out	after	arresting	them	in	G1	phase	and	inducing	origin	firing	for	

different	amounts	of	time	(Figure	46).	In	these	assays,	we	also	assessed	if	abrogation	of	checkpoint	

signaling	by	either	deleting	RAD9	or	MRC1	influences	the	survival	after	premature	origin	firing	in	

G1	phase.	 Control	 cells	 tolerated	an	arrest	 in	G1	phase	 for	 seven	hours	without	 a	decrease	 in	

viability.	However,	when	origin	firing	was	induced,	cellular	viability	dropped	to	about	50%	after	

three	 hours	 and	 25%	 after	 five	 hours	 of	 induction.	 Furthermore,	 colonies	 became	 irregularly	

shaped	and/or	relatively	small	after	these	longer	incubation	times.	Interestingly,	deletion	of	RAD9	
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did	not	influence	cellular	viability.	On	the	other	hand,	mrc1∆	cells	were	not	as	strongly	affected	

during	the	first	time	points	but	also	started	to	give	rise	to	smaller	and	irregularly	shaped	colonies	

after	five	hours	of	induction.	Therefore,	this	experiment	supports	the	view	that	over-replication	

is	 toxic	 to	 cells	 regardless	 of	 their	 ability	 to	 detect	 it	 through	 the	 DNA	 damage	 checkpoint.	

Combined	with	 the	 data	 presented	 above	 (Figure	 43),	 this	 experiment	 also	 suggests	 that	 the	

toxicity	of	premature	origin	firing	depends	on	the	actual	amount	of	DNA	that	is	replicated	in	G1.		

As	abrogating	DNA	damage	checkpoint	signaling	did	not	affect	cellular	viability,	we	performed	an	

arrest-induction-release	experiment	with	rad9∆	cells	to	fresh	medium	without	nocodazole	after	

inducing	origin	firing	in	G1	phase	for	three	hours	(Figure	47).	As	judged	by	our	flow	cytometry	

data,	control	cells	went	through	the	cell	cycle	regardless	of	the	presence	of	RAD9.	Despite	going	

through	S	phase	similarly,	cells	that	fired	origins	during	the	G1-arrest	started	to	differ	from	the	

control	cells	during	late	M	phase:	Control	cells	started	mitotic	exit	at	around	100	min	after	release.	

In	contrast,	over-replicating	RAD9	cells	arrested	in	M	phase	when	origins	were	fired	during	the	

G1	arrest.	The	over-replicating	rad9∆	cells	progressed	through	M	phase	and	eventually	started	

mitotic	exit,	but	with	relatively	slow	and	delayed	kinetics.	These	data	suggest	that,	if	undetected,	

over-replicated	DNA	severely	challenges	mitotic	progression.	

	

	

Figure	 45	 –	 S	 phase	 progression	 is	 not	 affected	 by	
over-replication	in	G1	phase.	
(A)	Cell	 cycle	 analysis	by	 flow	cytometry	measuring	 total	
DNA	 content	 with	 SYTOX	 green.	 Cells	 were	 arrested	 in	
G1	phase	and	CDK	as	well	as	DDK	regulation	of	origin	firing	
were	 bypassed	 by	 overexpression	 of	 the	 indicated	 firing	
factors	 while	 cells	 were	 kept	 arrested.	 Subsequently,	 the	
cells	were	released	to	fresh	medium	containing	nocodazole	
to	arrest	all	 cells	 in	M	phase.	(B)	Western	blots	 resolving	
phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	
DNA	 damage	 checkpoint	 signaling.	 In	 addition,	 western	
blots	resolving	SUMOylated	PCNA	(Pol30,	upper	band)	from	
unmodified	 PCNA	 (lower	 band)	 to	 monitor	 S	 phase	
progression.	Samples	as	in	(A).	
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Figure	46	–	Over-replication	in	G1	is	toxic	regardless	of	whether	it	is	recognized	by	the	DNA	damage	checkpoint.	
(A)	 Survival	 assay	 with	 over-replicating	wild-type	 and	mrc1∆	 /	 rad9∆	 cells	 lacking	 the	 DNA	 damage	 checkpoint	
mediators	Mrc1	or	Rad9.	CDK-regulation	of	origin	firing	was	bypassed	in	G1-arrested	cells	for	0	/	1	/	3	/	5	h	and	the	
cells	were	 subsequently	 plated	 on	 non-selective	medium	 in	 duplicates	 to	 score	 colony	 forming	 units	 of	 survivors.	
Number	 of	 colonies	 relative	 to	 the	 starting	 timepoint	 are	 plotted	 as	 mean	 and	 standard	 deviation	 from	 three	
independent	 experiments.	 (B)	 As	 in	 (A)	 but	 with	mutants	 in	 the	 fork	 protection	 complex	 consisting	 of	 Mrc1	 and	
Tof1-Csm3.	Data	from	a	single	experiment.	(C)	Induction	of	origin	firing	during	the	G1	arrest	in	(B)	was	measured	by	
staining	total	DNA	with	SYTOX	green	and	analyzing	cells	by	flow	cytometry.	
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In	 summary,	 our	 experiments	 provide	 clear	 evidence	 that,	 even	 though	 we	 induced	

over-replication	in	G1	phase,	it	is	not	detected	by	the	Rad9-dependent	DNA	damage	checkpoint	

before	M	phase.	DNA	damage	as	measured	by	γH2A	accumulation	occurs	already	in	late	S	phase	

but	 apparently	 has	 little	 influence	 on	 S	 phase	 progression.	 In	 contrast,	 the	 actual	 amount	 of	

over-replicated	DNA	seems	to	affect	cellular	viability	probably	due	to	processes	that	occur	during	

M	phase	and	cannot	be	ameliorated	by	a	prolonged	checkpoint	arrest.	

5.4. DNA	damage	is	only	generated	upon	replication	in	S	phase	

Our	previous	experiments	suggested	that	the	DNA	damage	was	mainly	generated	in	late	S	phase.	

Consequently,	 we	 asked	 if	 induction	 of	 DNA	 damage	 requires	 additional	 replication	 during	

S	phase.	To	block	replication	initiation	in	S	phase,	we	introduced	an	auxin-inducible	degron	219-221	

on	either	the	helicase	activator	Cdc45	or	on	the	firing	factor	Sld3.	Since	Sld3	is	exclusively	involved	

in	 origin	 firing	 but	 does	 not	 travel	with	 replisomes,	 depletion	 of	 Sld3	will	 not	 affect	 already	

assembled	 replisomes	 but	 prevent	 further	 origin	 firing.	 In	 contrast,	 depletion	 of	 Cdc45	 will	

potentially	affect	both	assembled	replisomes	as	well	as	 further	origin	 firing	and	thereby	block	

replication	entirely.		

We	performed	a	slightly	modified	arrest-induction-release	experiment:	After	induction	of	origin	

firing	in	G1	phase,	cells	were	depleted	of	either	Cdc45	(Figure	48)	or	Sld3	(Figure	49)	via	 the	

auxin-inducible	degron	system	and	afterwards	released	to	fresh	medium	in	the	presence	of	auxin.	

As	judged	by	the	cell	cycle	flow	cytometry	data,	both	degron	systems	worked	effectively.	While	

control	cells	replicated	their	DNA	after	being	released	to	fresh	medium,	depletion	of	Cdc45	or	Sld3	

completely	 blocked	 this	 increase	 in	 DNA	 content.	 Auxin-induced	 depletion	 of	 Cdc45	 imposed	

a	tight	block	for	the	duration	of	the	experiment	whereas	cells	depleted	of	Sld3	were	slightly	leaky	

and	showed	some	increased	DNA	content	at	late	timepoints.	This	leakiness	is	most	likely	owed	to	

the	 continuous	 over-expression	 of	DPB11	 and	 sld2-T84D	 in	 these	 cells	which	 can	 bypass	 the	

requirement	for	functional	Sld3	during	origin	firing	to	a	certain	degree.	Hyper-phosphorylation	

of	Rad53	and	accumulation	of	γH2A	were	detected	with	the	same	kinetics	as	previously	in	the	

presence	of	Cdc45	and	Sld3.	Importantly,	however,	when	replication	in	S	phase	was	blocked,	we	

neither	detected	hyper-phosphorylation	of	Rad53	nor	a	substantial	increase	in	the	γH2A	signal.	

Therefore,	our	data	suggest	that	the	DNA	damage	is	generated	during	S	phase.	
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Figure	 47	 –	 Undetected	 over-replication	 impairs	 progression	 through	 M	 phase	 even	 in	 the	 absence	 of		
a	functional	checkpoint.	
(A)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Wild-type	cells	and	rad9∆	cells	
lacking	DNA	damage	checkpoint	mediator	Rad9	were	arrested	 in	G1	phase	and	CDK	regulation	of	origin	 firing	was	
bypassed	by	overexpression	of	the	indicated	firing	factors	while	cells	were	kept	arrested.	Subsequently,	the	cells	were	
released	to	fresh	medium.	To	prevent	cells	from	entering	a	second	cell	cycle,	α-factor	was	added	back	to	the	medium	
60	min	after	release.	(B)	Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	damage	
checkpoint	signaling.	Samples	as	in	(A).	
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Figure	48	–	Activation	of	the	DNA	damage	checkpoint	requires	DNA	replication	in	S	phase.	
(A)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	with	an	auxin-inducible	
degron	(AID)	tag	on	the	helicase	activator	Cdc45	were	arrested	in	G1	phase	and	CDK	and/or	DDK	regulation	of	origin	
firing	were	bypassed	by	overexpression	of	the	indicated	firing	factors	while	cells	were	kept	arrested.	Subsequently,	
cells	 were	 incubated	 with	 either	 DMSO	 or	 the	 auxin	 IAA	 for	 1	 h	 and	 then	 released	 to	 fresh	medium	 containing	
nocodazole	to	prevent	cells	from	exiting	M	phase.	In	addition,	the	fresh	medium	was	supplemented	with	either	DMSO	
or	IAA	to	ensure	continuous	depletion	of	Cdc45.	(B)	Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	
as	markers	of	DNA	damage	checkpoint	signaling.	Samples	as	in	(A).	(C)	Western	blots	detecting	the	total	protein	levels	
of	Cdc45	at	the	indicated	timepoints.	Samples	as	in	(A)	and	(B).	
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Figure	49	–	Activation	of	the	DNA	damage	checkpoint	requires	DNA	replication	initiation	in	S	phase.	
	(A)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	expressing	firing	factor	
Sld3	tagged	with	three	copies	of	a	truncated	version	of	the	auxin	inducible	degron	tag	(sld3-3aid*)	were	arrested	in	
G1	phase	and	CDK	and/or	DDK	regulation	of	origin	 firing	were	bypassed	by	overexpression	of	 the	 indicated	 firing	
factors,	while	cells	were	kept	arrested.	Subsequently,	cells	were	incubated	with	either	DMSO	or	the	auxin	IAA	for	1	h	
and	then	released	to	fresh	medium	containing	nocodazole	to	prevent	cells	from	exiting	M	phase.	In	addition,	the	fresh	
medium	was	 supplemented	 with	 either	 DMSO	 or	 IAA	 to	 ensure	 continuous	 depletion	 of	 Sld3.	 (B)	Western	 blots	
resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	damage	 checkpoint	 signaling.	 Samples	 as	
in	(A).	(C)	Western	blots	detecting	the	total	protein	levels	of	Sld3-3aid*	at	the	indicated	timepoints.	Samples	as	in	(A)	
and	(B).	The	asterisk	indicates	an	unspecific	band.	
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5.5. Mitotic	processing	contributes	to	DNA	damage	checkpoint	activation	

We	also	aimed	to	understand	how	the	specific	timing	of	the	DNA	damage	checkpoint	activation	

was	 achieved.	 In	 our	 initial	 arrest-induction-release	 experiments,	 we	 observed	 that	 the	

hyper-phosphorylation	 of	 Rad53	 temporally	 correlated	 with	 the	 accumulation	 of	 the	 mitotic	

cyclin	Clb2	and	the	budding	yeast	Polo-kinase	homolog	Cdc5,	thus	raising	the	possibility	that	these	

kinases	 could	 affect	 the	 timing	 of	 the	 DNA	 damage	 checkpoint	 activation	 by	 activating	 other	

M	phase-specific	processes.	For	example,	structure-specific	endonucleases	such	as	Mus81-Mms4	

or	Yen1	are	under	tight	cell	cycle	control	and	mitotic	CDK	and	Cdc5	have	been	shown	to	activate	

Mus81-Mms4	 222-226.	 An	 attractive	 model	 would	 hence	 be	 that	 over-replication	 generates	

aberrant	 DNA	 structures,	 which	 are	 recognized	 and	 processed	 by	 structure-specific	

endonucleases	 exclusively	 in	 M	 phase	 and	 thereby	 activate	 the	 DNA	 damage	 checkpoint.	

Alternatively,	processes	that	are	associated	with	the	termination	of	replisomes,	e.g.	unloading	of	

terminated	helicases,	might	influence	the	DNA	damage	checkpoint	signaling	as	well.	

Following	this	general	line	of	thought,	we	focused	on	decreasing	the	activity	of	mitotic	CDK	and	

its	effects	on	the	timing	of	DNA	damage	checkpoint	activation.	We	deleted	the	CLB2	gene,	which	

encodes	 the	major	mitotic	 cyclin	 in	budding	yeast,	 and	performed	an	arrest-induction-release	

experiment	(Figure	50).	As	judged	by	our	analysis	of	EdU-incorporation,	deletion	of	CLB2	did	not	

affect	the	efficiency	of	inducing	origin	firing	in	G1.	In	contrast,	hyper-phosphorylation	of	Rad53	

was	reduced	in	clb2∆	cells.	This	experiment	therefore	suggests	a	role	for	mitotic	CDK	in	promoting	

activation	of	the	DNA	damage	checkpoint	potentially	by	facilitating	M	phase-specific	processing.	

As	outlined	above,	one	attractive	hypothesis	would	be	that	such	M	phase-specific	processing	is	

mediated	by	Mus81-Mms4.	Hyper-phosphorylation	of	the	regulatory	subunit	Mms4	by	both	CDK	

and	Cdc5	is	necessary	for	the	activation	of	this	structure-specific	endonuclease	222,224,227.	Mms4	

hyper-phosphorylation	can	be	monitored	by	electrophoretic	mobility	shifts	in	acrylamide	gels	and	

provides	a	simple	read-out	for	the	activity	of	the	Mus81-Msm4	endonuclease.	We	thus	performed	

another	 arrest-induction-release	 experiment	 and	 followed	 the	phosphorylation	 state	of	Mms4	

(Figure	 51).	 In	wild-type	 cells,	 hyper-phosphorylated	 Mms4	 is	 readily	 detected	 after	 60	 min	

release	from	the	G1	arrest.	However,	in	cells	that	fired	origins	in	G1,	this	hyper-phosphorylation	

was	largely	absent	and	we	only	detected	a	minor	shift	in	electrophoretic	mobility.	Since	Cdc5	was	

expressed	under	 these	conditions,	 these	data	support	 the	 interpretation	that	 the	DNA	damage	

checkpoint	prevents	the	activation	of	Mus81-Mms4	thereby	excluding	a	role	for	Mus81-Mms4	in	

M	 phase-specific	 processing.	 Taken	 together,	 we	 observed	 that	 an	 activated	 DNA	 damage	

checkpoint	due	to	over-replication	results	in	downregulation	of	mitotic	genes	such	as	CLB2	and	

CDC5.	These	data	indicate	that	the	cells	arrest	at	a	very	early	stage	of	mitosis	and	argue	strongly	

against	a	role	for	Mus81-Mms4	in	processing	aberrant	DNA	structures	under	these	conditions.		
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Figure	 50	 –	 Over-replication-induced	 DNA	 damage	 checkpoint	 activation	 is	 reduced	 in	 mutants	 lacking		
M	phase	cyclin	CLB2.	
(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	
newly	 synthesized	DNA	with	EdU	and	 later	attaching	 the	 fluorescent	dye	Cy5.	Wild-type	CLB2	 cells	 and	clb2∆	cells	
lacking	 the	M	phase	 cyclin	 Clb2	were	arrested	 in	 G1	 phase	 and	 CDK	 and/or	DDK	 regulation	 of	 origin	 firing	were	
bypassed	in	the	presence	of	EdU	by	overexpression	of	the	indicated	firing	factors	for	3	h	while	cells	were	kept	arrested.	
(B)	Western	blots	against	Dbf4,	Dpb11,	Sld2	and	Clb2	measuring	total	protein	levels	during	the	induction	period	with	
galactose.	Samples	as	in	(A).	(C)	Western	blots	resolving	phosphorylated	Rad53	as	a	marker	of	DNA	damage	checkpoint	
signaling.	Samples	from	experiment	in	(A)	but	after	release	to	fresh	medium	containing	nocodazole.		
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We	also	considered	that	termination	of	replication	forks	could	influence	the	timing	of	the	DNA	

damage	checkpoint	activation.	Normally,	terminated	replisomes	are	disassembled	after	S	phase	

in	a	process	that	is	driven	by	the	ATPase	Cdc48	and	the	ubiquitin-ligase	SCF-Dia2	43.	It	seemed	

plausible	that	the	presence	of	replisomes	on	DNA	could	mask	potential	sites	of	DNA	damage	and	

that	checkpoint	signaling	proteins	would	only	gain	access	to	these	sites	once	the	replisomes	were	

disassembled.	To	test	this	hypothesis,	we	performed	an	arrest-induction-release	experiment	with	

cells	lacking	DIA2	(Figure	52).	Intriguingly,	we	observed	a	decrease	in	hyper-phosphorylation	of	

Rad53	 in	dia2∆	 cells.	When	we	compared	the	amount	of	replicated	DNA	during	the	G1-arrest,		

it	became	apparent,	however,	that	dia2∆	cells	had	a	defect	in	inducing	origin	firing	in	G1	phase.	

On	average,	these	cells	were	synthesizing	less	than	50%	DNA	during	the	G1-arrest	compared	to	

congenic	DIA2	cells	and	this	discrepancy	complicates	the	interpretation	of	this	experiment.	As	the	

relationship	between	amount	of	replicated	DNA	in	G1	and	resulting	activation	of	the	DNA	damage	

checkpoint	is	currently	not	defined	well	enough,	we	aim	to	circumvent	this	issue	by	using	an	allele	

of	DIA2	that	can	be	conditionally	inactivated	in	future	experiments.		

Another	hypothesis	was	that	proteins	with	nucleolytic	activity	that	would	normally	function	at	

replisomes	could	be	mis-regulated	and	erroneously	cut	DNA	when	encountering	over-replication	

structures.	 One	 attractive	 candidate	 in	 this	 regard	 was	 topoisomerase	 TOP1,	 since	 we	 also	

observed	 its	 association	with	 replisomes	 in	 our	mass	 spectrometry	 data.	 To	 evaluate	 if	TOP1	

affects	 the	 activation	of	 the	DNA	damage	 checkpoint	 in	 response	 to	origin	 firing	 in	G1	phase,	

we	performed	an	arrest-induction-release	experiment	with	top1∆	cells	(Figure	53).	As	judged	by	

the	analysis	of	total	DNA	content	in	the	cells,	we	observed	that	top1∆	cells	replicated	DNA	less	

efficiently	in	G1	phase	and	their	progression	through	S	phase	was	also	slightly	delayed,	consistent	

with	 previous	 studies	 showing	 that	 replisomes	 move	 with	 reduced	 speed	 in	 the	 absence		

of	 TOP1	 228,229.	 Interestingly,	 we	 observed	 that	 phosphorylation	 of	 Rad53	 was	 decreased	 in	

over-replicating	cells	lacking	TOP1.	Since	mrc1∆	cells	were	also	less	efficient	at	replicating	DNA	in	

G1	 phase	 but	 did	 not	 show	 decreased	 Rad53	 phosphorylation,	 these	 data	 suggest	 that	 Top1	

contributes	to	checkpoint	activation	and	this	mutant	condition	should	be	studied	further.	Top1	

has	been	linked	to	the	removal	of	mis-incorporated	ribonucleotides	from	DNA	230-234,	which	might	

occur	frequently	during	replication	in	G1	phase	owing	to	the	low	levels	of	dNTPs	at	this	stage	of	

the	 cell	 cycle.	 Therefore,	we	 conclude	 that	 deletion	 of	TOP1	 reduces	 checkpoint	 activation	 in	

response	to	over-replication.	The	mechanistic	details	however	remain	to	be	determined.	
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Figure	51	–	Cells	arrest	with	reduced	Cdc5	and	M-CDK	levels	and	activity	in	response	to	over-replication.	
(A)	 Cell	 cycle	 analysis	 by	 flow	 cytometry	measuring	 total	 DNA	 content	with	 SYTOX	 green.	 Cells	were	 arrested	 in	
G1	phase	and	CDK	and/or	DDK	regulation	of	origin	 firing	were	bypassed	by	overexpression	of	 the	 indicated	 firing	
factors	while	cells	were	kept	arrested.	Subsequently,	the	cells	were	released	to	fresh	medium	containing	nocodazole	to	
arrest	all	cells	 in	M	phase.	(B)	Western	blots	resolving	phosphorylated	endonuclease	Mms4	as	an	 indicator	 for	the	
activity	of	M	phase	kinases	and	western	blots	detecting	 total	 levels	of	Polo-kinase	Cdc5	and	M-CDK	cyclin	Clb2.	 In	
addition,	 also	 western	 blots	 resolving	 phosphorylated	 Rad53	 and	 detecting	 γH2A	 as	 markers	 of	 DNA	 damage	
checkpoint	signaling.	Samples	as	in	(A).	
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Figure	52	–	Reduced	over-replication-induced	DNA	damage	checkpoint	in	dia2∆	cells	correlates	with	reduced	
DNA	synthesis	in	G1	phase.	
(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	
newly	synthesized	DNA	with	EdU	and	later	attaching	the	fluorescent	dye	Cy5.	Wild-type	DIA2	cells	or	dia2∆	cells	lacking	
ubiquitin	 ligase	 Dia2,	 which	 mediates	 replisome	 disassembly,	 were	 arrested	 in	 G1	 phase	 and	 CDK	 and/or	 DDK	
regulation	of	origin	firing	were	bypassed	in	the	presence	of	EdU	by	overexpression	of	the	indicated	firing	factors	while	
cells	were	kept	arrested.	(B)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Cells	
from	(A)	were	released	to	fresh	medium	containing	nocodazole	to	arrest	all	cells	in	M	phase.	Samples	were	taken	at	the	
indicated	 timepoints.	 (C)	Western	 blots	 resolving	 phosphorylated	 Rad53	 as	 a	marker	 of	 DNA	 damage	 checkpoint	
signaling.	Samples	as	in	(B).	
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Figure	53	–	Cells	lacking	topoisomerase	TOP1	show	reduced	over-replication-induced	DNA	damage	checkpoint.	
(A)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	DNA	content	with	SYTOX	green.	Wild-type	TOP1	cells	and	
top1∆	cells	lacking	topoisomerase	Top1	were	arrested	in	G1	phase	and	CDK	regulation	of	origin	firing	was	bypassed	by	
overexpression	 of	 the	 indicated	 firing	 factors	while	 cells	were	 kept	 arrested	 for	 3	 h.	 Subsequently,	 the	 cells	were	
released	 to	 fresh	 medium	 containing	 nocodazole	 to	 arrest	 all	 cells	 in	 M	 phase.	 (B)	 Western	 blots	 resolving	
phosphorylated	Rad53	as	a	marker	of	DNA	damage	checkpoint	signaling.	Samples	as	in	(A).	

	

	

In	summary,	we	have	investigated	alternatives	models	to	explain	the	late	activation	of	the	DNA	

damage	checkpoint.	While	we	can	exclude	M	phase-specific	processing	by	endonucleases	such	as	

Mus81-Mms4	due	to	reduced	activity	of	Cdc5,	we	obtained	evidence	that	mitotic	CDK	is	required	

for	 the	 full	 activation	of	Rad53	 in	 response	 to	over-replication.	 Furthermore,	 interfering	with	

helicase	unloading	via	 the	 SCF-Dia2	 complex	as	well	as	manipulating	 replisomes	by	 removing	

Top1	are	additional	conditions	that	lead	to	reduced	DNA	damage	checkpoint	activation	and	merit	

further	investigation.	

	

	 	



Detection	and	consequences	of	deregulated	origin	firing	 Results	

	 	 79	

5.6. Hyper-sensitized	 checkpoint	 signaling	 allows	 for	 earlier	 detection	 and	 delays	
S	phase	entry	

In	 parallel	 to	 investigating	 how	 the	 specific	 timing	 of	 DNA	 damage	 checkpoint	 activation	 is	

determined,	we	also	tried	to	manipulate	it.	To	this	end,	we	utilized	a	fusion	protein	consisting	of	

Ddc1	and	Rad9,	which	has	been	shown	to	hyper-sensitize	DNA	damage	checkpoint	signaling	235.	

We	hypothesized	 that	 this	 fusion	protein	might	 allow	 cells	 to	detect	 and	 react	 to	origin	 firing	

already	in	G1	phase	and	to	counteract	the	accompanying	DNA	damage.	

First,	we	induced	origin	firing	while	keeping	the	cells	tightly	arrested	in	G1	and	analyzed	samples	

at	regular	intervals	for	DNA	content	and	EdU-incorporation	by	flow	cytometry	as	well	as	for	γH2A	

accumulation	 and	 Rad53	 phosphorylation	 in	 western	 blots	 (Figure	 54).	 The	 presence	 of	

DDC1-RAD9-fusion	led	to	hyper-phosphorylation	of	Rad53	in	G1-arrested	cells	when	origin	firing	

was	induced	for	three	to	four	hours,	while	no	such	effect	was	visible	in	control	cells.	Interestingly,	

this	activation	of	the	DNA	damage	checkpoint	prevented	the	accumulation	of	γH2A	during	 the	

course	of	the	experiment.	In	addition,	the	activated	DNA	damage	checkpoint	apparently	restricted	

further	origin	 firing	and	led	 to	reduced	total	cellular	DNA	 levels	after	 inducing	origin	 firing	 in	

G1	phase	 for	 five	 hours.	 Similar	 results	 (data	 not	 shown)	were	 also	 obtained,	 when	we	 used		

a	different	construct	that	hypersensitizes	DNA	damage	checkpoint	signaling	via	a	covalent	fusion	

of	 checkpoint	 mediator	 Rad9	 to	 scaffold	 protein	 Dpb11	 236,237.	 Thus,	 we	 conclude	 that	

hyper-sensitive	 checkpoint	 signaling	 could	 prevent	 the	 accumulation	 of	 DNA	 damage	 already	

during	G1	phase	by	blocking	further	DNA	replication.	

This	 finding	 motivated	 us	 to	 examine	 the	 consequences	 of	 hyper-sensitive	 DNA	 damage	

checkpoint	 signaling	 in	 an	 arrest-induction-release	 experiments	 (Figure	 55	 and	 Figure	 56).		

As	 previously,	 we	 induced	 de-regulated	 origin	 firing	 in	 G1	 for	 three	 hours.	 Wild-type	 cells	

progressed	 relatively	normal	 through	 the	 cell	 cycle	 regardless	of	 the	presence	of	DDC1-RAD9-

fusion.	 A	 transient	 hyper-phosphorylation	 of	Rad53	was	detectable	 in	DDC1-RAD9-fusion	 cells	

progressing	through	S	phase.	When	we	bypassed	the	CDK-dependent	regulation	of	origin	firing	in	

G1	phase,	we	observed	that	DDC1-RAD9-fusion	cells	progressed	through	S	phase	slowly,	consistent	

with	 an	 earlier	 detection	 of	 hyper-phosphorylated	 Rad53.	 This	 behavior	 became	 even	 more	

pronounced	when	we	also	bypassed	DDK-dependent	regulation	of	origin	firing	in	G1	phase:	As	we	

observed	previously,	hyper-phosphorylated	Rad53	was	already	present	during	the	G1-arrest	and	

the	amount	of	newly	synthesized	DNA	 in	G1	phase	was	reduced	as	compared	 to	cells	without	

DDC1-RAD9-fusion	 (Figure	 55).	 The	 activated	 checkpoint	 also	 blocked	 further	 origin	 firing	 as	

judged	by	DNA	content	analysis	in	 flow	cytometry.	Furthermore,	 levels	of	γH2A	were	strongly	

reduced	 in	DDC1-RAD9-fusion	 cells,	even	when	released	 from	the	G1-arrest	 (Figure	56).	These	

data	support	the	notion	 that	hyper-sensitive	checkpoint	signaling	can	modulate	the	amount	of	

DNA	damage	that	cells	encounter	after	premature	origin	firing	in	G1	phase.	
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Figure	 54	 –	 Hyper-sensitized	 DNA	 damage	 checkpoint	 signaling	 in	 G1	 prevents	 accumulation	 of	
over-replication-induced	DNA	damage.	
(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	
newly	 synthesized	DNA	with	EdU	and	 later	 attaching	 the	 fluorescent	dye	Cy5.	Wild-type	 cells	 and	 cells	 expressing	
	a	chimeric	DDC1-RAD9-fusion	gene,	which	hyper-sensitizes	signaling	by	the	DNA	damage	checkpoint,	were	arrested	in	
G1	phase	and	CDK	and/or	DDK	regulation	of	origin	 firing	were	bypassed	by	overexpression	of	 the	 indicated	 firing	
factors	in	the	presence	of	EdU	while	cells	were	kept	arrested.	(B)	Western	blots	resolving	phosphorylated	Rad53	and	
detecting	γH2A	as	markers	of	DNA	damage	checkpoint	signaling.	Samples	as	in	(A).	

	



Detection	and	consequences	of	deregulated	origin	firing	 Results	

	 	 81	

	

Figure	 55	 –	 Hyper-sensitized	 DNA	 damage	 checkpoint	 signaling	 allows	 for	 entry	 into	 S	 phase	 even	 after	
induction	of	over-replication.	
(A)	Analysis	of	DNA	synthesis	by	flow	cytometry,	either	measuring	total	DNA	content	with	SYTOX	green	or	labeling	
newly	 synthesized	DNA	with	EdU	and	 later	 attaching	 the	 fluorescent	dye	Cy5.	Wild-type	 cells	 and	 cells	 expressing	
a	chimeric	DDC1-RAD9-fusion	gene,	which	hyper-sensitizes	signaling	by	the	DNA	damage	checkpoint,	were	arrested	in	
G1	phase	and	CDK	and/or	DDK	regulation	of	origin	 firing	were	bypassed	by	overexpression	of	 the	 indicated	 firing	
factors	in	the	presence	of	EdU	while	cells	were	kept	arrested.	(B)	Cell	cycle	analysis	by	flow	cytometry	measuring	total	
DNA	content	with	SYTOX	green.	Cells	from	(A)	were	released	to	fresh	medium	containing	nocodazole	to	arrest	all	cells	
in	M	phase.	
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Figure	 56	 –	 Hyper-sensitized	 DNA	 damage	 checkpoint	 signaling	 in	 G1	 phase	 prevents	 accumulation	 of	
over-replication	induced	DNA	damage	also	late	in	the	cell	cycle.	
Western	blots	resolving	phosphorylated	Rad53	and	detecting	γH2A	as	markers	of	DNA	damage	checkpoint	signaling	as	
well	as	detecting	total	levels	of	Cdc5	and	Clb2	as	indicators	for	cell	cycle	progression.	Samples	as	in	Figure	55.	

	

In	 summary,	 our	 studies	 have	 revealed	 that	 deregulated	 origin	 firing	 in	 G1	 phase	 generates	

replisomes,	which	are	highly	similar	to	those	in	S	phase	in	terms	of	protein	composition	and	origin	

usage.	Depending	on	the	amount	of	copied	DNA,	these	prematurely	activated	replisomes	become	

toxic	 for	 the	 cells.	 However,	 the	 presence	 of	 over-replicated	 DNA	 in	 G1	 phase	 just	 generates	

a	weak	DNA	damage	signal	in	the	form	of	γH2A	but	does	not	elicit	a	cellular	response	by	the	DNA	

damage	checkpoint.	Cells	experiencing	over-replication	in	G1	phase	start	and	proceed	through	

S	phase	highly	similar	to	wild-type	cells	but	accumulate	additional	DNA	damage	towards	the	end	

of	 S	 phase.	When	 cells	 are	 about	 to	 enter	M	phase,	 this	 high	 level	 of	 DNA	 damage	 ultimately	

activates	 the	 Rad9-dependent	 DNA	damage	 checkpoint	 and	 reduced	mitotic	 CDK	activity	 also	
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decreases	total	DNA	damage	checkpoint	activation.	By	manipulating	progression	of	replisomes	or	

by	interfering	with	termination	of	replisomes	trough	deletion	of	TOP1	or	DIA2,	respectively,	we	

have	identified	cellular	factors	that	decrease	DNA	damage	checkpoint	activation	in	response	to	

over-replication	and	should	be	investigated	further.	Importantly,	hyper-sensitized	DNA	damage	

checkpoint	signaling	allows	for	earlier	detection	of	over-replicated	DNA	and	thereby	prevents	the	

accumulation	of	DNA	damage.	Whether	hyper-sensitized	checkpoint	signaling	positively	affects	

viability	 remains	 to	 be	 determined.	 Taken	 together,	 our	 data	 provide	 a	 systematic	 and	

comprehensive	analysis	of	over-replication	in	G1	phase	and	put	us	now	in	the	position	to	elucidate	

cell	cycle-specific	responses	to	over-replication.	

	

6. Results	obtained	in	collaboration	

This	thesis	built	on	results	of	my	own	Diploma	thesis	“Rapid	degradation	of	phosphorylated	Sld2	

is	 a	novel	mechanism	 to	 regulate	origin	 firing”	 at	 the	Eberhard	Karls	University	Tuebingen	 in	

July	2013,	which	comprises	the	initial	cycloheximide	shut-off	experiments	with	wild-type	cells	and	

kinase	mutants	presented	in	Figure	11,	Figure	12,	and	Figure	13.	

In	vitro	kinase	experiments	in	Figure	16	and	Figure	17	were	performed	and	analyzed	by	Fabian	

Zimmermann	(Pfander	laboratory,	Max	Planck	Institute	of	Biochemistry,	Martinsried)	as	part	of	

his	Diploma	thesis	“Phosphorylation	controls	rapid	turnover	of	a	replication	initiation	protein”	at	

the	 Eberhard	 Karls	 University	 Tuebingen	 in	 August	 2014.	 Mass	 spectrometry	 samples	 were	

measured	 in	 collaboration	 with	 Dr.	 Nagarjuna	 Nagaraj	 (mass	 spectrometry	 core	 facility,	 Max	

Planck	Institute	of	Biochemistry,	Martinsried).	

The	plasmid	loss	assay	in	Figure	20	B	as	well	as	the	initial	peptide-pulldown	experiments	using	

GST-tagged	constructs	in	Figure	23	D	were	contributed	by	Dr.	Boris	Pfander	(Pfander	laboratory,	

Max	Planck	Institute	of	Biochemistry,	Martinsried).	

The	 fluorescence	anisotropy	measurements,	 the	micro-scale	 thermophoresis	experiments,	and	

the	peptide-pulldown	experiments	using	HISDma1FHA	in	Figure	23	were	performed	and	analyzed	

by	Lorenzo	Galanti	(Pfander	laboratory,	Max	Planck	Institute	of	Biochemistry,	Martinsried).	

Preparation	and	sequencing	of	libraries	for	both	experiments	in	Figure	36	were	carried	out	by	

Dr.	Marja	Driessen	(NGS	core	facility,	Max	Planck	Institute	of	Biochemistry,	Martinsried).	

Trypsin-digested	 samples	 of	 the	 experiments	 in	 Figure	 37	 were	 measured	 and	 analyzed	 by	

Dr.		Michael	Wierer	(Mann	laboratory,	Max	Planck	Institute	of	Biochemistry).	 	
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Discussion	

Eukaryotic	cells	utilize	many	different	molecular	mechanisms	to	ensure	that	their	genomes	are	

copied	precisely	once	during	each	cell	cycle.	Most	importantly,	DNA	replication	in	eukaryotes	is	

carried	out	as	a	two-step	process	with	origin	licensing	occurring	from	late	M	to	late	G1	phase	and	

origin	firing	occurring	from	S	to	M	phase.	The	regulation	of	licensing	factors	has	been	intensively	

studied	over	the	last	two	decades	in	several	model	organisms.	These	studies	revealed	that	each	of	

the	 participating	 protein	 complexes	 is	 targeted	 by	 at	 least	 one	 if	 not	 more	 molecular	

mechanisms	 238.	 Yet,	 we	 know	 comparatively	 little	 about	 the	 regulation	 of	 firing	 factors,	

particularly	when	 it	comes	 to	higher	eukaryotes.	The	best	understanding	has	been	attained	 in	

budding	 yeast,	 where	 three	 main	 regulators	 of	 firing	 factors	 have	 been	 characterized:		

CDK	 activates	 firing	 factors	 30-32	 and	 Rad53	 as	 part	 of	 an	 activated	 DNA	 damage	 checkpoint	

response	inhibits	them	131,132.	Further	research	suggested	a	role	for	Cdc14	in	the	inactivation	93,	

however	 mechanistic	 details	 remained	 to	 be	 determined.	 We	 thus	 set	 out	 to	 investigate	 the	

regulatory	mechanisms	inactivating	firing	factors	in	M	phase	in	more	detail.	

1. Gap	phases	and	the	cell	cycle	

While	general	cell	cycle	transitions	behave	like	unidirectional,	ultrasensitive	switches	239,240,	it	is	

currently	unclear	how	principal	cell	cycle	regulation	mechanisms	are	linked	to	the	control	of	DNA	

replication.	 In	 general,	 transitions	 between	 replication	 phases	 could	 occur	 highly	 similar	 to	

transitions	between	cell	cycle	phases	(Figure	57	A).	However,	such	ultrasensitive	switches	would	

require	 the	 presence	 of	 feedback	 loops	 241	 and	 supporting	 experimental	 evidence	 for	 their	

existence	has	not	been	obtained	so	far.	Thus,	 in	the	absence	of	feedback	loops,	transitions	will	

occur	more	 gradually	 (Figure	 57	 B).	 In	 such	 a	 scenario,	 it	 becomes	 difficult	 to	 keep	 the	 two	

molecular	processes	completely	separate	and	cells	might	risk	an	overlap	of	licensing	and	firing	

phases	 that	 could	 give	 rise	 to	 genomic	 instability	 by	 sporadic	 over-replication	 (as	 discussed	

below).	Yet,	no	matter	if	the	transition	occurs	switch-like	or	gradually,	cells	could	also	avoid	any	

potential	 overlap	between	 licensing	 and	 firing	phases	by	 introducing	 a	 temporal	 order	 in	 the	

transition	so	that	first	one	phase	is	inactivated	before	the	next	phase	is	activated	(Figure	57	C).	

Even	 though	still	 limited,	 there	 is	mounting	evidence	 that	 the	regulation	of	replication	phases	

could	 occur	 via	 ordered	 sequences	 of	 inactivation	 and	 activation.	 Our	 study	 now	 provided		

a	comprehensive	analysis	of	the	inactivation	and	activation	of	replication	factors	in	M	phase.	
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Figure	57	–	Different	models	for	transitions	between	replication	phases.	
At	the	G1-S-transition	cells	finish	origin	licensing	and	commence	origin	firing.	
The	transition	between	these	two	replication	phases	can	in	principle	occur	
either	(A)	switch-like	or	(B)	gradually.	Furthermore,	transitions	can	also	be	
ordered	 if	 different	 regulators	 target	 licensing	 and	 firing	 factors	 with		
a	 temporal	 offset	 (C).	 Note	 the	 differences	 in	 potential	 overlap	 between	
licensing	and	firing	phases	depending	on	the	type	of	transition	as	indicated	
by	the	shaded	areas.	

	

	

	

	

Based	on	the	pivotal	role	of	CDK	phosphorylation	in	the	regulation	of	replication	factors,	we	first	

established	a	system	to	monitor	these	phosphorylation	events	during	the	cell	cycle	and	elucidate	

the	 temporal	 regulation	of	 replication	phases	 in	budding	yeast	(Figure	9	and	Figure	10).	This	

system	revealed	that	activation	and	inactivation	of	replication	factors	occurs	in	a	highly	ordered	

manner,	 particularly	during	M	phase.	 Cells	 first	 inactivate	 firing	 factors	before	 they	 allow	 the	

re-activation	of	licensing	factors	and	therefore	separate	these	two	processes	with	an	intermittent	

gap	phase.	Such	a	temporal	separation	should	in	principle	also	be	in	place	at	the	G1/S-transition,	

where	licensing	factors	are	inactivated	first	by	G1-CDK	and	firing	factors	will	only	be	activated	

later	by	S-CDK	(Figure	7	and	Figure	8).	These	gap	phases	ensure	genomic	stability	by	providing	

robustness	to	the	regulation	of	replication.	In	the	following,	we	therefore	discuss	how	such	gap	

phases	 can	 be	 generated	 on	 the	 molecular	 level	 (key	 mechanisms	 are	 highlighted		

in	Figure	58).	

1.1. Cyclin	specificity	and	kinases	in	replication	control	

The	regulation	of	DNA	replication	is	tightly	linked	to	the	cyclin-dependent	kinase	CDK	in	budding	

yeast.	CDK	associates	with	its	different	regulatory	cyclins	at	specific	times	during	the	cell	cycle	

and	 gaps	 between	 cell	 cycle-regulated	 processes	 will	 therefore	 be	 explained	 by	 the	 intrinsic	

specificity	of	different	cyclin-CDK	complexes.	Previous	studies	have	characterized	that	cyclins	can	

confer	 substrate	 specificity	 to	 CDK	 170,242-244.	 Indeed,	 this	 aspect	 of	 CDK	 regulation	 affects	

replication	factors	at	the	transition	from	G1	to	S	phase.	It	has	been	shown	that	G1-CDK	(Cdc28	

with	Cln1/2	 in	budding	yeast)	can	already	phosphorylate	and	 thereby	 inactivate	 the	 licensing	

factor	Cdc6	as	well	as	the	Mcm2-7	complex	65,68,245.	An	interaction	between	ORC	and	G1-CDK	has	

also	 been	 reported,	 however	 it	 remains	 unclear	 if	 G1-CDK	 indeed	 phosphorylates	 ORC	246.		

Yet,	 G1-CDK	 does	 not	 target	 the	 firing	 factors	 Sld2	 and	 Sld3.	 These	 proteins	 require	 the	
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accumulation	of	S-CDK	activity	(Cdc28	with	Clb5/6	in	budding	yeast)	to	become	activated	30-32,72.	

Thus,	different	cyclin-CDK	complexes	could	order	the	inactivation	and	activation	of	replication	

factors	at	the	G1/S-transition.	Intriguingly,	our	phosphorylation	shift-based	experimental	system	

was	also	able	to	recapitulate	parts	of	this	regulation	in	cycling	cells	(Figure	7	and	Figure	8).	

Interestingly,	it	is	only	S-CDK	and	not	M-CDK	that	phosphorylates	Sld2	and	Sld3	efficiently.	Cells	

lacking	S	phase	cyclins	Clb5	and	Clb6	only	achieve	to	phosphorylate	about	50%	of	the	Sld2	and	

Sld3	molecules	at	steady-state	and	also	 lose	 the	phosphorylated	species	of	 these	 two	proteins	

quickly	if	arrested	in	M	phase	(Figure	8	and	data	not	shown).	These	data	therefore	emphasize	the	

importance	of	cyclins	 for	 targeting	the	right	CDK	substrates	at	 the	right	 time	and	suggest	that	

potent	mechanisms	counteract	the	CDK-phosphorylation	of	Sld2	and	Sld3.	Since	licensing	factors	

such	 as	 Orc6	 or	 Cdc6	 are	 targets	 of	 M-CDK	 (Cdc28	 with	 Clb1/2	 in	 budding		

yeast)	 61,71,170,	which	 is	also	present	at	 later	stages	of	M	phase,	cyclin	specificity	may	thus	also	

contribute	to	the	generation	of	the	gap	in	M	phase.	

It	has	been	shown	that	multi-site	modifications	can	in	general	introduce	thresholds	at	transitions	

between	two	states	247-250.	Indeed,	proteins	involved	in	DNA	replication	are	often	phosphorylated	

at	 multiple	 sites	 31,32,63,72,80,131,132,251	 and,	 therefore,	 multi-site	 phosphorylation	 could	 also	

contribute	 to	 the	 generation	 of	 gap	 phases	 in	 the	 DNA	 replication	 program.	 Mathematical	

modelling	 of	 replication	 control	 at	 the	 G1/S-transition	 suggested	 that	 the	 requirement	 for	

multi-site	phosphorylation	of	Sld2	and	Sld3	for	triggering	origin	firing	could	indeed	sufficiently	

separate	licensing	and	firing	and	thereby	prevent	over-replication	252.	However,	it	remains	to	be	

determined	if	modification	of	a	protein	on	multiple	sites	or	removal	of	these	modifications	also	

contributes	 in	 the	 same	 way	 to	 the	 separation	 of	 licensing	 and	 firing	 in	 M	 phase.	 Multisite	

phosphorylation	of	firing	factors	could	for	example	facilitate	an	interaction	with	phosphatases	or	

E3	ubiquitin	ligases	(see	below)	and	thereby	enable	inactivation	of	origin	firing	in	M	phase	prior	

to	re-activation	of	origin	licensing.	Taken	together,	kinases	are	key	regulators	of	DNA	replication	

that	enable	robust	control	of	replication	through	gap	phases	via	their	specificity	and	via	multi-site	

modification	of	proteins.	

1.2. Phosphatase-substrate	interactions	in	replication	control	

Analogously	 to	 the	 regulation	 of	 the	 activity	 of	 replication	 factors	 by	 kinases,	 the	 removal	 of	

modifications	by	phosphatases	is	equally	suited	to	generate	gap	phases.	Studying	phosphatases	

has	been	difficult	due	 to	 the	 few	experimental	 tools	available	 and	also	 in	part	due	 to	 the	 less	

specific	interactions	with	substrates	as	compared	to	kinases.	However,	the	mitotic	phosphatase	

Cdc14	has	previously	been	shown	to	target	replication	factors	93,94	and	our	data	further	extend	

this	 view	 (Figure	 28).	 We	 observed	 that	 firing	 factors	 are	 more	 rapidly	 dephosphorylated	

compared	to	licensing	factors.	Interestingly,	Cdc14	has	been	found	to	dephosphorylate	its	targets	
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in	 a	 specific	 order	 due	 to	 differential	 catalytic	 efficiency	 187.	 Consistent	 with	 our	 data,	

phosphorylated	Orc6	has	been	found	to	be	among	the	late	targets	of	Cdc14	and	therefore	the	gap	

phase	in	M	phase	could	rely	on	the	order	of	dephosphorylation	imposed	by	the	catalytic	efficiency	

of	 Cdc14	 towards	 its	 substrates.	 It	 is	 interesting	 to	 note	 in	 this	 context	 that	 such	 different	

efficiencies	 could	 in	 principle	 also	 be	 linked	 to	 multi-site	 modification	 of	 the	 substrates	 as	

discussed	 above,	 which	 may	 also	 serve	 to	 attract	 phosphatases.	 Furthermore,	 Cdc14	

preferentially	targets	phospho-serines	and	binds	to	short	peptide	motifs	on	its	substrates	188,253.	

Therefore,	these	data	suggest	that	the	specific	order	for	dephosphorylation	could	be	encoded	in	

the	 amino	acid	 sequence	of	Cdc14’s	 substrates.	While	being	 an	 important	pathway	 to	 reverse	

CDK	phosphorylation	of	substrates	during	the	cell	cycle	in	general,	our	experiments	also	clearly	

show	that	additional	phosphatases	must	be	involved	in	the	regulation	of	replication	proteins.	In	

particular,	dephosphorylation	of	firing	factors	is	only	marginally	slower	in	a	cdc14-3	mutant	thus	

suggesting	that	other	phosphatases	target	these	proteins	very	efficiently.	

While	 Cdc14	 is	 the	 predominant	 phosphatase	 for	 mitotic	 exit	 in	 budding	 yeast,	 protein	

phosphatase	1	(PP1)	and	protein	phosphatase	2A	(PP2A)	are	central	regulators	of	mitosis	in	other	

organisms	254	and	therefore	constitute	promising	candidates	to	regulate	replication	factors	also	

in	budding	yeast.	Similar	to	Cdc14,	PP2A	in	complex	with	its	regulatory	subunit	Cdc55	has	been	

implicated	 in	 ordering	 cell	 cycle	 phosphorylation	 events	 by	 preferentially	 dephosphorylating	

phospho-threonine	residues	255.	Interestingly,	origin	firing	critically	requires	phosphorylation	of	

Sld2’s	threonine	84	and	Sld3’s	threonine	600	by	CDK	31,32,72.	While	the	contributions	of	individual	

phosphorylation	sites	on	licensing	factors	has	not	been	characterized	in	sufficient	detail,	many	

serine	 residues	 are	 in	 pivotal	 positions,	 e.g.	 at	 the	 nuclear	 import/export-switch	 for	 the	

Mcm2-7	complex	67.	It	 is	thus	tempting	to	speculate	that	PP2A-Cdc55	is	involved	in	separating	

licensing	from	firing	at	the	G1/S-transition	by	preferentially	counteracting	phosphorylation	on	

critical	 threonine	 residues	 on	 firing	 factors.	 Even	 though	 the	 temporal	 resolution	 of	 our	

experiments	 is	 limited,	our	data	do	however	not	 indicate	 that	cells	would	enter	S	phase	more	

quickly	in	the	absence	of	Cdc55	(Figure	33).	When	studying	cells	in	M	phase,	we	also	did	not	detect	

any	effect	on	the	gap	between	firing	and	licensing	in	cdc55∆	mutants	(Figure	32).	Even	though	

redundancy	with	other	phosphatases	cannot	be	excluded,	we	conclude	from	these	experiments	

that	PP2A-Cdc55	does	not	play	a	major	role	in	ordering	replication	phases	and	dephosphorylating	

firing	factors	prior	to	licensing	factors	in	M	phase.	

Recently,	it	has	been	reported	that	PP1	in	association	with	its	targeting	subunit	Rif1	counteracts	

DDK-phosphorylation	 of	 the	 Mcm2-7	 complex	 in	 G1	 phase	 83-85.	 Even	 though	 this	 regulatory	

mechanism	is	mainly	affecting	the	timing	of	origin	firing	locally,	 it	might	still	contribute	to	the	

overall	 robustness	 of	 DNA	 replication	 control	 by	 helping	 to	 establish	 a	 general	 threshold	 for	

DDK	activity.	 Despite	 the	 role	 of	 PP1-Rif1	 in	 G1,	 it	 has	 not	 been	 assessed	 if	 PP1	 also	 targets	
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replication	proteins	in	other	cell	cycle	phases.	Our	data	provide	a	first	evidence	that	PP1	in	general	

is	 required	 for	 properly	 dephosphorylating	 replication	 factors	 in	 M	 phase	 (Figure	 29).		

However,	cells	lacking	RIF1	still	dephosphorylate	firing	factors	rapidly	in	M	phase	(Figure	30	and	

Figure	31).	Thus,	PP1	probably	engages	with	a	different	targeting	subunit	for	this	regulatory	role	

and	 it	 will	 be	 crucial	 to	 identify	 this	 targeting	 subunit	 to	 obtain	 deeper	 insights	 into	

DNA	replication	control	by	phosphatase	PP1.	

In	summary,	either	by	shaping	thresholds	via	efficiently	counteracting	kinases	or	by	intrinsically	

dephosphorylating	substrates	with	a	different	timing,	phosphatases	contribute	to	generating	gap	

phases	in	the	replication	program.	Unfortunately,	our	experimental	tools	to	study	phosphatases	

are	more	limited	compared	to	the	ones	available	to	study	kinases,	so	more	work	in	this	area	will	

be	needed	to	thoroughly	address	the	contributions	of	phosphatases.	

1.3. Degradation	in	DNA	replication	control	

A	specific	order	of	events	during	the	cell	cycle	can	also	be	achieved	by	degradation	of	key	proteins	

of	interest.	Central	cell	cycle	regulators	such	as	the	CDK	inhibitor	Sic1	are	for	example	targeted	

for	 degradation	 with	 an	 exquisite	 timing	 249,256	 and	 regulation	 of	 replication	 proteins	 by	

degradation	is	also	a	common	theme.	

In	budding	yeast,	the	most	prominent	example	is	licensing	factor	Cdc6.	Multiple	pathways	target	

Cdc6	for	degradation	in	G1-arrested	cells	and	in	S	phase	68,213.	Rapid	degradation	of	Cdc6	in	late	

G1	phase	is	induced	by	G1-CDK	and	it	is	conceivable	that	Cdc6	is	inactivated	by	this	mechanism	

before	cells	begin	to	fire	origins.	Therefore,	degradation	of	Cdc6	could	generate	a	gap	between	

licensing	and	firing	at	the	G1/S-transition.		

In	M	phase,	the	anaphase-promoting	complex	APC	targets	its	substrates	for	degradation	following	

a	specific	order	257,258.	Among	the	early	substrates	are	the	regulatory	DDK	subunit	Dbf4	as	well	as	

S	phase	cyclin	Clb5,	which	are	both	facilitating	origin	firing.	Only	at	a	later	stage,	the	APC	targets	

the	 major	 M	 phase	 cyclin	 Clb2,	 which	 facilitates	 the	 inhibition	 of	 origin	 licensing	 by	 several	

mechanisms.	 Thereby,	 the	 APC	 contributes	 to	 the	 temporal	 separation	 of	 firing	 and	 licensing	

during	M	phase.	

Our	study	has	identified	a	rapid	and	phosphorylation-mediated	pathway	that	targets	active	Sld2	

for	 degradation.	 This	 pathway	 is	 mediated	 by	 the	 ubiquitin	 ligases	 Dma1	 and	 Dma2,	 which	

recognize	a	specific	phosphorylation	pattern	on	Sld2	(Figure	19,	Figure	21,	Figure	22,	and	Figure	

23).	As	this	phosphorylation-dependent	degron	is	activated	even	prior	to	the	APC,	it	ensures	that	

firing	 and	 licensing	 are	 temporally	 separated	 by	 a	 gap	 phase	 at	 the	 transition	 in	 M	phase.	

Intriguingly,	rapid	Sld2	degradation	mediated	by	the	same	degron	region	also	prevents	aberrant	

DNA	replication	between	meiotic	divisions	 259.	A	related	degron	uses	phosphorylation	by	CDK,	
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DDK	 and	 Mck1	 but	 not	 Cdc5	 to	 target	 the	 cohesion-establishing	 acetyltransferase	 Eco1	 for	

degradation	via	SCF-Cdc4	precisely	at	the	end	of	S	phase	260-262.	Overall,	these	findings	suggest	that	

protein	degradation	is	an	effective	mechanism	to	separate	DNA	replication	phases.	

Work	in	higher	eukaryotes	also	suggests	that	degradation	by	the	same	ubiquitin-ligase	could	be	

used	 to	 order	 events	 during	 DNA	 replication:	 In	 human	 cells,	 the	 ubiquitin	 ligase	 Crl4-Cdt2	

interacts	with	the	replication	factor	PCNA	and	targets	its	substrates	for	degradation	with	different	

kinetics:	Cdt1	is	degraded	first,	while	the	G1/S-	and	S-CDK	inhibitor	p21	is	only	targeted	later	263.	

Even	 though	 the	 interpretation	 of	 these	 data	 is	 complicated	 by	 Crl4-Cdt2’s	 requirement	 for	

DNA-bound	PCNA	and	thus	active	replication,	these	data	strongly	suggest	that	origin	licensing	is	

stopped	 before	 S-CDK	 is	 fully	 activated	 and	 thus	 again	 indicate	 the	 presence	 of	 a	 gap	 phase.	

Despite	these	insights	into	the	regulation	of	replication	at	the	G1/S-transition	in	vertebrates,	it	

remains	unclear	how	firing	factors	are	regulated	during	M	phase	in	higher	eukaryotes	owing	to	

our	limited	understanding	of	the	control	of	origin	firing	in	other	organisms	besides	budding	yeast.	

While	it	is	likely	that	the	substrate	preferences	of	the	APC	resemble	those	in	budding	yeast	and	

that	regulation	of	DDK	and	cyclin	levels	plays	a	role,	the	critical	regulators	of	origin	firing	first	

need	to	be	identified	in	these	organisms.	

In	summary,	gap	phases	in	the	regulation	of	DNA	replication	are	implemented	at	various	levels.	

Protein	degradation	appears	 to	be	efficiently	used	to	 terminate	a	replication	phase	before	 the	

subsequent	 phase	 is	 about	 to	 start.	 In	 addition,	 endowing	 kinases	 and	 phosphatases	 with	

differential	affinities	 towards	their	substrates	ensures	 that	 the	 transitions	between	replication	

phases	follow	a	precise	order.	Our	data	on	the	regulation	of	Sld2	suggest	that	proper	regulation	

by	 kinases	 and	 phosphatases	 can	 still	 compensate	 for	 perturbed	 degradation	 (Figure	 24	 and	

Figure	25).	A	careful	analysis	of	the	interdependencies	between	these	layers	of	regulation	will	be	

required	to	understand	the	roles	of	the	regulatory	gap	phases	within	the	replication	program.	

	

Figure	58	–	Mechanisms	contributing	to	the	temporal	separation	of	replication	phases.	
Origin	licensing	and	origin	firing	are	tightly	coupled	to	different	cell	cycle	phases.	The	specificity	of	CDK	in	complex	with	
different	 cyclins	 as	 well	 as	 degradation	 of	 key	 replication	 factors	 such	 as	 Cdc6	 or	 Sld2	 generate	 such	 temporal	
separation.	 In	 addition,	 the	 phosphorylation	 states	 of	 replication	 factors	 and	 thus	 their	 activities	 are	 likely	 to	 be	
influenced	by	protein	phosphatases.		
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2. Robust	control	by	synergizing	mechanisms	

DNA	 replication	 initiates	 from	many	 origins	 in	 order	 to	 facilitate	 a	 timely	 duplication	 of	 the	

genome.	During	a	budding	yeast	S	phase,	replication	initiates	from	approximately	400	origins	and	

regulation	 at	 each	 of	 these	 origins	 needs	 to	 occur	 with	 a	 high	 accuracy	 to	 avoid		

over-replication	 5,264.	 Simple	 calculations	 can	 demonstrate	 how	 efficient	 this	 control	 needs		

to	be	5:	Assuming	a	99%	efficient	block	to	over-replication	on	the	level	of	a	single	origin,	this	would	

mean	 that	 in	 budding	 yeast	 only	 1.8%	 (=	 (0.99)400)	 of	 S	 phases	 would	 occur	 without	 any	

over-replication.	The	problem	would	be	even	exacerbated	when	looking	at	human	cells,	which	use	

approximately	50000	origins	in	S	phase:	Here,	the	ratio	of	S	phases	without	any	over-replication	

would	be	(0.99)50000	=	6	x	10-219.	To	ascertain	that	more	than	99%	of	the	S	phases	occur	without	

any	over-replication,	the	block	to	over-replication	needs	to	achieve	at	least	a	99.999%	efficiency	

in	budding	yeast	or	99.99999%	efficiency	 in	human	cells	 5.	This	calculation	highlights	that	the	

problem	 exponentially	 increases	 with	 genome	 size	 and	 that	 an	 even	 more	 robust	 control	 is	

required	to	replicate	a	larger	genome.	Obviously,	achieving	such	a	robust	control	with	just	one	

mechanism	would	 be	 very	 difficult.	 However,	 combining	multiple	 regulatory	mechanisms	 can	

increase	 the	 efficiency	 and	 allows	 to	 synergistically	 block	 over-replication	 63,139,140,149.		

Multiple	molecular	mechanisms	to	regulate	replication	factors	at	the	G1/S-transition	have	been	

described,	comprising	phosphorylation	to	block	enzymatic	activity,	interactions	with	inhibitors,	

and	 degradation	 of	 key	 proteins.	 Furthermore,	 a	 specific	 licensing	 inhibitor	 called	 geminin	 is	

present	in	metazoans	and	constitutes	an	additional	pathway	to	control	replication.	Yet,	molecular	

mechanisms	 regulating	 firing	 factors	 were	 so	 far	 limited	 to	 activating	 and	 inhibiting	

phosphorylation.		

Our	study	revealed	a	new	regulatory	mechanism	affecting	the	firing	factor	Sld2.	When	cells	enter	

M	phase,	Sld2	is	targeted	for	degradation	by	a	complex	phosphorylation-dependent	degron.	At	

least	four	different	kinases	are	required	to	generate	a	complex	phosphorylation	pattern	on	Sld2	

that	is	recognized	by	the	E3	ubiquitin	ligases	Dma1	and	Dma2,	which	facilitate	degradation	of	Sld2	

with	 a	 precise	 timing.	 This	 molecular	 mechanism	 provides	 an	 additional	 pathway	 next	 to	

dephosphorylation	 to	 control	 the	 activity	 of	 firing	 factor	 Sld2	during	M	phase.	Whether	 firing	

factors	 are	 also	 regulated	 through	 interactions	 with	 inhibitors	 is	 currently	 not	 known.		

However,	 the	 availability	 of	 multiple	 pathways	 to	 regulate	 firing	 factors	 suggests	 that	 these	

pathways	synergize	 to	robustly	control	Sld2	and	thereby	origin	 firing.	 Indeed,	 the	stable	SLD2	

mutants	that	were	generated	in	the	course	of	this	study	specifically	perturbed	the	regulation	of	

Sld2	in	M	phase	but	cells	were	still	viable.	Similar	to	mutations	in	pathways	that	regulate	licensing	

factors	139,140,	multiple	mutations	will	likely	need	to	be	combined	to	affect	viability	indicating	that	

these	 pathways	 can	 functionally	 backup	 each	 other.	 In	 this	 regard,	 it	 will	 be	 interesting	 to	
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disentangle	 the	 different	 contributions	 of	 these	 pathways	 and	 their	 relative	 importance.	 Our	

stable	SLD2	mutant	will	be	a	helpful	tool	in	this	endeavor.	

Interestingly,	it	has	also	been	shown	that	even	though	the	same	set	of	molecular	mechanisms	to	

regulate	licensing	factors	is	used	in	all	model	organisms,	their	specific	targets	differ	even	within	

the	same	genus	265.	Furthermore,	regulatory	mechanisms	can	be	transplanted	between	licensing	

factors	and	thereby	still	allow	robust	replication	control	265.	These	data	indicate	that	the	precise	

target	 of	 a	 regulatory	mechanism	 is	 probably	 less	 important	 than	 having	 such	 a	mechanism	

available	at	all.	In	this	regard,	it	will	be	interesting	to	see	if	rapid	degradation	of	firing	factors	in	

M	phase	occurs	also	in	other	model	organisms.	Even	though	we	are	only	beginning	to	understand	

how	origin	 firing	 is	 regulated	 in	model	 organisms	apart	 from	budding	yeast,	 homologs	of	 the	

critical	CDK-regulated	firing	factors	Dpb11,	Sld2	and	Sld3	are	present	in	many	eukaryotes	and	

also	interact	with	each	other	266.	It	is	thus	tempting	to	speculate	that	the	complex	per	se	could	be	

regulated	by	the	rapid	degradation	of	one	of	the	interacting	partners.	

In	 addition	 to	molecular	mechanisms	 directly	 affecting	 replication	 factors,	 replication	 control	

could	also	be	exerted	by	controlling	the	accessibility	of	chromatin,	which	is	the	ultimate	substrate	

of	the	replication	factors.	While	the	ORC	complex	binds	to	origins	of	replication	throughout	the	

cell	cycle	in	budding	yeast	cells	267,	higher	eukaryotes	dissociate	ORC	or	some	of	its	subunits	from	

chromatin	268.	Intriguingly,	a	recent	study	in	human	cells	has	shown,	that	chromatin	condensation	

mediated	by	methylation	of	 lysine	20	on	histone	H4	 can	 impose	 a	 threshold	 to	 restrict	 origin	

licensing	during	mitosis	269.	These	data	draw	attention	to	the	regulation	of	chromatin	as	another	

potent	way	to	introduce	a	temporal	control	on	DNA	replication.	

3. Differences	between	sporadic	and	overt	over-replication	

It	 has	 been	 a	 long-standing	 interest	 in	 the	 replication	 field	 to	 study	 the	 consequences	 of	

over-replication,	 i.e.	 repeated	 initiation	 from	a	subset	 of	 origins	within	 the	 same	 cell	 cycle.	 In	

particular,	over-replication	caused	in	M	phase	by	relieving	licensing	factors	from	CDK	control	has	

been	studied	in	great	detail	in	budding	yeast	63,139,140.	Multiple	characteristics	and	consequences	

of	 overt	 over-replication	 have	 been	 revealed	 by	 using	 this	 system	 141,143-146.	 Yet,	 overt	

over-replication	is	highly	toxic	and	requires	the	deregulation	of	several	controls	at	the	same	time.		

As	discussed	before,	the	functional	overlap	between	the	molecular	mechanisms	controlling	DNA	

replication	 provides	 a	 buffer	 in	 case	 one	 of	 the	 regulatory	mechanisms	 is	 abrogated	 or	 fails.	

However,	 such	 a	 situation	 could	 give	 rise	 to	 sporadic	 over-replication	 as	 the	 probability	 for	

uncontrolled	replication	at	a	specific	origin	would	be	increased.	As	this	lower	amount	might	not	

be	 sufficient	 to	 activate	 the	 DNA	 damage	 checkpoint,	 this	 genomic	 instability	 might	 be		

a	 contributing	 factor	 during	 tumorigenesis	 where	 the	 control	 of	 the	 G1/S-transition	 is	 often		

affected	162-166.	
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In	budding	yeast,	several	systems	are	available	to	induce	sporadic	over-replication	by	partially	

deregulating	either	licensing	factors	139,140,143	or	firing	factors	149,270.	Importantly,	our	stable	sld2	

mutants	 provide	 the	 first	 tool	 to	 study	 the	 effect	 of	 deregulating	 replication	 specifically	 at	

transitions	between	licensing	and	firing.		

Despite	the	availability	of	the	experimental	tools	to	study	sporadic	over-replication,	there	is	a	lack	

of	 sensitive	 methods	 to	 detect	 such	 rare	 events.	 Sporadic	 over-replication	 gives	 rise	 to	

intrinsically	stochastic	events	that	can	occur	throughout	the	genome.	Physical	assays	such	as	the	

analysis	 of	whole	 chromosomes	 by	 pulsed-field	 gel	 electrophoresis	 or	 Southern	 blots	 are	 not	

sensitive	enough	to	resolve	these	events.	The	sensitivity	of	modern	next-generation	sequencing	

techniques	 would	 in	 principle	 be	 sufficient	 but	 so	 far	 genetic	 signatures	 that	 are	 unique	 to	

over-replication	have	not	been	characterized.	Therefore,	it	will	be	a	key	challenge	for	the	field	to	

develop	new	methodology	to	sensitively	detect	over-replication	and	thereby	facilitate	the	study	

of	sporadic	over-replication.	

4. Characteristics	and	consequences	of	over-replication	in	G1		

To	advance	the	understanding	of	over-replication,	we	have	established	an	experimental	setup	to	

induce	 and	 sensitively	 measure	 over-replication	 in	 G1	 phase	 by	 flow	 cytometry	 and	

next-generation	 sequencing	 (Figure	 35	 and	 Figure	 36).	 The	 utilization	 of	 EdU	 facilitates	 the	

quantification	of	our	results	as	DNA	synthesis	can	easily	be	compared	to	“normal”	replication	in	

S	phase	and	allow	us	to	obtain	deeper	mechanistic	insights.	

Consistent	with	previous	studies	32,149,	over-replication	due	to	origin	firing	in	G1	is	highly	toxic	to	

the	cells	and	leads	to	the	accumulation	of	DNA	damage.	It	has	been	speculated	that	origin	firing	

might	 occur	preferentially	 on	 specific	 chromosomes	due	 to	a	high	 frequency	of	 survivors	 that	

carried	 whole	 chromosome	 duplications	 149.	 Yet,	 our	 sequencing	 data	 demonstrate	 that	 all	

chromosomes	are	equally	affected	by	origin	firing	in	G1	phase	on	a	population	level	(Figure	36	A).	

An	under-representation	of	origins	close	to	telomeres	as	well	as	an	over-representation	of	origins	

close	 to	 centromeres	 is	 visible	 in	 our	 dataset	 and	 highlights	 that	 our	 system	 primarily	

recapitulates	regular	S	phase	replication	timing	37,41,83-86.		

Furthermore,	we	were	able	to	demonstrate	that	replisomes	assembled	in	G1	are	highly	similar	to	

those	assembled	in	S	phase	by	using	affinity	purification	combined	with	mass	spectrometry	207.	

Considering	the	central	role	of	CDK	phosphorylation	in	replication	control,	the	replisomes	that	we	

recovered	 from	G1	and	S	phase	cells	were	remarkably	similar.	 Interestingly,	we	observed	one	

notable	difference	in	the	replisome	composition:	The	cohesin	complex	associated	with	replisomes	

only	 in	S	and	not	G1	phase.	Since	cohesion	between	sister	chromatids	 is	normally	established	

during	DNA	replication	209,	this	difference	might	provide	an	explanation	for	the	observed	slow	

progression	through	M	phase	(Figure	47)	and	genomic	instability	resulting	from	over-replication.	
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Despite	the	similar	protein	composition,	replication	in	G1	phase	appears	to	be	less	efficient	than	

replication	 in	S	phase.	While	cells	replicate	 their	DNA	within	20	min	during	a	normal	S	phase,	

origin	firing	in	G1	phase	needs	to	be	induced	for	at	least	240	min	to	achieve	the	same	amount	of	

DNA	synthesis.	This	difference	could	be	explained	in	two	different	ways:	Either	DNA	replication	

initiation	 occurs	 from	 fewer	 origins	 or	 replisomes	 progress	 slower	 in	 G1	 phase.	 Indeed,	 our	

comparison	of	replisomes	by	mass	spectrometry	indicates	that	there	are	about	four	times	more	

replisomes	 present	 in	 the	 S	 phase	 samples	 compared	 to	 our	 G1	 phase	 replication	 setup		

(Figure	37).	Since	all	origins	can	in	principle	contribute	to	replication	in	G1	phase	(Figure	36),	

these	data	collectively	demonstrate	that	replication	initiation	in	G1	phase	is	less	efficient	than	in	

S	phase.	Yet,	there	remains	a	discrepancy	between	the	ten-times	faster	DNA	synthesis	in	S	phase	

but	 only	 four-times	 more	 replisomes.	 Therefore,	 it	 also	 seems	 plausible	 that	 replisomes	 in	

G1	phase	progress	with	reduced	speed.	We	hypothesized	that	other	factors	such	as	e.g.	the	cellular	

concentration	of	dNTPs	could	be	limiting	(Figure	41).	However,	upregulation	of	ribonucleotide	

reductase	did	not	accelerate	DNA	synthesis	in	G1	phase.	Another	interesting	hypothesis	is	that	

post-translational	modifications	such	as	CDK	phosphorylation	might	be	required	to	achieve	full	

replication	speed.	Indeed,	it	has	been	shown	that	CDK	phosphorylates	DNA	polymerases	271,272	

and	might	thereby	influence	replication	speed.	Since	the	optimized	in	vitro	replication	reaction	

accurately	reproduce	the	speed	and	efficiency	of	DNA	replication	in	vivo	52-54,	the	contributions	of	

CDK	phosphorylation	on	different	 replisome	 components	 to	overall	 replisome	 speed	 could	be	

determined	 using	 this	 biochemical	 system.	 Similarly,	 DNA	 fiber	 analysis	 could	 yield	 detailed	

insights	into	the	initiation	pattern	and	replication	fork	speed	in	vivo	after	origin	firing	in	G1	phase.	

Even	 though	 it	 remains	 to	 be	 determined	why	 origin	 firing	 in	 G1	 phase	 is	 less	 efficient,	 this	

experimental	system	allows	us	to	efficiently	induce	over-replication	and	study	its	consequences.	

Budding	 yeast	 cells	 do	 not	 detect	 over-replicated	 DNA	 in	 G1	 phase.	 In	 line	 with	 a	 previous	

study	149,	 we	 observed	 hyperphosphorylation	 of	 Rad53	 as	 a	 proxy	 for	 activation	 of	 the	 DNA	

damage	 checkpoint	 only	 later	 in	 the	 cell	 cycle	 after	bulk	 replication	was	 finished	 (Figure	42).		

Yet,	our	data	also	indicate,	that	a	limited	amount	of	DNA	damage	is	already	generated	in	G1	phase	

(Figure	38).	In	the	course	of	our	study,	we	thus	aimed	to	elucidate	where	the	delayed	activation	

of	the	DNA	damage	checkpoint	stems	from.	

5. No	DNA	damage	checkpoint	activation	in	G1		

The	DNA	damage	checkpoint	monitors	the	integrity	of	DNA	and	arrests	the	cell	cycle	to	facilitate	

adequate	repair	and	prevent	aggravation	of	the	DNA	damage.	Previous	studies	have	suggested	

that	 the	DNA	 damage	 checkpoint	 distinguishes	 between	 different	 types	 and	 amounts	 of	 DNA	

damage	 273-276.	 In	 particular,	 resection	 of	 DNA	 double-strand	 breaks	 is	 strongly	 reduced	 in	

G1	phase	 cells	 275,277	 and	 therefore	 limits	 the	 amount	 of	 exposed	 single-stranded	 DNA.	
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Intriguingly,	it	has	recently	been	shown	that	the	DNA	damage	checkpoint	comprises	two	distinct	

signaling	circuits	235:	Local	signaling	as	mediated	by	the	γH2A	modification	is	hardly	influenced	

by	 the	 amount	 of	 exposed	 single-stranded	 DNA	 whereas	 global	 signaling	 via	

hyper-phosphorylated	 Rad53	 quantitatively	 responds	 to	 this	 hallmark	 of	 DNA	 damage.	

Considering	 these	 findings,	 the	 low	levels	of	γH2A	signal	 that	we	detected	in	G1-arrested	cells	

were	probably	not	sufficient	 to	 trigger	a	robust	checkpoint	response	(Figure	38).	Notably,	 the	

γH2A	 signal	 only	 increases	 dramatically	 once	 cells	 commence	 S	 phase	 and	 replicate	 DNA		

(Figure	48	and	Figure	49)	indicating	that	it	is	not	just	the	lack	of	DNA	end	resection	in	G1	phase	

cells	 but	 additional	 replication	during	 S	phase	 that	 leads	 to	 the	 increased	γH2A	 signal,	which	

indicates	DNA	damage.		

Interestingly,	when	we	hyper-sensitized	checkpoint	signaling	by	introducing	a	genetic	fusion	of	

DDC1	and	RAD9,	we	observed	that	these	cells	activate	the	DNA	damage	checkpoint	in	response	to	

over-replication	 in	 G1	 phase	 as	 read	 out	 by	 Rad53	 hyper-phosphorylation	 (Figure	 54).		

Yet,	hyper-sensitized	checkpoint	signaling	also	led	to	a	strong	reduction	of	γH2A,	most	likely	by	

inhibiting	further	origin	firing	and	thus	reducing	the	over-replication	load.	When	these	cells	were	

released	from	the	G1	arrest,	hyper-phosphorylated	Rad53	appeared	to	impose	a	block	on	origin	

firing	and	thereby	slowed	down	overall	DNA	synthesis.	Interestingly,	hyper-sensitized	checkpoint	

signaling	also	helped	to	largely	avoid	an	increase	of	γH2A	levels	during	S	phase	suggesting	that	

these	cells	might	be	able	to	handle	over-replicated	DNA	better	(Figure	55	and	Figure	56).		

It	remains	to	be	determined	if	hyper-sensitized	checkpoint	signaling	is	beneficial	for	the	cells	with	

regards	 to	 over-replication.	 In	 the	 survival	 assays	 that	 we	 have	 performed	 (Figure	 46),	

over-replication	was	equally	toxic	in	wild-type	and	checkpoint-deficient	cells.	Yet,	cells	expressing	

DDC1-RAD9-fusion	showed	decreased	levels	of	γH2A	thus	raising	the	possibility	that	the	hyper-

sensitized	checkpoint	signaling	might	render	these	cells	less	susceptible	to	over-replication	by	

blocking	it	already	at	an	early	stage.	Furthermore,	there	seems	to	be	a	dose-dependency	between	

the	toxicity	of	over-replication	and	the	amount	of	copied	DNA	during	the	G1	arrest	as	judged	by	

our	results	with	a	mrc1∆	mutant	(compare	Figure	43	and	Figure	46).	Cells	lacking	MRC1	have	been	

shown	to	replicate	DNA	less	efficiently,	but	it	is	currently	unclear	if	this	is	due	to	reduced	origin	

firing	 or	 slower	 progression	 of	 replisomes.	 Since	 Rad53	 activation	 in	 G1	 phase	 via	 the	

DDC1-RAD9-fusion	seems	to	inhibit	origin	firing	(Figure	55),	it	appears	from	this	perspective	likely	

that	 survival	 of	 these	 cells	 could	 be	 increased	 even	 though	 they	 have	 to	 overcome	

a	hyper-activated	DNA	damage	checkpoint	in	order	to	proliferate.	
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6. Checkpoint	activation	after	S	phase	

Despite	 the	 presence	 of	 minor	 DNA	 damage	 signals	 in	 over-replicating	 G1	 phase	 cells,	 the	

DNA	damage	checkpoint	is	only	activated	and	stops	further	cell	cycle	progression	once	cells	have	

progressed	through	S	phase.	Interestingly,	we	observed	that	this	checkpoint	activation	prevents	

cells	 from	 fully	 committing	 to	 mitosis	 (Figure	 51).	 The	 active	 checkpoint	 most	 likely	 led	 to	

a	 transcriptional	 downregulation	 of	 mitotic	 genes	 278.	 Moreover,	 our	 data	 demonstrated	 that	

during	 S	 phase	 cells	 replicated	 their	 genomes	 further	 (Figure	 45)	 but	 thereby	 generated	

additional	DNA	damage	(Figure	48	and	Figure	49)	that	ultimately	triggered	the	activation	of	the	

DNA	damage	checkpoint.	The	lack	of	phosphorylation	of	Mms4	argues	against	a	role	of	structure-

specific	nucleases	in	the	generation	of	the	DNA	damage	and	highlights	an	interesting	difference	to	

the	over-replication	system	in	M	phase-arrested	cells	63.	In	this	system,	replication	forks	would	be	

exposed	 to	 active	 Mus81-Mms4,	 which	 could	 potentially	 cleave	 them	 and	 thereby	 generate	

DNA	damage	224,227,279,280.	

A	similar	timing	of	delayed	checkpoint	activation	has	been	observed	in	other	contexts	as	well.	

Cells	lacking	both	topoisomerases	Top1	and	Top2	accumulate	aberrant	replication	intermediates	

that	result	in	hyper-phosphorylation	of	Rad53	281.	In	this	case,	the	exonuclease	Exo1	processes	

persistent	 replication	 forks	 and	 affects	 checkpoint	 activation.	 We	 considered	 that	 our	

over-replication	system	might	give	rise	to	replication	forks	that	persist	until	M	phase	and	could	

be	 processed	 similarly.	 However,	 unlike	 the	 top1	 top2	mutant,	 activation	 of	 the	DNA	 damage	

checkpoint	was	not	influenced	by	deletion	of	EXO1	(data	not	shown)	or	even	deletion	of	EXO1	and	

SGS1,	which	results	in	a	pronounced	defect	in	DNA	end	resection.	

Delayed	activation	of	the	DNA	damage	checkpoint	in	M	phase	was	also	observed	after	a	transient	

arrest	in	S	phase	in	cells	expressing	a	mutant	of	the	nuclease/helicase	Dna2	282,283.	In	this	scenario,	

replication	forks	are	thought	to	undergo	transitions	during	the	arrest,	which	would	normally	be	

counteracted	by	Dna2.	Interestingly,	the	DNA	damage	checkpoint	arrests	these	cells	in	M	phase.	

This	arrest	can	eventually	be	overcome	by	the	activation	of	the	structure-specific	endonuclease	

Yen1.	 However,	 origin	 firing	 in	 G1	 phase	 seems	 to	 differ	 in	 several	 ways.	 Most	 prominently,	

deletion	of	the	DNA	damage	checkpoint	mediator	RAD9	has	no	beneficial	effect	on	cellular	survival	

(Figure	 46)	 and	mutation	 of	 various	 helicases	 and	 nucleases	 did	 not	 affect	 the	 timing	 of	 the	

activation	of	the	DNA	damage	checkpoint	(data	not	shown).	

Overall,	these	studies	demonstrate	that	diverse	cellular	scenarios	could	result	in	activation	of	the	

DNA	damage	checkpoint	 in	M	phase.	 It	 thus	remains	a	critical	question	which	DNA	structures	

trigger	its	activation	in	response	to	over-replication	and	how	the	delayed	timing	is	achieved.	Our	

data	on	a	mitotic	CDK	mutant	(Figure	50)	and	on	topoisomerase	1-deficient	cells	provide	 first	

hints	into	this	direction.	 	
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7. Working	model	for	DNA	damage	generation	and	checkpoint	activation		

Our	data	on	over-replication	in	G1	phase	can	be	integrated	into	one	collective	model	(Figure	59).	

Whole	chromosome	duplications	are	tolerated	as	they	can	be	recovered	as	survivors	after	a	pulse	

of	over-replication	149.	Thus,	gene	dosage	or	aneuploidy	are	probably	not	the	major	causes	for	cell	

death.	In	fact,	a	full	round	of	replication	in	M	phase	is	tolerated	by	cells	without	affecting	their	

viability	 147.	 If	 over-replication	 generates	 partially	 replicated	 chromosomes,	 these	 replication	

structures	 could	 be	 converted	 to	 highly	 entangled	 structures	 containing	 recombination	

intermediates	that	might	not	be	able	to	be	resolved.	However,	our	data	argue	against	this	model	

since	blocking	replication	in	S	phase	suppresses	the	generation	of	DNA	damage	and	activation	of	

the	DNA	damage	checkpoint	(Figure	48	and	Figure	49).	

The	strong	dependency	on	replication	in	S	phase	rather	supports	the	following	explanation	for	

the	generation	of	DNA	damage:	Over-replication	in	G1	could	leave	single-strand	nicks	or	stretches	

of	 single-stranded	DNA	 behind,	which	 could	 give	 rise	 to	 double-strand	 breaks	 once	 a	 second	

replication	forks	in	S	phase	encounters	them	157,284.	Such	nicks	could	for	example	stem	from	the	

mis-incorporation	of	 ribonucleotides,	which	would	be	counteracted	by	 topoisomerase	1	 230-234.	

Deletion	of	TOP1	would	therefore	suppress	the	generation	of	nicks	and	result	in	a	reduced	burden	

of	 DNA	 damage.	 Indeed,	we	 observed	 decreased	 activation	 of	 the	DNA	 damage	 checkpoint	 in	

response	 to	 over-replication	 in	 G1	 (Figure	 53).	 Consistent	with	 this,	 head-to-tail	 collisions	 of	

replication	forks	traveling	in	the	same	direction	could	lead	to	fork	breakage	as	previously	shown	

in	Xenopus	laevis	156,285.	In	principle,	such	collisions	could	already	happen	during	over-replication	

in	 G1	 phase,	 but	 might	 be	 relatively	 rare	 due	 to	 the	 slow	 speed	 and/or	 lower	 numbers	 of	

replisomes	 in	 G1	 and	 thus	 escape	 detection,	 at	 least	 during	 the	 course	 of	 our	 experiments.	

Ultimately,	 such	 broken	 over-replication	 forks	would	 give	 rise	 to	 single-ended	 double-strand	

breaks.	Utilizing	highly	sensitive	sequencing-based	methods	combined	with	analysis	of	full-length	

chromosomes	by	pulsed-filed	gel	 electrophoresis	will	 allow	us	 to	define	 the	precise	nature	of	

these	aberrant	structures.	

	

Figure	59	–	Model	 for	 the	cell	 cycle-specific	 response	 to	
DNA	over-replication.	
Over-replication	 in	 G1	 directly	 triggers	 only	 minor	 DNA	
damage	and	bulk	DNA	replication	in	S	phase	occurs	apparently	
unaffected.	 Yet,	 once	 cells	 enter	 mitosis,	 the	 DNA	 damage	
checkpoint	is	activated.	This	might	either	be	due	to	processing	
of	 remaining	 terminally	 stalled	 replication	 forks	 or	 due	 to	
head-to-tail	 collisions	of	replication	 forks	chasing	previously	
initiated	forks.	A	key	challenge	will	be	to	reveal	how	the	DNA	
damage	 is	 generated	 and	 how	 it	 triggers	 this	 very	 specific	
timing	of	DNA	damage	checkpoint	activation	is	achieved.	
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Materials	and	Methods	

If	 not	 stated	 otherwise	 explicitly,	 common	 chemicals	 and	 reagents	were	 purchased	 from	 the	

following	 companies	 (in	 alphabetical	 order):	 BD	 Lifesciences,	 Bio-Rad,	 Cayman	 Chemicals,	

Greiner,	Merck-Millipore,	Roche,	Roth,	Serva,	Sigma-Aldrich,	Thermo	Fisher	Scientific,	VWR.	

1. Microbiology	methods	

All	media	were	prepared	using	ultrapure	water	and	were	sterilized	by	autoclaving	prior	to	use.	

Stock	 solutions	of	 amino	acids	and	 sugars	as	well	as	 small-scale	preparations	of	 buffers	were	

sterilized	by	filtration.	

E.	coli	media	and	buffers	

LB	medium	(plates)	 1%		 	 tryptone	
0.5%		 	 yeast	extract	
1%	 	 sodium	chloride	
(1.5%	 	 agar)	
for	selection:	 100	mg/ml		 ampicillin	
		 	 30	µg/ml	 kanamycin	
	 	 34	µg/ml	 chloramphenicol	

Inoue	transformation	
buffer	

10	mM		 PIPES	pH	6.7	
250	mM	 potassium	chloride	
55	mM		 manganese	chloride	
15	mM		 calcium	chloride	

	

E.	coli	strains	used	in	this	study	

strain	 genotype	 reference	

XL-1	blue	 recA1	endA1	gyrA96	thi-1	supE44	relA1	hsdR17	lac		
[F´	proAB	lacIqZ∆M15	Tn10	(Tetr)]	

Stratagene	

BL-21	pRIL	 E.	coli	B	F–	ompT	hsdS(rB–	mB–)	dcm+	Tetr	gal	λ(DE3)	endA	Hte	
[argU	ileY	leuW	Camr	]	

Agilent	
Technologies	

Stellar	 recA1	endA1	gyrA96	thi-1	supE44	relA1	phoA	F–	Φ80d	lacZΔM15	
Δ(lacZYA-argF)	U169	Δ(mrr	-	hsdRMS	-	mcrBC)	ΔmcrA	λ–	

Clontech	
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E.	coli	plasmids	used	in	this	study	

plasmid	 description	 reference	

pFZ025	 pGEX-4T-1	SLD21-150	 270	

pFZ046	 pGEX-4T-1	SLD21-150	S128A	 270	

pFZ047	 pGEX-4T-1	SLD21-150	S138A	 270	

pFZ048	 pGEX-4T-1	SLD21-150	S128A	S138A	(2SA)	 270	

pFZ051	 pGEX-4T-1	SLD21-150	T122A	T143A	(2TA)	 270	

pKR245	 pGEX-4T-1	DMA1	 270	

pKR314	 pGEX-4T-1	DMA1FHA	(1-298)	 270	

pLG01	 pET28a	DMA1FHA(1-298)	 270	

	

Cultivation	and	storage	of	E.	coli	cells	

For	short-term	storage,	E.	coli	cells	were	cultivated	on	agar	plates	and	stored	at	4	°C.	For	long-term	

storage,	 overnight	 cultures	 were	 supplemented	 with	 15%	 glycerol	 (v/v)	 and	 kept	 at	 -80	 °C.	

Overnight	cultures	or	plates	with	E.	coli	cells	were	grown	at	37	°C	in	LB	medium	or	on	LB	plates	

supplemented	with	appropriate	antibiotics.	Cultures	volumes	of	5	ml	were	typically	used	for	the	

preparation	 of	 plasmid	 DNA.	 For	 protein	 expression,	 E.	 coli	 cells	 where	 grown	 at	 lower	

temperatures	such	as	18	°C	or	25	°C.	

Preparation	of	chemically	competent	E.	coli	cells	

Chemically	competent	E.	coli	cells	were	prepared	according	to	the	Inoue	protocol	286.	Briefly,	cells	

were	grown	at	18	°C	to	an	OD600	of	0.55	and	cooled	down	to	4	°C	before	washing	and	resuspending	

them	in	Inoue	Transformation	buffer	supplemented	with	7.5%	DMSO	and	snap-freezing	aliquots.	

Transformation	of	E.	coli	cells	

Chemically	competent	E.	coli	cells	(50	µl)	were	thawed	on	ice	and	incubated	with	2	µl	of	a	cloning	

reaction	for	15	min	at	4	°C.	Cells	were	then	heat-shocked	for	45	sec	at	42	°C,	supplemented	with	

LB	medium	without	antibiotics	and	left	to	recover	for	30	min	at	37	°C	before	plating	them	out	on	

plates	containing	the	appropriate	selection.	
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S.	cerevisiae	media	and	buffers	

YP	medium	(plates)	 1%		 	 yeast	extract	
2%		 	 bacto-peptone	
2%	 	 glucose	/	galactose	/	raffinose	
(2	%	 	 agar)	
	
for	selection:	 200	mg/l		 geneticin	G418	
		 	 500	mg/l	 hygromycin	B	
	 	 100	mg/l	 nourseothricin	

SC	medium	(plates)	 0.67%	 	 yeast	nitrogen	base	
0.133%	 master	mix	-8	
2%	 	 glucose	/	galactose	/	raffinose	
as	required		 Ade	(22.5	mg/l),	Leu	(175	mg/l),		
	 	 His,	Lys,	Met,	Arg,	Ura,	Trp	(87.5	mg/l)	
(2%	 	 agar)	

master	mix	-8	 25	g	 	 Ala,	Asn,	Asp,	Cys,	Gln,	Glu,	Gly,	Ile,	Phe,			
	 	 Pro,	Ser,	Thr,	Tyr,	Val	
25	g	 	 myo-inositol	
2.5	g	 	 para-aminobenzoic	acid	

SORB	buffer	 100	mM	 lithium	acetate	
10	mM		 Tris-HCl,	pH	8.0	
1	mM	 	 EDTA	pH	8.0	
1	M	 	 sorbitol	

PEG	buffer	 100	mM	 lithium	acetate	
10	mM			 Tris-HCl,	pH	8.0	
1	mM	 	 EDTA	pH	8.0	
40%	(w/v)	 PEG-3350	

sporulation	plates	 0.2%	 	 yeast	extract	
1.2%	 	 potassium	acetate	
0.08%	 	 glucose	
1.6%	 	 agar	
1000	mg/l	 Phe	
400	mg/l	 Ade,	Ura	
200	mg/l		 His,	Leu,	Lys,	Trp,	Met,	Arg	
80	mg/l	 Tyr	

zymolyase	solution	 0.5	mg/ml		 zymolyase	
0.9	M	 	 sorbitol	
100	mM	 EDTA	pH	8.0	
100	mM	 Tris-HCl	pH	8.0	
50	mM		 dithiothreitol	

FACS	buffer	 70%	 	 ethanol	
50	mM		 Tris-HCl	pH	8.0	

RNaseA	buffer	 50	mM		 Tris-HCl	pH	8.0	
0.38	mg/ml	 RNase	A	
0.38	mM	 magnesium	chloride	
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proteinase	K	buffer	 50	mM		 Tris-HCl	pH	8.0	
1	mg/ml	 proteinase	K	
5%	 	 glycerol	
2.5	mM		 calcium	chloride	

SYTOX	buffer	 50	mM		 Tris-HCl	pH	8.0	
5	µM	 	 SYTOX	green	

	

S.	cerevisiae	strains	used	in	this	study	

strain	 genotype	 reference	

W303a	 MATa	ade2-1	ura3-1	his3-11,15	trp1-1	leu2-3,112	can1-100	 287	

RH448	 MATa	leu2	his4	lys2	ura3	bar1	 Jentsch	lab	

RC757	 MATα	his6	met1	can1	cyh2	sst2-1	 Jentsch	lab	

L40	 MATα	his3∆200	trp1-901	leu2-3112	ade2		
LYS2::(4	lexAop-HIS3)	URA3::(8	lexAop-lacZ)	GAL4	

Invitrogen	

YKR554	 W303a	SLD3-9myc::HIS3MX6		MCM3-3FLAG::hph-NT1	 270	

YKR633	 W303a	SLD3-9myc::HIS3MX6	MCM3-3FLAG::hph-NT1	cdc28-as1	 270	

YKR575	 W303a	SLD3-9myc::HIS3MX6	MCM3-3FLAG::hph-NT1		
ura3::pGAL-SIC1∆NT::URA3	

270	

YKR617	 W303a	SLD3-9myc::HIS3MX6	MCM3-3FLAG::hph-NT1		
ura3::pGAL-SIC1∆NT::URA3	clb5∆::kanMX4	clb6∆::nat-NT2	

270	

YKR494	 W303a	cdc14-3	cdc28-as1	 270	

YKR503	 W303a	sld2∆::hph-NT1	SLD2(LEU2)	 270	

YKR514	 W303a	sld2∆::hph-NT1	sld2∆100-150(LEU2)	 270	

YKR516	 W303a	sld2∆::hph-NT1	sld2∆120-150(LEU2)	 270	

YKR112	 W303a	cdc28-as1	 270	

JD2042	 W303a	bob1-1::HIS3	 270	

YKR102	 W303a	bob1-1::HIS3	cdc7∆::nat-NT2	 270	

YKR090	 W303a	mck1∆::hph-NT1	 270	

YKR162	 W303a	pGALL-CDC5::kanMX4	 270	

YFZ019	 W303a	pep4∆::LEU2	his3::MCK1-3FLAG-pGAL1-10-GAL4::HIS3	 270	

YFZ020	 W303a	pep4∆::LEU2	his3::CDC5-3FLAG-pGAL1-10-GAL4::HIS3	 270	

YFZ021	 W303a	pep4∆::hph-NT1	LEU2::GAL-DBF4-3FLAG::KanMx	CDC7-
myc::TRP1	HIS3::pGAL-GAL4	

270	

YKR624	 W303a	dma1∆::TRP1	 270	

YKR625	 W303a	dma2∆::TRP1	 270	

YKR626	 W303a	dma1∆::TRP1	dma2∆::HIS3MX6	 270	
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strain	 genotype	 reference	

YKR640	 L40	dma1∆::nat-NT2	dma2∆::hph-NT1	 270	

YKR685	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::SLD2::LEU2	 270	

YKR686	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-2SA::LEU2	 270	

YKR687	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-2TA::LEU2	 270	

YKR688	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-4A::LEU2	 270	

YKR689	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-6A::LEU2	 270	

YKR690	 W303a	CAN1::URA3	SLD3-DPB11∆N-fusion::kanMX4		
sld2∆::hph-NT1	leu2::SLD2::LEU2	

270	

YKR691	 W303a	CAN1::URA3	SLD3-DPB11∆N-fusion::kanMX4		
sld2∆::hph-NT1	leu2::sld2-2SA::LEU2	

270	

YKR692	 W303a	CAN1::URA3	SLD3-DPB11∆N-fusion::kanMX4		
sld2∆::hph-NT1	leu2::sld2-2TA::LEU2	

270	

YKR693	 W303a	CAN1::URA3	SLD3-DPB11∆N-fusion::kanMX4		
sld2∆::hph-NT1	leu2::sld2-4A::LEU2	

270	

YKR694	 W303a	CAN1::URA3	SLD3-DPB11∆N-fusion::kanMX4		
sld2∆::hph-NT1	leu2::sld2-6A::LEU2	

270	

YKR396	 W303a	sld2∆::hph-NT1	leu2::sld2-2SA::LEU2	 270	

YKR603	 W303a	sld2∆::hph-NT1	leu2::sld2-2TA::LEU2	 270	

YKR607	 W303a	sld2∆::hph-NT1	leu2::sld2-4A::LEU2	 270	

YKR612	 W303a	sld2∆::hph-NT1	leu2::sld2-6A::LEU2	 270	

YKR787	 W303a	ura3::pGAL-CDC5::URA3	 270	

YKR897	 W303a	CAN1::URA3	sml1∆::HIS3MX6	mec1∆::nat-NT2	 270	

YKR847	 W303a	CAN1::URA3	sml1∆::HIS3MX6	mec1∆::nat-NT2		
sld2∆::hph-NT1	leu2::sld2-6A::LEU2	

270	

YKR872	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::SLD2::LEU2		
trp1::pGAL-DBF4::TRP1	

270	

YKR873	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-6A::LEU2		
trp1::pGAL-DBF4::TRP1	

270	

YKR809	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::SLD2::LEU2	
cdc6∆NT::nat-NT2	

270	

YKR810	 W303a	CAN1::URA3	sld2∆::hph-NT1	leu2::sld2-6A::LEU2	
cdc6∆NT::nat-NT2	

270	

YKR510	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	 this	study	

YKR1054	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	glc7::LEU2	
trp1::GLC7::TRP1	

this	study	

YKR1055	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	glc7::LEU2		
trp1::glc7-10::TRP1	

this	study	
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strain	 genotype	 reference	

YKR1056	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	glc7::LEU2		
trp1::glc7-12::TRP1	

this	study	

YKR898	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	sld2-6A::hph-NT1	 this	study	

YKR916	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	sld2-6A::hph-NT1	
rif1∆::nat-NT2	

this	study	

YKR309	 W303a	SLD3-9myc::HIS3MX6	 this	study	

YKR967	 W303a	SLD3-9myc::HIS3MX6	rif1∆::nat-NT2	 this	study	

YKR901	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	cdc55∆::nat-NT2	 this	study	

YKR902	 W303a	cdc28-as1	SLD3-9myc::HIS3MX6	sld2-6A::hph-NT1	
cdc55∆::nat-NT2	

this	study	

YKR607	 W303a	leu2::sld2-4A::LEU2	sld2∆::hph-NT1	 this	study	

YKR672	 W303a	leu2::sld2-4A::LEU2	sld2∆::hph-NT1	rts1∆::HIS3MX6	 this	study	

YKR675	 W303a	leu2::sld2-4A::LEU2	sld2∆::hph-NT1	cdc55∆::HIS3MX6	 this	study	

E3087	 MATa	ade2-1	trp1-1	can1-100	leu2-3,112	his3-11,15	GAL	psi+	
RAD5+	ura3::URA3/pGPD-TK(5x)	AUR1c::pADH-hENT1	

205	

YKR1444	 E3087	leu2::SLD2-pGAL-DPB11::LEU2	 this	study	

YKR1445	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	 this	study	

YKR1447	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	 this	study	

YKR1500	 E3087	bar1∆::nat-NT2	 this	study	

YKR1501	 E3087	leu2::SLD2-pGAL-DPB11::LEU2	bar1∆::nat-NT2	 this	study	

YKR1502	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	bar1∆::nat-NT2	 this	study	

YKR1503	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
bar1∆::nat-NT2	

this	study	

YKR1546	 E3087	pep4∆::kanMX4	 this	study	

YKR1558	 E3087	pep4∆::kanMX4	PSF2-yeGFP::hph-NT1	 this	study	

YKR1553	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
bar1∆::nat-NT2	pep4∆::kanMX4	

this	study	

YKR1557	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
bar1∆::nat-NT2	pep4∆::kanMX4	PSF2-yeGFP::hph-NT1	

this	study	

YKR1603	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	bar1∆::nat-NT2		
his3::pGAL-dbf4-mut.D-box	(R10A	L13A	R62A	L65A)::HIS3		

this	study	

YKR1516	 E3087	bar1∆::nat-NT2	his3::CDC6-pGAL-DBF4::HIS3	 this	study	

YKR1517	 E3087	bar1∆::nat-NT2	leu2::sld2-T84D-pGAL-DPB11::LEU2	
his3::CDC6-pGAL-DBF4::HIS3		

this	study	

YKR1625	 E3087	bar1∆::nat-NT2	his3::RNR1-pGAL::HIS3	 this	study	
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strain	 genotype	 reference	

YKR1626	 E3087	bar1∆::nat-NT2	his3::RNR1-pGAL::HIS3		
leu2::sld2-T84D-pGAL-DPB11::LEU2	

this	study	

YKR1614	 E3087	bar1∆::nat-NT2	his3::RNR1-pGAL-DBF4::HIS3		
leu2::sld2-T84D-pGAL-DPB11::LEU2	

this	study	

YKR1209	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	 this	study	

YKR1210	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	 this	study	

YKR1371	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
his3::pGAL-DBF4::HIS3	

this	study	

YKR1256	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
mrc1∆::hph-NT1	

this	study	

YKR1257	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
mrc1∆::hph-NT1	

this	study	

YKR1258	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
rad9∆::hph-NT1	

this	study	

YKR1259	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
rad9∆::hph-NT1	

this	study	

YKR1396	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
csm3∆::nat-NT2	

this	study	

YKR1397	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
csm3∆::nat-NT2	

this	study	

YKR1398	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
tof1∆::nat-NT2	

this	study	

YKR1399	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
tof1∆::nat-NT2	

this	study	

YKR1438	 W303a	RAD5+	leu2::pGAL-DPB11-VN::LEU2		
ura3::pGAL-SLD2::URA3	

this	study	

YKR1455	 W303a	RAD5+	leu2::pGAL-DPB11-VN::LEU2		
ura3::pGAL-sld2-T84D::URA3	his3::pGAL-DBF4::HIS3	

this	study	

YKR1485	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
trp1::pTDH3-TIR1-9myc::TRP1	cdc45-AID(internal	loop)::nat-NT2	

this	study	

YKR1486	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
trp1::pTDH3-TIR1-9myc::TRP1	cdc45-AID(internal	loop)::nat-NT2	

this	study	

YKR1487	 W303a	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
his3::pGAL-DBF4::HIS3	trp1::pTDH3-TIR1-9myc::TRP1		
cdc45-AID(internal	loop)::nat-NT2	

this	study	

YKR1526	 E3087	trp1::pGPD-TIR1-3myc::TRP1	sld3-3aid*::hph-NT1	 this	study	

YKR1527	 E3087	trp1::pGPD-TIR1-3myc::TRP1	sld3-3aid*::hph-NT1	
leu2::SLD2-pGAL-DPB11::LEU2	

this	study	

YKR1528	 E3087	trp1::pGPD-TIR1-3myc::TRP1	sld3-3aid*::hph-NT1	leu2::sld2-
T84D-pGAL-DPB11::LEU2	

this	study	



Materials	and	Methods	 Microbiology	methods	

	 	 104	

strain	 genotype	 reference	

YKR1529	 E3087	trp1::pGPD-TIR1-3myc::TRP1	sld3-3aid*::hph-NT1	leu2::sld2-
T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	

this	study	

YKR1476	 E3087	leu2::SLD2-pGAL-DPB11::LEU2	clb2∆::nat-NT2	 this	study	

YKR1477	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	clb2∆::nat-NT2	 this	study	

YKR1478	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
clb2∆::nat-NT2	

this	study	

YKR1616	 E3087	MMS4-3FLAG::nat-NT2	 this	study	

YKR1617	 E3087	leu2::SLD2-pGAL-DPB11::LEU2	MMS4-3FLAG::nat-NT2	 this	study	

YKR1618	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	MMS4-3FLAG::nat-NT2	 this	study	

YKR1619	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
MMS4-3FLAG::nat-NT2	

this	study	

YKR1473	 E3087	leu2::SLD2-pGAL-DPB11::LEU2	dia2∆::nat-NT2	 this	study	

YKR1474	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	dia2∆::nat-NT2	 this	study	

YKR1475	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
dia2∆::nat-NT2		

this	study	

YKR1324	 E3087	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-SLD2::URA3	
top1∆::nat-NT2	

this	study	

YKR1325	 E3087	leu2::pGAL-DPB11-VN::LEU2	ura3::pGAL-sld2-T84D::URA3	
top1∆::nat-NT2	

this	study	

YKR1538	 E3087	trp1::DDC1-RAD9-3FLAG::TRP1	 this	study	

YKR1540	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2		
trp1::DDC1-RAD9-3FLAG::TRP1	

this	study	

YKR1541	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
trp1::DDC1-RAD9-3FLAG::TRP1	

this	study	

YKR1564	 E3087	trp1::DDC1-RAD9-3FLAG::TRP1	bar1∆::nat-NT2	 this	study	

YKR1566	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2		
trp1::DDC1-RAD9-3FLAG::TRP1	bar1∆::nat-NT2	

this	study	

YKR1567	 E3087	leu2::sld2-T84D-pGAL-DPB11::LEU2	his3::pGAL-DBF4::HIS3	
trp1::DDC1-RAD9-3FLAG::TRP1	bar1∆::nat-NT2	

this	study	
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S.	cerevisiae	plasmids	used	in	this	study	
	
plasmid	 description	 reference	

YCplac33	 empty	vector	 288	

pKR032	 YCplac111	pSLD2-SLD2	 270	

pKR169	 YCplac111	pSLD2-SLD2∆100-150	 270	

pKR170	 YCplac111	pSLD2-SLD2∆120-150	 270	

pKR001	 pRS406	cdc28-as1	(F88G,	lacks	ATG)	 270	

pFZ029	 pRS303	MCK1-3FLAG	pGAL1-10	GAL4	 270	

pFZ030	 pRS303	CDC5-3FLAG	pGAL1-10	GAL4	 270	

pKR202	 pACT2	DPB11	(GAL4-AD-DPB11)	 270	

pKR261	 pACT2	DMA1	(GAL4-AD-DPB11)	 270	

pKR265	 pACT2	DMA1RING*	(C345S	H350A)	 270	

pKR290	 pACT2	DMA1RING*	+FHA1*	(S220A	H223L	C345S	H350A)	 270	

pKR291	 pACT2	DMA1RING*	+FHA2*	(G192E	C345S	H350A)	 270	

pKR204	 pBTM116	SLD2	(lexA-BD-SLD2)	 270	

pKR276	 pBTM116	sld2-2SA		(S128A	S138A)	 270	

pKR277	 pBTM116	sld2-2TA	(T122A	T143A)	 270	

pKR278	 pBTM116	sld2-4A	(T122A	S128A	S138A	T143A)	 270	

pKR279	 pBTM116	sld2-6A	(T122A	S124A	S128A	S137A	S138A	T143A)	 270	

pKR016	 YIplac128	pSLD2-SLD2	 270	

pKR064	 YIplac128	pSLD2-sld2-2SA	(S128A	S138A)	 270	

pKR226	 YIplac128	pSLD2-sld2-2TA	(T122A	T143A)	 270	

pKR228	 YIplac128	pSLD2-sld2-4A	(T122A	S128A	S138A	T143A)	 270	

pKR231	 YIplac128	pSLD2-sld2-6A		
(T122A	S124A	S128A	S137A	S138A	T143A)	

270	

pKR087	 YIplac211	CAN1	 270	

pKR004	 YIplac204	pGAL-DBF4	 this	study	

pKR005	 YIplac211	pGAL-SLD2	 this	study	

pKR006	 YIplac211	pGAL-sld2-T84D	 this	study	

pKR520	 pRS303	pGAL-DBF4	 this	study	

pKR547	 pRS303	CDC6-pGAL-DBF4	 this	study	

pKR562	 pRS303	RNR1-pGAL-DBF4	 this	study	
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plasmid	 description	 reference	

pKR531	 pRS303	pGAL-dbf4-RL10,13AA	RL62,65AA	(D-box)	 this	study	

pKR497	 YIplac128	pGAL-DPB11-VN	 this	study	

pKR534	 YIplac128	SLD2-pGAL-DPB11	 this	study	

pKR535	 YIplac128	sld2-T84D-pGAL-DPB11	 this	study	

pKR563	 pRS303	RNR1-pGAL	 this	study	

pKR551	 pFA6a-hph-NT1	3aid*	 this	study	

pKR537	 YIplac204	cdc45-AID(internal	loop)	 this	study	

pKR548	 pRS304	pGPD-OsTIR1-3myc	 this	study	

pKR561	 YIplac204	DDC1-RAD9-3FLAG	 this	study	

	

Cultivation	and	storage	of	S.	cerevisiae	cells	

For	short-term	storage,	S.	cerevisiae	cells	were	cultivated	on	agar	plates	and	stored	at	4	°C.	For	

long-term	 storage,	 overnight	 cultures	 were	 supplemented	 with	 15%	 glycerol	 (v/v)	 and	 kept	

at	 -80	°C.	 Routinely,	 plates	 and	 liquid	 cultures	 were	 grown	 at	 30	 °C.	 Strains	 harboring	

temperature-sensitive	 alleles	 (cdc14-3,	 glc7-10,	 glc7-12)	 were	 grown	 at	 25	 °C	 (permissive	

temperature)	and	shifted	to	37	°C	(restrictive	temperature)	typically	for	two	hours.	Experiments	

were	only	performed	in	logarithmically	growing	cells	(OD600	0.5	-	1.0).		

Genetic	modification	of	S.	cerevisiae	cells	

Standard	yeast	techniques	were	applied	to	introduce	genetic	modifications	into	S.	cerevisiae	cells.	

Integrative	plasmids	were	linearized	prior	to	transformation	and	single	integration	of	plasmids	

were	confirmed	by	PCR.	Gene	deletions	and	tags	were	introduce	using	a	PCR-based	protocol	289.	

Drugs	used	with	S.	cerevisiae	cells	

Cell	 cycle	 arrests	 were	 induced	 when	 cultures	 reached	 OD600	 0.6	 by	 adding	 5	 µg/ml	 mating	

pheromone	α-factor	(G1	phase	arrest),	200	mM	hydroxyurea	(early	S	phase	arrest),	or	5	µg/ml	

nocodazole	 (M	 phase	 arrest)	 for	 about	 90	 min	 at	 30	 °C.	 Arrests	 were	 also	 confirmed	 using		

a	microscope.	The	CDK-allele	cdc28-as1	was	inhibited	by	treating	cells	with	3	µM	1NM-PP1	168.	To	

deplete	cells	of	a	protein	coupled	to	an	auxin-inducible	degron	(AID),	3	mM	indole-3-acetic	acid	

(IAA)	were	added	to	the	medium	219-221.	DNA	synthesis	was	assessed	by	adding	100	µM	EdU	to	the	

medium	205.	Finally,	protein	translation	was	inhibited	by	adding	500	µg/ml	cycloheximide	(CHX)	

to	the	growing	S.	cerevisiae	cultures.	
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Preparation	of	competent	S.	cerevisiae	cells	

Cells	were	grown	in	YPD	to	OD600	0.6,	washed	first	with	sterile	water,	then	with	SORB	buffer	and	

were	 then	resuspended	in	SORB	buffer	supplemented	with	1	mg/ml	denatured	herring	sperm	

DNA.	Aliquots	(100	µl)	of	the	competent	cells	were	frozen	and	stored	at	-80	°C.	

Transformation	of	S.	cerevisiae	cells	

One	aliquot	of	competent	cells	was	incubated	with	10	µl	precipitated	PCR	product	or	linearized	

plasmid	and	six	volumes	of	PEG	buffer	for	30	min	at	room	temperature.	Subsequently,	DMSO	was	

added	 to	 a	 final	 concentration	 of	 10%	 and	 the	 cells	were	 heat-shocked	 for	 15	min	 at	 42	 °C.	

Depending	on	the	needs	for	selection,	cells	were	either	plated	out	directly	(auxotrophy	markers)	

or	were	left	to	recover	in	YPD	for	three	hours	(antibiotic	markers),	before	they	were	plated	out.	

Single	transformed	colonies	were	picked	and	streaked	on	selective	plates	two	to	three	days	after	

the	transformation.	

Mating,	sporulation	and	tetrad	dissection	

Cells	of	opposite	mating	types	were	mixed,	spotted	on	YPD	plates	and	incubated	at	30	°C	for	at	

least	three	hours.	Subsequently,	zygotes	were	selected	based	on	their	characteristic	shape	using	

the	micromanipulator	of	the	tetrad	microscope	(Singer	MSM	300	system)	and	grown	at	30	°C.	

Diploid	cells	were	streaked	on	sporulation	plates	and	incubated	for	at	least	three	days	at	30	°C	(or	

at	a	lower	temperature	if	required).	Material	from	the	sporulation	plate	was	resuspended	in	water	

and	10	µl	 of	 this	 resuspension	were	digested	with	 an	 equal	 volume	of	 zymolyase	 solution	 for	

10	min	at	room	temperature.	The	digested	tetrads	were	subsequently	spread	on	YPD	plates	and	

subjected	to	tetrad	dissection	(Singer	MSM	300	system).	

Cell	cycle	analysis	by	flow	cytometry	

About	107	cells	were	harvested	by	centrifugation,	resuspended	in	FACS	buffer	for	fixation,	and	

stored	at	4	°C	for	at	least	one	hour.	Afterwards	cells	were	digested	with	RNAseA	buffer	overnight	

at	37	°C	and	with	proteinase	K	buffer	for	30	min	at	50	°C.	Afterwards,	cells	were	resuspended	in	

50	mM	Tris-HCl	pH	8.0	and	sonicated.	Sonicated	cells	were	diluted	1:20	with	SYTOX	buffer	and	

measured	on	 a	MACSquant	 analyzer	 flow	 cytometer	 (Miltenyi	Biotec).	Data	was	 analyzed	and	

plotted	using	FlowJo	v.10.5.3	(FlowJo	LLC).	
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Measuring	DNA	synthesis	by	EdU	incorporation	/	click	chemistry	reaction	

EdU-incorporating	Cells	were	incubated	with	100	µM	EdU	for	the	intended	amount	of	time	and	

afterwards	processed	 as	 samples	 for	 cell	 cycle	 analysis	by	 flow	cytometry.	The	 samples	were	

afterwards	incubated	in	PBS	supplemented	with	1%	BSA	for	one	hour	and	then	split.	One	half	was	

subjected	to	a	click	chemistry	reaction	with	disulfo-Cy5-picolyl-azide	(Jena	Bioscience)	for	one	

hour,	whereas	the	other	half	was	kept	as	a	control.	A	click	chemistry	reaction	for	107	cells	(1	OD)	

comprised	36	µl	PBS,	2	µl	freshly	prepare	1	M	ascorbic	acid,	2	µl	1	M	CuSO4	and	0.5	µl	disulfo-Cy5-

picolyl-azide.	After	the	click	chemistry	reaction,	the	cells	were	washed	twice	with	10%	ethanol	in	

PBS	 before	 they	were	 resuspended	 in	 PBS.	 Both	 the	 click	 chemistry	 reaction	 and	 the	 control	

sample	 were	 diluted	 1:20	 with	 SYTOX	 buffer	 and	 measured	 on	 a	 MACSquant	 analyzer	 flow	

cytometer	(Miltenyi	Biotec).	Data	was	analyzed	and	plotted	using	FlowJo	v.10.5.3	(FlowJo	LLC).	

Preparation	of	cells	for	isolation	of	EdU-biotin	labeled	DNA		

Cells	were	grown	in	100	ml	YPD	to	OD600	0.6	before	starting	the	cell	cycle	arrest	and	induction	of	

replication	by	either	expression	of	firing	factors	or	releasing	cells	to	early	S	phase.	EdU	was	added	

to	the	growth	medium	when	replication	was	induced	to	label	all	newly	synthesized	DNA.	Cells	

were	harvested	by	centrifugation,	fixed	with	FACS	buffer	protected	from	light	for	at	least	one	hour	

at	4	°C,	and	then	digested	with	25	ml	RNaseA	buffer	overnight	at	37	°C.	Next,	cells	were	washed	

and	digested	with	10	ml	proteinase	K	buffer	for	one	hour	at	50	°C	and	subsequently	incubated	

with	25	ml	PBS	supplemented	with	1%	BSA	for	another	hour	at	room	temperature.	The	cells	were	

afterwards	 subjected	 to	 an	 upscaled	 click	 chemistry	 reaction	 with	 biotin-picolyl-azide	

(Jena	Bioscience)	for	one	hour	at	room	temperature	and	washed	twice	with	10%	ethanol	in	PBS	

afterwards.	Finally,	the	cells	were	stored	in	10%	ethanol	in	PBS	protected	from	light	at	4	°C	until	

they	were	used	for	DNA	preparation	(see	below).	

Spotting	assays	

Pre-cultures	 were	 grown	 to	 stationary	 phase	 overnight.	 Starting	 at	 OD600	 0.5,	 dilution	 series	

(5	steps,	1:5)	were	prepared	from	these	cultures	and	spotted	on	YPD	plates.	

Yeast	two-hybrid	analysis	

Episomal	 plasmids	 for	 the	 expression	 of	 proteins	 of	 interest	 fused	 to	 a	 GAL4-transcriptional	

activator	domain	or	a	lexA-DNA	binding	domain	were	co-transformed	into	yeast	two-hybrid	strain	

L40	or	YKR640	(L40	dma1∆	dma2∆)	and	grown	under	selective	pressure	for	both	plasmids.	Cells	

from	 the	 transformation	 plates	 were	 resuspended	 in	 PBS,	 adjusted	 to	 OD600	 0.5,	 spotted	

in	1:5	dilution	series	on	control	plates	(SC-Leu-Trp)	or	plates	lacking	histidine	(SC-Leu-Trp-His)	

and	grown	for	two	to	three	days	at	30	°C.	
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Plasmid	loss	assay	

Cells	were	transformed	with	the	ARS/CEN	plasmid	YCplac33	and	grown	to	saturation	in	selective	

SC-Ura	medium.	Fresh	non-selective	YPD	medium	was	 inoculated	with	105	cells	and	grown	to	

saturation	 (approximately	 11	 generations).	 Serial	 dilutions	 of	 this	 stationary	 culture	 were	

prepared	and	plate	on	YPD	as	well	as	SC-Ura	plates.	Colonies	were	counted	after	incubation	for	

two	days	at	30	°C	and	the	mean	plasmid	loss	rate	per	generation	was	calculated	from	two	or	three	

independent	experiments.	

Gross	chromosomal	rearrangement	assay	

Rates	 of	 gross	 chromosomal	 rearrangements	 were	 determined	 following	 a	 protocol	 from	 the	

Kolodner	lab	180.	Briefly,	pre-cultures	of	S.	cerevisiae	cells	harboring	a	CAN1::URA3	reporter	on	

chromosome	V	were	grown	in	SC-Ura	medium	and	plated	out		on	YPD	plates	so	that	colonies	could	

form	from	single	cells.	For	each	condition	at	least	eight	colonies	were	excised	from	the	plates	and	

used	 to	 inoculate	 larger	 cultures	 in	YPD	 (typically	50	ml,	SD-fusion	 strains	2	ml),	which	were	

grown	to	stationary	phase.	The	number	of	viable	cells	in	these	cultures	by	plating	a	serial	dilution	

(10-6)	on	non-selective	YPD	plates.	The	total	number	of	GCR	events	was	determined	by	plating	the	

remaining	 culture	 on	 SC-Arg	 plates	 that	 were	 supplemented	 with	 the	 drugs	 L-canavanine	

(50	mg/L)	and	5’-fluoroorotic	acid	(1000	mg/L)	to	select	against	both	CAN1	and	URA3.	No	more	

than	109	cells	were	spread	on	each	plate	and	the	plates	were	incubated	at	30	°C	for	two	days	(YPD)	

and	three	to	five	days	(selection).	Afterwards,	the	clones	were	counted	and	GCR	rates	as	well	as	

confidence	intervals	were	calculated	by	fluctuation	analysis	using	the	web	tool	FALCOR	290-292.	

	

	 	



Materials	and	Methods	 Molecular	biology	methods	

	 	 110	

2. Molecular	biology	methods	

Standard	molecular	biology	protocols	have	been	used	throughout	this	study	293.	Oligonucleotides	

were	purchased	from	Eurofins	Genomics;	restriction	enzymes	and	dNTPs	were	purchased	from	

New	 England	 Biolabs;	 Phusion	 and	 Pfu	 Turbo	 polymerases	 were	 either	 from	 Thermo	 Fisher	

Scientific	or	replaced	with	an	optimized	Pfu	polymerase	purified	at	the	MPIB	core	facility.	

Buffers	and	solutions	

TE	buffer	 10	mM			 Tris-HCl	pH	8.0	
1	mM	 	 EDTA	pH	8.0	

DNA	loading	buffer	
(5x)	

0.5%	 	 SDS	
0.25%	 	 orange	G	
25%	 	 glycerol	
25	mM		 EDTA	pH	8.0	

TAE	buffer	 40	mM		 Tris	pH	7.6	
20	mM		 acetic	acid	
1	mM	 	 EDTA	pH	8.0	

breaking	buffer	 2%	 	 Triton	X-100	
1%	 	 SDS	
100	mM	 sodium	chloride	
10	mM		 Tris-HCl	pH	8.0	
1	mM	 	 EDTA	pH	8.0	

2x	WB	buffer	
(dilute	with	TE	buffer)	

10	mM		 Tris-HCl	pH	8.0	
10	mM		 EDTA	pH	8.0	
1	M	 	 sodium	chloride	
0.02%	 	 NP-40	

E	buffer	 10	mM		 Tris-HCl	pH	8.0	
10	mM		 EDTA	pH	8.0	
0.1%	 	 SDS	

	

Small	scale	preparation	of	plasmid	DNA	

Small	 cultures	 (typically	 5	 ml)	 of	 LB	 medium	 containing	 the	 appropriate	 antibiotic	 were	

inoculated	with	an	E.	coli	colony	and	grown	overnight	at	37	°C.	Plasmid	DNA	was	isolated	from	

these	cells	using	the	AccuPrep	Plasmid	Mini	Extraction	Kit	(Bioneer)	following	the	instructions	of	

the	manufacturer.	

Ethanol	precipitation	of	DNA	

The	 DNA	 containing	 solution	 was	 mixed	 with	 0.1	 volumes	 3	 M	 sodium	 acetate	 pH	 4.8	 and	

2.5	volumes	absolute	ethanol	and	incubated	for	at	least	30	min	at	-20	°C.	The	precipitated	DNA	

was	pelleted	by	centrifugation,	dried,	and	resuspended	in	an	appropriate	amount	of	TE	buffer	or	

water.	
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Restriction	digests	

The	 DNA	 sample	 (2	 µg)	 was	 digested	 in	 a	 30	 µl	 reaction	 with	 5	 U	 restriction	 enzymes	

(New	England	Biolabs)	according	to	the	instructions	of	the	manufacturer	for	one	to	two	hours	at	

37	°C.	Afterwards,	digested	DNA	was	analyzed	by	agarose	gel	electrophoresis.	

Agarose	gel	electrophoresis	

DNA	samples	were	mixed	with	DNA	loading	buffer	and	routinely	separated	on	1%	agarose	gels	

containing	 ethidium	 bromide	 (0.5	 µl	 /	 10	ml	 gel)	 in	 TAE	 buffer.	 Bands	were	 visualized	 using		

a	UV-light	gel	documentation	system.	

Agarose	gel	extraction	

Bands	of	interest	were	excised	from	agarose	gels	and	purified	using	a	gel	extraction	kit	(Clontech)	

following	the	manufacturer’s	instructions.	

Standard	polymerase	chain	reaction	(PCR)	

The	PCR	programs	CASTORP	and	Phusion	were	used	for	routine	tasks	such	as	amplification	of	

cassettes	for	introducing	tags	or	deletions	into	yeast	cells	as	well	as	for	the	confirmation	of	these	

modifications.	

standard	PCR	reaction	
2	µl	 	 template	
3.2	µl	 	 primer	1	(10	µM)	
3.2	µl	 	 primer	2	(10	µM)	
1.75	µl	 	 dNTPs	(10	mM)	
10	µl	 	 HF-buffer	
1	µl	 	 DMSO	
0.5	µl	 	 Phusion	polymerase	
28.35	µl	 water	
	

	

PCR	program	CASTORP	
(1)	 95	°C	for	4	min	
(2)	 95	°C	for	1	min	
(3)	 45	°C	for	35	sec	
(4)	 72	°C	for	1:40	min	
repeat	steps	(2)-(4)	for	10	cycles	
(5)	 95	°C	for	1	min	
(6)	 54	°C	for	30	sec	
(7)	 72	°C	for	1:40	min	
repeat	steps	(5)-(7)	for	20	cycles	and	
increase	extension	time	by	20	sec	each	cycle	
(8)	 hold	at	4	°C	

PCR	program	Phusion	
(1)	 98	°C	for	30	sec	
(2)	 98	°C	for	30	sec	
(3)	 58	°C	for	30	sec	
(4)	 72	°C	for	2	min	
repeat	steps	(2)	to	(4)	for	35	cycles	
(5)	 72	°C	for	5	min	
(6)	 hold	at	4	°C	
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Site-directed	mutagenesis	

Two	 complementary	 mutagenic	 oligonucleotides	 were	 used	 to	 introduce	 the	 intended	

mutation(s)	by	PCR	(reaction	and	program	below).	Afterwards,	the	PCR	mix	was	digested	with	

restriction	 enzyme	 DpnI	 (New	 England	 Biolabs)	 for	 one	 hour	 at	 37	 °C	 and	 subsequently	

transformed	into	competent	E.	coli	cells.	

mutagenesis	PCR	reaction	
0.5	µl	 	 template	(25	µg/ml)	
0.63	µl	 	 primer	1	(10	µM)	
0.63	µl	 	 primer	2	(10	µM)	
0.63	µl	 	 dNTPs	(10	mM)	
2.5	µl	 	 10x	Pfu	buffer	
0.5	µl	 	 Pfu	Turbo	polymerase	
19.6	µl	 	 water	

mutagenesis	PCR	program	
(1)	 95	°C	for	3	min	
(2)	 95	°C	for	30	sec	
(3)	 55	°C	for	60	sec	
(4)	 68	°C	for	2	min	/	kb	plasmid	
repeat	steps	(2)-(4)	for	20	cycles	
(5)	 hold	at	4	°C	

Sanger	sequencing	of	PCR	products	or	purified	plasmids	

Samples	that	were	prepared	according	to	the	instructions	of	the	Mix2Seq	kit	were	sent	to	Eurofins	

Genomics	 for	 sequencing.	 Sequences	 were	 subsequently	 analyzed	 using	 ApE	 v2.053c	

(Wayne	Davis,	http://jorgensen.biology.utah.edu/wayned/ape/).	

Molecular	cloning	

Most	vectors	were	cloned	using	the	InFusion	HD	cloning	kit	(Clontech)	according	to	the	manual.	

Inserts	were	 amplified	 from	previously	 cloned	plasmids	or	 from	genomic	DNA	of	S.	 cerevisiae	

using	standard	PCR	reactions.	Vectors	(5	µg)	were	digested	with	two	restriction	enzymes	for	at	

least	 three	 hours	 at	 37	 °C.	 Inserts	 and	 digested	 vectors	were	 purified	 from	 agarose	 gel,	 then	

assembled	into	the	correct	product	with	the	InFusion	enzyme	mix	for	1	hour	at	50	°C.	This	strategy	

allowed	to	introduce	up	to	four	inserts	into	a	vector	in	one	step.	

Alternatively,	30	fmol	inserts	and	10	fmol	vectors	were	ligated	by	T4	ligase	(New	England	Biolabs)	

in	a	60	min	reaction	at	room	temperature.	Finally,	the	InFusion	reaction	or	T4	ligation	reaction	

was	transformed	into	chemical	competent	E.	coli	cells.	

Isolation	of	genomic	DNA	from	S.	cerevisiae	cells	

A	stationary	overnight	culture	(10	ml	YPD)	of	S.	cerevisiae	cells	was	harvested	by	centrifugation,	

transferred	 to	 a	microcentrifuge	 tube	 and	 resuspended	 in	breaking	buffer	 supplemented	with	

glass	beads	and	mixed	with	an	equal	volume	of	phenol/chloroform/isoamyl	alcohol.	Cells	were	

lysed	by	vortexing	at	highest	speed	for	3	min.	After	addition	of	one	volume	TE	buffer,	the	aqueous	

layer	 was	 transferred	 to	 a	 fresh	 tube	 and	 precipitated	 using	 ethanol.	 The	 precipitate	 was	

resuspended	in	TE	buffer	and	incubated	with	30	µg	RNaseA	for	5	min	at	37	°C.	Next	the	digested	

DNA	was	precipitated	by	addition	of	 0.1	 volumes	of	 1	M	ammonium	acetate	 and	2.5	 volumes	
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absolute	ethanol.	After	centrifugation,	the	precipitated	DNA	pellet	was	dried	and	resuspended	in	

100	µl	TE	buffer.	

Preparation	of	DNA	for	next-generation	sequencing	

After	processing	with	RNaseA	and	proteinase	K	followed	by	introducing	a	biotin-tag	to	EdU	via	

click	 chemistry	 (see	 above),	 cells	 were	 resuspended	 in	 breaking	 buffer	 and	 lysed	 with		

MM301	bead	beaters	(Retsch).	DNA	 from	this	 lysate	was	sheared	to	300	bp	 fragments	using	a	

BioRuptor	UCD-200	sonifier	(Diagenode).	Cell	debris	were	removed	by	high-speed	centrifugation	

and	DNA	from	the	supernatant	was	isolated	by	ethanol	precipitation,	resuspended	in	TE	buffer.	

Labeling	of	the	DNA	with	biotin	was	confirmed	in	dot	blots	using	HRP-coupled	streptavidin	for	

detection	and	the	size	distribution	of	DNA	fragments	was	analyzed	by	agarose	gel	electrophoresis.	

DNA-immunoprecipitation	via	EdU-biotin	

Equal	 amounts	 (approx.	 700	 ng)	 of	 sheared,	 EdU-biotin-labeled	 DNA	 were	 mixed	 1:1	 with	

2x	WB	buffer	 supplemented	 with	 1	 mg/ml	 BSA	 and	 incubated	 with	 25	 µl	 of	 magnetic	

Dynabeads	M-280	streptavidin	(Thermo	Fisher	Scientific)	for	30	min	at	room	temperature.	The	

beads	were	washed	five	times	for	5	min	with	1x	WB	buffer.	Subsequently,	the	beads	were	eluted	

twice	 with	 100	 µl	 buffer	 EB	 for	 one	 hour	 at	 55	 °C.	 The	 eluates	 were	 pooled,	 purified	 by	

phenol/chloroform/isoamyl	 alcohol	 extraction	 and	 precipitated	 in	 the	 presence	 of	 50	 µg/ml	

GlycoBlue	coprecipitant	(Invitrogen)	with	sodium	acetate	and	absolute	ethanol.	After	drying,	the	

pellet	was	resuspended	in	20	µl	TE	buffer.	

Analysis	of	DNA	replication	by	next-generation	sequencing	

Previously	published	protocols	 294,295	have	been	adapted	 to	 fit	our	experimental	requirements.	

Sequencing	 libraries	were	prepared	by	 the	MPIB	core-facility	using	 the	NEBNext	Ultra	 II	DNA	

library	prep	kit	(New	England	Biolabs)	and	the	libraries	were	subjected	to	paired-end	sequencing	

with	 75	 bp	 read	 length	 on	 an	 Illumina	 NextSeq	 500	 sequencer.	 Approximately	 9	 million	

de-multiplexed	sequencing	reads	were	obtained	per	condition.	Quality	checks	were	performed	

with	 FastQC	 	 (Simon	 Andrews,	 https://www.bioinformatics.babraham.ac.uk/projects/fastqc/)	

and	the	reads	were	aligned	to	 the	budding	yeast	reference	genome	sacCer3	(RefSeq	assembly	

GCF_000146045.2,	 hosted	 at	 NCBI,	 provided	 by	 SGD	 296	 using	 the	 Burrows-Wheeler	 aligner	

bwa	297.	Alignments	were	sorted	and	indexed	using	SAMtools	298.	The	bamCoverage,	bamCompare	

and	bigwigCompare	tools	of	the	deepTools2	software	suite	299	were	used	to	analyze	the	coverage	

of	genomic	regions	in	1000	bp	bins	and	compare	them	between	samples	/	normalize	them	to	input	

controls.	 The	 resulting	 bigWig	 files	 visualized	 using	 the	 integrative	 genomics	 viewer	

IGV	2.5.2	300,301	and	are	presented	on	a	log2	scale.	Origins	of	replications	were	used	as	annotated	

in	OriDB	2.	
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3. Biochemistry	methods	

Buffers	and	solutions	

HU	buffer	 8	M	 	 urea	
5%	 	 SDS	
200	mM	 Tris-HCl	pH	6.8	
1.5%	 	 DTT	
traces	 	 bromophenolblue	

MOPS	buffer	 50	mM		 MOPS	
50	mM		 Tris	base	
0.1%	 	 SDS	
1	mM	 	 EDTA	pH	8.0	
adjust	to	pH	7.7	

MES	buffer	 50	mM		 MES	
50	mM		 Tris	base	
0.1%	 	 SDS	
1	mM	 	 EDTA	pH	8.0	

TA	buffer	 50	mM		 tricine	
50	mM		 Tris	base	
0.1%	 	 SDS	
adjust	to	pH	8.24	

SDS	buffer	 25	mM		 Tris	base	
192	mM	 glycine	
0.1%	 	 SDS	

transfer	buffer	 48	mM		 Tris	base	
39	mM		 glycine	
0.0375%	 SDS	
20%	 	 methanol	

superblotto	 2.5%	 	 skim	milk	powder	 in	TBS	
0.5%	 	 bovine	serum	albumin	
0.5%	 	 NP-40	
0.1%	 	 Tween-20	

western	wash	buffer	 0.2%	 	 NP-40	 	 in	TBS	

PBS	 10	mM		 phosphate	buffer	pH	7.4	
137	mM	 sodium	chloride	
2.7	mM		 potassium	chloride	

lysis	buffer	 100	mM	 HEPES-KOH	pH	7.9	
50	mM		 potassium	acetate	
10	mM		 magnesium	acetate	
2	mM	 	 EDTA	pH	8.0	

glycerol	mix	buffer	 100	mM	 HEPES-KOH	pH	7.9	
300	mM	 potassium	acetate	
10	mM		 magnesium	acetate	
2	mM	 	 EDTA	pH	8.0	
50%	 	 glycerol	
0.5%	 	 NP-40	
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inhibitors	 2	mM	 	 sodium	fluoride	
2	mM	 	 β-glycerophosphate	
1	mM	 	 DTT	
1	cOmplete	protease	inhibitor	(Roche)	tablet	per	25	ml	buffer	

IP	wash	buffer	 100	mM	 HEPES-KOH	pH	7.9	
100	mM	 potassium	acetate	
10	mM		 magnesium	acetate	
2	mM	 	 EDTA	pH	8.0	
10%	 	 glycerol	
(+	0.1%	 NP-40)	

elution	buffer	I	 2	M	 	 urea	
50	mM		 Tris-HCl	pH	7.5	
2	mM	 	 DTT	
20	µg/ml	 trypsin	

elution	buffer	II	 2	M	 	 urea	
50	mM		 Tris-HCl	pH	7.5	
10	mM		 chloroacetamide	

kinase	buffer	 100	mM	 potassium	acetate	
10	mM		 HEPES-KOH	pH	7.6	
50	mM		 β-glycerophosphate	
10	mM		 magnesium	chloride	
5	mM	 	 magnesium	acetate	
2	mM	 	 β-mercaptoethanol	

2x	Laemmli	 160	mM	 Tris-HCl	pH	6.8	
20%	 	 glycerol	
7%	 	 SDS	
500	mM	 β-mercaptoethanol	
traces	 	 bromophenolblue	

binding	buffer	A	 200	mM	 potassium	acetate	
100	mM	 HEPES-KOH	pH	7.6	
0.02%	 	 NP-40	
2	mM	 	 β-mercaptoethanol	
10%	 	 glycerol	

binding	buffer	B	 100	mM	 potassium	acetate	
100	mM	 HEPES-KOH	pH	7.6	
0.02%	 	 NP-40	
2	mM	 	 β-mercaptoethanol	
10%	 	 glycerol	

binding	buffer	C	 500	mM	 potassium	acetate	
100	mM		 HEPES-KOH	pH	7.6	
0.02%	 	 NP-40	
2	mM	 	 β-mercaptoethanol	
10%	 	 glycerol	

FLA	buffer	 170	mM	 sodium	chloride	
50	mM		 Tris-HCl	pH	7.5	
10%	 	 glycerol	
0.02%	 	 NP-40	
2	mM	 	 β-mercaptoethanol	
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MST	buffer	 170	mM	 sodium	chloride	
50	mM		 Tris-HCl	pH	7.5	
10%	 	 glycerol	
0.02%	 	 tween-20	
1%	 	 BSA	
2	mM	 	 β-mercaptoethanol	

	

Denatured	whole	cell	lysates	by	TCA	precipitation	

Approximately	2x107	cells	were	harvested	by	centrifugation	and	snap-frozen	in	liquid	nitrogen.	

Afterwards,	 cells	 were	 resuspended	 in	 1	ml	 water,	 supplemented	 with	 150	 µl	 1.85	M	 NaOH	

and	 	7.5%	β-mercaptoethanol	 and	 incubated	 for	 15	 min	 at	 4	 °C.	 Subsequently,		

150	µl	55%	tri-chloroacetic	acid	(TCA)	were	added	for	10	min	at	4	°C,	before	collecting	the	pellet,	

resuspending	it	in	50	µl	HU	buffer,	and	heating	it	for	10	min	at	65	°C.	

Gel	electrophoresis	

Protein	samples	were	loaded	on	NuPAGE	12%	or	4-12%	Bis-Tris	acrylamide	gels	(Invitrogen)	and	

run	for	one	hour	at	200	V	with	MOPS	buffer	or	MES	buffer,	according	to	the	proteins	that	needed	

to	 be	 separated.	 To	 resolve	 phosphorylated	 isoforms	 of	 Orc6	 and	 Rad53,	 standard	

10%	acrylamide	gels	were	poured	and	run	with	SDS	buffer.	To	resolve	phosphorylated	isoforms	

of	Sld3	and	Mcm3,	6%	acrylamide	supplemented	with	PhosTag	ligand	AAL-107	(Wako	Chemicals)	

were	prepared	and	handled	following	the	instructions	of	the	manufacturer.		

Western	blot	techniques		

After	gel	electrophoresis,	proteins	were	transferred	to	nitrocellulose	membrane	using	a	tank	blot	

system	and	methanol-containing	transfer	buffer.	The	transfer	was	carried	out	at	4	°C	with	90	V	

for	1:30	hours.	After	transfer,	primary	antibodies	were	diluted	in	Superblotto	and	added	to	the	

membranes	for	incubation	overnight	at	4	°C.	After	washing	once	for	5	min	with	western	wash	

buffer,	 secondary	 antibodies	 (diluted	1:3000	 in	 superblotto)	were	 added	 for	 90	min	 at	 room	

temperature.	For	detection	of	the	immune-blots,	Pierce	ECL	western	blotting	substrate	(Thermo	

Fisher	Scientific)	was	added	following	the	manufacturer’s	instructions	and	chemiluminescence	

was	detected	using	a	LAS-300	CCD	camera	system	(Fujifilm).	

Intensities	of	bands	in	blots	were	measured	using	the	Fiji-distribution	of	ImageJ	302,303.	Data	from	

cycloheximide	chase	experiments	were	fitted	with	an	exponential	function.	For	determining	the	

timepoint	where	50%	of	a	specific	replication	protein	was	phosphorylated,	a	logistic	function	was	

fitted	to	the	data	points	using	Origin	Pro	8.0	(OriginLab).	
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Antibodies	used	in	this	study	

antibody	 target	protein	 host	organism	 reference	

JD147	 Rad53	 rabbit	 John	Diffley	

sc-6733	 Cdc5	 goat	 Santa	Cruz	

sc-9071	 Clb2	 rabbit	 Santa	Cruz	

F1804	 FLAG-tag	 mouse	 Sigma-Aldrich	

PZ45	 Sld2	 rabbit	 Philip	Zegerman	

SB49	 Orc6	 mouse	 Bruce	Stillman	

4A6	 myc-tag	 mouse	 Millipore	

9H8/5	 Cdc6	 mouse	 Abcam	

22C5D8	 Pgk1	 mouse	 Invitrogen	

sc-459	 GST	 rabbit	 Santa	Cruz	

sc-1663	 Gal4-AD	 mouse	 Santa	Cruz	

sc-5705	 Dbf4	 goat	 Santa	Cruz	

06-719	 lexA-BD	 rabbit	 EMD	Millipore	

sc-9996	(B-2)	 GFP	 mouse	 Santa	Cruz	

ab15083	 γH2A	 rabbit	 Abcam	

ab104232	 Rad53	 rabbit	 Abcam	

ab653	 Pol30	 rabbit	 Stefan	Jentsch	

a0050	 Cdc45	 rabbit	 Pfander	lab	

M214-3	 miniAID-tag	 mouse	 MBL	/	Biozol	

F7425	 FLAG-tag	 rabbit	 Sigma-Aldrich	

	

Microscale	thermophoresis	

The	 N-terminus	 of	 (phosphorylated)	 Sld2-peptides	 was	 labeled	 with	 5-/6-carboxyfluorescein	

(mixed	isomers).	Increasing	concentrations	of	HISDma1FHA	were	incubated	with	20	nM	of	labeled	

peptides	in	MST-buffer	for	one	hour	at	4	°C	and	measured	on	a	Monolith	NT.115	(NanoTemper	

Technologies)	using	the	blue	filter	set,	20%	MST	power,	40%	LED	power,	pre-/post-MST	period	

of	5	sec,	MST	acquisition	time	of	30	sec,	standard	treated	capillaries	at	room	temperature.	Data	

were	analyzed	using	Affinity	Analysis	(MST)	v2.0.2	(NanoTemper	Technologies)	and	plotted	using	

non-linear	fitting	with	a	one-site	binding	model.	
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Fluorescence	anisotropy	measurements	

The	 N-terminus	 of	 (phosphorylated)	 Sld2-peptides	 was	 labeled	 with	 5-/6-carboxyfluorescein	

(mixed	isomers).	Increasing	concentrations	of	HISDma1FHA	were	incubated	with	10	nM	of	labeled	

peptides	 in	FLA-buffer	 for	one	hour	 at	4	 °C.	On	a	Genios	Pro	 (Tecan)	 and	using	 an	 excitation	

wavelength	of	485	nm,	 ten	reads	were	measured	 for	each	 titration	point	 in	 triplicates	with	an	

integration	 time	of	40	µs	at	535	nm	(emission).	The	BIOEQS	software	306	was	used	 to	analyze	

polarization	data	by	non-linear	regression	fitting	with	a	one-site	binding	model.	

Protein	purification	

Detailed	 purification	 strategies	 for	 the	 proteins	 used	 in	 this	 study	 have	 been	 published	 as	

supplemental	material	to	our	paper	270.	Briefly	summarized,	GST-tagged	proteins	Sld21-150,	Dma1	

and	 Dma1FHA	 were	 affinity-purified	 from	 E.	 coli	 extracts	 via	 glutathione	 Sepharose	 4	 FF	

(GE	Healthcare)	and	subsequent	anion	exchange	chromatography	on	a	MonoQ	5/50	GL	column	

(GE	Healthcare).	HIS-tagged	Dma1FHA	was	purified	via	NiNTA	agarose	beads	(Qiagen),	subjected	

to	size	exclusion	chromatography	on	a	HiLoad	16/600	Superdex	200	pg	column	(GE	Healthcare)	

and	 subsequently	 to	 cation	 exchange	 chromatography	 on	 a	 MonoS	 5/50	 GL	 column	

(GE	Healthcare).	 The	 kinases	Mck1,	 Cdc5	 and	 DDK	were	 overexpressed	 in	 and	 purified	 from	

S.	cerevisiae	extracts	via	FLAG	tag	strategy.	Mck1	and	Cdc5	were	affinity-purified	using	FLAG-M2	

agarose	beads	(Sigma-Aldrich)	and	afterwards	subjected	to	anion	exchange	chromatography	on	

a	 MonoQ	5/50	GL	 column.	 DDK	was	 also	 affinity-purified	 using	 FLAG-M2	 beads.	While	 being	

bound	to	the	beads,	DDK	was	additionally	treated	with	lambda-phosphatase	to	remove	inhibitory	

phosphorylation	and	subjected	to	size	exclusion	chromatography	on	a	Superdex	200	GL	10/300	

column	(GE	healthcare)	before	anion	exchange	chromatography.	

In	vitro	kinase	assays	using	purified	GSTSld21-150	

Kinase	 assays	 were	 performed	 as	 described	 previously	 304,305.	 GST	 and	 GST-coupled	

Sld2	(20	pmol)	were	bound	to	glutathione	affinity	beads	(GE	healthcare,	Themo	Fisher	Scientific)	

in	kinase	buffer	together	with	10	pmol	kinase	and	5	µg	BSA.	Reactions	were	started	by	adding	

1	mM	ATP	+	5	µCi	γ[32P]-ATP	(PerkinElmer)	and	incubated	for	30	min	at	30	°C.	Reactions	were	

stopped	by	 adding	2x	Laemmli	 buffer	 and	boiling	 for	10	min.	Proteins	were	 separated	by	 gel	

electrophoresis	 and	 analyzed	 by	 staining	 with	 Coomassie	 Brilliant	 Blue	 and	 by	 detecting	 an	

autoradiogram	with	a	Typhoon	FLA	9500	imager	(GE	healthcare).	

For	 sequential	 phosphorylation	 assays,	 reactions	 were	 performed	 as	 described	 but	 omitting	

γ[32P]-ATP.	After	incubation	for	30	min	at	30	°C,	beads	were	recovered	and	washed	with	binding	

buffer	A	and	binding	buffer	B	to	remove	contaminants	before	starting	the	second	kinase	reaction	

as	described	above.	
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In	vitro	kinase	assays	using	(phosphorylated)	peptides	

Dynabeads	M-280	streptavidin	(Thermo	Fisher	Scientific)	were	equilibrated	in	binding	buffer	C	

and	incubated	with	a	saturating	dose	of	desthio-biotinylated	peptides.	Unbound	peptides	were	

removed	by	washing	twice	with	binding	buffer	C,	followed	by	washing	once	with	binding	buffer	

B.	Kinase	assays	were	performed	with	these	beads	as	described	above.	

Peptide	pulldowns	

A	 saturating	 amount	 of	 desthio-biotinylated	 peptides	 was	 coupled	 to	 Dynabeads	 M-280	

streptavidin	(Sigma)	in	binding	buffer	C.	Beads	were	washed	twice	with	binding	buffer	C,	before	

1	µg	GST	together	with	1	µg	GSTDma1	or	1	µg	GSTDma1FHA	in	binding	buffer	C	were	added	for	one	

hour.	 After	 washing	 four	 times,	 beads	 were	 eluted	 by	 boiling	 in	 Laemmli	 buffers.	 Peptide	

pulldowns	with	GSTDma1FHA	were	performed	with	binding	buffer	A	instead	of	binding	buffer	C.	

Immuno-precipitation	of	replisomes	

Cells	 were	 grown	 under	 the	 conditions	 of	 interest	 and	 killed	 by	 the	 addition	 of	 0.1%	 NaN3.	

Subsequently,	 the	 culture	 was	 harvested	 by	 centrifugation	 and	 first	 washed	 with	

10	mM	HEPES-KOH	pH	7.9	before	washing	with	lysis	buffer	and	resuspending	the	pellet	in	three	

ml	of	 lysis	buffer	 including	protease	 inhibitors	per	grams	of	cell	pellet.	This	resuspension	was	

used	 to	prepare	yeast	popcorn	by	 snap-freezing	 it	 drop-by-drop	 in	 liquid	nitrogen.	The	yeast	

popcorn	was	ground	to	fine	powder	using	a	cryogenic	mill	(SPEX	SamplePrep	system).	

The	yeast	powder	was	thawed	and	supplemented	with	0.25	volumes	glycerol	mix	buffer	to	obtain	

an	extract	with	10%	glycerol,	100	mM	potassium	acetate	and	0.1%	NP-40.	After	incubation	with	

800	 U/ml	 SmDNase	 (MPIB	 core	 facility)	 for	 30	 min	 at	 4	 °C,	 the	 extract	 was	 cleared	 by	

centrifugation.	The	protein	concentration	was	measured	using	a	standard	Bradford	assay	and,	

after	adjusting	the	concentrations,	the	extracts	were	used	directly	for	immunoprecipitation.	

Agarose	GFP-trap	beads	(Chromotek)	were	equilibrated	with	IP	wash	buffer	including	NP-40	and	

then	incubated	with	30	mg	of	total	protein	for	two	hours	at	4	°C.	Per	sample,	20	µl	of	the	GFP-trap	

slurry	were	used.	After	this	incubation,	the	beads	were	washed	three	times	with	IP	wash	buffer	

including	NP-40	and	two	times	with	IP	wash	buffer	lacking	NP-40.	With	the	last	wash	step,	the	

beads	were	transferred	to	a	new	microcentrifuge	tube	and	eluted	in	two	steps	using	elution	buffer	

I	for	30	min	at	37	°C	and	elution	buffer	II	for	5	min	at	37	°C.	The	eluates	were	pooled	and	handed	

over	to	our	collaborator	Michael	Wierer	in	the	laboratory	of	Matthias	Mann	for	measurement	and	

analysis	using	MaxQuant	and	Perseus	software	307-309.	
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	Appendix	

	Abbreviations	

A	 	 adenine	
AID	 	 auxin-inducible	degron	
AP	 	 affinity	purification	
APC	 	 anaphase-promoting	complex	
ATP	 	 adenosine	5'.triphosphate	
BrdU	 	 5-bromo-2'-deoxyuridine	
BSA	 	 bovine	serum	albumin	
C	 	 cytosine	
CBB	 	 Coomassie	Brilliant	Blue	
CCD	 	 charge-coupled	device	
CDK	 	 cyclin-dependent	kinase	
Chr	 	 chromosome	
CHX	 	 cycloheximide	
CMG	 	 Cdc45/Mcm2-7/GINS	helicase	
Cy5	 	 cyanine-5	
DDK	 	 Dbf4-dependent	kinase	
DMSO	 	 dimethyl	sulfoxide	
DNA	 	 deoxyribonucleic	acid	
ds	 	 double-stranded	
DSB	 	 double-strand	break	
DTT	 	 dithiothreitol	
E3	 	 ubiquitin	ligase	
EDTA	 	 ethylenediaminetetraacetic	acid	
EdU	 	 5-ethinyl-2'-deoxyuridine	
FEAR	 	 fourteen	early	anaphase	release	
FHA	 	 Forkhead-associated		
FOA	 	 5'-fluoroorotic	acid	
G	 	 guanine	
G1-CDK	 Cdc28	in	complex	with	Cln1/2	
gal	 	 galactose	
GCR	 	 gross-chromosomal	rearrangement	
GINS	 	 Go-ichi-ni-san	complex	(Sld5-Psf1-Psf2-Psf3)	
GST	 	 glutathione	S-transferase	
HEPES	 	 4-(2-hydroxyethyl)-1-piperazineethanesulfonic	acid	
HIS	 	 hexahistidine	
HRP	 	 horseradish	peroxidase	
HU	 	 hydroxyurea	
IAA	 	 indole-3-acetic	acid	
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IP	 	 immunoprecipitation	
LB	 	 lysogeny	broth	
log	 	 logarithmic	
M-CDK		 Cdc28	in	complex	with	Clb1/2	
MEN	 	 mitotic	exit	network	
MES	 	 2-(N-morpholino)ethanesulfonic	acid	
MOPS	 	 3-(N-morpholino)propanesulfonic	acid)	
MS	 	 mass	spectrometry	
mt	 	 mitochondrial	
NCBI	 	 national	center	for	biotechnology	information	
NGS	 	 next-generation	sequencing	
NLS	 	 nuclear	localization	signal	
OD	 	 optical	density	
ORC	 	 origin	recognition	complex	
PBS	 	 phosphate-buffered	saline	
PCNA	 	 proliferating	cell	nuclear	antigen	
PCR	 	 polymerase	chain	reaction	
PEG	 	 polyethylene	glycol	
PP1	 	 protein	phosphatase	1	
PP2A	 	 protein	phosphatase	2A	
pre-RC		 pre-replicative	complex	
raff	 	 raffinose	
RING	 	 really	interesting	new	gene	
RNase	A	 ribonuclease	A	
RPA	 	 replication	protein	A	
RPC	 	 replisome	progression	complex	
S-CDK	 	 Cdc28	in	complex	with	Clb5/6	
SC	 	 synthetic	complete	
SD-fusion	 SLD3-DPB11∆N-fusion	
SDS	 	 sodium	dodecyl	sulfate	
SGD	 	 Saccharomyces	genome	database	
ss	 	 single-stranded	
SUMO	 	 small	ubiquitin-like	modifier	
T	 	 thymine	
TBS	 	 Tris-buffered	saline	
Tris	 	 Tri(hydroxymethyl)aminomethane	
WT	 	 wild-type	
YP	 	 yeast	extract/peptone	
γH2A	 	 Histone	2A	phosphorylated	on	serine	129	(S.	cerevisiae)	
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Amino	acid	abbreviations	

amino	acid	 one-letter	code	 three-letter	code	

alanine	 A	 Ala	

cysteine	 C	 Cys	

aspartic	acid	 D	 Asp	

glutamic	acid	 E	 Glu	

phenylalanine	 F	 Phe	

glycine	 G	 Gly	

histidine	 H	 His	

isoleucine	 I	 Ile	

lysine	 K	 Lys	

leucine	 L	 Leu	

methionine	 M	 Met	

asparagine	 N	 Asn	

proline	 P	 Pro	

glutamine	 Q	 Gln	

arginine	 R	 Arg	

serine	 S	 Ser	

threonine	 T	 Thr	

valine	 V	 Val	

tryptophan	 W	 Trp	

tyrosine	 Y	 Tyr	

	

Prefixes	and	units	

G	 giga	(109)	 	 	 bp	 base	pair(s)	 	 	 h	 hour(s)	
M	 mega	(106)	 	 	 kb	 kilobases	 	 	 min	 minute(s)	
k	 kilo	(103)	 	 	 Da	 Dalton	 	 	 	 sec	 second(s)	
m	 milli	(10-3)	 	 	 °C	 degrees	Celsius		 	 l	 liter	 	
µ	 micro	(10-6)	 	 	 A	 Ampère	 	 	 g	 gram	
n	 nano	(10-9)	 	 	 V	 Volt	
p	 pico	(10-12)	 	 	 M	 molar	
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