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Zusammenfassung

Kollektive Irrationalitat durchdringt alle Bereiche des sozialen Lebens. Von der Herden-
bildung an Borsen zur politischen Polarisierung und sogar bis in die epistemische Gemein-
schaft der Wissenschaft misslingt es Gruppen, die optimalen Mittel zu wahlen, um ihre
Ziele zu erreichen. Der Begriff der kollektiven Rationalitét lasst sich prézise fassen durch
eine Analyse der Argumente, die seine Zuschreibung rechtfertigen. Dazu ist es erforder-
lich, die Entscheidungsumgebung, die ablaufenden sozialen Prozesse und die relevanten
normativen Standards zu erfassen, wozu sich insbesondere agentenbasierte Modellierung
und Simulationen eignen.

Diese Methode wird auf zwei Fallstudien angewendet, jeweils eines aus dem Bereich
der theoretischen und eines aus dem der praktischen Rationalitat. Die erste Fallstudie be-
schreibt die Entstehung sogenannter unpopular social norms, also solcher sozialer Normen,
die dem Interesse der iiberwiegenden Mehrheit der Gruppe zuwiderlaufen. Die Analyse
eines entsprechenden Modells, in dem begrenzt rationale Akteure mit eingeschrankter In-
formation versuchen, eine optimale Norm zu wéahlen, zeigt, dass der zugrundeliegende Pro-
zess zwar ineffiziente Normen generieren kann, haufig jedoch effiziente Ergebnisse liefert.
Das unmittelbare Urteil der kollektiven Irrationalitdt muss daher zurtickgewiesen werden.
In der zweiten Fallstudie wird der Einfluss strategischen Verhaltens in einer Gruppe von
Agenten, die Informationen aggregieren, untersucht. Simulationen unterstiitzen die These,
dass es keine universell optimale epistemische Strategie gibt: Agenten, die unter idealen
Bedingungen erfolgreich sind, unterliegen im Falle strategischer Einfliisse konkurrierenden
Agenten, die wiederum unter idealen Bedingungen suboptimale Ergebnisse erzielen. Eine
evolutiondre Analyse des Modells belegt dariiber hinaus, dass nichtepistmisch motiviertes
Verhalten unter einem wengistens teilweise auf epistemischen Werten basierenden Beloh-
nungssystem zurtickgedrangt wird, ohne jedoch vollstandig zu verschwinden.

Die Verwendung agentenbasierter Modellierung und Simulation lésst sich insbesondere
durch die epistemischen Eigenschaften der Methode rechtfertigen. Anders als Computer-
simulationen im Allgemeinen sind Modelle epistemisch transparent, das heif3t nicht opak.
Sie konnen auflerdem unter den richtigen Bedingungen auch Bestatigung liefern. Gepaart
mit der groflen Flexibilitdt in der Modellierung handelt es sich daher ABM um ein wertvol-
les Werkzeug fiir ingenieursméflig betriebene Philosophie. Dieser Ansatz strebt konkrete
Losungen fiir spezifische philosophische Probleme an, ohne vorher die Rechtfertigung einer
fundamentalen Theorie zu fordern. Philosophische Probleme sind real und allgegenwértig
und verlangen daher Losungen; die obigen Untersuchungen schlagen solche Losungen vor.
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Chapter 1

Introduction

1.1 Arguments on Collective Rationality

In one of the most famous passages in the historiographic writings of Livy, a large portion of
the Plebs leave the city of Rome and gather outside on Mons Sacer. The Roman aristocracy,
needing them both as soldiers and peasants to maintain the state, send Agrippa Menenius
to negotiate the return of the Plebs to the city. What was the conflict about in the first
place? The plebeians perceived themselves as doing all the work, while the aristocracy was
just enjoying their leisure, living off the fruits of the labor of others, though still wielding
all the power in the city]]

Agrippa Menenius realized that he would neither be able to coerce or threaten the
Plebs back, nor could he reasonably rely on any moral argument. Therefore, he decided
to approach the Plebs by reference to the interest of the state as a whole and in turn their
own interest as a class within this state. Put otherwise, he appealed to their rationality as
part of a larger collective.

To this end, he narrated the well-known allegorical story of the belly and the members.
In brief paraphrase, this is its content: Once, the members started rebelling, complaining
that the stomach was just sitting in the middle of the body, being fed by them, but not
contributing anything itself. Therefore, they decided to stop feeding it: the arms no longer
put food into the mouth, which the mouth wouldn’t have chewed if they did. Deprived of
food, the stomach could no longer provide the necessary nutrition and the whole body got
ill.

What is this story besides a glaring piece of aristocratic propaganda? It is an interesting
case study in what is difficult about collective rationality. Let me pick out just three central
points. First, the members do not actually understand how the system they are a part of
works. As a consequence, they fail to acknowledge the contribution certain parts of the
system make to its maintenance, resulting in an overall deterioration of system performance
against their own best interest. Thus, lesson one for the student of collective rationality is
to understand the processes and interrelations in their object of analysis, be it society as

My interpretation is based on |Giebel| (2015)), book 2 paragraph 32.
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a whole, a school class or the legislative body of a democracy.

Second, there are multiple levels of collective rationality involved. On the highest level,
the maintenance and development of the state as a whole is at stake and figures as an
evaluative standard. But to gain full argumentative force towards the Plebs, the argument
needs to establish a connection between their interest as a class and the state as a whole
— a connection that is presumed by the analogy with a body, though not clearly mapped
onto Roman society. At any rate, the Plebs’s class interest itself is still a collective end, as
opposed to an individual one. Thus, the second lesson is to clearly determine the relevant
evaluative standard, for otherwise the argument will fail to convince its target audience.

Third, the whole story of the members and the belly seems to assume a very limited
set of options for the Plebs. Why shouldn’t they go somewhere else and create a whole
new state, where the leadership is chosen by lot from their ranks, and there is no inherited
aristocracy at all? The answer is, at least as far as the historiographical depiction goes,
that none of the people involved considered such an option realizable. So the third lesson
is that any argument for or against the rationality of a pattern of behavior has to be
presented against the backdrop of certain restrictions on what can and cannot be done,
sometimes in an apparently arbitrary fashion.

Finally, it is worth pointing out that collective rationality is conceptually disconnected
from morality. There is nothing in the narrative suggesting the immorality of the behavior
of the plebeians; at worst, it is foolish. On the other hand, the Roman state itself might
have been an immoral agent without taking away one bit from the argument.

The purpose of this essay is to contribute to a more thorough understanding of what
is necessary to argue for — or against — an attribution of collective irrationality. Explain-
ing and understanding social processes, explicating and applying a variety of evaluative
standards for the collective rationality of behavior; and taking into account the situational
restrictions on implementable options. As a result, we should be able to not only give
better arguments than the one Menenius famously gave, but also protect the audience
of such arguments against falling for invalid lines of reasoning. Ideally, even suggestions
for interventions on collectively irrational behavior can be supported by the suggested
analyses.

This chapter proceeds in the following way: In the next step, I shall establish the
real-world relevance of collective irrationality in more recent times. Then I proceed to
establish the methodology of agent-based modeling and simulation as a useful tool for
social philosophy and the study of collective rationality (Section , as it will be employed
in the central chapters of this essay. Finally, Section gives the larger agenda for the
rest of my investigation.

1.2 The Real World of Collective Irrationality

One of the most important questions to any abstract intellectual enterprise certainly is
whether it serves any practical purpose. What are the real-world problems the concepts,
theories and models are supposed to apply to, and why should we care? The analysis of
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collective (ir)rationality finds application in all areas of human social life, and a better
understanding of the phenomena, the underlying processes and the evaluative standards
could greatly improve our ability to organize everything from markets over democratic
government to cooperative scientific inquiry and the social norms of everyday life.

The social philosopher therefore can pick and choose their examples, and I will sketch
just a few: some for their significance, others for the exceptional clarity in exemplifying a
phenomenon.

The political polarization of large portions of the citizenry of democratic states in
Europe and North America might be the most significant case of a threat to collective
rationality in recent historyE] Political polarization, i.e. the concentration of opinion in
(most often two) opposing camps, is often perceived as both irrational and a threat to
democratic institutions. It is viewed as a symptom of irrationality since most citizens have
access to largely the same sources of both empirical evidence and arguments built on it.
So how can they disagree on matters of fact, such as anthropogenic climate change, unless
irrationality plays a part?E]

But not only the origins of polarization are worrisome: its potential consequences pose
a threat to the functioning of democratic polities and effective collective action. The
debate on climate change provides a frightening example: failure to resolve polarization
towards the most rational shared assessment of the matter may irreversibly deteriorate
living conditions on earth. More immediately, polarization makes it more and more difficult
to arrive at political compromises, which seem to be a necessary precondition for democratic
rule. Therefore, it is important to analyze the underlying processes and come up with
solutions to these problems if possible.

A quite different field of application stems from research in social psychology and so-
ciology. To the initial puzzlement of observers, certain groups uphold social norms which
are against the interest of all, or almost all its subjects. Bicchieri and Fukui (1999)) discuss
a wide variety of instances of such norms, from footbinding over alcohol overconsumption
to gang violence. The difficulties with such unpopular social norms start with correctly
identifying and explaining them. How does a population end up with such a norm, if close
to nobody wishes to adhere to it? To be more precise and to increase the explanatory
difficulty, the agents generally also do not prefer others to obey the social norm.

With respect to their normative status, unpopular social norms provide a relatively
simple case, at least prima facie: their collective irrationality derives from the aggregation
of its universal individual irrationality. As in a simple coordination problem, the agents

2Qpinion polarization has been a topic in political science for a long time (McCright and Dunlap, (2011}
Fiorina and Abrams| 2008} [Evans, [2003; |Poole and Rosenthal, [1984)), but the theory of collective opinion
formation leading up to polarization is still developing (Hegselmann and Krause, [2015; |(O’Connor and
Weatherall| [2018)).

SThere are numerous routes to explain the phenomenon, some which are not reliant on anything partic-
ularly irrational happening on the collective level; maybe everything social is adequate, but the individuals
engaged in the process are not sufficiently rational. However, if either rational or irrational individuals
could end up with poor outcomes due to a poor process, the resulting explanation is robust across various
actual and counterfactual populations, and may also open up interventions that do not require changing
the cognitive capacities of hundreds of millions of individual agents.
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are just worse off by miscoordinating, and as a consequence, the result seems collectively
irrational. In practice, the problem is more complex, since universal indifference or dis-
preference for the norm-guided behavior do not prevail across all members of the group of
norm abiders; often a small subpopulation actually prefers the behavior suggested by the
unpopular social norm. This insight may not necessarily threaten its descriptive status
as an unpopular norm, since unless the relevant subgroup is able to coerce the group into
norm-following, we are still facing an explanatory puzzle.

But to still claim that something normative is going wrong, it becomes necessary to in-
troduce additional assumptions and stronger normative standards. This potentially creates
a need for controversial argumentative moves such as the assumption of intercomparability
of utilities. All told, unpopular social norms provide a prime example for the prevalence
of collective irrationality and the difficulties of its analysis.

Turning to the field of economic behavior, so-called herding (Banerjee, [1992)) threatens
the efficiency of markets. Herding occurs when economic agents follow the lead of particu-
larly visible agents, thereby causing an information cascade: once a few traders started to
herd, it becomes more and more compelling to believe they are correct in their judgments,
and therefore to follow them. However, as Bannerjee shows, such cascades can be caused
by arbitrary initial decisions under the right — or more accurately, wrong — circumstances,
even though the agents are assumed to be rational Bayesians. Once again, the devil is in
the details of the information-gathering process and interactions of traders. A proper anal-
ysis of the overall rationality of herding cannot simply point out the fairly uncontroversial
inefficiencies it results in, but also explain how they realistically could be avoided.

A final remark on these real-world examples: it should already emerge from the sketches
provided here that the actual collective irrationality of behavioral patterns is itself contro-
versial. Ambiguity can arise from competing evaluative standards, disagreement about the
process at work or the implementability of its alternatives, and potentially a number of
other factors. One of the most demanding — but also most important — requirements for a
philosophical analyst of collectively irrational phenomena is therefore to be precise about
the limitations of any judgment of collective (ir)rationality.

1.3 An Agent-Based Approach

There are at least three major reasons for a social philosopher to employ agent-based
modeling and simulation: (1) Arguments in social epistemology, political philosophy and
related disciplines often have to rely on plausible descriptions of social processes and their
evolution in time. (2) Agent-based models (ABM) offer specific, precise reconstructions
of philosophical problems, supporting an engineering approach to philosophy. (3) Formal
models create a discursive bridge to the empirical sciences, since they are formulated in
the shared language of mathematics. Let me argue these points in some more detail.
State-of-nature theory in political philosophy serves as a perfect example to the first
point. From Hobbes| (1651) to Nozick (1974)), political philosophers relied on informal
descriptions of the state of nature and offered speculative derivations of the evolving be-
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havioral patterns of their agentsf_f] A common weakness of the resulting arguments is their
reliance on implicit assumptions about human behavior in counterfactual circumstances.
This problem is compounded with further implicit assumptions on social processes and
human interaction.

For example, Nozick handwavingly argues that his process will not yield rogue states
that willingly transgress the basic rights he presumes to be followed in the state of nature
(cf. Nozick, |1974, p. 17). But the argument is less than clear, largely due to the lack of a
sufficiently precise description of the process he is imagining/[]

Agent-based models solve the problem by requiring the modeler to specify precisely all
the initial assumptions and transition rules of the modeled process. Given the model, the
resulting outcome can be checked and replicated by any recipient of the argument. Note,
that ambiguity can re-enter on the level of interpretation; but at that point, the argument
already gained substantially in interpersonal transparency.

Naturally, this advantage comes at a certain cost, namely a loss in generality. The
philosopher employing agent-based modeling is not suggesting a grand theory of human
nature and statehood (or the human epistemic condition and epistemic communities in
other cases), but restrains himself to a more specific problem. This leads immediately up
to the second reason.

In the preface to their “Bayesian Epistemology”, |Bovens and Hartmann| (cf. 2003, Pref-
ace) argue for what could be called the engineering approach to philosophy. In an argument
resounding in Titelbaum| (2017)), they worry that the grand theories of philosophy tend to
go past our most pressing present problems in epistemology. According to this argument,
it is therefore worth to concentrate on problems as specific as possible, provide focused ac-
counts and potential solutions to these concrete problems before aiming for the full picture
of the heaven of ideas.

I suggest to supplant their claim with an argument from a grand philosophical theory,
namely reflective equilibriumﬁ The engineering approach to philosophy consists in devel-
oping contained accounts of problems, revising them in the light of empirical evidence,
analytical insight and general principles and iterating the whole procedure until an at least
temporarily satisfying picture has been established. This methodology fits perfectly the
requirements of reflective equilibrium, and it recovers the intuition of many proponents of
the method that in non-ideal conditions, perfect convergence is not always possible.

Agent-based models in turn are a natural tool for the engineering approach to philos-
ophy. They need to be concrete to be implementable; they are always revisable given the
vast design space every ABM lives in; they are able to incorporate highly general principles,
but they are often judged in part by their fit to our empirical knowledge about the process
to be modeled. Thus, ABM are certainly a prime method of the engineering philosopher,
although not the only one.

4Nozick briefly discusses a game-theoretic representation of his account, but his general argument relies
on the informal account.

5Even though this is not an essay on political philosophy, the widespread knowledge of state-of-nature
theory suggests it as an example. The argument translates to problems in social epistemology.

6cf. [Rawls (1975) for the most famous statement of this method.
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Finally, the capability of ABM to bridge the gap between philosophy and empirical
science constitutes a third important reason. Over the millenia, the sciences emancipated
themselves from the philosophical enterprise. For all the advances it enabled, this differen-
tiation also deprived the resulting disciplines of certain intellectual resources. Specifically,
odern empirical science is limited in its capacity to analyze normative questions. There-
fore, it is crucial to acknowledge the shared interests of, in the case of this essay, social
philosophers and sociologists, economists, political scientists and psychologists.

But not only do these disciplines differ in methodology and perspective, they often
do not even share a common language. This is where agent-based models — among other
formal models — can step in. A social epistemologist can read and understand a paper on
opinion dynamics written by a sociologist, and vice versa, due to the shared methodological
apparatus and language of ABME]

Therefore, agent-based modeling and simulation is, despite its limited utilization in
philosophy in general, a particularly reasonable choice in an investigation of collective
irrationality. Any such investigation needs to take into account observations and insights
on collective behavior from the empirical sciences, and should aim to feed back into those
sciences in turn in the currency of theoretical explication, conceptual clarification and
hopefully normative guidance.

1.4 Overview

The number of legitimate ways to approach the challenges posed by collective rationality
and its failure is legion. Therefore, there is no choosing without some degree of arbitrari-
ness. A great advantage of this situation is the creative freedom it provides the philosopher
with; and this essay certainly takes some liberties to stray away from the more traditional
philosophical outlook.

But as any thorough analysis, first some conceptual foundations have to be laid out. The
second chapter deals with the general form of arguments to attribute collective rationality
or irrationality. What reasons can support a claim to collective rationality? Where are
the critical points to look for failures of collective rationality? How does the resulting
understanding of group-level rationality relate to the more familiar concepts on the scale of
individuals? Are norms of collective rationality fundamentally reducible to those applicable
to individuals?

As I shall argue, there are standard components to any analysis of collective action and
belief formation, namely the environment the group is situated in, the process governing
group behavior — the actual object of evaluation — and the evaluative standards applicable
to the given case. To clarify the resulting argument scheme, two case studies are introduced:
unpopular norms and belief formation under incentives.

"This is not to dispute the fact that there are major inter- and intradisciplinary problems in commu-
nicating ABM in a canonical fashion. Efforts like [Richiardi et al. (2006) and |Grimm et al.| (2010]) stand
witness both to the difficulties and the possibility of resolving them.
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These two informal case studies then form the backdrop for chapters 3 and 4. Chapter 3
offers an agent-based model for the evolution of unpopular social norms. Social psychology
frequently finds social norms being held up in a population to the interest of almost none
of its members, posing not only a normative, but also an explanatory challenge. The
model relies on theoretically grounded assumptions on informational limitations and the
bounded rationality of its agents to recover such observations and to more clearly state the
conditions of their emergence.

Besides providing a potential explanation, it showcases the possibility of apparently
collectively irrational behavior to be the result of a generally effective and efficient process.
By discussing minor interventions, which greatly influence outcomes, it also cautions the
analyst of collective behavior: the (ir)rationality of a social process generally depends on
the available and implementable alternatives, and often a comprehensive analysis, and
therefore a deductively valid argument for either rationality or irrationality is practically
impossible.

Chapter 4 moves from the problems of practical rationality, i.e. choosing social norms
to govern one’s actions and expectations towards the actions of others to the theoretical]
problems facing epistemic agents in a social setting. Exemplar instances are to be found in
the aforementioned problems of opinion polarization on subjects such as climate science,
but also difficulties within mainstream science to aggregate and evaluate socially avail-
able information in an environment of mixed motivations and limited cognitive as well as
material resources.

Once again, the arguments are building on an agent-based model and its analysis by
simulation. The major result supported by the model is a trade-off between epistemic
performance under ideal circumstances and robust performance under a wider variety of
conditions.

Finally, no philosophical essay would be complete without a thorough reflection on its
main methodology. As an engineer needs to be able to build her own tools, philosophers
should understand the epistemology of their methods. Therefore, chapter 5 discusses the
epistemic features of agent-based modeling and simulation, and in particular the kind of
arguments stylized formal models support and their relationship to alternative methodolo-
gies. Chapter 6 summarizes the results and sketches important future directions for the
enterprise of assessing collective rationality.

8The term “theoretical” is used here in the sense of the distinction between theoretical and practical
rationality: it refers to the rationality of beliefs and other mental states as opposed to the rationality of
actions.
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Chapter 2

Conceptualizing Collective
Rationality

2.1 Motivating Collective Rationality

There are many ways to approach a concept, but maybe the most genuinely philosophical
way is by asking for the kind of argument one needs to supply to justifiably apply that
concept. What does the proponent have to provide to attribute collective irrationality?
How can a group defend itself against the charge of irrationality, or establish its collective
rationality?

Taking the perspective of a disputant on a group’s rationality has several distinct ad-
vantages, most importantly its direct connection to motivation. In the case of individual
agents’, arguments for the instrumental rationality of a particular behavior often provide
immediate motivation to the agent. Though there are clearly exceptions, such as weak-
ness of will, cognitive shortcomings or the insight that one’s original ends supporting the
argument are in need of revision, an agent realizing their irrationality would usually be
motivated to react to the charge.

The same possibility is licensing the argumentative approach to collective rationality,
though with some restrictions. In the case of a group, it is not always clear who exactly
should be motivated to revise their behavior — or even just their belief. A group is only
able to act through the actions of its members, and in some cases, no member might feel
obliged to serve the rationality of the whole.

This limitation notwithstanding, constructing arguments to motivate the group is in
practice a major objective of research on collective irrationality, as a number of applications
reviewed in the course of this essay show. Even if the group itself is not motivated by such
an argument, the social surroundings of the group might be the adequate recipient. To
preview an example, the jury in a criminal trial potentially does not care at all about the
accuracy of their verdicts on the individual level; but if there is a strong argument for their
systematic incompetence, the legal system can be motivated to take action.

The argument-centric perspective has the further advantage of specifying a context of
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justification. As I argue throughout this essay, little is to be said about collective rationality
with perfect generality; it is extremely context-dependent. What alternative processes are
available to a group and which ends can plausibly be attributed to it changes dramatically
with context. Having a target audience for an argument in mind helps delineating the
relevant context for a particular study.

Finally, an argument-centric view sidesteps problems associated with the traditional
approach of providing necessary and sufficient conditions; arguments naturally provide
pro tanto reasons, and hence are not made obsolete by arbitrarily chosen counterexamples.
Furthermore, it becomes clear in the next sections that this approach combines particularly
well with a modeling methodology, with various models being able to fill the roles required
by a generic argument scheme.

This chapter proceeds in the following way: First, an argument scheme for collective
(ir)rationality is constructed and its major components, environment, processes and ends
are analyzed in some detail, with an eye on formally modeling group behavior. Thereafter,
Section applies the argument scheme informally to two stylized examples to clarify the
details of both its structure and the individual premises. Finally, Section addresses
the fundamental problem of attributing collective ends, refuting a functionalist view and
suggesting more appropriate alternatives.

2.2 An Argument Scheme

Constructing an argument for or against collective rationality requires three main premises:
What is possible, what is realizable within the constraints of the possible, and by what
norms or standards it is to be judged. This delivers the following structure:

P, Given an environment E (What is possible?)

P, group G performing a social process P on E (What is realized within the constraints

of E7)

P results in outcome O = P(F) judged by norm N with N(P(E)) > N(P'(F)) for all
known alternative implementable processes P’. (Which normative standard applies?)

C'c Then, performing P is collectively rational in E according to N.

As a corollary it follows that P is collectively irrational in E according to N if there is a
process P’ such that N(P'(E)) > N(P(E)). Of course, much of this argument depends on
spelling out in more detail what is meant by environment, processes and norms or collective
ends, a task to be approached momentarily.

With respect to the argument scheme itself, it is generally more difficult to argue for
rationality than irrationality, since the former requires to justify a universally quantified
premise, while the latter only needs an existential statement. The observation is accurate,
but requires a qualification. In practice, it is not necessary to show that it is logically
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impossible to find an alternative process yielding better results, but only that there is no
known process that is also actually implementable given the circumstance.

Rationality cannot require the group to perform epistemically inaccessible options.
There is some room there for discussion, since rationality might require the group to inquire
into possible mechanisms it is currently unaware of, but these details can be put aside for
the sake of simplicity. Before such intricacies are to be discussed, the main components of
the argument scheme have to be explicated in more detail.

2.2.1 Environment

An environment is constituted by everything externally given under the chosen description
of a scenario up for evaluation. As a matter of absolute fact, very few things are given
strictly in this way in real-world targets; however, from a modeler’s, or more general,
observer’s or intervening agent’s perspective, and even more from from inside the social
system under consideration, quite a few features that are not logically, metaphysically or
nomologically impossible to change have to be taken as fixed.

Analyzing, for example, the phenomenon of schoolyard bullying, student-teacher ra-
tios, the allocation of students to schools and classes, or the preferences of the children
involved will often be taken as a given, despite the fact that all of these can be intervened
on in principle. Similarly, the quality of empirical data, research funds or the cognitive
capabilities of scientists are often beyond the reach of intervention in social epistemology
and therefore have to be understood as features of the environment.

The environment determines the input for the process layer, and it is important to
specify it precisely; it restricts what is assumed to be possible, and therefore defines a
ceiling achievable outcomes relative to the pertinent evaluative standard. Since rationality
demands only to make the best of what is available, e.g. to hold the most accurate
beliefs given the evidence available, different environments justify the rationality of different
processes. While this might seem obvious, it is rarely stressed sufficiently how much the
result of an analysis depends on the details of what can and cannot be changed ]

There is no general set of rules to determine what should be considered part of the
environment, even if a given framework, such as game theory, often provides the analyst
with useful modeling patterns to determine the line between environment and process.
Certain variables are more easily endogenized, while others are often left exogeneous for
tractability considerations only. In such cases, the argument is obviously to be qualified
with the conditional “if the tractability assumptions do not prevent a process superior with
respect to N to be implemented”.

In many cases, endogeneity varies across applications. Evolving networks provide a
good example of a variable shifting from exogeneous to endogenous in different contexts:
as [Buskens et al.| (2015) suggest, treating both networks and behavioral rules as evolving

IThis is particularly true for formal models, where everything to be part of the scenario has to be
described explicitly. An example for dealing with this problem can be found in the discussion of model
limitations in Chapter
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increases the difficulty of analysis, and hence often requires the analyst to leave either
component as exogenous as an idealization.

Besides interaction structure, behavioral rules, agent preferences, signal qualities, avail-
able resources, population size (or at least the limiting value) and initial mental states of
agents are standard components of the environment. In different frameworks, further fea-
tures of the scenario under consideration are identified as part of the environment. In the
Lotka-Volterra model of predator-prey interactions (Volterra, [1926)), coefficients for death,
replication and predation as well as the assumption of random encounters all form parts
of the environment P

The pragmatics of environment modeling are quite intricate. When models are pre-
sented, they often create the impression that most or all decisions to treat a feature as
part of the environment or the moving parts of the model were more or less rationally
necessitated. Arguments for treating something as given are often derived either from
a particular modeling framework or tradition such as game theory, tractability limits or
features of the specific target to be modeled and analyzed. As a consequence, it is often
necessary to go back and forth between modeling the process and deciding what has to
be endogenous in the process model and what is deferred to the environment. Particular
mechanisms and processes the modeler is interested in may suggest to exogenize certain
features rather than others, once the process is better understood.

For instance, a study of voting procedures normally calls for binary propositional atti-
tudes, whereas belief revision procedures akin to Bayesian learning require the agents to
hold graded beliefs. One response to this can be to argue that graded beliefs are more
fundamental and introduce additional behavioral assumptions to map credences to binary
judgments for voting. Whether this approach makes sense or binary propositional attitudes
should just be included in the environment immediately is a pragmatic choice.

As a consequence, the actual differentiation between environment and modeled pro-
cesses is often an iterative procedure, where the modeler has to revise the details of the
environment submodel or adapt the process submodel according to the needs of her in-
vestigation. To be clear, the iterative nature of the pragmatics of the procedure does
not influence the structure of the final argument, which resides entirely in the context of
justification.

Let me conclude on a remark about the formal structure of an environment description.
In the argument scheme, little is specified about the internal structure of E. It needs
to be able to be treated as the domain of the function or algorithm describing the social
process, but nothing more can be required in general. In practice, the environment is likely
stochastic, and the investigation is run by sampling from the environment distribution,
e.g. a distribution of network structures, and to apply the social process to the sample,
evaluating only the results generated from this sample. Therefore, the actual argument
constructed is generally inductive, not deductive, since the generic scheme is realized for a
sample of environments, not for the entire domain of possible environment configurations.

2If a feature as the coefficient for predation was variable instead, a substantially different model family
would arise.
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2.2.2 Process

The processes, procedures and mechanisms determining a group’s behavior form the core
of any thorough analysis of collective behavior. When it comes to (ir)rationality, these
are the proper subjects of criticism or appraisal. They also delineate, by participation in
the process, who is considered a proper group member for the adjudication of collective
rationality. Claiming that collection A of agents is irrational means they employ a proce-
dure, are engaged in a process or implement a social mechanism P that is worse than the
implementable alternative P’ relative to the group’s ends represented by N.

Formally speaking, the process component maps a certain environmental input onto a
certain outcome that can be evaluated by whatever standard of rationality is appropriate
in the case under dispute. Processes need not be deterministic, as the equivocation with
mechanisms may have suggested, and often aren’t, at least for any observer equipped with
limited knowledge.

The analysis of social processes can actually aim at two very different purposes. Much
of the analysis (and formal modeling, by extension) in the social sciences tries to capture
causally crucial features of actual processes to assess them. In that epistemic context, it is
important to attain a sufficient match with reality, since an insufficient fit invalidates any
inferences to the target system.

But particularly in areas such as the design of markets, voting rules or semiformal
and formal knowledge aggregation procedures, the direction of fit changes. A process is
analyzed, and if evaluated positively, suggested for implementation in reality. Such models
generally still need to make certain assumptions about the behavior of actual agents within
the process, because there is usually some part of it beyond the reach of the designers
control. However, the core of the process, e.g. an auction system or voting procedure is
not supposed to represent anything actual, and thus cannot fail in that respect.

Most commonly, to instantiate the argument scheme, an analyst has to take into account
at least two processes: One that is criticized for being suboptimal, and another one that
both proves that suboptimality and may be considered as an alternative to be implemented.
The first of the two usually falls into the first category above, while the second one often
will be a so far fictitious process.

Although this type of comparison might be the most common, there are also examples
both for comparisons between two actually implemented procedures, like electoral systems
across democratic countries, and multiple fictitious processes to determine which of them
is the most advantageous. Such studies are best interpreted as partial instances of the
argument scheme, since they explicitly make no claim about the universal quantifiability
of their evaluative results.

Turning to the pragmatics of process modeling, it is a common strategy to split the
process into rules for individual behavior, interactions and aggregation. Consider, for
example, the following sketch of an analysis of jury deliberation: every single juror may
update their beliefs by Bayesian (or approximately Bayesian) belief revision; they receive
evidence during the trial individually. Later on, they engage in interactive deliberation, a
process that could, at least as a first approximation, be described by a model such as the
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Lehrer-Wagner-model, where agents assign each others’ opinion weight and change their
beliefs by calculating a weighted average over the set of beliefs (Lehrer and Wagner, [1981).
Finally, they are subject to a unanimous voting procedure for aggregation.

The separation into subprocesses should be understood conceptually, rather than
causally. A natural objection to the above model would be that the fact that aggregation
takes place under unanimity rule likely impacts the way agents interact with each other
before, and maybe even how they revise their beliefs in the light of evidence. But this
argument supports a demand for a more precise description of interactions and individual
behavior and does not imply that the three parts are conceptually intermixed.

Furthermore, any of the three subprocesses can be empty. In a standard analysis of
voting procedures, there is no interaction; agents cast their vote (individual behavior) and
the collection of votes is aggregated, e.g. by majority voting (aggregation). In other cases,
there is no actual aggregation taking place, as in a decentralized market. Individuals engage
in actions and are able to interact with each other, but there is no centralized aggregation
in the end. In such cases, if an analyst wants to describe a separate subprocess formally, the
algorithm modeling the respective empty subprocess just passes its input on, not posing
any problem for the generality of the scheme.

Importantly, this implies that evaluative schemes constructed from the group’s ends
need to be adapted to the actual outcome’s degree of aggregation. In some cases, the
normative standard applies to a unique decision or single expressed aggregate belief, while
in others, it needs to account for a whole distribution. This point becomes more impor-
tant when discussing the logical independence of individual-level and group-level norms in

Section 2.4]

2.2.3 Ends

A group’s concrete ends can vary drastically: from the policy goals of an NGO over the ed-
ucational purpose of a school class to the ends of a scientific community to grasp important
features of the social or natural world, groups’ ends differ as vastly as those of individuals.
However, when cast in more abstract terms, large classes of ends can be collapsed into
more generic evaluative standards. Epistemic groups strive for accuracy, political agents
may strive for utility maximization or equality preservation, and so on.

The most difficult task when it comes to the analysis of collective ends is to attribute
those ends in the first place. Which goals does a newly emerging political movement
pursue? Can the evaluative standard applying to behavior in a school class be derived
merely from the students’ preferences? I defer the question of attributing collective ends,
and focus on the role it plays within the argument scheme, assuming that an end or set of
ends has been established for the group under consideration.

The task is to translate a concrete purpose, goal or end into a more abstract normative
standard. For example, many epistemic goals, though not all, can be translated into a
desire for accuracy, which can in turn be modeled in various ways. Casting the group’s
ends in terms of more generic, abstract norms is, however, not only useful for modelers: it
allows the analyst to abstract from all the irrelevant variations in the way that a group’s



2.2 An Argument Scheme 15

goal can be expressed in everyday language.

A highly generic argument scheme enables the observer to capture not only norms that
are typically investigated in formal frameworks, such as accuracy and utility. Nothing
in the argument scheme prevents one from comparing outcomes to the prescriptions of a
catalog of rights the group is committed to uphold. The only condition is that there is a
formulation applicable to the outcomes generated by the social processes in question. As
a formal sidenote, the argument scheme also assumes that the normative standard implies
a partial order over outcomes. This should be understood as a minimal standard to allow
for comparisons, which is a necessary precondition for meaningful normative judgment.

However, there is one critical assumption in the way the argument scheme is set up: a
normative standard describing the group’s ends is not an arbitrary product of the social
process in operation. It persists entirely across various possible processes to enable an
actual comparison according to the same standard )| But social processes in general impact
a group’s end structure. For example, a political party organized in different ways may
end up with substantially different concrete political aims. Is the scheme thus not nearly
as general as I claimed?

To answer this question, let me distinguish two classes of such moving targets. First,
in many cases, when different ends emerge in concert with different processes, the relevant
norm for the argument scheme can be recast as a more general norm. Different interaction
structures may lead the members of a scientific collaboration to pursue quite different
concrete ends, which may still be cast in terms of accuracy. There is an overarching goal,
and the more concrete ends take the form of conditionals referring to the implemented
process.

However, a second class of cases is not adequately captured by reference to a unifying,
more general end. Imagine a commercial enterprise manufacturing drugs. The purpose
of this enterprise is profit, which can, for example, be cast in terms of utility. But at
some point, the owners just have enough money and decide to turn their operation into an
entirely epistemic enterprise. They no longer aim at selling drugs (even though they might
still engage in doing so!), but instead want to further mankind’s medical knowledge.

Admittedly, it might still be technically possible to devise a sufficiently abstract measure
of utility to incorporate this shift in goals. But a more adequate response is to deny the
possibility of judging collective rationality across this shift in goals; a shift that may very
well be a consequence of the internal processes within the group forming the enterprise.
Another way of phrasing this claim is that the group became a different entity at some
point, even though it is still constituted by the same individual agents.

This conclusion may seem unsatisfactory, but it is a consequence of limiting the dis-
cussion to instrumental rationality. As for an individual, shifting ends prohibit a unique
answer to the question of optimal means. For the case of instrumental rationality, the
argument scheme remains fully general. To fill the concepts used in the argument scheme
with life, I will now turn to two case studies that will follow me throughout this essay.

31 thank Nicole J. Saam for pointing out this assumption.
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2.3 Case Studies

2.3.1 Norms of Violence

Norms of violence are an interesting test case for any account of collective irrationality.
As [Elster| (1990) argues, there are norms sanctioning the use of violence in a community
to its overall detriment, in his case norms of revenge. Let me preface my discussion by
repeating an important observation by Elster: if one allows to stipulate any combination of
preference and belief structure, any analyst worth their salt can find a collectively (as well
as individually, though maybe not both at the same time) rational reconstruction of any
pattern of behavior. This is what makes the task demanding, since one does not only have
to provide a coherent analysis, but also ascertain its utility as an account of the behavior
in question.

A second important observation is that norms of violence often pose a moral problem in
addition to the potential failure of collective rationality. This offers a strong, but also dis-
tracting motivation to the analyst: since rationality, unlike morality, is usually something
the agent, collective or individual, would try to obey if only aware of its requirements;
hence, to offer an argument confirming the irrationality of norms of violence is particularly
useful if those norms are to be abolished. If only the group realized how detrimental their
accepted norms are, they would be motivated, if maybe not immediately able, to change
them. While this is both a morally compelling and rational motivation, it creates an in-
centive for wishful thinking the analyst has to resist: rational behavior is not by necessity
morally right behavior.

With these preliminaries in mind, what is a norm of violence? A social norm{of violence
refers to any stable pattern of violent action in a given type of situation within a population,
together with the expectation to act according to the pattern.E] That expectation is to be
understood both descriptively and normatively. Not only do the norm-followers believe of
each other to act violently in the right type of situation, but if they fail there might be
sanction. The sanctioning agent is usually not the victims of a norm violation themselves
but members of the larger population subject to the social norm. Even if there is no actual
sanction, the norm-following agent operates under the assumption that others, if not all
others, prefer them to follow the norm. A few examples should be illuminating.

(1) Longstanding international conflicts often take this form. Imagine three countries,
Tomainia, Bacteria and Osterlychﬁ] They have a long-standing tradition of minor border
violations returned more or less immediately in kind. Now assume Tomainia violates the
border of Osterlych, with Osterlych not retaliating. This might surprise both Tomainia
and Bacteria, and prompt Bacteria to worry about the potential weakness of Osterlych
to threaten their balance of power. If Bacteria is to still follow the norm, they cannot

4For a more detailed discussion of social norms, cf. Chapter

>This definitory sketch has been inspired by the definitions offered by [Elster| (2000) and Bicchieri| (cf.
2005, p. 11).

SThese names are from the famous Charlie Chaplin movie to avoid political disputation of the assump-
tions.
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retaliate in place of Osterlych, and their only option is to try to motivate, by whichever
means, Osterlych to eventually retaliate themselves.

Such a pattern can be upheld for a long time if nobody gains the upper hand, and it
certainly creates a descriptive expectation. What makes this example interesting is that
not everyone in the population has precisely the same normative expectation: Tomainia
prefers Osterlych and Bacteria to retaliate against each other, but has no interest that
either retaliates against them. Mutatis mutandis, the same is true for the other nations.
Such cases should still be considered social norms in the sense introduced above. Normative
expectations are not necessarily held uniformly across the population.

(2) Imagine a street gang, frequently using violence to signal strength, and thereby
creating a norm of violence (cf. Bicchieri and Fukui (1999)). The pattern of action is
imprudent violence against the outside world, e.g. in the form of vandalism[] While no
individual might prefer to be violent in this imprudent fashion — it is imprudent after
all — having built up both descriptive and normative expectations itself may keep up the
repeated pattern. Even sanction, in such cases referred to as false enforcement (cf. Centola
et al., [2005 for an account), can occur and be upheld as long as everyone sticks to their
belief in each other’s preferences.

In this case, the norm is a likely candidate for a collectively irrational behavioral pattern.
However, it is also possible that the gang can only be held together by relying on violence
as a signaling mechanism. This is not the place to provide a detailed analysis of gang
violence, but the case exhibits a common thread: often there is more than one plausible
mechanism (or social process) to be stipulated, and the (ir)rationality depends on subtle
details regarding the implementability of alternative processes. If the gang requires violence
as a signal and will disband without and the persistence of the gang is one of it’s collective
ends, the disadvantages of following the norm may not render it irrational on their own.

(3) Schoolyard bullying is a common problem, threatening both the personal devel-
opment of children and the efficacy of learning institutions (Salmivalli et al., [1996). Not
all bullying is necessarily the expression of norms of violence, physical, mental or social,
but social norms constitute a legitimate candidate explanation. The social norm governing
violence in a schoolyard regulates who does what kind of harm to whom on which occasion.
Furthermore, it also includes subnorms of defense, support and retaliation.

One interesting feature of bullying not as obvious in the previous examples is the role
differentiation of the norm. There are distinguishable bullies, victims, bystanders and
defenders, and depending on the role assigned, descriptive and normative expectations
vary substantially. More generally, several difficulties arise when applying the tripartite
argument scheme to norms of schoolyard violence.

With respect to the environment, is there an implementable social norm prohibiting
any violence, even if the majority of children did prefer such a norm? With respect to the
social process of norm formation, what can be assumed about the children’s capabilities

"There might be a substantial amount of within-gang violence, too, but potential norms governing those
patterns are not the subject.
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of judgment and their preferences?| Are there children who just like to be violent, be it
by nature, nurture or any other influences beyond the reach of their schoolyard? Finally,
which ends is the analyst justified to project onto the school population as a whole to
argue the irrationality of norms furthering violence? Are the school’s educational goals
a legitimate standard to impose, or does one have to be constructed from the students’
preferences themselves? If so, what can legitimately be assumed about these preferences?

A formal account of the process of norm formation is provided in Chapter [3| but an
informal sketch of an argument for the irrationality of bullying as a social norm could run
like this: children generally have the capability to establish norms of at least low violence,
i.e. they actually choose in an environment where little to no violence is an available option
in principle. This assumption rests on the combined premises that an average school does
have few enough children who are unconditionally violent and enough potential defenders
to keep those that exist in check.

However, the children have a limited understanding of the process of norm formation,
and have to rely on their own observations largely limited to their friendship clique.ﬂ School
children, like human beings in general, learn by social influence. They try to conform to
what they perceive as common behavioral patterns and fulfilling descriptive and normative
expectations. In the next step, it needs to be shown that this process frequently generates
norms of excessive violence, i.e. bullying.

If so, we are warranted to call that process collectively irrational given that we are
able to construct a standard that implies bullying to be a bad outcome. Social norms
supporting violence hinder numerous potential collective goals. But it is actually fairly
easy to construct a standard restricting violence from reasonably weak assumptions on
preferences. If preferences are distributed uniformly along the possible levels of violence,
everyone is interested in coordination on a social norm and otherwise self-regarding, equal
weighing leads to the average of the distribution of preferred levels as a plausible yardstick
for evaluating outcomes.

Thus, a medium level of violence would be acceptable under this standard. If instead
the distribution of preferences is shifted to lower levels of violence, the resulting standard
requires ceteris paribus a lower level of norm-supported violence to concede rationality to
the process of norm formation.

This is how far I will take the informal analysis. However, it allows for a number of
observations. First, the norm of violence itself is neither rational nor irrational under this
description. It is understood as the product of a process subject to evaluation, not as
the process itself. If instead the analyst took norm-following behavior as a social process
creating another outcome, e.g. progress in learning, one could ask whether the norm itself
would be rational. Either are legitimate questions, but it is important to understand them
as distinct.

A second lesson to be drawn is that what looks like collectively irrational behavior in
the end result may well be the outcome of a process itself rational in the sense that it

8For an analysis of the relevance of moral judgment capabilities in bullying, see (Doehne et al.| 2018).
9¢f. [Doehne et al.| (2018) for an analysis of clique conformity in bullying behavior
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generates on average better outcomes than the alternatives.m As holding a false beliefs
does not immediately render someone irrational, the fact that a group operates under a
detrimental norm at any given point in time does not imply their collective irrationality.
It needs to be shown that the agent could have followed a better procedure, e.g. one that
would have left them with an accurate belief more likely than the procedure they employed.

Similarly, it needs to be shown that the group was not merely failed by their environment
or the failure of an otherwise rational process. This is not to say that the group should
stick with an outcome they are aware of being suboptimal and they could change. But in
practice, they need to implement a better process to achieve, to stick to the example, lower
levels of accepted violence. Changing social norms is in practice a difficult and involved
process; more than understanding the suboptimality of an end result is required, namely
the reform of an underlying process

2.3.2 Aggregating Knowledge

The establishment, maintenance and change of norms is generally considered a question
of practical rationality, since it involves action, choice and preference. But what about
the rationality of collective belief, the efficacy of aggregation procedures or organization
of behavior in epistemic groups? The tripartite scheme of environment, process and ends
applies to such questions quite analogously, only the ends are now epistemic ones.

Before getting into an illustrating example, I shall digress a little on an important
difference between individual and collective theoretical rationality. While contested, on the
individual level there is a plausible distinction between theoretical and practical rationality.
As [Lackey| (2010) points out, what is practically most rational to accept as a belief may
clash with what is best supported by our evidence and thereby seems to be the belief
sanctioned by theoretical rationality["] But how is the state of belief in a group determined
independently from the behavior of its agents?

Consider a standard procedure to determine a group’s state of belief: majority Votin@
The outcome of the vote, and thereby the group belief, cannot be directly determined from
the beliefs of the individual members. They might choose to vote strategically, they may fail
to cast their vote, or they may actually make a mistake; but the appropriate state of belief
to attribute is the outcome of the actual vote. The alternative to this conceptualization
of group belief in this example would be to assume that the actual collective belief is
an aggregate created by an ideal omniscient observer, or less mythical by an idealized

10The relevance of the average across outcomes is an additional normative assumption, that could be
replaced by, for example, maximin norm when the worst case outcome is of greater importance to the
group’s ends.

"Bicchieri and Mercier| (2014) provides a good example for this: Their approach is to create awareness
of the suboptimality of the norm but at the same time being very deliberate about the processes governing
norm maintenance and change to actually enable progress.

12A classic example is the athlete who would increase their chances by believing in their ability to win,
but have actually good evidence they won’t, cf. |Lackey| (2010)).

13¢f. [List and Pettit (2011) for a detailed philosophical discussion of the procedure.
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process|]
But there are good reasons to dismiss this idea. The main argument is provided by

List and Pettit| (2011)), who show that once multiple propositions are in play, there is no
non-arbitrary way to construct consistent beliefs from an unrestricted domain of beliefs
under anonymity. This also implies that actual votes may be inconsistent, but the actual
vote is, unlike any suggested idealized procedure, unique.

Furthermore, an analogy to the case of an individual provides another compelling reason
to reject an ideal aggregate as the “true” group belief; imagine an agent who holds the
prior degree of belief p(H) on hypothesis H, and the likelihood p(E|H) = ¢q. Assume,
for the sake of argument, that the uniquely rational way to respond to evidence E for
that agent is to employ Bayesian updating. Does it follow that the agent then holds the
credence p'(H) = p(H|E) = %? That seems absurd. The agent could end up with
any credence, it just might render him irrational. Similarly, the group as a whole may
be considered holding any belief that is actually created by an aggregation procedure the
group performs.

The main concern here is that, by applying various procedures, the group seems to end
up with different and incompatible beliefs. If that is the case, and there is no reason to
belief that something relevant changed in between applying the procedures, the group will
count as irrational, since it might be attributed both the belief in a proposition and its
negation by this standard. Therefore, in the case of groups, the analyst always has to rely
on behavior and therefore at least individual-level practical considerations to determine
collective theoretical rationality.

With these preliminaries in mind, let me turn to the case study. Imagine a community
of researchers, studying human choice behavior in various simple situations, such as in
the field of behavioral economicsE] Given different theoretical background assumptions,
methodological choices, and potentially non-epistemic individual-level goals, how should
these researchers treat the results provided by their peers? What would be a collectively
rational process to employ? Once again, I provide an informal analysis to be complemented
with a formal account in Chapter

The environment in modern day science is very different from more everyday epistemic
contexts: researchers generally have to assume that socially available information on the
research of others is an indispensable resource. Everyone seriously engaged in scientific
research plausibly finds partially, if generally imperfectly, reliable results. Thus aggregating
them is in principle desirable. At the same time, most of the time such results are only
made available by publication, leaving significant room for the above mentioned factors
such as different theoretical background assumptions to partially confound the results.

Around the field of behavioral economics and the psychology of choice behavior, an
intricate debate has developed on the actual prevalence of individual irrational behaviors.
While prominent figures such as Kahnemann, and scholars such as [Thaler and Sunstein

1Under different circumstances, other options are open to ascribe collective belief; the group may have
chosen an expert panel explicitly to determine their collective belief, to give just one common example.

15A paradigmatic piece of work in this field is [Kahneman and Tversky (1979)), more popular accounts
are to be found in |Ariely| (2008]) and Kahneman| (2011]).
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(2008) building on them are convinced of widespread individual irrationality, authors such
as |Gigerenzer| (2015)) heavily questioned their conclusion. This is not the place to pass
judgment on which account is more accurate, but it shows that contemporary research can
lead into discussions where it becomes difficult to aggregate all socially available results
due to their inconsistency.

Let me postpone the question of the precise process assumed to be in place, and turn to
the deceptively simple question of norms in science. The obvious goal of authentic scientists
is to produce (approximately) true insights about the world. As a standard for analysis,
this can be rephrased in terms of accuracy, i.e. closeness to the truth. Accuracy can in
turn be measured, for example, by employing proper scoring rules (Brier, 1950)). However,
for practical purposes, one often has to rely on what may be called prozy standards. It
can take a scientific community years, if not decades, to judge the accuracy of a scientist’s
results — even if it is assumed, at least for the sake of argument, that such a thing is actually
possible.

The community therefore has to rely on alternative standards to assign credit. These
are not necessarily the norms the analyst applies in their judgment of rationality, but
they are crucial to reconstruct the enterprises of epistemic communities. This leads to the
postponed question of the processes in question.

The description of the exchange of research results in terms of opinion exchange suggests
itself; however, there is significant design space to analyze and model opinion exchange. A
particular interesting feature in the case of a largely decentralized epistemic project such
as a scientific discipline, potential interventions are likely to be implemented at the level of
incentives for individuals.EG] But there is a serious risk that agents present their opinions
strategically. Hence, it becomes an important questions whether there is a behavioral
strategy, and thus a social process, that is robustly rational across the relevant environment.
Chapter [ offers a formal argument supporting the claim that there is no such process across
important instances of the epistemic environment of science.

But for the time being, it should have become clear enough how to apply the three
components of the argument scheme to a given case. It should also be well-understood
that there is substantial room to attribute features of a case study to different components,
thereby changing the course of the analysis. This is not a weakness of the argument
scheme, but an unavoidable consequence of the contextual nature of collective rationality.
The available background assumptions to attribute norms, goals and standards or the
distinction into an environment and a social process depend not only on the scenario,
but also the analyst’s epistemic context. With the conceptual framework set up by the
argument scheme, it is time to turn to the problem of attributing collective ends; up to this
point, I had to appeal to reasonable assumptions and common sense, which is generally
insufficient for a compelling argument, and this profound problem needs to be addressed
before focusing attentions more on modeling social processes.

16This is not to say that the interventions are not targeted at structural features such as communication
networks, but the implementation often has to run through the pathway of individual motivation.
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2.4 Attributing Collective Goals

The problem of end attribution to collections of agents already cropped up multiple times.
More precisely, the question is which ends can legitimately figure in an argument on col-
lective rationality for a given group as the ends-component.

To avoid confusion, the following discussion is not committed to the claim that collec-
tives have mental state in any kind of realist sense. For certain groups it seems reasonable
to interpret ends as mental states, at least in a functionalist manner of speaking; in hu-
man agents, what plays the functional role of ends in means-ends rationality is commonly
referred to as desires, and accurately described as a mental state[’| On the theory of
collective ends considered here, as he discussion of collective ends attribution will clarify,
collective ends can also be identified with, among other things, the reason for their incep-
tion, and hence are not necessarily identifiable with its mental states, metaphorically or
literally.

On another clarificatory note, it is important to distinguish between an ex ante and
an ex post perspective on means-ends rationality, characterized by different epistemic po-
sitions. To an analyst operating ex ante, it may neither be known which exact ends a
group has, nor, for any given process, how its going to be realized in detail. Once both the
group is identified and the process realized, it is possible that a process ex ante irrational
according to the process model and an end attribution based on abstract norms turns out
to be an optimal means to the actual ends of the group. Vice versa, a process that is ex
ante identified as collectively rational may be realized in such a way as to not optimally
further the actual ends of the group.

This does not imply that different concepts of rationality are in play; abstract norms
such as consistency of belief or acyclicity of preferences are justified on the basis of concrete
instances where violating them is a bad means to actual ends. A money-pump argument
to reject cyclical preferences as irrational constructs a concrete scenario where cyclical
preferences end up hurting an agent’s ends (Davidson et all [1955). Generic norms of
rationality, collective or individual, are supposed to guide behavior and belief before it is
known or even knowable which means are optimal, and sometimes even before an entirely
concrete set of ends is epistemically accessible. But the defining case is the actual efficacy
of means to concrete ends.

The investigation naturally starts with an aggregative approach, i.e. an attempt to
construct collective ends from the goals of group members. The limitations of this approach
lead up to a functionalist perspective, which turns out to be inappropriate for the normative
project at hand. In the face of these difficulties, the discussion concludes with a discussion
of several heuristical devices for collective ends attribution reconstructible from basic reason
and scientific practice; these devices at least partially resolve the issues of the aggregative
approach.

"How this attribution is to be understood precisely is a controversial question in the philosophy of mind,
cf. |Dennett| (2009)).
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AlB|C
Agent 1|1 [ 2 |3
Agent 2 |2 |3 | 1
Agent 3 (3 |1 |2

Table 2.1: Preferences for Condorcet’s Paradox

2.4.1 Aggregation Failure

The first problem when trying to aggregate individual level ends into collective ones is
the need for homogenization: The ends across individual group members may be diverse
in kind. This problem can, at least in principle, be solved by translating everything into
preferences over accessible states of affairs[™|

But as |Arrow| (1950) and many subsequent writers have shown, this preference-based
approach combined with a few intuitively plausible conditions implies the mathematical
impossibility of coherent aggregation. Let me walk through the simplest recurring example,
generally ascribed to Condorcet (cf. |List and Pettit, 2011, p. 47).

Imagine three members of a committee facing three possible states of affairs to choose
from, labeled A, B and C'. The preferences are depicted in Table [2.4.1], with 1 representing
the most preferred option. What is sometimes called Condorcet’s paradox is the following
insight: imagine, that the committee votes first on A and B. Since agents 1 and 2 both
prefer A to B, A wins by the majority principle. Now A is compared to C, where C wins.
But if the committee went one step further and also checked the numbers on C' vs. B, they
found out that collectively, B > C'. Hence, the resulting ordering is circular and therefore,
any suggested choice is rationally objectionable on the basis of that ordering. Arrow and
subsequent social choice theorists have widely generalized this result. The most famous
theorem is Arrow’s General Possibility Theorem (Arrow, |1950)), which states that there is
no aggregation rule that jointly satisfies the following conditions and creates a collective
weak ordering over the states of affairs{™”)

1. Unrestricted Domain (UD): All ends, i.e. all preference orderings are allowed to be
fed into the aggregation procedure.

2. Pareto Efficiency (PE): The procedure preserves a uniform preference or indifference
over any two options. If all individuals either prefer A over B or are indifferent
between the two, the aggregate cannot prefer B over A.

3. Independence of irrelevant alternatives (I): If two states of affairs A and B are ordered
by the procedure in a certain way, that ordering is preserved under the addition and
removal of further possible states of affairs C', C’, ...

18This is the approach chosen by social choice theory in the style of |Arrow| (1950). For a survey of
classical results, cf. |Sen| (1986)"
19For a more technical statement, cf. [Morreaul (2016).
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4. Non-dictatorship (ND): There is no individual agent whose exact preference ordering
forms the social preference ordering for all possible cases.

Many social choice theorists and philosophers have since been invested in relaxing such
conditions to retain possibility results. However, this is not the subject here. Instead,
I take the prevalence of impossibility results as one of several problems this approach
generally faces as a universal approach to determining collective endsf’| Let me consider
these problems in turn.

First, any group for which the premises of the General Possibility Theorem hold cannot
be attributed the ends that would result from aggregation. Note that this is conditional on
all of the premises of the theorem being applicable. One common way out when employing
an aggregation procedure to a concrete group is to relax UD: For a known, static group,
one could check whether the kind of cycle arises that created the paradox in the initial
committee example. For some groups it may also be acceptable to identify their collective
ends with that of a dictator; social choice theorists argue against dictatorship assuming
that the object of choice is the entirety of arrangements in a society. For more constraint
groups, a general — and fundamentally ethical — argument against ends dictatorship is not
following from the background assumptions of social choice ]|

In general, however, it is a priori unknown to the analyst whether the Arrovian condi-
tions hold or fail to hold for a certain group, and therefore an attribution of ends by, for
example, majority voting on individual-level ends cannot be assumed to work.

Furthermore, the dynamic nature of group membership in many contexts threatens
well-defined aggregation. The collective end structure identified may itself impact the
future evolution of the group in terms of members; whose preferences would then have
to be aggregated? A case can be made for considering all actual current, past and future
members, only actual present members, or even all possible members of the group. Without
additional contextual knowledge, it seems hard to recover a single static group for the
application of aggregative procedures on a group’s constitutive ends.

Next, there are plausibly groups for which collective ends stem from an entirely differ-
ent source than individual preferences. Criminal juries, for example, plausibly have the
collective end to produce accurate verdicts. But even if none of its members shares this
goal, the jury as a group remains collectively irrational if it systematically fails to produce
the right verdictEZ] Similarly, the ends of a political party cannot simply be broken down
to the interests of its members; they extend at least to those of its voters, in addition,
but those are not generally participating in the social processes delineating the party as a

20As a side note, |List and Pettit| (2011) have shown that an analog impossibility result holds for ag-
gregating beliefs. That insight is important when it comes to judging theoretical rationality, even though
ends in those cases may still be cast in terms of preference orderings. It excludes the possibility to assume
that there will be just one unequivocal collective belief to be assessed.

2Commercial enterprises with a single owner provide an example; though one might disagree on the
moral permissibility of ends dictatorship even in that case, it is prima facie plausible.

22@Given, as usual, sufficiently benevolent environmental conditions. If the evidence is already completely
biased when presented to the jury during the trial, it might be impossible to rationally arrive at the correct
verdict.
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group.

Note, that this objection relies on the plausibility of treating collectives such as juries
or school classes as groups whose rationality can be judged without expanding the group
to the larger embedding social environment. The ends attributed to a criminal jury are
defined by the legal system, the goals of which are in turn defined by society as a whole.
If it is not universally necessary to expand the scope of a group until there are no external
factors left influencing its ends, aggregation cannot be applicable to certain groups — namely
those not existing for the interests of their members.

As it is in some cases impossible to find any attributable ends by aggregation, in other
cases the result is underdetermined.

Imagine two groups of agents, one comprised of software developers supposed to famil-
iarize themselves with a particular platform for a large project, and the other comprised
of scientists chasing down the structure of a particular molecule.

One collective goal that can reasonably be attributed to either group from this descrip-
tion is accuracy in their respective beliefs, understood as closeness to truth. For individuals,
accuracy is often defined as quadratic distance of a degree of belief from the truth in formal
accounts?| But given a distribution of individual beliefs, how is accuracy to be applied?

In the case of software development, it is crucial that everyone understands at least
the basic properties of the development platform, since the eventual purpose of the team
is to write code, much of which is interdependent in the sense that if one module feeds
errors into the software system, the whole is flawed and may even fail entirely. Hence, to
aggregate individual accuracy goals to a collective one, a maximin-norm is recommendable.
Under such a norm, any social process employed is judged by the accuracy of the worst-
performing individual, and therefore, this end structure suggests to maximize minimum
accuracy as a collective end.

The scientists are in a very different situation; once the molecule’s structure is uncov-
ered, it does not matter how far off all the other scientists were — assuming that, once
the structure is correctly identified, this result can easily be checked by other experts in
the field. Hence, the normative standard to judge social processes in this case is instead
by maximaxing: the collectively most desirable process is judged by the best performing
agent, since eventually, the success of the project depends on that agent[*]

What follows is that there is no unique way to aggregate the end of accuracy for a
group; end attribution depends on details of the group, and cannot merely rely on their
belief distribution and a priori plausibly generic norms of individual rationality.

A more technically demanding argument for this problem is to be found in the discussion
of aggregating utilities under uncertainty presented by Mongin and Pivato| (2016). They
point out that under uncertainty, applying the genuinely collective normative standard

23Leitgeb and Pettigrew (2010ayb) offer an argument for this measure. It has been objected to as a
unique measure of accurate belief by [Levinstein| (2012). For the purpose of my discussion, I will assume
that there is a uniquely adequate interpretation of accuracy for individuals, since otherwise the collective
problem becomes only worse.

24Note, that the best performing agent may not be same across possible social processes or even different
scenarios for the environment under the same process.
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of Pareto-efficiency is confronted with underdetermination: applying Pareto ex ante may
lead to substantially different aggregate results than applying it ex post. Unless there is a
conclusive a priori argument as to which version of the Pareto principle is adequate, there
is once again no uniquely attributable collective end.

To summarize, aggregation of individual ends faces a wide variety of objections. Even
though the objections are all limited to certain types of groups, aggregation cannot serve
as a universal tool for attributing ends. Therefore, the inquiry has to be taken elsewhere
for solutions.

2.4.2 The Intentional Stance

The aforementioned List & Pettit suggest a functionalist perspective to avoid the problems
facing aggregation. They refer to it as the intentional stance, thereby referencing Dennett
(2009). According to this approach, mental states such as beliefs and desires are to be
identified with their functional roles. If a certain behavioral pattern is observed in an
individual, the researcher identifies a set of beliefs and desires that would explain it given
the individual’s rationality. Whichever mental states thereby could explain the behavior
are to be attributed to the agent.

Regardless of the predictive merits and demerits of such a view — which clearly are
Dennett’s main concern —, it fails to support a normative analysis. Rationality is what
is to be adjudicated. But to identify a unique set of beliefs and desired” rationality is
prerequisite. Put otherwise, without a further set of constraints, beliefs and desires are
underdetermined by behavior. Therefore, the constraints provided by classical norms of
individual rationality, such as the ones List & Pettit employ, cannot be assumed without
creating vacuous circularity; thus, the functionalist approach cannot deliver ends in the
required sense.

The proponents of functionalism with respect to collective agents partially recognize
this problem, since they concede that agents regularly fail to behave rationally, due to the
complexity of their environment and their own mental life, combined with various cognitive
shortcomings (cf. |List and Pettit|, 2011, p. 31). However, they offer no solution. Basically,
it would be necessary to specify those circumstances where behavior provides the basis to
attribute collective beliefs and desires, and then to judge all other behavior according to
the standard set thereby.

But this solution runs into two further problems. First, it still fails to address the
problem presented by a multiplicity of available norms of rationality. It still has to assume
that, for example, there is a clear-cut answer as to whether ex ante or ex post Pareto-
efficiency are to limit the collectively rational.

But the choice of reference behavior to determine collective ends is itself unsound. Any
criteria to distinguish reference situations from the ones to be judged are objectionable as
arbitrary. This is, to note, the crucial difference to a merely descriptive context: there,

25Sufficiently unique for the explanatory purpose, since the resulting utility functions representing the
agent’s preferences are generally only unique up to positive affine transformation (Savage, |1972).
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predictive power serves as an external criterion to evaluate categorization; whether a subset
or all situations are supposed to enable attribution of beliefs and desires, the adequacy
of that choice can be judged by the resulting predictive accuracy. When it comes to
adjudicating rationality, no independent measure of success is available before normative
judgment is passed. Hence, functionalism cannot solve the fundamental problem of ends
attribution.

A further downside of List & Pettit’s approach in particular is the limitation of its
domain: many collections of interacting agents are disqualified as group agents proper.
Traders in a common market, for example, are explicitly excluded. But a large part
of welfare economics is invested in answering exactly the question which mechanism of
resource allocation — a class of which markets are an instance — is most efficient; a question
that is interpretable as asking for the mechanism’s collective rationality. For any more
general answer to the problem of ends attribution, this particular functionalist account
cannot offer any help. To which devices are we left then?

2.4.3 Alternative Approaches

With two major candidates for a universal method of goal attribution found wanting,
students of collective rationality are left with more limited tools. Those can be understood
as heuristical devices, the applicability of which is limited to particular types of groups.
Nevertheless, in lack of a more comprehensive alternative, they are useful tools to the
inquirer.

The devices presented here are assumed to be reconstructions of both pretheoretical
reason and scientific practices of goal attribution. They are meant neither as exclusive nor
exhaustive, but to offer an idea of how to choose and justify a method of attribution a
posteriori on fallible information about the group in question.

Explicit Statement One obvious approach to attributing ends is to simply ask the
agent for them. For a number of reasons, this approach is often rejected for individuals.
Economists in particular are frequently worried about either the ability or willingness of
agents to reveal their actual preferences or beliefs in anything but sufficiently incentivized
actionEG] For groups, the situation with explicitly stated goals and ends is different in
several important respects.

(1) The form in which collectives explicitly state goals is often not merely verbal, but
in more or less official documents. A research group has to state its ends when applying
for funding, a party writes them down in a political program, and so on. Therefore, these
ends are both less ephemeral, i.e. they generally persist for a substantial amount of time,
and can be pointed out to the group who explicitly committed to them. This makes them
both explanatorily — through persistence — and motivationally — through referentiability —
more useful than the ends stated verbally by an individual ']

26Gintis| (2009) argues for the use of relevant monetary payoffs in laboratory experiments for this reason.
27This may go up to the point of actual legal liability, but that is certainly a limiting case.
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(2) As I argued above, the assumption that, under at least a limited set of conditions,
actions reliably reveal preferences is not supported in the context of group rationality. The
very existence of a phenomenon such as an unpopular social norm implies that it cannot
be assumed for groups to end up with coherent patterns of action. Therefore, relying on
explicit statement can be simply the best method available in the absence of a preferable
alternative.

This method is of course limited in its scope: many informal and ad hoc groups the
collective rationality of which is of great interest are not constituted in such a way as to
provide a statement of their ends. Founders of a company, to give just a simple example, are
in general not going to write down explicitly that they aim for profit — or anything else. So
explicit statement cannot warrant the ascription of profit goals to commercial enterprises;
it seems, however, generally justified to project this end onto a company, because of a
different method of attribution.

Attribution by Categorization Many collections of agents can be categorized; they
belong to a certain class of groups, such as schools, commercial enterprises, political parties
or military units. For these categories, one can determine generic ends applicable to all
proper members of that class.

Commercial enterprises, for example, are pursuing profit. They may pursue other ends,
such as improving public health, creating jobs for unemployed members of the founders’
family, or any number of additional goals that are harder to attribute. But if they fail to
pursue monetary gain, this particular collection of agents fails to be a commercial enterprise
in the first place.

The actual attribution of course needs to rely on a robust inclusion in the relevant
category. There are a number of ways to determine membership. In the case of for-profit
companies, the analyst can refer to their legal status. In other cases, categorization itself
requires an argument based on a group type definition in social science, and those may
change due to progress within those sciences. The definition of a socio-economic class, to
name just one prominent category, has undergone substantial change since the days of Karl
Marx.

A further difficulty with this approach is that it is sometimes unclear whether the an-
alyst should rather give up on putting a group into a certain category or conclude that
they are irrational. In many cases, the end they pursue is itself an important determinant
of category membership — a problem mirroring the circularity argument against function-
alism. In such cases, unless there is an independent determinant, there is no unequivocal
conclusion on collective rationality on the basis of ends attributed by category. But our ini-
tial examples of schools, companies and political parties, all of which are normally legally
constituted as category members, exemplify the relevance of this approach, even in the
light of its limitations.

Aggregation Revisited The objections raised before led me to dismiss aggregation as
a general method for ends attribution. But there are groups for which the conditions that
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support the objections to aggregation fail. A disclaimer is in order at this point: the
analyst has to have intimate knowledge of a group to judge whether these conditions hold
or not, and therefore this approach is not only limited by the threat of impossibility and
inadequacy, but also by the epistemic restrictions of the observer. But a plausible, though
fictitious, example is easily found.

Imagine several large sugar companies trying to fix prices. Their situation can be
described as an n-person prisoner’s dilemma: for any single company, it would be most
preferable if all the others asked high prices while they themselves sold for slightly less.
As a consequence, if their product is assumed to be equivalent, everyone would buy from
them, and they could turn in a large profit. But if all sugar companies followed that logic,
they would all end up asking competitive prices instead of the monopoly prices they could
ask if all would cooperate to fix the price.

Why is it possible to end up with monopoly-pricing if the would-be sugar cartel decided
by majority vote? For simplicity, assume that the companies only consider three types of
scenarios: monopoly pricing, competitive pricing and a situation with one defector charging
monopoly prices and everyone else asking higher prices, leaving out mixed cases where some
ask the monopoly price and multiple others charge less. Every company prefers monopoly
pricing to both competitive pricing and any situation where someone else asks less than
the monopolistic price while they hold up the higher price. The only scenario preferable to
monopoly pricing is the one where the focal company defects while all others cooperate.

Hence, the second-most preferred option for all is monopoly pricing, and everyone
disagrees on the most preferred option. Therefore, every other option is beaten in a ma-
jority vote by monopoly pricing, and monopoly pricing is the attributed end. Obviously,
monopoly pricing is also Pareto-efficient for the cartel. The General Possibility Theorem
does not apply due to the restricted domain of preferences, and the problem of aggre-
gation under uncertainty cannot arise because of the underlying assumption of a shared
assessment of the relevant probabilities for matters of fact.

With both impossibility and indeterminacy out of the way, there is still the problem
whether a group is accurately described as serving some aggregate of its members’ interests.
This is why a business cartel is such a convenient example: its sole purpose is to further
the private interests of the participants.

How many groups are actually analyzable by aggregation? I conjecture that there are
very few for which such an analysis is as adequate as that of the sugar cartel, and it is not
even necessary to point to impossibility results to support this point — even though they
clearly make things worse. Imagine what might seem a typical example of an organization
representing an aggregate of its members, a labor union. Historically, labor unions often
pursued ends far beyond at least the immediate individual interests of their members.
e.g. by also representing unemployed workers to some degree. This creates serious doubt
whether an aggregative analysis would do the ends of this type of group justice.

Nevertheless, the case of a business cartel shows that general impossibility results should
not let the student of collective rationality reject attribution by aggregation entirely; it just
requires sufficient diligence to ascertain its applicability to a given case.
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Inspecting the Process The examples discussed to showcase the indeterminacy of col-
lective accuracy as a generic norm point to yet another method to figure out adequate
ends: one can take a closer look at the social process. For the two epistemic groups —
software developers and molecule-hunting scientists — the larger context of the behavior
under consideration is referenced. But what is crucial is to understand certain features of
social processes themselves.

For the software developers, the quality of their collective effort is assumed to be highly
interdependent; all the pieces of the final complex software need to interlock and operate
correctly. Furthermore, in this case it is difficult and costly to monitor the quality of any
single agent’s work directly to respond appropriately.

In the scenario of the molecule hunters, neither property features in the process: their
work is assumed to be perfectly redundant and success or failure easy to detect on the level
of individual belief. Therefore, an observer can support the arguments for a particular
interpretation of collective accuracy to apply.

This method can only operate conditional on sufficiently detailed knowledge of the
process. Furthermore, it may sometimes still not be sufficient to determine collective norms:
the description of the two groups is simplified to arrive at a clear argument; in practice, to
give just a simple example, the work of scientists is, to a certain degree, interdependent.
Publication of a misleading result can hinder the efficacy of other scientists in their pursuit
of truth.

Inspecting processes in more detail also opens up the possibility to detect potential
sources of irrational outcomes. Failing communication within an organization, the preva-
lence of biases in deliberation or individual conflicts of interest are all potential symptoms
of irrational processes. They are, however, only symptoms; without a previous attribution
of collective ends, such observations cannot support a robust inference to irrationality. In-
stead, they should be viewed as diagnostic tools, relying on the attribution of maximally
generic ends in the absence of more detailed knowledge about the group.

To summarize, inspecting the available social processes and the larger encompassing
systems can allow the resolution of indeterminacy and therefore establish certain generic
norms of collective rationality attributable to a group. In the given example, however,
attribution depends on the prior plausibility of assuming accuracy as an end at all. The
prior attribution is based on attribution by categorization, showcasing how these heuristics
can be combined to surpass at least some of their limitations.

This leaves the somewhat disheartening conclusion that none of the above methods is
universally applicable. For each one a description of a group can be found serving as a
counterexample to its universality.

2.5 Summary
At this point, two important goals are met: there is a generic argument scheme, which

can be filled in to instantiate an argument for any suggested case of collective irrationality.
Plugging in the concrete details is, as the following chapters will exemplify, a substantial
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task, but having a standard scheme eases the process of reconstructing the actual argu-
ments made based on models, case studies or other potential methods. Our second major
achievement is to more clearly spell out the problem of attributing ends to arbitrary col-
lective bodies, and to offer at least partial solutions to this major problem of normative
social philosophy.

Having established how to argue for the (ir)rationality of various social processes and
mechanisms in groups, a further critical question arises: if the process-focused account
given here is appropriate, is it a social philosopher’s task to construct such arguments at
all? Should it not be left to actual social scientists and psychologists? Insofar as expertise
from social science and psychology is necessary, yes, but philosophical analysis can greatly
contribute to the project. Philosophers are not confined to use results provided by other
philosophers. They can build on results from empirical disciplines, as they historically
often did.

What follows from the environment — process — ends account is that philosophers have to
engage relevant empirical results when constructing models of environments and processes.
The most genuinely philosophical project, evaluating behavior by normative standards,
needs to build on process models as well as inspire their form, because the argument scheme
requires the output of processes to fit into the evaluative algorithm suggested. In this spirit,
the next two chapters provide a deeper analysis of the problems introduced informally in
the case studies, but employing the tool of agent-based modeling and simulation.

The construction of models of the evolution of unpopular norms and the impact of
strategic behavior on epistemic success in communities should be understood as an attempt
to contribute to social theory in general. As any theoretician, a philosopher’s arguments,
theories and models have to stand the complementary tests of utility and adequacy to the
target domain, but there is no reason to be held back by this truism.
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Chapter 3

The Evolution of Unpopular Normsﬂ

3.1 Introduction

The evolution and persistence of social norms is one of the core topics of social theory.
Social norms form the core of grand sociological theories such as Parsonian systems theory
(cf. Joas and Knobl, [2013] chapter 2-4), and more recently, even proponents of rational
choice (Gintis|, 2009) and analytical sociology (Kroneberg), 2014) emphasize the explanatory
importance of social norms. The meaning of the term social norm is therefore broadly
construed. In general, it describes a complex of behavioral patterns, expectations and
potential sanctions.

Traditionally, social norms have mostly been considered as solutions to problems of co-
operation and coordination in social groups (Raub et al. 2015). Rational choice theory in
particular often provides descriptions that make successful cooperation in human societies
seem almost miraculous. Since the seminal work of|Axelrod| (1984)), various models, partic-
ularly computational models, have been developed to explain the evolution and persistence
of social norms and cooperation in a world of limited resources and egoism. [

But beyond this world of overall beneficial norms that allow their subjects to cooperate
in complex social settings, there are also norms that appear to be largely detrimental to
their subjects: so-called unpopular norms. These are norms that hurt the interests of the
majority or even all its subjects, without being coerced onto the population from outside;
for example, an enforced code of conduct in a prison does not constitute an unpopular
norm, no matter how unpopular it is among the prisoners. If, on the other hand, the
prison guards perceive a norm of strictness and hostility towards the prisoners and align
their behavior with that norm against their actual private preferences, an unpopular norm
has been constituted. In fact, this example is not far-fetched, since social psychologists
discovered such a pattern in the U.S. penitentiary system (Kauffman) 1981)).

How do such norms arise, and how are they maintained? In some cases, the answer
is relatively simple. In a corrupt political system, bribery might be the established social

!The content of this chapter is in large parts published in Merdes (2017)
2For a recent example in social philosophy, see [Skyrms| (2004, [2014).
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norm. Such a situation is easily modeled as an instance of a prisoner’s dilemma: If firm
A stops bribing while firm B goes on, firm A will loose valuable contracts and eventually
might just go out of business. But, at least potentially, both firms would prefer a situation
where neither A nor B would bribe (defect, in terms of the prisoner’s dilemma). Such
ambiguous cases can be understood in various ways.

One option is, contrary to Bicchieri and Fukui| (1999), to argue that such cases should
not be classified as norms at all. The expectations of the members of the relevant popula-
tion might not be sufficient to constitute a social norm. To clarify this, it has to be laid out
in more detail what exactly constitutes a social norm ]| An alternative stance is to allow
for some unpopular norms to be fully explained in terms of rational choice, while others
require a more subtle psychological and sociological explanation, such as the mechanism
of pluralistic ignorance. Case like these often appear quite puzzling to the observer.

Such puzzlement is effected most strongly in cases where unilateral deviation appears
to be advantageous to at least some of the agents. And in fact, social psychologists have
suggested norms of alcohol consumption at a college campus as a case study (Prentice and
Miller} 1993)). Their data supports the hypothesis that students systematically misperceive
the preferences of their fellow students with respect to the excessive consumption of alcohol.
Similar patterns have also been reported on sexual promiscuity (Lambert et al., 2003)). In
both cases, the behavioral expectation leads students to behave in potentially harmful ways
against their own actual preferences. These cases call for an explanation in its own right[]

Bicchieri and Fukui (1999), among others, have argued that a major source of unpopular
norms is the phenomenon of pluralistic ignorance. In a social group, behavior is often
coordinated by perceiving behavior and inferring a preference to coordinate with from
the observations. This process of social influence appears to be evolutionary successful,
establishing widely accepted behavioral expectations with limited resources. But limited
information or misinterpreted behavior can also start a cascade of misrepresentation and
failed communication of true preferences, resulting in an unpopular social norm.

Once such a norm is thereby established, it reproduces the suboptimal behavior and
maintains a system of misrepresentation of preferences. If a strict system of sanctions is
implemented to protect the norm, it can survive indefinitely, as it appears to be the case
with certain anachronistic religious norms. But if sanctions are weak, or powerful external
events shake up the social system, an unpopular norm is expected to be very fragile. Once
successful communication is enabled, the norm’s subjects have strong incentive to deviate
and dethrone the norm.

3There is also an extended discussion about the question whether norms can always be identified with
game theoretic equilibria of some kind. It will be argued in more detail in Section [3.2] whether that is
actually a reasonable assumption.

41t is actually quite difficult to ascertain for a specific case that unilateral deviation would be advan-
tageous, since there might be subtle sanctions that weren’t registered by any particular study. However,
the above cases of alcohol and sex seem to be genuine cases of advantageous unilateral deviation, since the
actual expectations differed so much from the perceived ones, removing the major motive for sanction. Of
course, there is also the phenomenon of false enforcement (Centola et al., 2005]), but the burden of proof
rests with the party offering the less plausible prediction, which appears to be sanction in these cases.
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The open question is how to formalize this informal theoretical account of the growth
of unpopular norms. In the spirit of generative social science (cf. [Epstein) (1999, p. 43):
If you didn’t grow it, you didn’t explain the phenomenon. Agent-based modeling (ABM)
provides an extremely useful tool to develop a model from informal theory. The main
contributions of this chapter are thus

1. The development of an agent-based model providing a potential explanation of the
evolution, maintenance and decline of unpopular norms

2. An analysis of the dynamics underlying the end result of an unpopular norm

3. Qualitative comparisons with empirical results from both survey and experimental
research

4. The provision of an easily extensible baseline model, as shown by the addition of
central influences

In terms of the three-partite argument scheme for collective (ir)rationality, the model
formalizes a set of assumptions on the actions available to norm-choosing agents, their
preferences and cognitive capabilities which constitute the the fixed boundary conditions.
Within this norm-choice environment, the agents employ a process of restricted observation
and communication; extensibility of the model is crucial to ensure its ability to respond to
challenges not only to its empirical fit, but also to any normative inferences to be drawn,
given the importance of possible alternative processes in the argument scheme. Finally,
the discussion will be limited to a simple goal structure projected onto the agents, with
pointers to plausible alternatives.

This chapter proceeds in the following way: First, the empirical literature on pluralistic
ignorance is reviewed to extract a qualitative benchmark for the model, followed by a crit-
ical examination of an existing theoretical model and the concept of social norms assumed
for the analysis. Next, a network-based ABM is introduced and analyzed in various simu-
lation experiments. The chapter concludes with a consideration of the model’s limitations,
a short summary of the results and a review of open questions for future research.

3.2 Evidence and Theory of Unpopular Norms

3.2.1 Empirical Background

Pluralistic ignorance has been shown by social psychologists in a variety of contexts. Stu-
dents of US universities misperceive the expectations and preferences of fellow students
with respect to excessive alcohol consumption (Prentice and Miller, 1993) and so-called
hooking-up behavior (Lambert et al., [2003). In the study by Prentice and Miller, the ac-
tual preferences on alcohol consumption were approximately uniformly distributed on their
scale. The perceived preference of other students, however, turned out to be normally dis-
tributed with a significantly higher mean than the preference distribution — where the
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preference of the other students is also interpreted by the study’s authors as the expecta-
tion of subjects towards their peers[]

The transformation of a uniform distribution of individual preferences to a normal
distribution of expectations can be explained as the students trying to coordinate on a
shared normative expectation. The shift in the mean then shows the failure of the social
influence mechanism to find the optimum; in that sense, the resulting norm is considered
unpopular.

Similar patterns are also found outside college campuses. Prison guards in the United
States turned out to misperceive their colleagues as way less liberal than themselves and
than they are (Kauffman, 1981)). The perception of support for segregation among white
men is another case where the members of a group failed to recognize the actual distribution
of preferences (O’Gorman, 1975). Bicchieri and Fukui (1999) argue that even norms of
corruption can be the product of a social failure to reveal preferences.

Importantly, not all cases of pluralistic ignorance lead to the establishment of an unpop-
ular norm. Bystander scenarios (Darley and Latane, [1968|) can be explained by pluralistic
ignorance, i.e. the failure to correctly infer another person’s mental states from behavior,
but the problem is limited to a specific situation. Pluralistic ignorance is a mechanism that
potentially creates an unpopular norm, if it is sustained in a population over time. The
studies cited above focus mostly on measuring the deviation between private preference
and behavioral expectation. While this deviation is a valid operationalization of the con-
struct of an unpopular norm, it doesn’t provide understanding of the underlying dynamics
of pluralistic ignorance, which are supposed to explain the pattern of expectations.

The study by Shamir and Shamir| (1997) provides such a dynamic picture. They inves-
tigate the development of the political climate in Israel prior to the election of 1992. They
show that private opinion became more and more friendly to the idea of returning territory,
but the perceived political climate remained almost stable. Their explanation relies on the
limited information on which Israeli citizens formed their opinions, in particular the strong
influence of the incumbent conservative government. The spell was broken by the actual
outcomes of the election that led to government turnover, therefore revealing the private
preferences in a secret election.

Coming from a very different methodological angle, (Gérxhani and Bruggeman| (2015)
observed such a lag in adapting expectations in an experimental setting. Constraints on
communication allow a certain perception of social expectation to last when its actual
support is decreasing. In both settings, the perceived shared belief is adapting eventually;
but at least in the political climate case, a significant change took place only after an
important external event. Thus, at least in some cases, an unpopular norm can survive
almost indefinitely if unchallenged [f

5There are a number of motives to accord with other people’s expectations: it can be necessary to
acquire social status (or not to loose it), caused by fear of sanction or a basic preference for conformity. In
fact, the different subjects of a social norm, unpopular or not, can be actually motivated to accord with
expectations due to quite different factors.

6The case of political climate evolving under pluralistic ignorance does not necessarily constitute a
social norm, unpopular or not. While it seems plausible to assume a correlation between the existence of
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It is also worth noting that according to [Shamir and Shamir| (1997), there are two kinds
of pluralistic ignorance: absolute and relative. In a case of absolute pluralistic ignorance,
the population chooses the option that is dispreferred by the majority. Politics offer a
simple example: when the party despised by the majority successfully gets elected in a
two-party system, that constitutes a case of absolute pluralistic ignorance.

When a population of students perceives the mean preference for alcohol consumption
by 2 points on an 11-point scale, it is in a state of relative pluralistic ignorance. Theoreti-
cally, relative pluralistic ignorance is the more fundamental phenomenon, whereas absolute
pluralistic ignorance is rather a product of binary choices imposed on a population. It is
easy to imagine how a relative misperception of the political climate could be transformed
into a case of absolute pluralistic ignorance via binary choice: the misperception just has
to shift the behavioral expectation across a party divide.

From these empirical insights, one can derive some important qualitative benchmarks
for a simulation model that tries to explain unpopular norms by pluralistic ignorance:

1. It must be able to reproduce the basic pattern of a deviation between the mean of
the preference distribution and the distribution of norm perception.

2. It should include variable constraints on the available information to constitute a
model of pluralistic ignorance.

3. Ideally, it reproduces the dynamical behavior qualitatively, i.e. it exhibits the above-
mentioned lag of the dynamic of the norm expectation distribution behind the pref-
erence distribution.

There is one feature of all these empirical studies that has not yet been mentioned, since
it does not concern their descriptive content or explanatory value. The issues investigated
all seem to be of high normative relevance. Excessive alcohol consumption, sexual conduct,
the penitentiary system and Israel’s territorial policy can all be considered ethical problems,
too. While the authors do not explicitly claim anything normative, they can consistently be
interpreted as ascribing collective irrationality to a group following an unpopular norm. If
that reading is appropriate, it suggests that seemingly ethical problems are in fact failures
of rationality and could be resolved by improving collective judgment. These potential
moral implications are not the main concern of this chapter, but the discussion of the
simulation results shall revisit this important issue.

3.2.2 Theoretical Models

The landscape of theoretical models of the evolution of unpopular norms is rather sparsely
populated compared to its empirical counterpart. In fact, there are only two attempts to
model that process formally to the best of my knowledge. The first one is a model by

certain social norms and a particular political climate, the study cited does not explicitly establish the
existence of norms, but rather offers longitudinal data on pluralistic ignorance.
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Centola et al.| (2005) that relies on false enforcement as its main mechanism. False enforce-
ment denotes the phenomenon that agents might enforce a norm they privately disagree
with to prove their allegiance to the rest of the social group. While false enforcement is
a potential explanation for unpopular norms, the mechanism is very specific and hard to
detect empirically. None of the above-cited empirical research offers any evidence of false
enforcement, making it relatively hard to validate or refute and improve this particular
model.

The second model has been suggested by [Bicchieri| (cf. [2005, chap. 6). This model,
referred to as BM from here on, relies on pluralistic ignorance in a binary choice situation
only. The agents represented in BM might, for example, have to decide to litter the street
or keep it clean, both of which could be the norm in a given neighborhood. The chosen
action of an agent 4 is denoted by z; € {z!, %} which take on the values 0 and 1. Among
other implications, the binary choice blocks certain impossibility results such as Arrow’s
theorem, which assume at least three options (Arrow, (1950). In addition, the agent has a
private preference y and a degree of nonconformism f.

There is a “true majority” with respect to preference: any agent is a member of that
majority with probability p. There are two kinds of agents: Conformists (8 = 0) and
trendsetters (5 = 1). In addition, trendsetters lose @ if they suspend their choice. The
overall utility of an agent’s choice is described by 