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Abstract

Abstract

This work comprises two different aspects of chemical reactivity. In the first part of the thesis, we
investigated different factors that influence the structure and stability of radicals. The second part
of the work involves quantification of electrophilic reactivity.

Structure and Stability of Radicals:
Conformational Preferences in Small Peptide Models - the Relevance of Cis/Trans Conformations’

The accurate description of cis/trans peptide structures is of i i B8
fundamental relevance for the field of protein modelling and o~ L cx H [rr'« I
protein structure determination. QM-derived thermochemical & 130 _ o & ¢
data and detailed NMR studies predict an extended C5_tt | \CS_ct . kJ/mol /€5 te 1
conformation for dipeptide model Ace-Gly-NMe 1 as the | “gyay NOE
preferred conformation in DMSO solution. Isomerization of \_ buildup e build up
the N- or C-terminal amide bonds are both found to be S E ﬁ\ i
endergonic by 12 kJ/mol at 300 K, leading to the occurrence ’ c”a/ G E .

of the trans-cis (tc) and cis-trans (ct) conformations as
detectable species by NMR measurements in DMSO-ds. Supported by theoretical chemical shift
calculations, this allowed for the complete assignment of 'H and '*C chemical shift data for these
cis/trans isomers. Temperature-dependent 'H NMR measurements indicate that the cis-trans energy
differences are mainly of enthalpic origin, which is again in line with theoretical predictions. The
ability to reproduce the conformational preferences of 1 with common protein force fields is limited.

Electrostatic Effects on The Stability of Peptide Radicals"

An external electric field (EEF) to tune the chemical and ‘

biological (re)activity of open-shell species attracted Q W o C
significant attention recently. Using high-level quantum -

chemical methods, we explored the influence of EEFs on the

stability of a Co-glycine dipeptide model radical (r1). Remotely located ions (C1/Na") were used to
implement EEF effects. The ions have a significant influence on the stability of r1. The charge and
orientation of the ion determine its interaction with radical r1. The Cl and Na" at 180° in the XY-
plane stabilise (-9.7 kJ/mol) and destabilise (8.8 kJ/mol) r1, respectively. Suitable point charges
and EEFs can be used to reproduce these effects. Effects of charge on the stability of r1 are stronger
in the XY-plane compared to the XZ- and YZ-planes. The (de)protonated side chain functional
groups in acidic (asp & glu) and basic (lys & his) amino acids destabilise their corresponding

peptide radicals except in the case of arginine (arg), where protonation stabilises the cation radical
by -16.6 kJ/mol.

Stability of Peptide Radicals: Thermodynamic vs Kinetics

Thermodynamics and kinetics of hydrogen atom transfer (HAT) from dipeptide model Ace-Gly-
NMe 1 by cumyloxy radical (CumOr¢) were investigated using quantum chemical computations and
laser flash photolysis (LFP). Absolute rate constants for HAT measured by LFP indicates that the
CumOe radical predominantly abstracts hydrogen atoms from the N-methylamide (NMe) protecting
group in Ace-Gly-NMe. These results are consistent with previous experimental observations of
structurally related systems. Thermodynamic favourability of HAT from different carbon centres
of Ace-Gly-NMe by CumO-+ was quantified at different levels of theory, and C, of Ace-Gly-NMe
was found to be the thermodynamically most favourable site. HAT from The C-terminal methyl

' Reprinted with permission from Chem. Eur. J., 2016, 22, 13328-13335 © 2016 WILEY-VCH Verlag GmbH & Co. KGaA.
ii Reprinted with permission from J. Phys. Chem. B, 2018, 122, 8880-8890 © 2018 American Chemical Society.



Abstract

group of Ace-Gly-NMe by CumOe- was found to have the lowest activation barrier in acetonitrile
and is the kinetically preferred site for hydrogen atom abstraction. Solvation effects play an
important role in the stabilization of transition states and thus significantly influence the reaction
kinetics.

Unique Stereoselective Homolytic C-O Bond Activation in Diketopiperazine-derived Alkoxyamines
via Adjacent Amide Pyramidalization™

é o B Simple  monocyclic  diketopiperazine  (DKP)-derived
(_I . \"N‘{O‘ am¢e glkoxyamines exhibit an unprecedented activation of a remote

Py

“ +x C-O bond for homolysis by amide distortion. The
@™ combination of strain release-driven amide planarization and
the persistent radical effect (PRE) enable a unique,
A i irreversible and quantitative trans—cis isomerization under
oy o T much milder conditions than typically observed for such
homolysis-limited reactions. This isomerization is shown to be general and independent of the steric
and electronic nature of both amino acid side chains and substituents at the DKP nitrogen atoms.
Homolysis rate constants have been determined and they significantly differ for both, the labile
trans-diastereomers and the stable cis-diastereomers. To reveal the factors influencing this unusual
process, structural features of the kinetically preferred trans- and the more stable cis-diastereomers
were investigated in the solid state and in solution. X-ray crystallographic analysis and
computational studies indicate a substantial distortion of the amide bond from planarity in the trans-
alkoxyamines, which is the cause for the facile and quantitative isomerization. Thus, these amino
acid-derived alkoxyamines are the first examples that exhibit a large thermodynamic preference for
one diastereomer over the other upon thermal homolysis, which allows controlled switching of
configurations and configurational cycling.

A Third Generation of Radical Fluorinating Agents Based on N-fluoro-N-arylsulfonamides®™

Wi 0,009 " @R Radicalh ﬂuoringtiop has been known for a lqng time, but
@{( = O Y @ = {j/g S synthetic applications were seve‘rely limited by the
F hazardous nature of the first generation of reagents such as
Selectfuor® NFsi NFASs F> and the strongly electrophilic nature of the second
generation of reagents such as N-fluorobenzenesulfonimide (NFSI) and Selectfluor®. Here, we
report the preparation, use, and properties of N-fluoro-N-arylsulfonamides (NFASs), a class of
fluorinating reagents suitable for radical fluorination under mild conditions. Their N-F bond
dissociation energies (BDE) are 30—45 kJ/mol lower than the N-F BDE of the reagents of the
second generation. This favors clean radical fluorination processes over undesired side reactions.
The utility of NFASs is demonstrated by a metal-free radical hydrofluorination of alkenes including
an efficient remote C—H fluorination via a 1,5-hydrogen atom transfer. NFASs have the potential
to become the reagents of choice in many radical fluorination processes.

Quantification of Electrophilic Reactivity:

Quantification and Theoretical Analysis of the Electrophilicities of Michael Acceptors”

To quantify the electrophilic reactivities of common Michael acceptors, we measured the kinetics
of the reactions of mono-acceptor-substituted ethylenes (1) and styrenes (2) with pyridinium ylides
(3), a sulfonium ylide (4), and a sulfonyl substituted chloromethyl anion (5). From the second-order
rate constants k, we have calculated by using the Mayr-Patz equation [log £ = sn(N + E)] the
electrophilicity parameters £ of the MAcs. Kinetic investigations show that the reactions of 1 or 2

ii Reprinted with permission from Chem. Eur. J, 2018, 24, 15336-15345 © 2018 Wiley-VCH Verlag GmbH & Co. KGaA.
" Reprinted with permission from Nat. Commun., 2018 (DOI: 10.1038/s41467-018-07196-9) © The Author(s) 2018.
¥ Reprinted with permission from J. Am. Chem. Soc., 2017, 139, 13318-13329 © 2017 American Chemical Society.
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with 3-5 follow the Mayr-Patz equation, indicating stepwise
processes with a common rate-determining step. It is further
confirmed by PES calculations. The electrophilic parameters
E correlate poorly with frontier orbital energies or with global
and local electrophilicity indices (w & wg). Good correlations
were found between E and their calculated methyl anion
affinities, particularly when solvation by DMSO was taken
into account.

Abstract
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Kinetics and Mechanism of Oxirane-Formation by Darzens Condensation of Ketones:

Quantification of the Electrophilicities of Ketones”

The kinetics of epoxide formation by Darzens condensation
of aliphatic ketones 1 with arylsulfonyl-substituted
chloromethyl anions 2 have been determined photometrically.
DFT calculations of the intrinsic reaction pathways showed
that the reactions of the ketones 1 with the chloromethyl
anions 2 yield two rotational isomers of the intermediate
halohydrin anions 4, only one of which can cyclize while the
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other undergoes retroaddition because the barrier for rotation is higher than that for reversal to the
reactants 1 and 2. The rate constants kcc for the initial nucleophilic attack are accessible by
combination of the directly measured gross rate constants for the formation of the epoxides 3 from
the reactants 1 and 2 (k2°*P) with the degree of reversibility of the initial step (k—cc/krc). From kcc
and previously reported N and sn parameters for 2, we have calculated by using log k = sn(N + E)
the electrophilicity parameters E. They correlate moderately with the LUMO energies of the
carbonyl groups, very poorly with Parr’s electrophilicity indices, and best with the methyl anion
affinities calculated for DMSO solution.

Nucleophilicity and Electrophilicity Parameters for Predicting Absolute Rate Constants of Highly
Asynchronous 1,3-Dipolar Cycloadditions of Aryldiazomethanes*"
Kinetics of the reactions of aryldiazomethanes (ArCHN>)

N
(] zwitterionic
with benzhydrylium ions (Ar,CH'") have been measured AG? i from ) j‘\/e\A intermediate?
. . . . Igkcd=g(N+E) __ A, T Acc
photometrically in dichloromethane. The resulting second- / e

AG¥caica — AGH, exptl

order rate constants correlate linearly with the fi,
electrophilicities £ of the benzhydrylium ions which allowed —a~°
us to use the correlation log £k = sn(NV + E) (eq. 1) for
determining the nucleophile-specific parameters N and s~ of
the diazo compounds. UV-Vis spectroscopy was analogously employed to measure the rates of the
1,3-dipolar cycloadditions of these aryldiazomethanes with acceptor-substituted ethylenes of
known electrophilicities £. The measured rate constants for the reactions of the diazoalkanes with
highly electrophilic Michael acceptors (E >—11, for example 2-benzylidene Meldrum’s acid or 1,1-
bis(phenysulfonyl)ethylene) agreed with those calculated by eq. 1 from the one-bond
nucleophilicities N and sy of the diazo compounds and the one-bond electrophilicities of the
dipolarophiles, indicating that the incremental approach of eq. 1 may also be applied to predict the
rates of highly asynchronous cycloadditions. Weaker electrophiles, e.g., methyl acrylate, react faster
than calculated from E, N, and sn, and the ratio of experimental to calculated rate constants was
suggested to be a measure for the energy of concert AG*concert = RT In(k2™P/k>%Y). Quantum
chemical calculations indicated that all products isolated from the reactions of the
aryldiazomethanes with acceptor substituted ethylenes (A2-pyrazolines, cyclopropanes, and

Acc

N
1
N

phillcity of di
« kinetics of 1,3-dipolar cycloadditions’

* quantum-chemical mechanistic analysis Ar

v Reprinted with permission from J. 4m. Chem. Soc., 2018, 140, 5500-5515 © 2018 American Chemical Society.
Vil Reprinted with permission from J. Am. Chem. Soc., 2018 © 2018 American Chemical Society.
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substituted ethylenes) arise from intermediate A!-pyrazolines, which are formed through concerted
1,3-dipolar cycloadditions with transition states, in which the C—N bond formation lags behind the
C—C bond formation. The Gibbs activation energies for these cycloadditions calculated at the
PCM(UAO0,CH2ClL)/(U)B3LYP-D3/6-31+G(d,p) level of theory agree within 5 kJ mol™! with the
experimental numbers showing the suitability of the applied polarizable continuum model (PCM)
for considering solvation.



Introduction

Chapter 1. Introduction

1.1 Structure and Stability of Radicals

In theoretical organic chemistry, a radical (molecular entity with an unpaired electron) comes under
the umbrella category of open-shell systems: atomic or molecular systems in which all electrons are
not entirely paired in orbitals.' The presence of an unpaired electron make radicals highly reactive
and short-lived species with few exceptions. Historically, radicals were considered as
uncontrollable, unstable, and useless species with a little practical application. In 1955, C. K. Ingold
had jokingly said:?

“Homolysis, even between consenting adults, is grounds for instant dismissal from this
Department.”

Regardless of the bleak outset, the current overview of the role of radicals in chemistry and biology
reveals its astonishing impact on the polymer, pharmaceutical, agricultural, atmospheric, natural
product, and organic synthesis. The Zipse group has been working toward developing
understanding about the roles of radicals in biological and chemical processes using the tools and
techniques of theoretical chemistry.

1.1.1 Radicals in Biology

In biology, radicals of proteins and peptides are of fundamental importance and have been
implicated to play a crucial role in various biochemical and physiological processes.’ Recent times
have seen a large increase in the number of reports on radical-mediated enzymatic catalysis, and it
is now a well-established fact that enzymatic catalysis often involve open-shell intermediates.* In
previous work, Zipse and co-workers used the radical stabilization energy (RSE), as defined in eq.
1, to quantify the thermodynamics of hydrogen atom transfer steps in enzymatic reactions.’

Ri AH Ri
*CHs +  H-C-R, 2% CH, + “C—R, (1)
R3 R3

The RSE defined here using the isodesmic hydrogen transfer reaction shown in eq. 1 is a measure
of the thermodynamic stability of carbon-centred radicals. Negative RSE values indicate that the
radical (R'R?R3Ce) under consideration is more stable than the reference methyl radical (CHs*) and
vice-versa. A similar approach is used to define thermodynamic stabilities of nitrogen-, oxygen-,
and sulfur-centred radicals as shown in egs. 2, 3 and 4.

'NH2 + H—N\ —_— NH3 + 'N\ (2)
R, R
_ AH .
“OH + H O\R 88 H,0 + 0-R; (3)
1
- AH )
sHo e AT TR s teg, )
R4

Combining calculated RSE values with the experimentally determined bond dissociation energies
(BDEs) of the corresponding reference systems yields calculated BDEs for the systems under
investigation. For example, The C-H bond dissociation energy in methane amounts to BDE(CH3-
H) = +439.340.4 kJ/mol.® The BDE value for the C-H bond in ethane (CH3CH3-H) can be calculated
by adding the RSE of the ethyl radical (CH3CHj3¢) to the reference BDE(CH3-H). [BDE (CH3CHzs-
H) = BDE(CH3-H) + RSE(CH3CHj3¢)]

5
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Figure 1-1. A unified scale of thermodynamic stability of C-, N-, O-, and S-centered radicals based
on the RSE and BDE data calculated at G3B3 and IMOMO(G3B3,G3(MP2)-RAD) level of theory.
RSE values were collected from Ref. 5d and literature cited therein. ? BDE values were taken from

Ref. 6.

Using concepts explained in the previous paragraphs, a unifying scale of thermodynamic stability
can be obtained by plotting BDEcy, of the reference systems on the universal BDE scale and then
placing systems of interest using their calculated RSE values with respect to their system of
reference as shown in Figure 1-1. This type of graphical representation provides a convenient way
of comparing the stability of structurally different radicals. For example, The Co,-H BDE for glycine
dipeptide 1 (363.8 kJ/mol), the S-H BDE for cysteine 2 (366.8 kJ/mol) and the O-H BDE for
tyrosine [modelled using p-cresol 3, 367.7 kJ/mol] were found to be very similar, with glycyl radical
dipeptide r1 having the largest intrinsic thermodynamic stability. In previous studies the data shown
in Figure 1-1 has effectively been employed for quantifying the HAT reactions for selected S-

adenosylmethionine (SAM)-dependent enzymes.’
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Figure 1-2. The effect of conformational variation on the RSE and BDE (AH>93, kJ/mol, highlighted
using a grey bar) of selected dipeptide radicals calculated at the G3(MP2)-RAD level of theory.
Bold lines are used to indicate the Boltzmann-averaged RSE values.>

The conformational analysis reveals some interesting properties of these peptide radicals. The
stability of peptide radicals and their corresponding closed-shell parents is highly sensitive toward
the backbone geometry.
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Figure 1-3. The gas phase enthalpy-based conformational distribution (AH»9s, kJ/mol) of (A)
glycine dipeptide 1 and the corresponding (B) radical r1 calculated at the G3(MP2)-RAD level of
theory. Only conformers with relative AHaos values below 30 kJ/mol are shown.>



Chapter 1

The largest variation of radical stability was found to be associated with the glycyl radical dipeptide
rl as shown in Figure 1-2 as the length of a grey bar). These properties of glycine, cysteine and
tyrosine, up to a certain extent explain why they serve as a source of peptide radicals in enzymatic
catalysis. Further analysis of conformational space of closed-shell glycine dipeptide 1, show that
the conformer with one cis-peptide orientation (Cs, te) occurs just above 10 kJ/mol and the more
surprising, for the corresponding radical r1, the cis-peptide (Cs, te) appears just 7 kJ/mol above the
global minimum (Figure 1-3). With the largest thermodynamic radical stability and its highest
conformation based tuning potential, glycine dipeptide 1 warrants further investigation of structural
preference and other factors that can be employed by an enzyme to alter its reactivity.

In the second chapter of this thesis, we present the findings of our investigation on the
conformational preference in small-peptide models with a particular focus devoted to the cis
orientation of peptide bonds.® This study employed a combination of theoretical and experimental
approaches to evaluate the relevance of cis-peptide conformers of glycine dipeptide 1. The relative
solution phase (DMSO) free energies (AGso, in kJ/mol at 298.15 K) for glycine dipeptide 1
conformers reveal that N- and C-terminal ¢rans/cis isomerization are similarly endergonic and lead
to almost isoenergetic Cs_ct and Cs_tc conformers roughly ~12 kJ/mol above the global Cs_tt
minimum (Figure 1-4). These conformers are further investigated by NMR measurement in DMSO-
ds. The QM-derived structural and chemical shift information is employed in the complete
assignment of experimentally measured 'H and '3C chemical shift data for these conformers. The
AGsook difference of ~13 kJ/mol for cis/trans conformers with respect to the global minimum were
calculated based on the temperature-dependent population changes followed by 'H NMR. These
observations are close to the calculated solvation phase free energy difference of roughly ~12

kJ/mol.
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Figure 1-4. Graphical summary from the 2™ chapter of this thesis.

Our work shows, how high-level quantum chemical modelling complements advanced NMR
techniques to characterize the sparsely populated cis/frans conformers of small peptide models such
as glycine dipeptide 1. We also investigated the commonly used forcefields (FFs) to recapitulate
the occurrence to cis-peptide conformations and reveal their limited performance in describing such
structural features.

Following this detailed investigation of structural preferences of glycine dipeptide 1, we shifted our
focus to the thermodynamic stability of glycyl radical dipeptide r1. As mentioned earlier, r1 has
the largest range for conformation-based tuning of its thermodynamic stability. It is quite possible
that enzymes use these structural features of r1 to alter its reactivity in catalytic processes. Active
site analysis of selected members of the glycyl radical enzyme (GRE) family shows the presence
of functional groups that can bear charge on de/protonation close to the glycine residue (Figure
1-5). Upon bearing charge, these functional groups have the potential to influence the reactivity of
glycine residue toward HAT reactions.” The idea that enzymes use pre-organized structural features,
such as the charge on selected side chain residues for catalysis is not new and is quickly gaining
more and more acceptance.!® Following this lead, we investigated the influence of external charge
on the stability of glycyl radical r1.
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(c) 2Y8N f (d) 1HK8 ¥

Figure 1-5. Snapshots of active site glycine residues and their neighbouring environment in GREs.

The third chapter of this thesis discusses the effects of remote charges (CI/Na") on the stability of
a glycine radical dipeptide r1 using high-level quantum chemical methods. Remote charges located
as far as 9 A from the C radical centre can be significantly stabilizing or destabilizing.!! The effects
strongly depend on the nature of the charge and their relative orientation and distance from the
radical centre. The electrostatic effects of these ions are recapitulated by external electric fields
(EEFs) and background point charges (PCs). We screened some of the commonly used QM
methods to highlight the strengths and weaknesses in describing these effects properly. The
investigation is extended to acidic and basic amino acids (AAs) that on (de)protonation of side
change terminal functional groups bear a charge. In these systems, the stability of the respective Cq
radical mainly depends on the preferred orientation of the charge-carrying side chain.
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Figure 1-6. The effect of remotely located charge on the stability of C, centred peptide radicals.

Following the study of electrostatic effects on the thermodynamic stability of glycine radical
dipeptide r1, we further extended our investigation into examining its kinetic stability in the context
of hydrogen atom transfer (HAT) reactions, in chapter 4 of this thesis. For this project we
collaborated with Prof. M. Bietti’s group, who measured the kinetics of HAT reaction from glycine
and alanine dipeptides to cumyloxyl (CumQe) radical using laser flash photolysis. Experimental
data indicate that for these substrates, the CumO- radical preferentially abstracts hydrogen from
the C terminal methyl position of the N-methylamide capping group.



Chapter 1

i
H3C N _CH
YR N
o 2% H
1
* Kinetically
Favoured
©><O‘ o
- J\ _CHs
CumOe ﬁz '}‘
H
Hie_N. L &h, Ma
H o Toe e
Hic N L chy O e P +
T g NMe CumOH
: (o] H
Thermodynamically™ *
Favoured CumOH
”
CumOH

Figure 1-7. The qualitative depiction of calculated thermodynamics and kinetics profiles of HAT
from glycine dipeptide 1 by cumyloxyl radical CumOe.

The C-H bonds at the C, position were found to be the weakest C-H bonds in glycine dipeptide 1
in terms of quantum chemically calculated thermodynamic driving force, due to the formation of
captodatively stabilized radical r1. However, calculated solution phase free energy barriers support
the experimental observation, where hydrogen abstraction from the C terminal methyl of glycine
dipeptide 1 is having the lowest barrier among all C-H bonds.

1.1.2 Radicals in Organic Synthesis

Application of theoretical chemistry concepts to further enhance our understanding of the
experimental observations saw a remarkable increase. In collaboration with Prof. Ullrich Jahn, we
investigated the stereoselective activation of the C-O bond by amide pyramidalization in
diketopiperazine (DKP)-derived alkoxyamines.'?
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Figure 1-8. Solvation-corrected Gibbs energy (in kJ/mol) profile for trans-cis isomerization of
DKP-derived alkoxyamines 5.1 calculated at the (U)B2PLYP/G3MP2Large//(U)B3LYP/ 6-31G(d)
level of theory. Single-point solvation energies were calculated for DMSO at the
SMD(DMSO)/(U)B3LYP/6-31G(d) level of theory. The hyperconjugation interactions (in kJ/mol,
NBO) in trans-5.1 and cis-5.1 have been calculated at the (U)B3LYP/6-31G(d) level of theory.

10



Introduction

Results have been presented in the fifth chapter of this thesis. The investigation started with the
surprising observation of quantitative and unidirectional trans-cis isomerization of DKP-derived
alkoxyamines 5.1 at temperatures as low as 80 °C. Heating (80 °C) of a trans/cis mixture of 5.1
yields pure cis-5.1. The stereochemistry of both isomers has been confirmed using X-ray
crystallography. The preference for cis configuration is a common feature in all other DKP-derived
alkoxyamines studied, regardless of the steric and electronic features at the amino acid side chains
or the DKP nitrogen atoms. Structural data derived from X-ray crystallography and quantum
chemical calculations show that the distortion of the amide bond from planarity is significantly
higher in trans-5.1 compared to cis-5.1 and thus appears to be the reason for higher
thermodynamically facility for homolysis in the former stereoisomer as compared to the latter.
Natural bond orbital (NBO) analysis for DKP-derived alkoxyamines 5.1 also confirms that higher
amide distortion in frans-5.1 leads to weaker amide resonance interaction than in cis-5.1. The
kinetic investigation reveals that the homolysis rate constant for trans-5.1 is higher than for cis-5.1
and isomerization of trans-5.1 into the more stable cis-5.1 is faster than any other follow-up
transformation like cyclization. The same is true for the other DKP-derived alkoxyamines that we
studied. Quantum chemical calculations verified these experimental findings. The solvation-
corrected Gibbs energy profile for trams-cis isomerization of DKP-derived alkoxyamines 5.1
reveals that cis-5.1 is more stable than trans-5.1 and that the reaction barrier for homolysis of trans-
5.1 to a radical pair is lower than for cis-5.1 (Figure 1-8). These results are consistent with the
experimental observations and proved to be a valuable support in rationalizing the structural and
reactivity parameters governing the chemical transformations discussed here.
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1.2 Quantification of Electrophilic Reactivity

Nucleophile-electrophile combinations are among the most important reactions in organic
synthesis. In the past, numerous experimental and theoretical attempts were made to develop a
general method to qualitatively/quantitatively predict the reactivity and selectivity for such
reactions.

To quantify the relative reactivity, Mayr and co-workers developed one of the most comprehensive
scales of nucleophilicity and electrophilicity from experimental kinetic data.'> It has been shown
that the second order rate constants (k2) for a broad range of polar organic reactions can be described
by a linear free energy relationship-based eq. 5, where the electrophile reactivity is characterized
by one parameter, £ (electrophilicity) and nucleophiles by two solvent dependent parameters N
(nucleophilicity) and sn (susceptibility).

log k2(20°C) = sn(N + E) (5)

In collaboration with Prof. Herbert Mayr and Dr. Armin Ofial, we screened various commonly used
quantum chemical reactivity descriptors against the experimentally measured electrophilicity (£) of
a structurally diverse set of electrophiles. This collaboration resulted in three publications that are
presented as three chapters of this thesis (Chapters 7-9). Experimental parts of these projects are
entirely performed by the group of Prof. Mayr and Dr. Ofial. The computational parts are performed
by the author of this thesis under the guidance of Prof. Hendrik Zipse. The second half of this thesis
documents our efforts in this direction with a focus on the computational part of these studies.
Some of the most widely employed theoretical approaches that are relevant in this regard include
the frontier molecular orbital (FMO) theory,'® reaction energy models based on the Bell-Evans-
Polanyi (BEP) principle!’/Marcus theory,'® and the distortion-interaction model'®>. FMO theory
uses the electronic properties of isolated reactants [energies of the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO)] to estimate the energy
change in the early state of a reaction and extrapolate it to the TS region [Figure 1-10(A)].2° As two
molecules approach each other and their orbitals start to overlap, larger stabilization of the
interacting molecules occur with larger overlap and smaller energy gap between the interacting
orbitals. FMO theory only considers the contribution of the HOMO-LUMO interactions and
accordingly assume, at least initially, that the course of the reaction will be guided by the nuclear
configuration that leads to the most favourable HOMO-LUMO overlap. In the context of
quantification of electrophilic reactivity, several studies have shown that within a smaller group of
structurally similar electrophiles, often their relative reactivities correlate with the corresponding
LUMO energies [Figure 1-10(B)].2!
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Investigation
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Energy

Electrophilicity E
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¢ change using HOMO
/LUMO energies
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Figure 1-10. (A) Graphical representation of qualitative FMO theory. (B) Correlation between
experimental electrophilicity (£) and the LUMO energies of Michael acceptors calculated at the
B3LYP/6-31G(d) level of theory from Zhuo et al.'c
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Parr’s global electrophilicity index (@) for molecules is obtained from “division of the square of its
chemical potential () by its chemical hardness (37)”, as expressed in eq. 6.22 The latter two quantities
(« and 77) can be obtained from frontier orbital energies, as shown in eqgs. 7 and 8. For an electrophilic
(electron-deficient) molecular system, Parr’s electrophilicity index w is a measure of its’s energetic
stabilization at fixed nuclear configuration upon receiving an additional amount of electronic charge
from the environment. The 1? (also defined as the square of electronegativity) quantifies the
tendency of a molecule to acquire an additional charge, while the resistance to the same is measured
in terms of #.

= 1*2n (6)
1= "2 (enomo + eLumo) (7)
7 = (ELUMO — EHOMO) )

It is possible to project global electrophilicity w at the specific site of interest in the molecule (atom
k) using Fukui functions (fi*, a =+, -, 0) to obtain the regional variant called local electrophilicity
index (wx) (eq. 9).%*° The electrophilic Fukui function (f;", for nucleophilic attack) is defined as the
change of partial charge ¢ at atom k upon adding an electron to the corresponding molecule (eq. 10,
where N = a total number of electrons in the neutral molecule).?

W= @ f ©)

fi" = q(k, N+1) — q(k, N) (10)
Parr’s global electrophilicity index (w) and its partial atomic charge-derived variant, local
electrophilicity index (ws), have been reported to be a better measure of relative electrophilic
reactivities in structurally constrained chemical space. These indices usually work well, when the
difference in the reactivity is predominantly controlled by the electronic effect of the substituent far
away from the site of reactivity. These electrophilicity indices have been employed extensively as
a measure of relative electrophilic reactivity with varying degrees of success.?*
FMO theory and associated indices based on it use properties of reactant(s). In more comprehensive
approaches, relative reactivity prediction models - that are based on reactivity-thermodynamic
relationships like the BEP principle!’/Marcus theory'® - employ properties of both reactant(s) and
product(s). According to the BEP principle, in a set of similar reactions, the more exothermic
reaction takes place at a faster rate than the less exothermic ones. For two similar reactions, the
difference in the activation energies is thus proportional to the difference in the reaction energies.
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Figure 1-11. (A) Reactivity (AG¥)-thermodynamics (AG,) relationship based on the simplified
Marcus equation. (B) Correlation between experimentally determined electrophilicities (£) of
various benzhydryl cation (Ar,CH") with gas phase methyl anion affinities [MAA(ArCH")]
calculated at B3LYP/6-31G(d,p) from Ref. 25.
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The Marcus equation (eq. 11) represents a more quantitative form of the same principle, relating
the thermodynamics of a reaction to its activation free energy.'® In eq. 11, the activation barrier
(AG*) of a reaction is expressed in terms of the intrinsic barrier (AG,*) for a hypothetical
thermoneutral reaction and the reaction thermodynamic driving force (AGxn). Neglecting the
second-order term of eq. 11 [(AGrxn?)/(16-AGo*¥)], roughly half of the reaction energy enters into the
activation barrier for reactions within the same family [Figure 1-11(A)].%°

AG* = AGo* + Y2 (AGrxn) + (AGrn?)/(16-AGo¥) (11)

The Marcus equation was derived for electron-transfer reactions, but it has been shown that similar
quantitative reactivity-thermodynamics relationships can be derived for quantifying electrophilic
reactivity [Figure 1-11(B)].26% 25260

More insight into chemical reactivity can be gained from transition state (TS) calculations for the
reaction under consideration. Characterization of the transition state in terms of the evolution of
bond-order, charge transfer, and distortion-interaction type analysis further augment and deepen
our understanding of the origin of chemical reactivity. In the following, we highlight that
computational chemistry tools and techniques not only provide an independent method to review
experimental observations, but are a complementary approach that goes hand in hand with
experimental methods.

Chapter 7 of this thesis discusses the combined experimental and quantum mechanics based
theoretical investigation of the electrophilic reactivities of common Michael acceptors.?’” The
kinetics of the reactions of mono-acceptor-substituted ethylenes and styrenes with pyridinium
ylides, a sulfonium ylide, and a sulfonyl-substituted chloromethyl anion were measured for the
quantification of electrophilicities of Michael acceptors, to further extend the application of the
Mayr-Patz equation (eq. 5). The empirical electrophilicity parameters £ of the Michael acceptors,
were calculated from the second-order rate constants (log k) measured in this work and the
previously published N and sx parameters of the nucleophiles,?® using eq. 5.
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Figure 1-12. Summary of the 7™ chapter of this thesis.

Density function theory (DFT)-based investigation of the energy profiles for the cycloaddition
reactions of reference nucleophiles with a representative set of Michael acceptors of different
reactivity were performed to confirm the proposed reaction mechanism and to elucidate the origin
of the electrophilic reactivities. This investigation reveals that the barriers for stepwise and
concerted cycloadditions are energetically quite close, and that the concerted TSs show high
asynchronicity with similar structural and electronic features as stepwise TSs. Correlations between
electrophilicity of Michael acceptors (£) and various QM-based reactivity descriptors were
investigated in order to develop a model that allows prediction of electrophilic reactivities of
Michael acceptors that are not yet experimentally characterized. Taking a lead from previous
studies,?! we attempted to characterize the electrophilic reactivities of Michael acceptors (E) using
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frontier molecular orbital energies and associated reactivity indices. Empirical electrophilicity
parameter £ correlate poorly with frontier molecular orbital energies or with global and local
electrophilicity indices (v & wp). Moreover, our study highlights the inherent discrepancy in these
indices. A more comprehensive electrophilic reactivity measure, methyl anion affinities, was found
to be an excellent descriptor for the experimentally observed electrophilic reactivities of Michael
acceptors (E). The good correlations between E and methyl anion affinities were found, particularly
when solvation by DMSO was considered. The QM calculations also show that methyl anion
affinities allow the prediction of relative electrophilic reactivities of structurally diverse Michael
acceptors.

Chapter 8 of this thesis describes the quantification of the electrophilicities of ketones using a
combination of experimental kinetic data and computational analysis.?’ We studied the formation
of epoxides 8.3 by Darzens condensation of electrophilic aliphatic ketones 8.1 with arylsulfonyl-
substituted chloromethyl anions 8.2%%¢ in DMSO solution at 20 °C. The reactions proceed via
nucleophilic attack of the carbanions 8.2 at the carbonyl carbon of the ketones 8.1 to give
intermediate halohydrin anions 8.4, which subsequently cyclize with formation of epoxides 8.3
(Figure 1-13). The kinetics (k") of these reactions were determined photometrically following
the disappearance of the UV/Vis absorption of anions 8.2. The intermediate halohydrins 8.4-H were
prepared independently and subjected to cross-over experiments to determine the rate limiting step.
Deprotonation of halohydrins 8.4-H in the presence of trapping reagents for the regenerated
carbanions 8.2 provided the relative rates of backward retroaddition (k-cc, to starting ketones 8.1
and carbanions 8.2) and ring closure (kw, with formation of epoxide 8.3) reactions from the
intermediates halohydrin anions 8.4. These rate constant values were used to calculate the second
order rate constants (kcc) for the nucleophilic attack to carbanions 8.2 at the carbonyl carbon of
ketones 8.1, that are subsequently employed along with previously published reactivity parameters
N and s for the reference nucleophiles® to obtain the electrophilicity parameters E for aliphatic
ketones 8.1.
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Figure 1-13. Summary of the results from chapter 8 of this thesis.

The QM based potential energy surface (PES) investigations for the reactions between carbanions
8.2 and ketones 8.1 show that two rotamers of intermediate halohydrin anions 8.4 are formed as the
result of initial nucleophilic attack (Figure 1-13). Rotamers with anti C-Cl and C-O" bonds
orientation cyclize directly to epoxide 8.3, but isomers with a gauche orientation between C-Cl and
C-O bonds, have to undergo rotation around the newly formed C-C bond to attain a conformation
where cyclization is feasible. The calculations explain that the reversibility observed in the cross-
over experiments is a result of a lower barrier for retroaddition as compared to the barrier for
conformational re-orientation for intermediate halohydrin anions 8.4. QM-based conformational
analysis of halohydrin 8.4-H shows that gauche- and anti-conformers are energetically close, and
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8.4-H possibly exists as a mixture of these conformers in solution. Theoretical mechanistic
investigation into nucleophilic addition of carbanions 8.2 to Michael acceptor as dimethyl maleate
shows that the initial step of the reaction is similar to that with ketones, but irreversible in nature.
The experimental electrophilicity £ of ketones was found to be moderately correlated with their
calculated the LUMO energies, which is in contrast to the very poor correlations found for Michael
acceptors as described previously. The quality of correlation degraded significantly as we employed
global and local electrophilicity indices (@ & wp) as a theoretical measure of electrophilic reactivity.
The experimental electrophilicities £ of ketones correlate well with the computationally predicted
methyl anion affinities of the ketones, in which the solvation effect plays an important role.

In the final ninth chapter of this thesis, we present a combination of experimental and theoretical
studies of 1,3-dipolar cycloaddition reactions of nucleophilic diazomethanes with acceptor-
substituted ethylenes of a wide range of electrophilicities.** Photometrically monitored kinetics of
the aryldiazomethanes (ArCHN,) with a set of colored benzhydrylium ions (Ar,CH") of know
electrophilicities £ 3! were studied first to determine the nucleophile-specific parameters (sx and N)
for the diazo compounds using eq. 5. The second order rate constants (k") of the 1,3-dipolar
cycloaddition reactions between the diazo compounds characterized in this work and a set of
acceptor-substituted ethylenes of known electrophilicities £ were then determined using previously
published methods.?” We found that for highly electrophilic acceptor-substituted alkenes (with E
values more than -11), their reaction rates with diazo compounds could be accurately predicted with
the reactivity parameters £, sx and N using eq. 5. Their calculated rate constants k> from eq. 5
correlate well with the experimentally measured kP!, while the faster rates were observed for
weaker electrophiles (E < -11) than predicted using the reactivity parameters (k2% > k'), These
deviations are the result of higher degree of concertedness during cycloaddition reactions between
the diazo compounds and weaker electrophiles that lower the activation barrier by stabilization of
the transition state.

AG*concert =RT ln(kZeXpﬂ/ k2ca1Cd) (12)

The magnitude of the barrier reduction [also called energy of concert (AG¥concert)] could be obtained
by the ratio of experimental to calculated rate constants, as shown by eq. 12.
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Figure 1-14. Qualitative potential energy surface of the 1,3-dipolar cycloaddition reactions between
the diazo compound and acceptor-substituted alkenes with low (A) and high (C) electrophilicity
(E). (B) Correlation of electrophilicity parameter (£) of acceptor-substituted alkenes versus lg k>
for their reactions with phenyldiazomethane.

Quantum chemically investigated 1,3-dipolar cycloaddition reactions of phenyldiazomethane 9.1a
with a set of representative acceptor-substituted alkenes show that these reactions proceed through
concerted and asynchronous transition states to form intermediate A!-pyrazolines that subsequently
transforms into A%-pyrazolines, cyclopropanes, and substituted alkenes. These findings are in
excellent agreement with experimental observations. The calculated reaction barriers also agree
very well with the experimental activation energies. Analysis of structural parameters, the charge
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distribution and the evolution of bond orders of transition states was used to quantify the
asynchronicity of these cycloaddition reactions. QM-based analysis confirms that highly
electrophilic acceptor-substituted alkenes react through highly asynchronous 1,3-dipolar
cycloadditions with phenyldiazomethane as compared to weaker electrophiles, which supports the
interpretations of experimental investigations. The higher asynchronicity with higher
electrophilicity means the C-C bond formation is much more advanced than the C-N bond formation
at the transition state (the C-N bond effectively contributes very little to the TS stabilization) and
that is why the reactivity parameters £, sy and N are well suited to predict experimental reactivity
values, as these reactivity parameters were derived from reactions, where only one bond is formed
in the rate-determining step.
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Conformational Preferences in Small Peptide Models:
The Relevance of cis/trans-Conformations

Harish Jangra,”’ Michael H. Haindl," Florian Achrainer,””” Johnny Hioe,™

Ruth M. Gschwind,*®" and Hendrik Zipse*™

/Abstract: The accurate description of cis/trans peptide struc-
tures is of fundamental relevance for the field of protein
modeling and protein structure determination. A compre-
hensive conformational analysis of dipeptide model Ace-Gly-
NMe (1) has been carried out by using a combination of the-
oretical calculations and experimental ('H and '*C NMR and
NOESY) spectroscopic measurements to assess the relevance
of cis-peptide conformers. NMR measurements in dimethyl
sulfoxide (DMSO) solution and calculations employing a con-
tinuum solvation model both point to the extended trans,-

trans conformer C5_tt as the global minimum. The cis-pep-
tide structures C5_ct and C5_tc, with the N- or C-terminal
amide group in cis-conformation, are observed separately
and located 13.0+2 kimol™" higher in energy. This is in
close agreement with the theoretical prediction of around
12 kimol™" in DMSO. The ability of common protein force
fields to reproduce the energies of the cis-amide conformers
C5_ct and C5_tc in 1 is limited, making these methods un-
suitable for the description of cis-peptide structures in pro-
tein simulations.
/

Introduction

Intrinsically disordered but functional proteins as well as
sparsely populated conformational states of proteins providing
a key role in molecular recognition, self-assembly or conforma-
tional selection are hot topics in structural biology."™ In both
fields, the lowly populated and often transient states cannot
be detected directly by classical structural methods such as
conventional NMR or X-ray analysis, but require advanced NMR
techniques for example, relaxation dispersion or saturation
transfer methods and rely strongly on the reliable computation
of the energetics of the conformational space to calculate the
structural ensembles. The correct prediction of the conforma-
tional preferences including high free-energy states by molecu-
lar mechanics-based theoretical approaches is thus of funda-
mental importance for the applicability of these methods. Sev-
eral recently developed force fields for peptide and protein
modeling have therefore been derived with reference to accu-
rate structural and energetic data obtained from ab initio stud-
ies on small peptide models.® Similarly, a large number of
theoretical studies have been performed on small (di)peptide
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models, again often aiding the development of more accurate
protein force fields. However, in practically all of these studies,
cis-peptide conformations have been excluded on the basis of
their unfavorable stability.""'¥ The cis/trans isomerization
occurs quite frequently at proline residues and this issue has
already been addressed in a number of previous studies.””
Nevertheless, cis-peptide structures also occur at other resi-
dues at a low rate.”?"* In addition, numerous surveys and
statistical analyses of the PDB database revealed that cis-pep-
tide conformations occur as much as 50 times less than ex-
pected (for non-proline residues) and a systematic increase is
observed with increasing resolution of the protein struc-
tures.”?>*?1 Some of the very recent analyses of PDB struc-
tures concern the potentially incorrect assignment of peptide
conformations.”® These findings, together with the debate on
cis/trans isomerism in side-chain amide bonds,*” are in line
with the typical features of spectroscopically invisible “dark”
states characterized by relative high free energies in combina-
tion with short lifetimes. As a result, cis-peptide conformations
in large proteins are usually not detectable by conventional
NMR or X-ray analysis of large proteins."?

Small peptide models have therefore to be used to provide
accurate experimental and theoretical data for cis-peptide con-
formations in systems other than those containing proline.
One important reference compound for cis-conformations is N-
methylacetamide (NMA), the cis/trans energy difference of
which has been studied extensively by experimental and theo-
retical means (see Figure 1A). Almost irrespective of the choice
of solvent, the trans conformation (NMA_t) is preferred over
the cis conformation (NMA_c) by 8.5-10.5 kimol™', corre-
sponding to cis populations of between 2.8 and 0.8 % (see Fig-
ure 1A).2"33 Experimental studies are challenged by both the

© 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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80 kJmol "B That the cis/trans energy difference shows
little solvent dependence is surprising in light of the large ab-
solute solvation energies of peptides in polar media.*” Glycine
derivative 2-acetamino-N-methylacetamide (1) represents the
smallest dipeptide model featuring peptide-like conformational
properties and has therefore been studied repeatedly in the
past./812224-44) |n 3 recent exploration of the stability of pep-
tide radicals, we calculated a gas-phase enthalpy difference of
10.7 kymol™" between the global minimum (C,) and the lowest
lying cis amide conformer of 1 (Figure 1B). Unfortunately, con-
formational energies for cis-amide conformers have not been
reported in other theoretical studies of 1, and experimental re-
sults on this energy difference also appear not to

exist. To study the relevance of cis-peptide conforma-

Figure 2. The structures of gas-phase minima obtained at B3LYP/6-31G(d)
level and AH,q, calculated at G3(MP2)-RAD level.

31G(d) level of theory (see the Supporting Information for fur-
ther details). This strategy locates the 14 structures shown in
Figure 2. Conformational ordering as reflected in relative en-
thalpies at 298.15 K (AH,o) shows little dependence on the
particular theoretical method used and is practically identical
to that calculated with the previously used G3(MP2)-RAD and
the slightly more elaborate G3B3 and CCSD(T)/CBS methods

tions other than proline and to provide reliable ener- | yaple 1. Relative enthalpies AHses (KJmol™!) for conformers of glycine dipeptide
getic differences, we use in the present work an array | model (1) at different QM theoretical levels.
of different quantum chemical methods combined
. . . S| Conf.?! B3LYP/ B2PLYP/ G3(MP2)-RAD  G3B3  CCSD(TV/
with detailed NMR spectroscopic data. The conforma- 631G(d)  G3M2LARGE CBS
tional preferences of 1 are explored including the en-
. . 1 C7_tt 0.0 0.0 0.0 0.0 0.0
ergetics of the sparsely populated cis/trans (tc and 5 C5_tt 20 13 42 47 27
ct) conformers and their chemical exchange rates 3 C5._tc 9.8 85 10.7 1.2 9.7
with the more favorable all-trans conformers. 4 p2_tt 10.1 9.7 1.5 1.8 10.9
5 aR_ct 17.9 16.2 16.5 16.9 16.1
6 C7_uc® 201 19.6 19.6 19.8 19.6
Results and Discussion 7 C5_ct 20.7 21.0 23.7 243 22.2
8 B_ct 26.2 26.7 26.9 273 26.4
Theoretical results 9 C5_cc 28.5 28.4 30.3 30.9 29.4
10 P_cc 37.0 36.9 36.2 36.6 36.0
Gas-phase conformational distribution of glycine di- 11 aR_tc 427 40.1 38.8 39.0 39.7
peptide (1) 12 aR_cc 40.9 40.0 39.0 39.4 39.4
13 fP2_cc 44.5 423 416 421 424
The conformational space of 1 was explored by using 14 f2_cc 44.2 428 425 430 43.1
a systematic search with defined variations in the [a] Refer to the Supporting Information Table S1 for conformational nomenclature.
four most relevant dihedral angles (&, W, w; and w,) [b] “u” indicates a peptide bond conformation deviating more than 15 degrees from
as shown in a Figure 1B to obtain starting geome- the idealized dihedral angles of 0.0 (cis, c) and 180.0 (trans, t) degrees. For C7_uc, the
tries that were subsequently optimized at B3LYP/6- dihedral angle amounts to 164.4 degrees.
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(Table 1). We will therefore continue to discuss the G3(MP2)-
RAD results, if not noted otherwise. Perusal of the gas-phase
enthalpy data in Figure 2 shows that the best conformation for
1 corresponds to C7_tt, which is very much in line with most
of the previous theoretical studies of this system. The extend-
ed C5_tt structure is located only 4.2 kimol™" higher in energy
and thus represents the 2™ best conformation. Rotation
around the C-terminal amide bond leads to the C5_tc confor-
mer, which is located +10.7 kJmol™' above the global mini-
mum and represents the 3 best conformation overall. This is
followed by the all-trans conformation B2_tt at +11.5 kJmol™".
The first N-terminal cis-conformer oR_ct is found as the 5%
best conformer at + 16.5 kJmol~'. The most stable di-cis amide
conformer C5_cc occurs at 30.3 kJmol™' relative to the global
minimum, which implies that the energetic effort of rotating
the amide bonds on the N- or C-terminal side of 1 into the cis-
conformation is quite independent of other conformational
settings.

In free energy terms (AG,y), the extended C5_tt conforma-
tion represents the global minimum, followed by C7_tt at
+2.7 kJmol™ (1** column in Figure 3). This flip can be under-
stood in terms of the entropic cost of the internal hydrogen
bond present in C7_tt as compared with the extended C5_tt
structure. The order and relative stability for the rest of the
conformers is not changed much: the C5_tc structure remains
the 3™ best conformer and appears at 8.8 kimol~', whereas
the first conformation with a cis-amide on the N-terminal side
aR_ct occurs at 18.8 kimol™'; that is, 10 kJmol™" higher than

45 1 B2_cc=
2_cC =
aR_cc7
40 - B2_cc
B_cca= B2_cc =
aR_tc — aR o = B2_cc =
35 aR.cc ..
B2_cc—
[<] B_ct=—
£ C7_uc~_
2 B_cc= C7_uc —
=25 - =
g C5_cc =
) C5_ct=
< B_cc ==
C7_uc = e
€20 {7 “C5_ccan
b= aR_ct = oR fc=-
< aR_ct— ;
9 = C7_tt — - D>
® 15 - aR_tc =~ b
) Ct 2 B_cta :-5
62 tt— C5_tc Rot=— 27
= - C5 ct=— < g
04 1
C5_tc = C5_tc == X
C7_tt—
B2_tt =
5 & N - Bz_‘t —
C7_tt—
0 - C5ttH C5_tt _C5_tto
AGygs AGs, AGs,
(Gas) (COSMO-SAC) (IEF-PCM)

Figure 3. Gas-phase and solution-phase (DMSO) free-energy differences
(AG,5 kI mol™) for conformers of glycine dipeptide model 1.
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C5_tc. In summary all gas-phase results predict a close compe-
tition of C5_tt and C7_tt conformations, followed by the C5_
tc conformation as the lowest lying cis-amide structure. The
best conformation of ct type is, at all levels, significantly less
stable than that of tc type.

Solvation energies

The effects of solvation were explored for dimethyl sulfoxide
(DMSO) as one of the most often used polar solvents for NMR
spectroscopy. Building on the gas-phase geometries and ener-
gies shown in Figure 2, solvation free-energies were calculated
by using the IEFPCM, SMD, and COSMO-SAC continuum solva-
tion models. Subsequent combination with the gas-phase free-
energies then yields the conformational distribution shown in
Figure 3. [IEFPCM and SMD predict almost identical conforma-
tional ordering for 1 in DMSO solution, hence only the IEFPCM
results are displayed (refer to the Supporting Information for
SMD results). Irrespective of the solvation model, the C5_tt
conformation is predicted as the global minimum, followed by
B2_tt as the 2™ best and the C7_tt conformation as the 3™
best trans-trans conformer. This change in conformational pref-
erences relative to those in the gas phase is due to a compara-
tively low solvation energy for the C7_tt conformation, which
is an effect also predicted in earlier theoretical studies.*” The
differential solvation energies mean that the C5_ct and C5_tc
conformations are almost isoenergeticc now located ca.
12 kJmol™" above the global minimum using COSMO-SAC sol-
vation energies. This is in close agreement with the experimen-
tal measurements predicting energy differences of 13.0+
2 kJmol™" (2™ column in Figure 3).

Experimental results

The four characteristic regions of the 'HNMR spectrum of
1 (NH, Ho, Ace, and NMe see Figure 4A) reveal signal sets of
the main conformer 1_tt as well as of the two very low popu-
lated cis-conformers 1_ct and 1_tc. At 600 MHz, some of the
cis-conformer signals partially overlap with the large resonan-
ces of the main conformer, but several signals of 1_ct and 1_tc
are baseline separated and enable a highly reliable integration.
In Figure 4B, the 'H chemical shifts of 1_tt, 1_ct, and 1_tc in
[DgIDMSO at 305K are depicted (for 2D assignment spectra
and "C chemical shift assignments refer to the Supporting In-
formation). Signal intensities for the two cis conformers are
similar to those of the C satellites of the main conformer 1_tt
(see Figure 1B), indicating a population of about 0.5% each.
The amide protons of the cis-conformers (Hyae and Hyye of 1_
ct and 1_tc) were identified unambiguously by using magneti-
zation transfer via chemical exchange (EXSY) in 1D-selective
NOESY experiments. Selective irradiation of Hyse Or Hyye in 1_
tt results in an EXSY signal build-up of the corresponding sig-
nals in 1_ct and 1_tc (for details see the Supporting Informa-
tion) and thus differentiates these signals from possible impuri-
ties. Intramolecular NOE contacts of Ha (tc) and NMe (tc) as
well as Ha (ct) and Ace (ct) detected by 1D-selective NOESY ex-
periments prove cis-conformations in 1_ct and 1_tc (see

© 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 4. A) The 'H NMR spectrum of 1 (600 MHz, 380 mm, [DgDMSO) shows
several baseline separated signals of the two cis conformers 1_tc and 1_ct
with populations of around 0.5% relative to the main conformer 1_tt. B) 'H
and *C chemical shift assignments of 1_tt, 1_tc, and 1_ct [ppm]. Strongly
overlapping signals are marked with “*”, and ambiguous assignments with

u_n

Figure 5). The intensity of the Nuclear Overhauser Effect (NOE)
is directly proportional to the inverse 6™ power of the corre-
sponding, weighted proton-proton distance. In sufficiently con-
centrated samples, modern NMR equipment allows for NOE
detection up to a distance of roughly 5 A. In samples of lower
concentration or in the case of minor conformers such as 1_ct
and 1_tc, the individual cut-off distance can be significantly
shorter because of sensitivity problems. Thus, in the applied
setup for the cis-conformer 1_tc, even a distance of 3.69 A
(Ho-Hywe) was not detected by NOESY experiments (see the
Supporting Information). As a result, the detected NOE con-
tacts of Ha (tc) and NMe (tc) as well as Ha (ct) and Ace (ct) in-
dicate considerably shorter distances, which is in agreement
with the theoretical Ho-Ace and Ho-NMe distances of 1_tc and
1_ct (2.69 and 2.59 A). In contrast, in all theoretically calculated
trans-isomer geometries, these distances are larger than 4.5 A
(see Figure 5C). Thus, the detected NOE contacts shown in
Figure 5 fully support the population of cis-conformers of pep-
tide 1 in DMSO. Additionally, a comparison of the assigned
structures (see Figure 5C) shows that only in the ct conformer
is the N-terminal carbonyl group pointing away from the Ca
group and therefore exclusively in this conformer the Ca
carbon should not sense a significant shielding effect of the
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Figure 5. Assignment and structure determination of cis conformers based
on 1D-selective/EXSY spectra. Stacked plots of 1D-selective NOESY spectra
of 1 with increasing mixing time (t,,) reveal both unambiguous assignments
by EXSY signals as well as distance information within the cis conformers by
NOESY signals. This is shown for selective irradiation of Ace (ct) in (A) and
for Ha (tc) in (B). C) Selected geometries for dipeptide model 1 optimized at
B3LYP/6-31G(d) together with distances between Co and methyl group pro-
tons.

carbonyl mt-system. If the assignments of 1_tt, 1_tc, and 1_ct
are correct, this must result in a considerably higher *C chemi-
cal shift of Ca (ct) compared with those of the Ca (tt) and Ca
(tc) conformers. Indeed, the experimental "*C chemical shift of
Ca (ct) (45.2 ppm) is more than 3 ppm higher than in conform-
ers tt (41.8 ppm) and tc (39.4 ppm), which further supports the
conformer assignments. Signal overlap meant that the cis-cis
conformations cannot be excluded experimentally (for details
refer to the Supporting Information). However, theoretical con-
siderations make the population of double cis peptide struc-
ture 1_cc very unlikely.

The thermodynamic constants AG; (change in Gibbs free
energy), AH (change in enthalpy) and AS (change in entropy)
of the equilibrium between the conformers tt and ct as well as
tt and tc of peptide 1 (see Figure 6) were then calculated

AGg e ~ 13 kd mol” AGi o~ 13 kd mol”
AH,, = 8*4kJmol' AH, ., = 9+5kJmol’

AS... =-20+10kJ mol'K' Asm =-10£10 kJ mol 'K
TR H v 9
\n/N\)L'ilH — \n,N\)L”/ — Oﬁ/N\)LH/
O 1_te O 4 ¢t 1_ct

Kuscue =0.01720.006S"  Kyyeoa = 0.020£0.004 5"

AGiune™ 84.5kImol’  AGhyu.a~ 84.1kJmol’

Figure 6. Conformer equilibria and NMR spectroscopically determined ther-
modynamic and kinetic constants.
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based on the temperature-dependent population changes
monitored by proton NMR spectroscopy (for details refer to
the Supporting Information). To check the reliability of the
data originating from a combination of very small and very
large integrals for each of the two equilibria, two independent
sets of signals were chosen (amide protons: Hysce (tt), Hywe (tC),
Huace (ct); aliphatic protons: *C satellite of Ha (tt), Ha (tc), Ace.
(ct)). The temperature dependence of AG; for 1_tt — 1_tc is
presented in Figure 7, and the thermodynamic and kinetic con-

15.0 T T T T T

= NH region
1484 o aliphatic regions |~ T ]

14.6
14.4 4

14.2 4
14.0
13.81

AG [kJ mol™]

13.6-
1344w

13.24

13.0 T T T T T
290 300 310 320 330 340

Temp. [K]

Figure 7. Plots of AG against T for two signal sets (NH, aliphatic) of the equi-
librium 1_tt — 1_tc. R? values are 0.51 (NH) and 0.66 (aliphatic).

stants are summarized in Figure 6. For both cis-conformers, the
experimentally determined AH values are very similar (AH,_.
«=8+4kimol™" and AH, =9+5klmol™") and the AS
values are small (AS, .=—-20+10Jmol'K™", AS,, =—-10+
10 Jmol™'K™"), as expected for a conformer equilibrium. The
experimentally determined AGsy values for both equilibria
(ca. 13 kJmol™") are rather similar to the theoretical values for
C5_ct and C5_tc (AG,,, COSMO-SAC).

The rate constants k were determined based on 1D-selective
NOESY/EXSY spectra in combination with the initial rate ap-
proximation as applied recently for investigations on the for-
mation mechanism of the central organocatalytic enamine in-
termediate.”” This method is based on the work of Perrin and
Dwyer®*" and makes use of the NOESY experiment and the
chemical exchange during the chosen mixing time t,, (for de-
tails, additional results applying a 2D NOESY approach as well
as a rate constant cross check, see the Supporting Informa-
tion). Peptide 1 cis-conformer formation rate constants deter-
mined by 1D-selective NOESY and the initial rate approxima-
tion in [DJDMSO at 303 K*¥ are k, ,=0.01740.006 s' and
ki =0.02040.004 s, respectively. This corresponds to acti-
vation free energies for trans/cis isomerization of AG™,,; of
+84 kimol™" in DMSO, which is a value slightly lower than the
barrier of 4-89.1 kimol™' measured for NMA in water.?? In the
actual sample at a total concentration of peptide 1 of 380 mwm,
this translates into cis-conformer formation rates of approxi-
mately 0.008 mol/(L™'s™"). In other words, within 1 min reac-
tion time, a number of molecules exceeding the whole popula-
tion of the main conformer 1_tt reacts once to a minor cis-
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conformer. Therefore, even if the populations of the cis-con-
formers 1_tc and 1_ct are extremely low, they are kinetically
very much accessible.

Collective analysis of experimental and theoretical data

Structural preferences within the 1_tt, 1_ct and 1_tc conform-
ers

The NMR data discussed in the previous section provide sepa-
rated sets of signals for 1_tt, 1_ct, and 1_tc because of the
high isomerization barrier of peptide bonds. The additional
conformations due to rotations around Ca (® and W) postulat-
ed by the theoretical calculations (see Figure 2) cannot be re-
solved spectroscopically and appear as population-weighted
means in the NMR spectra. To address these additional struc-
tural preferences of 1_tt, 1_ct, and 1_tc in solution, Boltz-
mann-weighted averages of proton-proton distances as well
as 'H and "C chemical shifts were calculated from the theoreti-
cal models and compared with the experimental data.

A) The best conformation for 1_tt: In terms of AG, (COSMO-
SACQ), C5_tt is predicted to be the best conformer, followed by
B2_tt (see Figure 3). To investigate this further, structural infor-
mation was extracted from proton-proton NOE integrals in
2D-NOESY spectra between the corresponding protons (see
Figure 8 A). The NOE integral between Ha protons to amide

B) Experiment— HNA(: HNMe

A Huace (tt)}\ \ Hwe (£8)
ppm

3.0
: | C5_tt
@ 2 9 L 1
Hiwvel 'I 1Hivace 1
(VTS S | SRROS—— 34 | ! !
i 1
1 1
B s | ) | E— 3.6 Cc7 tt II : !
s T
H (tt
4 (t) Las NMQH <+HNAce
I(NOE1) =1.0000  I(NOE2) = 0.8481 1 1
II 1 1
R(Ha~Huace) 6 [INCET) _ L W 1
R(Ha— P - \INOE2) = 1:03 0 p2.tt Lol
84 83 82 81 80 7.9 78 7.7 76 75  ppm N 8 ; &
Avg. Theory— HNAce Hume
Q 2
» @ 5,
"] - 9
,j 832 W “‘0‘2'8"‘0/" ? ‘.3 »
zz 6 (") ¢ @ J‘ 26
» @ Vo L] @
Conformer:  B2_tt C5_tt C7_tt Boltzmann Average
(AGs,) COSMO-SAC)
R(Ho~Hnace)
Ry = 082 111 0.95 1.06

Nc=0 (tt)| [Cc=0 (tt) Co(tt) NMe ((tt) Ace(tt)

Cc=o (tc)| [Cc=0 (ct)* Co. (tc) NMe (tc) ~Ace|(tc)*
Nc:@‘(ct) ~Nc=o (tc) Cu. (ct) ~NMe|(ct)* Ace|(ct)
172 170 168 166 44 42 40 B 26 24 22 20

13C chemical shift (ppm) in DMSO-dg at 305K and 600.25 MHz
Cc=0 (tt)| |Nc=o (tt) Col(tt) NMe ((tt) Ace (tt)
Cc=0 (tc) Nc-=o (tc) Ca. (tc) NMe (tc) Ace|(tc)*
Nc=0 (ct| Cc= o(ct) Cu (ct) NMej(ct) Acef(ct)

78 30 28 26 24 22
Be chemlcal shift ca[culated at B3LYP/PCS4//BSLVP/6 31G(d)

Figure 8. A) Section of the 2D NOESY spectrum of 1 (380 mm) in [Dg]DMSO
at 300 K and a mixing time of 250 ms. B) Comparison of experimentally mea-
sured and theoretically calculated 'H chemical shifts [PCM/DMSO/B3LYP/
PSC4//B3LYP/6-31G(d)] for the amide protons in the all-trans conformer of 1.
C) Boltzmann-averaged (AGs,, COSMO-SAC, Figure 3) distance ratios [R(H,—
Hyace)/(H,—Hyme)1 for all-trans conformers of 1. D) Comparison of experimen-
tally measured and theoretically calculated ">C chemical shifts for 1.
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protons (Hyae and Hyye) Were used to determine a distance
ratio of 1.03 [R(H,—Huwe)/R(H,—Hyace)l. A very similar value of
1.06 was obtained by using the Boltzmann-averaged distance
ratio calculated over C7_tt, 2_tt, and C5_tt gas-phase geome-
tries using weighted distances between Ha and amide protons
(Huace @and Hyye, see Figure 8C). An individual conformer analy-
sis reveals that C5_tt has a distance ratio of 1.11, whereas $2_
tt and C7_tt have distance ratios of 0.82 and 0.95, respectively.
A very similar conclusion can be drawn from analysis of the 'H
chemical shifts of the amide protons of 1_tt. These can be ob-
served experimentally for the all-trans conformer at 8.03 ppm
(Hyace pProton), 0.33 ppm downfield from the Hyy. proton at
7.7 ppm. Calculated 'H chemical shifts (B3LYP/PCS4/DMSO//
B3LYP/6-31G(d), gas) for the all-trans conformers indicate that
only for the C5_tt conformer does the Hya. Signals occur
downfield from the Hyy. signals, whereas the reverse order is
predicted for the P2_tt and C7_tt conformers (Figure 8B).
Taken together, the energetics, structural, and chemical shift
analyses indicates that C5_tt is the preferred conformation for
1_tt in DMSO.

B) The 'C spectral trends in 1: The experimental '*C signals
for the tt, tc, and ct conformers strongly overlap in a number
of instances, which complicates the assignments for the low-
abundant tc and ct isomers. By using the theoretically calculat-
ed "C chemical shifts shown in Figure 8D, the assignment of
the cis-peptide conformers can be aided substantially. Calculat-
ed absolute "C shifts deviate from the experimental values by
2-10 ppm, and the three most relevant regions of the calculat-
ed *CNMR spectrum for 1 in Figure 8D with signals for the
carbonyl carbon (C=0), Ca. and terminal methyl carbon (Ace
and NMe) are therefore shifted such that the best alignment is
obtained for the 1_tt signals. The theoretical prediction of *C
shifts for Ace, NMe, and Ca carbon of tt, tc and ct conformers
relative to each other matches the experimentally observed
trends. The calculated values verify the overlapping behavior
of Ace (tc—tt) and NMe(ct—tt) carbon signals. The Ca shifts
for 1_tc and 1_ct relative to that of 1_tt is also supported by
the theoretical results. The '>C shifts calculated for carbonyl
carbon atoms show slightly less satisfactory agreement in an
absolute sense, but again show the same relative order of sig-
nals for each individual conformer.

Force-field based modeling

With accurate gas- and solution-phase information on the con-
formational ordering in dipeptide model 1 in hand, it is possi-
ble to validate the performance of commonly used force fields
developed for the description of polypeptides. We here consid-
er the AMBER94 force field as implemented in MacroMo-
del 10.8" and the AMBER99SB, CHARMM22, CHARMM22C-
MAP, and AMOEBAPRO13 force fields implemented in
Tinker 7.1.5%

Results for the five best conformations of 1 are collected in
Table 2 together with relative gas-phase enthalpies obtained at
G3(MP2)-RAD level (see the Supporting Information for a full
conformational list). Whereas all force fields reproduce the C7_
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Table 2. Relative conformational energies (in kimol™") for the five best
conformers of 1 calculated with different force fields and the G3(MP2)-
RAD compound method.

Theoretical method C7_tt  C5_tt C5_tc p2_tt oR_ct
Qm®@ 0.0 +4.2 +10.7 +1.5 +16.5
AMBER94 0.0 +80  +180 - +226
AMBER99SB 0.0 +5.1 +15.8 - +238
AMOBAPRO13 0.0 +156  +256 - +124
CHARMM?22 0.0 +3.9 +84 - +26.8
CHARMM22CMAP 0.0 +78  +106  +156 +6.8

[a] AH,eg at G3(MP2)-RAD level.

tt conformation as the global minimum in the gas phase, the
energy separation to the next best (C5_tt) conformation is
quite variable, with  AMBER99SB and CHARMMZ22 being the
most accurate methods. Energies predicted for the two cis-
peptide conformations (C5_tc and aR_tc) are highly variable,
with the two AMBER force fields considered here being sys-
tematically too unfavorable. Predictions for the C5_tc structure
are quite good with both CHARMM variants, but energies for
the aR_ct structure are either too high (CHARMM?22) or too
low (CHARM22CMAP) by 10 kJmol™". A somewhat surprising
finding is that all force fields (except CHARM22CMAP) fail to
locate the B2_tt structure as a minimum on the potential
energy surface. In conclusion, the performance of the force
fields selected here in reproducing energies of cis-amide struc-
tures in dipeptide model 1 is less than optimal, and the utility
of these approaches in modeling cis peptide structures in pro-
teins is thus quite uncertain.

Conclusion

QM-derived thermochemical data and detailed NMR studies
predict an extended C5_tt conformation for dipeptide model
1 as the preferred conformation in DMSO solution. Isomeriza-
tion of the N- or C-terminal amide bond are both found to be
endergonic by 12 kimol™" at 300 K, leading to the occurrence
of the trans-cis (tc) and cis-trans (ct) conformations as detecta-
ble species by NMR measurements in [D;]DMSO. Supported by
theoretical chemical shift calculations, this allowed for the
complete assignment of 'H and '>C chemical shift data for
these cis/trans isomers. Temperature-dependent 'H NMR meas-
urements indicate that the cis-trans energy differences are
mainly of enthalpic origin, which is again in line with theoreti-
cal predictions. Experimentally measured trans/cis isomeriza-
tion rate constants show that, irrespective of their low absolute
population, cis peptide conformers are easily accessible kineti-
cally at 300 K. The ability to reproduce the conformational
preferences of dipeptide model 1 with common protein force
fields is limited, showing particular problems with the descrip-
tion of the cis-peptide conformations. This is likely to negative-
ly impact the accurate description of protein folding processes
as well as the description of unfolded protein regions with
these force fields.
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Experimental Section

Experimental details: Dipeptide 1 (2-acetamino-N-methylaceta-
mide, 380 mm) was prepared inside a melt-sealed standard 5 mm
NMR tube in [Dg]DMSO. NMR spectra were recorded with a Bruker
Avance DRX 600 (600.13 MHz) and with a Bruker Avance Ill 600
(600.25 MHz) spectrometer, with the latter being equipped with
a TCl cryoprobe with z-gradient. All spectra were referenced to the
DMSO residual peaks ('H: 2.50 ppm, C: 39.5 ppm).

Computational details: The geometries of all the conformers of
1 were optimized at the B3LYP/6-31G(d) level of theory in the gas
phase.®’? The frequency calculations were performed at the
same level of theory and all minima were confirmed with all-posi-
tive frequencies. Single-point calculations were performed at
double hybrid B2-PLYP/G3MP2LARGE,*® and composite methods
G3(MP3)-RAD,*¥ G3B3,** and CCSD(T)/CBS.®*>" For CCSD(T)/CBS,
extrapolations to the complete-basis-set (CBS) limit were carried
out based on the MP2 single-point energies by the two-point ex-
trapolation scheme using cc-pVTZ and cc-pVQZ basis set (see the
Supporting Information for a detailed description).”® The energies
were calculated for a temperature of 298.15K in the gas phase
and the thermal corrections to the enthalpy and Gibb's free energy
were obtained at the B3LYP/6-31G(d) level of theory. Solvent cor-
rections for AG,,, were calculated by using the IEFPCM,** SMD,*"
and COSMO-SAC® models in DMSO and subsequently added to
the single-point energy. To calculate nuclear magnetic shielding
values, the specifically optimized pcS-n (PCS2 and PCS4) type basis
sets developed by Jensen were used with the B3LYP, OPBE, OLYP,
and MP2 methods in the gas phase and in DMSO.%*%" The IEFPCM
is used to model implicit DMSO. The solvation energies using
COSMO-SAC were calculated by using the COSMO-RS module im-
plemented®™ in ADF2014 with Gaussian09 generated COSMO
potential and all other calculations were performed by using Gaus-
sian09, Rev. D.01.")
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2.1 Supporting Information

For: Conformational Preferences in Small Peptide Models: The Relevance of cis/trans-
Conformations

2.1.1 Technical Details

Force field-based calculation: Maestro 10.2, MacroModel' and Tinker 7.1 were employed for
molecular mechanics (MM)-based conformational searches using the AMBER94, AMBER99SB,
MM3*, OPLS 2005, MMFFs, AMOBAPRO13, CHARMM?22, and CHARMM22CMAP force
field (FF) parameters.

Quantum mechanics calculations: The geometries of all conformers of 2-acetamino-N-
methylacetamide (1) were optimized at the B3LYP/6-31G(d) level of theory in the gas phase.® The
frequency calculations were performed at the same level of theory and all minima were confirmed
with all positive frequencies. Single point calculations were done at double hybrid B2-
PLYP/G3MP2LARGE,* composite methods G3(MP3)-RAD,> G3B3% and CCSD(T)/CBS’ on
B3LYP/6-31G(d) optimized geometries.

G3(MP2)-RAD scheme:

E(G3(MP2)-RAD) = E(CCSD(T)/6-31G(d)) + (MP2/G3MP2large - MP2(FC)/6-31G(d)) (1)
G3B3 scheme:

E(G3B3) = E(QCISD/6-31G(d)) + DE(+) + DE(2df,p) + DE(G3large) ()
DE(+) = E(MP4/6-31+G(d)) - E(MP4/6-31G(d)) 3)
DE(2df,p) = E(MP4/6-31G(2df,p)) - E(MP4/6-31G(d)) €))

DE(G3large) = E(MP2/G3large) - E(MP2/6-31G(2df,p)) - E(MP2/6-31+G(d)) + E(MP2/6-31G(d)) (5)

CCSD(T)/CBS scheme:
Extrapolations to the complete-basis-set (CBS) limit for CCSD(T) were carried out via separate
extrapolation of HF and MP2 correlation energies by the two-point extrapolation scheme using cc-

pVTZ and cc-pVQZ basis set.®
E(HF\cc-pVTZ) 3°5—E(HF\cc-pVQZ) 45

E(HF\CBS) = P (6)
: _ . 3_ . _ . 3

Ec (MPZ\CBS) _ Ec(MP2\cc-pVTZ—-HF\cc-pVTZ) 23_E§(MP2\CC pVQZ—-HF\cc-pVQZ) 4 (7)

E(MP2\CBS) = Ec(MP2\CBS) + E(HF\CBS) (8)

E(CCSD(T)\CBS) = E(MP2\CBS) + E(CCSD(T)\cc-pVDZ) — E(MP2\cc-pVDZ) 9)

The energies were calculated for a temperature of 298.15 K in the gas phase and the thermal
corrections to the enthalpy and Gibb’s free energy were obtained at the B3LYP/6-31G(d) level of
theory. ZPE corrections were scaled by a factor of 0.9806 and 0.960 for G3(MP2)-RAD and G3B3
respectively. For isotropic chemical shieldings, the specifically optimized pcS-4 basis set developed
by Jensen was used with B3LYP in the gas phase and in DMSO.’ The IEFPCM'® model is used for
modelling implicit DMSO. The solvent correction for AGsorv was calculated at using IEFPCM and
COSMO-RS!! models in DMSO and subsequently added to the single point energy. The solvation
energies using COSMO-SAC were calculated using COSMO-RS module implemented in
ADF2014'2 with Gaussian09 generated COSMO potential and all other calculations are performed
using Gaussian09, Rev. D.01."3
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Chapter 2

2.1.2 Procedure for Conformational Search

Direction: N to C terminal

T ﬁi e
He. oiN® YClo CH!
N g SO \ - 3
| H; |
___________ Q i H.
Ace Gly NMe

Figure S2-1. [Figure S1] The systematic diagram of 2-acetamino-N-methylacetamide, referred to
as glycine dipeptide (1) in the text.

Table S2-1. [Table S1] Definitions and markers used for the nomenclature in classifying the peptide
geometry.

PHI (o) PSI (y) Backbone C alpha(C,) geometry marker
0.0-120.0 0.0 -120.0 oL

120.0 — 240.0 0.0 -120.0 B2

240.0 - 360.0 0.0 -120.0 Creq
0.0-120.0 120.0 — 240.0 ap

120.0 — 240.0 120.0 — 240.0 Cs

240.0 — 360.0 120.0 — 240.0 B

0.0 -120.0 240.0 — 360.0 Crax

120.0 — 240.0 240.0 — 360.0 o

240.0 — 360.0 240.0 — 360.0 OR

In case of glycine dipeptide C7eq= C7ax= C7, 0’= B2, ap= B, or=ap; Peptide bond conformation marker: trans (t) =
180°£15° & cis (c)=0°£15°

2.1.2.1 Systematic search (SS) procedure

To explore the conformational space of glycine dipeptide 1 in a systematic manner, four dihedral
angles mentioned in Figure S2-1 i.e. @ (phi, CNC,C), ¥ (psi, NCCiN), o1 (N terminal peptide
bond) and w> (C terminal peptide bond) were varied in a systematic way. To obtain initial
geometries, dihedral angle ® is varied from 0 to 180 with a 10 degree interval, for each value of ©
the dihedral angle W is varied from O to 180 with a 10 degree interval and finally for each
combination of ® and ¥, four combinations of ®; and > were used [(180, 180), (180,0), (0, 180)
and (0, 0)]. All other distances, angles, and dihedrals needed to define the geometry of 1 have been
taken from its extended Cs, all trans conformer that is optimized at B3LYP/6-31G(d) level in the
gas phase. The above specified systematic variations generated 1444 (O*W*wi*wy, 19*19*2%*2)
initial geometries. These structures were subject to optimization at B3LYP/6-31G(d) level in the
gas phase. This leads to 30 unique conformers, after removing duplicates and other modified
structures resulted from different bond formation during optimization. These 30 structures were
further screened using frequencies calculated at B3LYP/6-31G(d) level, to characterize these
stationary points as true minima, transitional states and saddle points of different order. Finally, this
exercise leads to 14 unique true minima on the PES of glycine dipeptide 1 (Table S2-2) and 16 other
stationary points.

2.1.2.2 Force field-based approach

Maestro 10.2.011, MacroModel, and Tinker 7.1 were employed for molecular mechanics (MM)-
based conformational searches using the AMBER94, AMBER99SB, MM3*, OPLS 2005, MMFFs,
AMOBAPROI13, CHARMM?22 and CHARMM22CMAP force field (FF) parameters. For
MacroModel the mixed torsional/low-mode sampling method with extended torsion sampling
options were chosen for conformational sampling. An energy window of 63 kJ/mol (~15 kcal/mol)
was used for exploring the potential energy surface of glycine dipeptide 1. Scheme S2-1 depicts the
strategy to explore the conformation space using force field based molecular mechanics. For Tinker,
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the protein module is used to generate initial structures that were later subjected to conformational
searches using the scan module with an energy window of 20 kcal/mol. Other criteria are set as
follows: automatic selection of torsion angle (0), search direction is set to 5 with a convergence
criterion of 0.0001 kcal/mol. A collective pool of different structures was obtained with the
AMBERY94, MM3* OPLS 2005 and MMFFs force fields-based conformation search. All
conformers were then subjected to optimization with the B3LYP/6-31G(d) hybrid functional in the
gas phase. To get the final conformational space, duplicate minima were removed from the

optimized conformation pool obtained in the last step.

L Initial Geometry (using Protein module of Tinker L MM-based Collective Conformation Pool (using J

7.1 and MacroModel of Maestro 10.2,) various FFs)

!

Final Conformers Space (after removing duplicate QM-Based Optimization of Conformation Pool
minima from QM-optimized pool) [G09 at B3LYP/6-31d(G)]

Scheme S2-1. [Scheme S1] Strategy for force field-based conformation search.

2.1.3 Energies and Structural Parameters for Glycine Dipeptide 1

2.1.3.1 Gas phase calculations
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Figure S2-2. [Figure S2] A comparison of relative energies [' AHaos at G3(MP2)-RAD for QM and
?Potential Energy (PE) for FF] and structural information (¢ and V) of conformational space of

glycine dipeptide 1.
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Table S2-2. [Table S2] List of minima for 1 at B3LYP/6-31G(d) level in the gas phase, located by a systematic conformational search.

Marker Molecule! Low Frequency Cor. 6H Cor. 6G B3LYP\6-31G(d) ) v (o) 2 Cq Peptide Rel. AE

1 Gly 0 30 180 180 -8 -6 0 0.170862 0.122111 -456.5375163 82 292 174 184 C7 tt 0.0
2 Gly 20 160 180 180 -10 -3 -3 0.170286 0.118913 -456.5361652 180 180 180 180 C5 tt 3.5
3 Gly 0 40 180 180 0 0 0 0.170546 0.120943 -456.5333573 123 338 188 176 B2 tt 10.9
4 Gly 0 160 180 0 -5 0 0 0.170278 0.119786 -456.5331903 180 180 180 4 C5 tc 11.4
5 Gly 20 40 0 180 -4 0 0 0.170461 0.121583 -456.5302838 94 2 6 182 aR ct 19.0
6 Gly 50 0 180 0 -9 -5 -3 0.170901 0.121606 -456.5298830 94 243 164 1 C7 uc 20.0
7 Gly 180 90 0 180 0 0 0 0.170076 0.119908 -456.5288423 180 180 360 180 C5 ct 22.8
8 Gly 20 180 0 180 -8 -4 0 0.170384 0.121386 -456.5270436 75 152 349 178 B ct 27.5
9 Gly 180 130 0 0 -12 -11 2 0.169940 0.120317 -456.5257541 180 180 360 4 C5 cc 30.9
10 Gly 40 170 0 0 -9 -8 0 0.170227 0.121536 -456.5227786 71 170 347 3 B cc 38.7
11 Gly 20 60 0 0 -12 0 0 0.170463 0.121897 -456.5215423 77 71 358 6 oR cc 41.9
12 Gly 20 40 180 0 -14 -2 0 0.170221 0.120072 -456.5206067 70 43 186 4 oR tc 44.4
13 Gly 180 60 0 0 -4 0 0 0.170490 0.121543 -456.5203164 197 64 350 356 B2 cc 45.2
14 Gly 170 20 0 0 -10 -3 0 0.170403 0.121061 -456.5200926 208 65 351 4 B2 cc 45.7

"Notation specifies the starting geometry in the following manner, Gly ® ¥ @ m>.

Table S2-3. [Table S4] Starting conformations and relative energies (in kJ/mol) for conformers of 1 calculated with different force fields and the G3(MP2)-

RAD compound method.
G3(MP2)-RAD AMBER94 AMBER99SB AMOBAPRO13 CHARMM?22 CHARMM22CMAP
Marker ~ Conf.  Rel. AHwg | No.  Conf. PI:'?.IE No.  Conf. Plzilé No.  Conf. PIZf.IE No.  Conf. Plzilé No.  Conf. Plzilé
1 C7 tt 0.0 1 C7tt 0.0 4 C7 tt 0.0 3 C7.tt 0.0 4 C7tt 0.0 6 C7tt 0.0
2 C5 tt 4.2 2 C5tt 8.0 1 C5tt 5.1 5 C5tt 15.6 1 C5tt 39 1 C5tt 7.8
3 B2 tt 11.5 - - - - - - - - - - - - 19 B2 tt 15.6
4 C5 tc 10.7 3 C5tc 18.0 3 C5te 15.8 13 C5 tc 25.6 3 C5te 8.4 3 C5te 10.6
5 aR ct 16.5 4 oR ct 22.6 7 oR ct 23.8 7 oR ct 12.4 6 oR ct 26.8 27  oR ct 6.8
6 C7 tc 19.6 5 C7tc 253 9 P tc 22.1 18 B tc 11.7 7 C7 tc 16.1 22 C7 tc 19.0
7 C5 ct 23.7 6 C5ct 32.6 2 C5ct 30.1 16 C5 ct 354 2 C5ct 25.6 2 C5ct 27.9
8 B ct 26.9 7 PBoct 39.9 6 Poct 34.8 2 Bt 20.1 - - - 11 B ct 23.6
9 C5 cc 30.3 8 C5 cc 41.4 5 C5cc 39.8 12 C5 cc 46.2 5 C5cc 29.0 9 C5cc 31.3
10 B cc 36.2 11 B cc 48.7 10 B cc 44.5 6 PBcc 31.7 10 B cc 42.5 15 B cc 26.9
11 aR cc 39.0 9 oR cc 45.9 11 oR cc 47.2 14 aR cc 27.0 11 oR cc 38.4 30 oR cc 34.1
12 aR tc 38.8 - - - 8 oR tc 42.9 17 oR tc 22.9 - - - 24  oR tc 39.3
13 B2 cc 42.5 10 B2 cc 47.8 - - - - - - 9 P2 cc 34.6 49 B2 cc 40.1
14 B2 cc 41.6 - - - 12 B2 cc 52.8 15 B2 cc 42.9 - - - 32 B2 cc 39.8

(98]
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2.1.3.2 Effects of solvent on the conformational preference

Table S2-4. [Table S7] Rel. AGaog plus solvation energies (kJ/mol) for 1 in DMSO using the
COSMO-SAC, IEFPCM and SMD solvation models.

Rel. AGaog Rel. AGso
SI Conf. G3(MP2)-RAD B3LYP/6-31G(d), HF/6-31G(d), HF/6-31G(d),
(kJ/mol) COSMO-SAC IEFPCM, UAHF SMD
1 C7 _tt 2.7 8.0 16.7 15.7
2 C5 tt 0.0 0.0 0.0 0.0
3 C5 tc 8.8 12.3 8.6 9.1
4 B2 tt 11.9 4.7 6.1 7.2
5 aR ct 18.8 17.3 12.9 14.2
6 C7 uc 20.9 27.3 26.1 25.3
7 C5 ct 22.7 12.1 11.7 13.1
8 B ct 29.0 13.4 13.6 15.2
9 C5 cc 30.7 23.8 19.4 20.5
10 B cc 39.0 26.5 21.5 24.2
11 oR tc 42.1 37.0 34.6 36.2
12 aR cc 37.8 15.2 18.7 20.9
13 B2 cc 42.7 39.2 342 35.9
14 B2 cc 44.6 39.5 37.5 38.8

Table S2-5. [Table S8] A list of 1 conformers obtained through optimization in implicit DMSO
using the IEFPCM model at B3LYP\6-31G(d) level and solvation energies (AGsonv) calculated at
HF/6-31G(d) level using UAHF radii.

SL Marker ) v ot 02 Co Peptide Rel. AE DAI\(/?SO/(V)
1 2 176.0 190.1 182.1 178.8 Cs tt 0.0 -161.4
2 1 103.4 355.8 181.8 178.0 C7 tt 2.0 -172.8
3 29 289.6 158.7 184.7 179.1 B tt 3.7 -175.6
4 21 75.8 161.2 351.8 180.0 B ct 9.4 -180.9
5 20 178.1 190.6 2.5 181.8 Cs ct 10.8 -173.8
6 19 94.4 357.7 359.5 181.5 C7 ct 11.2 -170.8
7 5 95.4 356.4 359.3 180.4 C7 ct 11.8 -168.5
8 30 272.2 186.3 186.4 359.4 B tc 11.9 -178.7
9 12 64.8 49.4 178.8 2.8 aR tc 24.3 -182.1
10 11 81.5 72.2 357.5 4.9 aR cc 31.8 -168.2
11 14 2133 56.9 3544 2.8 B2 cc 37.1 -169.4

30 conformers that are located using the systematic search approach as described in the previous
section, were subject to re-optimization at B3LYP\6-31G(d) level under implicit solvent conditions.
DMSO is used as a solvent with the [IEFPCM model and UAHF radii. Only true minima are reported
and marker entries in the tables can be used to trace the starting gas phase stationary point that later
converged to the respective minima under implicit solvation re-optimization.
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2.1.4 Calculated Isotropic Shielding

Figure S2-3. [Figure S4] Diagram of tetramethylsilane (TMS) and Ace-Gly-NMe (1), atoms are
marked with numeric label. TMS is used as the reference for the calculation of chemical shifts.

Figure S2-4. [Figure S5] Comparison of the experimentally measured and theoretically calculated
3C chemical shifts for 1 at different levels of theory using geometries optimized at B3LYP/6-
31G(d) level in the gas phase. The conformers are weighted using Boltzmann avg. populations
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Table S2-6. [Table S15] Isotropic shielding values for TMS at different levels of theory using the gas phase B3LYP/6-31G(d) geometry. See Figure S2-3

for labels.

Label 1 2 6 10 14 3 4 5 7 8 9 11 12 13 15 16 17 Avg. Signal

Symbol Si C C C C H H H H H H H H H H H H C H
B3LYP/PCS4, Gas 3219 179.6 179.6 1796 179.6 315 315 314 314 315 315 314 315 314 315 314 314 179.6 31.4
B3LYP/PCS4, DMSO 321.6 1809 180.8 180.8 180.8 314 314 314 314 314 314 314 314 314 314 314 314 180.8 31.4
MP2/PCS2, Gas 3584 196.2 196.1 1962 1962 314 314 314 314 314 314 314 314 314 314 314 314 196.2 31.4
MP2/PCS2, DMSO 358.1 1973 197.3 1973 197.3 313 313 313 313 313 313 313 313 313 313 313 313 197.3 31.3
OPBE/PCS4, Gas 3514 184.7 184.7 184.7 184.7 313 313 313 313 313 313 313 313 313 313 313 313 184.7 31.3
OLYP/PCS4, Gas 337.2 180.8 180.8 180.8 180.7 314 314 314 314 314 314 314 314 314 314 314 314 180.8 31.4

Table S2-7. [Table S16] Isotropic shielding values for 1 calculated at B3LYP/PCS4//B3LYP/6-31G(d) level in the gas phase. See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

FileName Conf. C N C C N H (6] C H H H 0) H C H H H H H
Gly_0_30_180_180 C7_tt 126.8 1152 -13 -3.7 127.8 256 -743 1551 294 300 294 -813 240 1534 273 292 292 285 27.0
Gly_0_40 _180_180 B2 tt 131.0 1179 0.1 -0.5 138.0 262 -940 1549 293 300 294 -70.7 257 1532 27.1 292 292 283 264
Gly_20_160_180_180 C5_tt 131.6 1254 -0.6 0.7 1362 247 -944 1556 298 295 295 -60.5 267 15277 29.1 27.0 29.1 276 276
Gly_0_160_180 0 C5_ tc 1327 1241 -35 0.5 1375 245 -943 1555 295 298 295 -722 265 1492 286 285 288 276 275
Gly_20_40_180 0 aR tc  128.0 122.1 -0.3 0.1 1383 26.1 -112.7 1559 294 30.0 29.5 -1064 26.7 1462 283 285 288 281 273
Gly 50 0 180 0 C7 uc 136.6 1169 -49 -24 1344 255 -86.0 1549 295 299 295 -746 267 1476 27.1 289 286 28.7 26.6
Gly_180_90 0 180 C5_ct 129.7 131.6 1.6 1.2 1373 253 -1093 1554 29.6 296 296 -685 269 1524 270 291 291 276 276
Gly 20 180 0 180 P_ct 127.4 1257 -12 -55 1375 268 -127.0 1577 290 29.7 29.6 -77.9 267 1525 27.1 29.1 29.1 282 27.6
Gly_20_40_0_180 aR_ct  126.8 124.0 1.0 -39 1358 264 -123.0 1575 296 295 296 -59.6 252 153.1 29.1 27.1 29.1 279 276
Gly_170_20 0 0 B2 cc 1256 1255 -12 -2.0 1343 268 -1209 1567 295 295 295 -113.7 26.6 1466 283 285 288 273 277
Gly_180_130_0 0 C5_cc  130.7 1300 -1.2 1.0 1394 252 -1104 1553 295 295 295 -81.0 265 1493 286 28.6 287 276 275
Gly 180 60 0 0 B2 cc 1254 1253 21 2.8 1337 267 -1258 1567 29.6 295 295 -1199 26.7 1485 279 28.6 288 275 278
Gly 20 60 0 0 aR_cc 1283 1268 -2.7 -39 1354 264 -117.4 1566 28.8 29.5 29.7 -111.2 26.7 147.1 283 285 287 277 27.6
Gly 40 170 0 0 B cc 129.8 130.7 -29 -55 140.5 26.8 -127.9 158.0 294 29.7 29.6 -97.1 26.6 1485 28.5 285 28.7 27.8 27.6

Table S2-8. [Table S17] Isotropic shielding values for 1 calculated at B3LYP/PCS4, DMSO//B3LYP/6-31G(d) level using gas phase geometries. [IEFPCM

is used to model implicit DMSO. See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

FileName Conf. C N C C N H (6] C H H H 0) H C H H H H H
Gly _0_30_180_180 C7_tt 1287 1074 -85 -7.7 120.7 23.6  -27.1 1558 294 295 294 -222 231 1549 27.6 289 29.0 275 26.1
Gly_0_40_180_180 B2 _tt 131.6 108.6 -7.5 -6.5 1294 24.1 -26.6 1554 293 294 295 24 239 1547 274 29.0 289 273 258
Gly_20_160_180_180 C5_tt 1329 1132 -55 -32 1305 232  -26.8 1559 294 295 295 -6.0 245 1542 289 273 289 266 26.6
Gly 0 160 180 0 C5 tc 1339 1126 -90 -35 128.6 23.1 -27.6 1558 295 294 295 -11.5 248 1507 285 283 285 265 264
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Gly 20 40 180 0 aR tc 1290 109.5 -9.7 -6.6 1255 238 -353 1562 294 294 295 -240 250 148.0 283 282 28.6 265 268
Gly 50 0 180 0 C7 uc 137.8 1103 -11.2  -7.2 1257 237 -37.8 1554 295 294 294 -11.0 250 1483 274 28.6 283 275 258
Gly 180 90 0 180 C5_ct 131.3 1178 -48 -55 132.1 242 -283 1554 292 292 298 -6.1 246 1541 274 289 289 264 264
Gly 20 180 0 180 P _ct 129.6 1124 -7.6 -13.5 130.8 25.1 -52.4 157.0 289 290 299 -12.0 245 1542 274 289 289 267 264
Gly_20_40_0_180 aR ct 1274 1112 -6.8 -10.7 1282 246 -459 1573 293 291 299 92 236 1547 289 274 289 268 26.6
Gly_170_ 20 0_0 B2 cc 127.1 1138 9.0 -9.0 1232 251 -43.6 1565 292 289 298 -357 249 1484 284 282 285 260 270
Gly_180_130_0 0 C5 cc 1321 117.0 -82 -58 1302 24.1 -29.5 1553 291 291 298 -11.3 248 150.8 285 284 285 263 262
Gly_180_60_0_0 B2 cc 1269 1135 -10.1 -9.8 1235 251 -47.5 1565 292 290 298 -420 250 1496 27.8 284 286 262 27.1
Gly_20_60 0 0 aR cc 1304 1125 -98 -10.0 1243 245  -44.0 156.6 28.7 29.0 299 -42.0 250 148.8 284 28.1 285 263 268
Gly 40 170 0 0 B cc 1313 116.6 -104 -13.9 1309 25.1 -52.5 1573 293 29.1 299 -20.0 249 150.1 284 283 285 264 263

Table S2-9. [Table S18] Isotropic shielding values for 1 calculated at OPBE/PCS4//B3LYP/6-31G(d) level in the gas phase for tt, tc and ct conformers.
See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

FileName Conf. C N C C N H O C H H H (0) H C H H H H H
Gly 0 30 180 180 C7_tt 133.7 121.6 167 148 1322 253 -533 1614 293 298 293 -62.0 23.8 1580 272 29.1 29.1 283 2638
Gly 0 40 180 180 P2 tt 137.3 1243 175 17.1 1429 259 -71.4 1612 292 297 293 -50.0 255 157.8 270 29.1 29.1 28.1 262
Gly 20 160 180 180 C5 tt 137.5 131.1 16.7 184 1414 244 -75.2 161.8 29.6 294 294 -39.6 264 1572 29.0 269 29.0 274 274
Gly 0 160 180 0 C5 tc 138.4 130.0 142 18.1 1419 243 -75.1 161.7 294 296 294 -534 263 1539 284 283 28.6 274 273
Gly 20 40 180 0 oR tc 134.7 1284 174 17.7 1424 257 -89.6 1622 293 297 294 -855 26.6 1516 282 284 287 279 271
Gly 50 0 180 0 C7 uc 143.1 123.0 13.5 157 1390 252 -66.5 1612 294 297 294 -594 265 1527 27.0 288 285 285 264
Gly 180 90 0 180 C5 ct 1355 135.8 18.6 188 1423 25.1 -87.5 161.5 295 295 295 -459 265 1570 269 289 289 274 274
Gly 20 180 0 180 B ct 1343 130.8 163 122 1428 26.6 -105.1 163.9 289 295 29.6 -57.7 264 1572 27.0 29.0 290 279 273
Gly 20 40 0 180 oR ct 133.2 129.1 185 140 140.8 26.2 -100.5 163.7 29.5 294 29.5 -398 249 1577 29.0 27.0 29.0 277 274

Table S2-10. [Table S19] Isotropic shielding values for 1 calculated at OLYP/PCS4//B3LYP/6-31G(d) level in the gas phase for tt, tc and ct conformers.
See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

FileName Conf. C N C C N H O C H H H (0] H C H H H H H
Gly 0 30 180 180 C7 tt 128.5 117.3 10.6 9.0 128.6 253 -56.9 1574 294 298 294 -64.6 239 1542 273 29.1 292 285 269
Gly 0 40 180 180 B2 tt 132.6 119.3 119 114 139.1 26.0 -73.2 1572 293 298 294 -52.6 256 1539 27.1 29.1 29.1 282 263
Gly 20 160 180 180 C5 tt 133.1 126.8 11.0 12.6 137.0 24.6 =773 1579 297 295 295 -42.6 26.5 1534 290 27.0 29.0 275 275
Gly 0 160 180 0 C5 tc 134.1 125.6 85 123 1373 245 =773 1577 295 297 295 -554 264 1498 285 284 287 275 274
Gly 20 40 180 0 aR tc 129.8 123.8 11.7 119 1379 258 -91.6 1583 294 298 295 -87.7 267 1472 282 284 287 279 272
Gly 50 0 180 0 C7 uc 1385 118.5 7.5 9.9 1348 253 -68.9 1572 295 298 295 -60.2 26.6 1485 27.1 289 285 28.6 265
Gly 180 90 0 180 C5 ct 130.9 131.1 129 132 138.0 252 -89.1 1575 295 295 296 -494 26.7 1532 270 29.0 29.0 275 275
Gly 20 180 0 180 B ct 129.5 1253 104 6.5 1389 26.7 -107.2 160.0 289 296 29.7 -604 26.6 1533 270 29.0 29.1 28.0 275
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Gly 20 40 0 180 aR ct 1282 123.8 12.8 83 137.0 263 -102.3 159.8 29.6 294 29.6 -424 251 1539 29.0 27.1 29.0 278 27.5

Table S2-11. [Table S20] Isotropic shielding values for 1 calculated at MP2/PCS2//B3LYP/6-31G(d) level in the gas phase for tt, tc and ct conformers.
See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Conf. C N C C N H O C H H H O H C H H H H H
C7_tt 1424  143.6 20.6 18.8 157.7 25.7 -26.0 170.2 29.4 30.1 294  -27.6 243 1684 29.1 27.4 29.2 285  27.1
C5_tt 148.0 1543 21.5 229  165.7 25.0 -41.7 170.6 29.9 29.5 29.5  -104 26.7 167.7 29.0 27.1 29.0 27.8 278
B2 tt 1472 147.6 22.4 225 167.6 26.5 -41.3  170.1 29.4 29.3 30.1  -19.0 259 168.2 29.1 29.1 27.2 28.3 26.5

C5_tc 149.1 153.1 18.8 227 166.8 24.9 -41.5 170.5 29.5 29.9 29.5 2211 26.5 164.2 28.7 28.5 28.6 27.7 276
C7_tc 1519 146.2 17.1 20.1 164.1 25.6 -35.9 170.1 29.5 30.0 295  -243 26.8 162.5 28.9 27.2 28.6 26.7  28.7

aR_tc 143.8 1509 22.2 23.0 1683 26.4 -57.8 1709 30.1 29.4 294  -532 26.8 161.2 28.4 28.8 28.5 28,0 274
aR ct 142.8 1542 23.1 193  165.7 26.5 -69.4 1728 29.6 29.5 29.7 -8.6 254 168.1 29.1 27.2 29.0 28.0  27.7
C5 ct 146.1 161.6 23.8 23.6  167.0 25.5 -56.6 170.7 29.6 29.6 29.6  -163 269 167.5 29.0 29.0 27.1 27.8 278
B ct 1432  155.7 21.3 17.8  166.9 26.9 -73.8  172.8 29.7 29.6 29.1  -24.6 26.9 167.6 29.1 29.1 27.1 27.7 283

Table S2-12. [Table S21] Isotropic shielding values for 1 calculated at MP2/PCS2,DMSO//B3LYP/6-31G(d) level using gas phase geometries for tt, tc
and ct conformers. See Figure S2-3 for labels.

Label-> 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Conf. C N C C N H O C H H H (6] H C H H H H H
C7_tt 1443 1356 12.6 13.8  150.0 23.7 149 1709 29.4 29.5 29.4 20.7 233 169.7 28.8 27.6 28.9 274 26.2
C5_tt 1493 142.1 15.6 17.7  159.1 23.4 16.6 171.0 29.5 29.5 29.5 36.1 245 169.1 28.8 27.3 28.8 26.7  26.7
B2 tt 147.8 138.1 13.8 151 158.2 243 15.8 1705 29.5 29.3 29.5 38.7 24.0 169.5 28.9 28.8 27.4 273 259
C5_tc 1503 141.7 12.1 17.5 1573 23.4 16.1 1709 29.4 29.5 294 30.3 248 165.6 28.4 28.3 28.5 26.6 264
C7_tc 153.1  139.6 9.8 143 1545 23.8 4.5 170.6 29.5 29.5 294 30.7 25.0 163.2 28.5 27.5 28.3 259 275
aR tc 1449 1382 11.4 149 1552 24.0 8.0 171.2 29.5 29.4 29.5 16.7 25.0 1628 28.3 28.5 28.2 26.4 269
aR ct 143.6 141.6 14.3 1.1 157.1 24.6 -4.8 1727 29.8 29.1 29.3 49.9 237 169.5 28.8 27.4 28.8 26.8  26.7
C5 ct 147.6 1479 16.3 15.5 160.7 24.4 123 170.8 29.8 29.1 29.1 36.3 24.6  169.0 28.8 28.8 27.4 26.5 265
B ct 1454 1428 13.6 84 159.1 25.1 -11.7 1723 29.0 29.8 28.9 31.9 24.6  169.1 28.9 28.8 27.4 26.5  26.8
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ABSTRACT: We explored the influence of external electric
fields (EEFs) on the stability of a glycine dipeptide model
radical using high-level quantum chemical methods. Remotely
located ions (Cl7/Na*) are used to implement EEF effects.
The effects of these ions are reproduced using background
point charges and oriented EEFs. Remote charges as far as
900 pm from the C, radical center can be significantly
stabilizing or destabilizing as a function of their relative
orientation. The magnitude of these effects is also strongly

= ) \i
900 pm ‘»Q

dependent on the distance between the radical center and the charge location. After examining the strengths and weaknesses of
some frequently used quantum mechanics methods in describing these effects properly, a comparison is made on the stability of
dipeptide radicals bearing protonable or deprotonable side chains. In this group, the stability of the respective C, radicals mainly
depends on the preferred orientation of the charge-carrying side chain.

B INTRODUCTION

The concentration and physical state of reactant(s), temper-
ature, solvent, and catalysts are the established factors that
influence chemical reactivity almost universally. The concept of
employing external electric fields (EEFs) to modulate the
properties of molecular systems beyond the redox domain is
relatively new. Taking the lead from theoretical work of Shaik et
al," Aragonés et al. recently reported a new way to accelerate the
Diels—Alder reaction by an oriented EEF, further expanding the
scope of EEF-guided chemical reactivity.” Multiple reports were
published recently to highlight the potential application®~” and
actual implementation®™"” of EEFs as smart regents of the
future. Attempts were also made to develop a more scalable
solution to adjust the relative orientation of EEFs and reactants
for electrostatic chemical catalysis.'*~'® This may be particularly
relevant for biomolecular systems whose structural features can
impose highly oriented EFs on bound substrates in enzyme
active sites.'’~'” Theoretical work by Shaik et al. demonstrated
that EEFs have a significant effect on the catalytic cycle of P450
enzymes.”””" Fried et al. and others have shown that enzymes
have the ability to generate extreme EFs in an organized
environment which results in large electrostatic stabilization of
the bound substrate.””~* In solution-phase chemical synthesis,
the scope of EEF-induced control is limited due to the absence
of an organized environment. However, recent theoretical
reports from Coote et al. demonstrate for a broad selection of
delocalized radicals that their stabilities can be significantly
increased via generation of a negatively charged site in the
vicinity of (but not in direct resonance with) the formal radical
center.”*"*" Subsequent experimental studies by several groups
have shown that the electrostatic stabilization of radicals remains
significant in low-polarity solvents, but vanishes in more polar
media.’*” Radical stability was quantified in these studies
through X—H bond dissociation energies (BDEs) for neutral or

W ACS Publications  ©2018 American Chemical Society 8880

anionic radical precursors. Wavefunction (WF) analysis for
neutral and charged radical species also indicated conversion of
singly occupied molecular orbital (SOMO) and highest
occupied molecular orbital energy levels for systems displaying
strong stabilization effects. Selecting alcohols as a protonable/
deprotonable substrate class, Radom et al. have confirmed the
finding of systematically smaller C—H bond energies in anionic
systems ggmpared to their respective neutral (or protonated)
versions.

These studies conclude that variations in the stabilities are
mainly due to electrostatic effects. We have recently calculated
C—H bond energies of dipeptide model systems as a measure of
the stabilities of the respective peptide radicals.”*~** We explore
here the possible influence of remote negatively or positively
charged sites on the stabilities of these biochemically important
species.

B RESULTS

Methodological Considerations. Initial studies have been
performed for glycine dipeptide model system 1/rl1, for which
the radical stabilization energy [RSE(1a)] can be defined as the
isodesmic hydrogen exchange reaction with methane (2) (eqn
1a, Figure 1A). Similarly, RSE(1b) is calculated as stated in eqn
1b, where 1 and r1 are complexed with an external anion. The
net effects of external charge on the stability of 1/r1 are then
calculated as the charge-induced radical stabilization energy
(ciRSE) that is the difference between RSE values obtained from
eqn la,b, as defined in eqn 1c. The ciRSE can also be expressed
as the difference in the complexation energies of CI~ with radical
r1 (radical complexation energy, RCE) and the corresponding
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Figure 1. (A) Isodesmic reactions used to calculate the stability of radical r1 and its chloride anion-complexed derivative [r1+CI~]. (B) Gas phase
RSE(1a) values calculated for r1. (C) The coordinate system used for positioning the external charge. C, is located at the center, and all non-hydrogen
atoms lie in the xy-plane, where the +y-axis bisects the N—C,—C angle (see the SI for more details).

Table 1. ciRSEs (AE,,, kJ/mol) for Radical r1 in the Presence of an External Cl~ at the B3LYP/6-31G(d) Level Using Different

Convergence Procedures”

the position of CI™ around 1/r1

system 1/r1+Cl™ —x

SCF = DIIS default ciRSE —18.5
Cl™ (q) -0.8
C, (S) +0.6

SCF = QC ciRSE —-9.4°
Cl™ (q) -1.0
C, (S) +0.7

stable = opt ciRSE —18.6
Cl™ (q) -0.8
C, (S) +0.6

+x —y +y oz

—7.0° —5.8° -1.8

—0.9 —0.9 —0.9

+0.6 +0.6 +0.6
+6.2° —1.4% +1.2° 1.8
-1.0 -1.0 -1.0 —0.9
+0.7 +0.7 +0.7 +0.6
—21 -7.1 —6.1 1.8
—0.9 —0.9 —0.9 —0.9
+0.6 +0.6 +0.6 +0.6

“RSE (1/rl, C; only) of 108.7 kJ/mol (AE,,) is used as a reference. "WF with internal instability. “SCF not converged.

closed-shell parent 1 (closed-shell complexation energy, CSCE).
To limit the influence of conformational effects, the following
analysis will restrict itself to the extended Cs conformation of
these systems, for which RSE values are listed in Figure 1B along
with Boltzmann averaged values over a range of conformations
(see Supporting Information (SI)). The stability values for the
Cs conformation are closely similar to those obtained after
conformational averaging, and it can thus be used as an effective
model for studying the influence of external charges.

The effect of remote charges on the stability of 1/r1 was first
explored by positioning a CI~ 500 pm away from (and thus far
outside the vdW radius of) the nearest atom of the respective
systems in —/+x, y, and z-direction(s) using the coordinate
conventions shown in Figure 1C. Due to the C; symmetry of
radical r1 and closed-shell parent 1, positioning in +z and —z-
direction(s) produces identical results. The same CI~ positions
were used for both rl and 1. The ciRSEs were calculated for
these five orientations of Cl” in its complex with 1/r1 to identify

8881

suitable theoretical methods. Due to the frozen coordinates used
in placing the ion at defined positions, the ciRSE values are
calculated from total energies (AE,, i.e., without thermal
corrections). The results obtained at the (U)B3LYP/6-31G-
(d)*”* level as one of the more commonly used hybrid density
functional theory (DFT) methods are presented in Table 1. It is
important to highlight the peculiar behavior of self consistent
field (SCF) algorithms at this level as different choices lead to
different electronic states for the r1+Cl™ complexes. The default
SCF procedure (DIIS) in Gaussian 09*' converges to a
wavefunction (WF) that may best be described as “delocalized”
in that some negative charge is transferred from CI” to rl and
unpaired spin is delocalized over all atoms of the system. Perusal
of the default SCF results in Table 1 indicates that the presence
of Cl~ stabilizes radical r1 in all orientations, albeit to different
degrees. For example, C1™ placed in the —x-direction produces a
large stabilization of —18.5 kJ/mol. The quadratically
convergent (QC) SCF method leads to an energetically less

DOI: 10.1021/acs.jpcb.8b07485
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Figure 2. ciRSE (kJ/mol) for radical r1 in the presence of an external C1~ (A) and Na* (B) calculated at different levels of theory. *marked the internal

instability in WE. *non-convergent SCF cases.

stable radical (ciRSE of —9.4 kJ/mol for —x) and a more
“localized” WF in that CI™ retains an integral negative charge,
and the unpaired spin density is fully localized on radical rl.
Further analysis indicates that this latter wavefunction contains
an internal instability, and reoptimization of such an unstable
WF (stable = opt) leads to the same solution obtained already
with DIIS. The stable WF is accompanied by the orbital
conversion phenomenon, where the SOMO of the r1+CI”
complex is located below the orbitals describing the lone pairs
of CI™ (see the SI).

The appearance of two close-lying electronic states for the
B3LYP functional also persists with larger basis sets (see the
Supporting Information) and this phenomenon was therefore
tested with other theoretical approaches including other
commonly used hybrid DFT methods [(U)M06-2X"**/6-
31+G(d)], the (RO)B2-PLYP*'/G3MP2large double hybrid
method, the G3(MP2)-RAD* compound scheme optimized
for open-shell systems, and the more sophisticated G3B3*
compound scheme. These four methods converge to the stable
localized states exclusively (Figure 2A). The calculations were
repeated with Na* replacing CI~, where both (U)B3LYP/6-
31G(d) and (RO)B2-PLYP/G3MP2large were found to suffer
from convergence problems and unstable WFs, Figure 2B. All
other methods converge to stable localized electronic states with
practically no unpaired spin density on the sodium cation.
Because serious convergence problems were encountered in
(U)B3LYP and (RO)B2-PLYP calculations, these methods
were eliminated from further consideration. From the results
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compiled in Figure 2, we can see that values obtained from
relatively low-cost (U)M06-2X/6-31+G(d) calculations show
very good agreement with the more expensive methods [i.e.,
G3(MP2)-RAD and G3B3] for both systems, without any
convergence problem. All results shown in the following for
glycine dipeptide 1 were therefore calculated at the (U)MO06-
2X/6-31+G(d) level, if not mentioned otherwise. For the 1/
r1+ClI” system, positioning CI” in the —x-direction leads to a
stabilization with ciRSE of —9.7 kJ/mol, while +6.2 kJ/mol
(destabilization) is obtained for the +x-orientation. These ciRSE
values are larger than those obtained when positioning CI™ in
+/—y and +z-orientation(s) where Cl™ is positioned directly on
top of the C, position in 1/r1. Replacing CI~ with Na" reverses
the nature of ciRSE in xyz orientations. This supports the
assumption made by Coote et al. that remote charge-induced
radical stabilizations are mainly electrostatic in nature.”*’ >
For all orientations of CI™ around rl, whether stabilizing or
destabilizing, the r1+Cl~ complex exhibits orbital conversion
(OC). This implies that OC is an associated, but not causative
phenomenon. The stabilization/destabilization of radical rl
through a sodium cation described in Figure 2 is not
accompanied by an OC phenomenon simply due to the absence
of high-lying occupied MOs in the sodium cation. The fact that
the ciRSE of radical r1 is a highly directional effect is easily seen
from the results in Figure 2. These factors are further
investigated in the next section, where using the coordinate
conventions defined in Figure 1C, a remote charge (Cl”/Na*
ion) is placed around 1/r1 in xy, xz, and yz-plane(s) with varying

DOI: 10.1021/acs.jpcb.8b07485
J. Phys. Chem. B 2018, 122, 8880—8890
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Figure 3. (A) Coordinate system used for the placement of external ions around 1/r1 in the xy, xz, and yz-plane(s). The ciRSE, RCE, and CSCE are
plotted as a function of ion orientation around 1/r1 in the xy-plane at 900 pm distance from C, for (B) CI~ and (D) Na*. (C) The molecular dipole
moment (MDM, Debye) vector of 1/r1 calculated at (U)M06-2X/6-31+G(d) and selected resonance structures.

distances from its C,. The effects of ions are reproduced using

point charges (PCs) and EEFs.

Orientational Dependence of Radical Stabilization.

Figure 3A describes the r1+ClI™ system with a portion of the
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Figure S. (A) Dependence of the ciRSE on the angle between point charges (PC) and the +x-axis in the xy-plane at 900 pm from C, of 1/r1. (B) The
curve of ciRSE for estimated dipole [PC(+) + cPC(—)] and its comparison with ciRSE values for an actual dipole. (C) A comparative plot of ciRSE for
the unit charge dipole to ciRSE calculated in the presence of an EEF of 74 X 10™* au

associated xy, xz, and yz-plane(s) used for ion positioning. In the
following sections, the results from each plane will be discussed
separately.

Plane xy. The ciRSE, CSCE, and RCE values for 1/r1+CIl~
complexes are plotted as a function of the angle CI™ makes with
the x-axis, where it is revolving around 1/r1 in the xy-plane at a
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distance of 900 pm from the C, position (see the SI for more
details). As shown in Figure 3B, the most negative (stabilizing)
ciRSE values are calculated for ClI™ orientations along the —x-
axis, with the largest stabilization of —9.7 kJ/mol found at 180°,
while the largest positive (destabilizing) ciRSE values result
from chloride orientations along the +x-axis with the largest

DOI: 10.1021/acs.jpch.8b07485
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Because of the symmetrical nature of 1/r1, only the orientations of chloride from 0 to 180° are shown.

value of +7.5 kJ/mol found at 20°. The external charge placed at
90 and 270° i.e., along the +y and —y-axis, has only a minimal
effect on the C, bond strength (ciRSE < 1 kJ/mol). These trends
fully agree with the data shown earlier in Figure 2A. As
mentioned before the ciRSE can also be expressed as the
difference in complexation energies of Cl~ with radical r1 (RCE)
and its closed-shell parent 1 (CSCE). For example, at 180° (see
Figure 3B) CI~ interaction with radical r1 is stabilizing by —4.5
kJ/mol (RCE), while interaction with 1 is destabilizing by +5.2
kJ/mol (CSCE). The resulting ciRSE of —9.7 kJ/mol (RCE—
CSCE) is the combination of both of these effects. Interestingly,
for the orientation of CI” that leads to maximum overall
destabilization (ciRSE = +7.5 kJ/mol at 20°) the complexation
energies for both 1 and r1 are negative, but larger for 1 than for
radical r1 (CSCE > RCE), which leads to an overall increase in
C,—H BDE by +7.5 kJ/mol. The most positive and most
negative CSCE values (located at 210 and 0°, respectively) are
numerically larger than those found in the RCE curve, which
indicates that closed-shell 1 reacts more strongly to external
charge than radical rl. This can be better understood by
examining the charge distribution in 1/r1 without a complex-
ation partner. As shown through the resonance structures in
Figure 3C, the radical center positioned between the polar
amide units in radical r1 leads to better charge delocalization and
hence a lower molecular dipole moment (MDM) compared to
closed-shell parent 1. The higher MDM makes 1 more sensitive
to external charges than r1. The ciRSE curve shown in Figure 3B
for chloride can be divided into a region of net destabilization
(ND) ranging from 0—90 + 270—360° and a region of net
stabilization ranging from 90 to 270°. For most part of the ND
region, chloride aligns favorably with the MDM vector of 1/r1,
which leads to favorable complexation energies, and thus,
stabilization of both 1 and r1, as reflected by the negative RCE
and CSCE values (Figure 3B).

The fact that the combination of these effects leads to radical
destabilization (positive ciRSE values) is simply due to higher
complexation energies for parent 1 than for radical rl. The
region of maximum radical destabilization seen in the range of
350—0—20° thus falls together with the location of maximum
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chloride complexation energies for parent 1 (—23.3 kJ/mol at
0°) and radical r1 (—17.4 kJ/mol at 350°). The situation is less
clear in the region of net radical stabilization ranging from 90 to
270°, where chloride interactions with 1 and its radical r1 can be
positive or negative. The large positive complexation energies of
+17.4 (CSCE) and +11.2 kJ/mol (RSE) can be seen in the
region around 210 and 220° where CI™ is oriented toward the
partially negatively charged oxygen atom in the N-terminal
amide group. The fact that the repulsion in this region is smaller
for radical r1 than for parent 1 results from smaller partial
charges for the amide oxygen atom as a consequence of better
charge equilibration as expressed through the resonance
structures shown in Figure 3C. These may also be responsible
for the fact that the chloride complexation energies are actually
slightly attractive in the 120—170° range due to Cl™ interactions
with the positively polarized amide and methyl hydrogens at the
N-terminal amide group.

Nature of Charge. The Na" ion is used to study the effect of
positive charge on 1/rl. The cation is placed using the same
strategy adopted for CI™ and the results are depicted in Figure
3D. By comparing, the ciRSE, CSCE, and RCE curves of Na*
with those for CI7, the electrostatic nature of the interactions
between these ions and 1/r1 is evident. ciRSE and complexation
energies are almost identical in magnitude and opposite in sign
for Na* compared to CI™. One interesting point to note is that
the electrostatically most favorable orientation of these ions to
1/r1 results in anion and cation positions for 1 of around 0 and
210°, respectively. This leads to an increase in C,—H BDE as
marked by +ciRSE at 0° for the CI™ and 210° for the Na*.

Distance. To analyze the relationship between ciRSE and the
distance between the charge and C, of 1/rl, CI” is circularly
placed in the xy-plane (as explained previously) at varying
distances ranging from 700 to 1500 pm with 100 pm intervals.
The results are shown in Figure 4. The ciRSE decreases with an
increasing distance between C,—Cl7, as expected, indicating an
inverse non-linear relationship between ciRSE and the C,—CI~
distance.

Effects of Point Charges (PCs) and EEFs. The effects of ions
(CI"/Na*) on ciRSE of rl can be reproduced using suitable
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Figure 7. Reaction schemes employed to study the effects of charge on the stability of C, radicals of acidic and basic amino acids (AAs).

background point charges (PC)s. Figure SA shows the ciRSE
curves for positive(+) and negative(—) PCs, which are almost
identical to the curves obtained for Na* and CI7, respectively, in
Figures 3D and 3B. The PCs are a more suitable probe for the
theoretical investigation of long-range electrostatic interactions
between radical and external charge, as at the lower limit of the
distance between reacting species, PCs do not suffer from charge
or spin transfer effects. Oriented external electric fields (EEFs)
represent another tool for such an investigation. In the Gaussian
program, EEFs are implemented as a dipole, and the proper
comparison between the effects of ions or PCs to those of EEFs
on the ciRSE require the organization of external charges as a
dipole and comparison with the results obtained for an EEF of
appropriate strength. In our case, we combine the ciRSE values
calculated for individual charges to obtain the effects of the
dipole. For this, we added the ciRSE curve for PC(—) to the
180°-shifted ciRSE curve for PC(+) designated by cPC(+),
where c stands for corrected, as shown in Figure 5B. The shift by
180° facilitates summation of the effects of both charges as it
puts the value of PC(+) along with the corresponding value of
PC(—) like they were reflecting the contribution of individual
components in a dipole. The summation of PC(+) and cPC(—)
yields an estimated value for a dipole of unit charge, the
estimated values are close to the calculated values for actual
dipole implementations as shown in Figure 5B (see the SI file for
more details). There is a small systematic overestimation of
ciRSE values for dipoles obtained by summation of unit charge
effects compared to the calculated values for an actual dipole.
The maximum deviation of 1.1 kJ/mol occurs at orientations
with maximum =#ciRSE values, as can be noted in the ciRSE
curves for estimated and calculated ciRSE at 0 and 180° in
Figure SB. Analyzing the influence of EEFs on the stability of r1
we find that the presence of an EEF of 74 X 10* au strength
affects the C—H bond strength at C, of 1 in a manner similar to
that of a unit charge dipole (Figure SC). The ciRSE curve
obtained in the presence of an EEF is slightly more symmetrical
than that obtained for the unit dipole model, the maximum
deviations amounting to ca. 2 kJ/mol in the region around 130°.

Planes xz and yz. Following the same strategy described
above for the xy-plane, the effects of external charges on the
ciRSE were investigated by placing ions in the xz- and yz-planes.
Since the effects of Cl17/Na" ions, of PCs and of EEFs on the
ciRSE of rl in the xz and yz-planes are quite comparable, only
the results for CI™ are discussed here, and the remaining results
are reported in the SI file. The ciRSE, CSCE, and RCE curves for
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CI” are plotted as a function of its orientation in the xz-plane in
Figure 6A and in the yz-plane in Figure 6B. Looking at the
complexation energy curves, as CI™ moves out of the xy-plane
either into the x2z- or yz-plane, its strength of interaction with 1/
rl decreases. The chloride complexation energies with 1/r1 near
the +z-axis are actually less than 1.0 k] /mol, which is well in line
with the negligible component of the MDM for 1/rl in this
direction (see Figure 3C).

Similarly, the MDM component is very small in the direction
of the y-axis, which causes equally small complexation energy
values at the positive and negative end of this axis. The fact that
the complexation energies are slightly larger (positive) at angles
around 0° than at 180° is likely due to repulsive interactions with
the oxygen atom of the C-terminal amide group. However, the
overall effect of CI™ on the stability of radical r1 remains small for
all orientations in the yz-plane. As with any electrostatic effect
between the two molecular entities, the presence of a polarizable
environment is expected to moderate the magnitude of the
resulting interaction energies, and thus the size of the resulting
radical stabilization energies.”* *” How much of the gas phase
effects reported here will be retained in a particular experiment
will thus depend on the particular properties of the respective
reaction medium (see the SI for further information).

Effects of Charged Side Chains in Peptide Radicals.
The most relevant situation where charged sites impact the
stability of C, peptide radicals concerns peptides with
(de)protonable side chains. As shown for the example of
aspartate radical r3 in Figure 7, C, radical formation in these
peptides generates “distonic” radical ions,”” where the formal
center of unpaired spin density (C,) is separated from the
charge-carrying residues through a non-resonant bridge. As
before, our interest here is to study the effect of terminal charge
on the strength of the C,—H bond, which will be reported in
terms of the “charge-induced RSE” (ciRSE) calculated as the
difference between the RSE values of neural and charged radicals
as expressed by eqn 2c in Figure 7.

Table 2 presents the ciRSE values for acidic and basic AA
dipeptide models calculated at different levels of theory to
facilitate comparison to the glycine dipeptide results. In the
discussion we will focus on the conformationally averaged
results derived from enthalpy values AH,oy calculated at the
G3B3 level. For the sake of reference, Figure 8 also includes an
RSE scale for each of the participating neutral/ionic radicals and
glycyl radical 1r as the reference located at RSE(1r) = —76.3 kJ/
mol. Relative to this value, introduction of the aspartic acid side
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Table 2. Boltzmann Averaged ciRSE Values (AH,q4, kJ/mol)
for C, Centered Radicals for Acidic and Basic AA Dipeptide
Models at Different Levels of Theory (AE,,, Values are Given

in Parenthesis)”

chain leads to a small increase in stability with RSE(r3H) =
—77.3 kJ/mol. Deprotonation of the terminal carboxylic acid
group leads to destabilization of radical r3 with RSE(r3) =
—75.7 kJ/mol, and thus an overall small destabilization of the
radical through anion formation of ¢iRSE = +1.7 kJ/mol.

Dipeptide Model | B3LYP M06-2XIB2PLYPG3(MP2)1 G3B3 Although it is tempting to interpret this change as the result of
(distonic:state) /sb /mb /b RAT electrostatic interactions between the radical center and the
carboxylate side chain, the inspection of the preferred
mo N, i JCH, 2.9 conformations for closed-shell parents and their radical forms
i \c[f \ﬁu L (-3.8) 28 0 | HLT shows that direct hydrogen bonding interactions between the
0”0 side chain residue and the dipeptide backbone are likely to be
. more relevant (Figure 9).
neo N cn, +8.6 In agre_ement with earlier theoretical studies of this
. T \ﬁfﬁ 13 (+13.8) =4 | S system,” ~ the closed-shell neutral parent 3H prefers a local
o e C, conformation stabilized by hydrogen bonds between the
" carboxylic acid side chain and the amide backbone. A largely
HaC H\.{LN,CHS +10.5 similar structure based on a C backbone conformation is only
T e +10.7 (+15.1) 39| 497 | 490 marginally less stable, and actually preferred for the correspond-
= ing C, radical r3H.>
we B8 o In contrast, the deprotonated carboxylate serves as a
r6H ’ T {tﬁ ) -20.8 hydrogen-bond acceptor to the dipeptide backbone N—H
M +5.3 (-20.0) t14 1 -151 [ -168 bonds in both the closed-shell parent 3 as well as is radical r3. We
HaNg, NHz ) may thus conclude that the charge-induced stabilization/
o B % destabilization of dipeptide radicals must be seen as the result
wii T S ¥ +75 of various factors, the accurate size of which is difficult to assess.
° NH +3.2 (+1.5) +3.5 +6.5 +7.6 A similarly complex interplay of hydrogen bonding interactions
A= ’ and charge effects is at work in the other systems studied here.
For glutamate, these effects appear to be larger compared to
“sb = 6-31G(d), mb = 6-31+G(d), Ib = G3MP2large. aspartate in that deprotonation of the carboxylate group leads to
a destabilization of the radical center by 7.5 kJ/mol (Figure 8).
'T' O |T| o) I-l'l O
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Figure 8. RSE values for neutral and charged C, radicals of acidic and basic AAs calculated at the G3B3 level (Boltzmann averaged, AH, o, kJ/mol).
The length of the bar and numerical values above shows the magnitude of ciRSE for the respective systems.
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Figure 9. Preferred conformations for aspartic acid dipeptide model
3H, its deprotonated form 3, and the respective Ca radicals r3H and r3.

An effect of similar magnitude is seen for lysine and histidine
radicals, where protonation of the basic side chains leads to
distonic radical cations destabilized by 9.0 and 7.6 kJ/mol,
respectively, relative to their neutral counterparts. The only case
of charge-induced radical stabilization occurs for arginine, where
the C, radical cation r6H is more stable than neutral radical r6
by 16.8 kJ/mol. Analysis of the energetically best conformations
in all of these systems (see the SI) indicates the presence of
hydrogen bonding interactions between the neutral and charged
side chain residues and the dipeptide amide groups. It is only for
lysine dipeptide model $ that remote charge effects on radical
stability can be analyzed in some more detail. This is due to the
fact that local minima with fully extended side chains can be
located for neutral parent § and its radical rS. These conformers
are much less stable than the respective folded alternatives with
hydrogen bonding contacts to the backbone amide groups, but
can be utilized to construct extended conformers for the
protonated parent SH and its radical rSH. Analysis of these
results obtained at the (U)M06-2X/6-31+G(d) level used
before shows that protonation of radical r$§ reduces its stability
by 7.2 kJ/mol (see SI for details), a value closely similar to that
shown in Figure 8 for the conformationally averaged systems.
Elimination of the covalent bridge between the C, radical center
and the side chain amino group reduces this value to only 2.5 kJ/
mol, which implies that the external charge effects on the
stabilities of the neutral and ionic dipeptide models shown in
Figure 8 are quite small and that other effects such as variations
in the hydrogen bond energies between side chain functional
groups and backbone amide units as well as through-bond
interactions between the same entities dominate. It should be
added here that the RSE values reported in Figure 8 and Table 2
for fully conformationally averaged radicals and closed-shell
parents differ significantly from those reported earlier by Rauk et
al.*® In this latter study dipeptide models and their radicals were
conformationally biased such that they reflect the situation in
disordered regions of proteins. This implies that experimental
validation of the charge effects shown in Figure 8 depends on the
conformational freedom accessible under the respective
experimental conditions.
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B CONCLUSIONS

Remotely located monovalent ions such as chloride (Cl7) and
sodium cation (Na*) have a significant influence on the stability
of glycine dipeptide radical r1. The charge and orientation of the
ion determine its interactions with the radical center. Position-
ing Cl” and Na" ions at 180° in the xy-plane leads to stabilizing
(—9.7kJ/mol) and destabilizing (+8.8 kJ/mol) effects on radical
rl, respectively. Appropriately positioned point charges (PCs)
and external electric fields (EEFs) reproduce these effects.
Charge stabilizing effects for rl are stronger in the xy-plane
compared to the xz- and yz-plane(s). The (de)protonated side
chain functional groups in acidic and basic AAs destabilize the
corresponding peptide radicals except for the case of arginine,
where protonation stabilizes cation-radical (r6H) by —16.8 kJ/
mol. These latter variations in peptide radical stability are,
however, more a consequence of direct interactions (such as
hydrogen bonding contacts) between charged side chains and
the peptide backbone than a reflection of external electric field
effects.
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Chapter 3

3.1 Supporting Information

For: Electrostatic Effects on The Stability of Peptide Radicals

3.1.1 Introduction

3.1.1.1 Naming conventions used in the SI

1)  Glycine dipeptide (Gly, 1) and its C, radical (rGly, r1)

2)  Methane (CHs, 2) and methyl radical (CH3, r2)

3)  Complex of 1/r1 with ions is denoted as 1/r1+Cl- and 1/r1+Na*
4)  External Electric Field (EEF)

5)  Point Charge (PC)

6)  Radical Stabilization Energy (RSE)

7)  Charge-induced Radical Stabilization Energy (ciRSE)

8)  Closed Shell Complexation Energy (CSCE)

9)  Radical Complexation Energy (RCE)

10) Total Electronic Energy (AErtot)

11) Gibbs free energy (AGa29s)

12) Enthalpy (AH298)

13) Thermal correction of enthalpy (corr. AH) and for Gibbs free energy (corr. AG)

3.1.1.2 Methodology

Force field-based calculations: MacroModel' module of Maestro 10.2, was employed for molecular
mechanics (MM)-based conformational search using the OPLS 2005 force field.

Quantum mechanics calculations: The geometries of the Cs conformer of 1/r1 were optimized at
the (U)B3LYP/6-31G(d)? level of theory in the gas phase. Single point calculations were done at
(U)B3LYP/6-31G(d), (U)M06-2X/6-31+G(d)*>, double hybrid (RO)B2-PLYP/G3MP2Large*,
composite methods G3(MP3)-RAD?’, and G3B3° on the frozen coordinates of 1/rl in the presence
of an external ion, point charge and electric field. The initial investigation is conducted on the 1/r1
+ ion (CI/Na") system for selected ion orientations along the + xyz axes as explained in section
3.1.3, to identify a suitable level of theory for further exploring the effects of remote charge on the
stability of C, radicals in dipeptides. The energies were calculated for a temperature of 298.15 K in
the gas phase and the thermal corrections to the enthalpy and Gibb’s free energy were obtained at
the (U)B3LYP/6-31G(d) level of theory. ZPE corrections were scaled by factors of 0.9806 and
0.960 for G3(MP2)-RAD and G3B3 calculations, respectively. All calculations were performed
using Gaussian09, Rev. D.01.”

3.1.1.3 Stabilization of radical r1

The stability of Cq radical of 2-acetamino-N-methylacetamide (glycine dipeptide radical, rl) is
measured in reference to a methyl radical (r2) using the isodesmic hydrogen exchange reaction
shown in eq. 1a, and the reaction energy is termed as the radical stabilization energy (RSE). In case
of Boltzmann averaged RSE values, the conformationally avg. energy values of 1/rl are used to
determine the RSE.! For the purpose of this study, only all-trans extended Cs conformations were
chosen for both 1 and r1. The symmetrical nature of Cs is very helpful for this study. To determine
the influence of external charges on the stability of the C, radical, both 1 and r1 are complexed with
an external ions and the RSE is calculated using these complexed system as shown in eq. 1b in
Figure S3-1.
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H (o] H 0
| |
CHy + HacYNgKNICHs RSE(1a HacYNj-)LN/C% + CH, (ta)
H

0 HHY o) :
r2 1 r 2
Clelcsce ClelRCE
2 o+ [1+c1] _RSE(1b) [r+cr] + 2 (1b)
ciRSE = [RSE(1b) - RSE(1a)] = (RCE-CSCE) (1c)

Figure S3-1. [Figure S1] Isodesmic reactions used to calculate the stability of radical r1 and its
chloride anion-complexed derivative (r1+CI").

The difference between eqgs.la and 1b is termed the charge-induced radical stabilization energy
(ciRSE) as it expresses the influence of external charge on the C-H bond strength at C, of 1. The
ciRSE is defined as stated in eq. 1c. Positive ciRSE values can be interpreted as an increase in bond
strength of the C-H bonds at C,, of 1, and vice-versa for negative values. For complexation, the ion
is placed around 1/r1 in a fixed orientation that is not subjected to geometry optimization. Hence,
the ciRSE values are calculated in terms of total energies (AE) rather enthalpy (AH) or free
energy(AG).

3.1.1.4 Glycine radical enzymes (GREs)

(c) 2YBN (d) 1HK8 e
Figure S3-2. [Figure S2] Snapshots of active site glycine residues and their neighbouring
environment in GREs.
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Table S3-1. [Table S1] Geometrical details of the active site glycine residue in GREs.

SI Enzyme Database ID Radical site sequence D In I:PDB C. Conf. (DAfter Opt. at B3LYP/6-3 IG(ngzjon £
1 Pfl RPDB 1H16 SER-GLY734(R)-TYR 135.6 9.3 B2 122.6 338.2 B2
2 Gdh RPDB IR8W ALA-GLY763(R)-TYR 92.1 353.7 C, 122.5 338.3 B2
3 Pfl-2 RPDB 2F30 ALA-GLY752(R)-TRP 158.0 356.6 B2 122.6 338.2 B2
4 Hpd RPDB 2Y8N ALA-GLY873(R)-PHE 77.0 3.5 OR 824 291.8 G
5 CutC Uniprot S6ZPBO0 ALA-GLY1103(R)-TYR - - - - - -
6 Bss Uniprot 087943 SER-GLY825(R)-PHE - - - - - -
7 Nrd IIT Uniprot P07071 CYS-GLY580(R)-TYR - - - - - -
8 Nrd I RPDB 1HKS CYS-ALAS80(R)-TYR - - - - - -

3.1.2 Glycine Dipeptide (1)

Table S3-2. [Table S2] Radical stabilization energies (RSEs, in kJ/mol) calculated at different levels of theory for the C, radical of glycine dipeptide r1

shown in eq. la, Figure S3-1.

(U)B3LYP (U)M062X (RO)B2PLYP . . (U)M062X
\6-31G(d)* \6-31+G(d)" \GTMP2large” G3(MP2)-RAD G3B3 \6-31+G(d)*
AE Ao AGags AE AHys  AGaos AE  AHys AGys AE  AHyg AGrs AE  AHys AGys AE  AHxg  AGags
Best Conf. -105.2 -101.3  -96.9 -88.1 -84.1 -79.8 -932 -893 -84.1 -779 -741 -746 -792 -755 -76.5 -87.8 -83.3 -79.7
C5_tt (CS Sym) -108.7 -103.2 -94.2 -91.7 -86.2 =772 -96.0 -90.5 -814 -836 -782 -719 -84 -80.2 -73.8 -925 -87.0 -79.7
Bolztmann Avg. -106.3  -102.1 -96.6 -89.1 -85.0 -79.4 942 -898 -83.7 -787 -750 -742 -799 -76.3 -76.1 -88.0 -83.6 -79.4

Level of geometry optimization. Single point energy calculations over (U)B3LYP/6-31G(d) optimized geometries.
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3.1.3 Methodology Consideration

3.1.3.1 Coordinate system convention

(A) N-Terminal C-Terminal
J » @ 4
29 _ @
g, o
@ ¢ o

(B)

(©)

‘.) 57.8° 5?"8D
P 2 ?
s s

Figure S3-3. [Figure S5] (A) Extended Cs conformation for 1. (B) Default xyz coordinate system
obtained from the Z-matrix of the B3LYP/6-31G(d) optimized geometries. (C) Reoriented 1/r1 and
associated coordinate system.

The coordinate system used for glycine dipeptide 1 and the corresponding C, radical r1 plays a very
important role in this study, as it involves the external charges, ions and electric fields. The relative
orientation of the external charges, ions and electric fields with respect to 1/r1 is among the major
factors that influence the stability of 1/r1. The study restricts itself to the extended Cs conformation
(CSSym) for 1/r1, where all non-hydrogen atoms lie in a plane and both peptide bonds are in trans
configuration as shown in Figure S3-3 (A). The geometry optimization of 1/rl is carried out at
(U)B3LYP/6-31G(d) level in the gas phase. The default xyz coordinates obtained from the Z-matrix
of the optimized geometry has the Cqy(1) at the origin, while that +z axis passes through the Cq(1)-
N(2) bond and the +x axis lies in the same plane as all non-hydrogen atoms of 1/r1 [see Figure S3-
3 (B)]. The structure is oriented such that C, remains the centre of the coordinate system (0,0,0) for
both 1/r1. The +y axis is a bisector of the angle made by atoms N(2)-Cq(1)-C(3), and the x axis lies
in the plane of all non-hydrogen atoms as shown in Figure S3-3 (C). Ghost atoms were used to
reorient the molecule in the above-said manner from its default orientation.

3.1.3.2 Placement of external ions (Cl/Na") along the + xyz axes for the initial investigation

The initial investigation involves an ion placed along the + xyz axes away from the central Cq in
such a way that the ion is SA away from the nearest atom(s) in 1/r1. In the following, we show the
calculation for placing CI" anion along the +y axis, 5 A away from the nearest atom in 1 and the
same strategy is used for all other directions.

Placing CI" along the +y axis: First, we have to determine the atom in 1 that is going to be the
closest to the ion CI” placed along the +y axis. In this case, the C-terminal carbonyl oxygen (O.) lies
nearest to Cl". The CI thus has to be moved along the +y axis away from Cq (centre of our coordinate
system) till the distance between CI- and O, becomes 5 A. In this system, CI, Cy and O, form a
triangle, where we know the length of two sides (Co-Oc= 2.4 A and O.-ClI'= 5.0 A ) and one angle
(Oc-Cy-Cl =28.6°) as depicted in Figure S3-4. The side, side, angle (SSA) theorem is used to solve
this triangle to determine the other necessary geometrical parameters. Figure S3-4 lists the different
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steps of calculation along with a geometrical description for the 1+Cl" system along the +y axis. As
mentioned earlier, the exact same calculation is used for placing Cl in other directions.

Known data
Side Side Angle
C,-0.=2.4 A, 0.-CI=5.0 A, (a) 0-C,-CI'=28.6° cr

Step 1: Law of sines X2
sinfa) _  sin(b)

0.-ClF C,-0,

b = sin"(sin(a) * C,-0./0-Cl') = 13.4° "
Step 2: The three angles add to 180°

€=180° (a+b)=138°

99 2.4A.J
Step 3: Law of sines
sinfa) _  sin{c) 1+Cl- Complex

o.-Cl C,Cl Cl- placed along +y axis

C,-Cl (X) = sin(c) * 0.-Cl / sin(a) =6.9 A

Figure S3-4. [Figure S6] Calculation for placing Cl" along +y axis at 5 A away from the nearest
atom in 1 using the coordinate conventions defined in the previous section.

Similarly, coordinates for the ion are determined for the other directions. Placing an ion along the
+ 7z axes leads to an identical arrangements, so we limit ourselves here to the +z axis.

3.1.3.3 CI along + xyz axes, 5 A from 1/r1.

In this section, we discuss (U)B3LYP/6-31G(d) results from our initial investigation on 1/r1+CI°
systems for selected Cl” orientations along the + xyz axes around 1/r1 using different convergence
procedures. An isolated 1, rl, CHs, CH3 and CI ion are relatively easy to calculate using
(U)B3LYP (a commonly used hybrid DFT method) with the 6-31G(d) basis set, compared to the
r1+CI complex that has both unpaired spin and charge. In case of the former isolated systems, SCF
calculations converge to stable wave function irrespective of the SCF algorithm (DIIS or QC),
which is contrast to the behaviour of the complex systems (r1+CI").

Default convergent SCF procedure (DIIS): In G09, The DIIS procedure is the default and uses a
combination of the energy-direct inversion in the iterative subspace (EDIIS) and commutator-DIIS
(CDIIS) extrapolation methods. In case of the r1+Cl- complex, The default SCF procedure has
convergence problems at the (U)B3LYP/6-31G(d) level of theory, when CI is placed along the +x
axis. For the -x and +z directions the SCF converges and gives a stable wavefunction, while for the
+y axes the SCF converges to a wavefunction with internal instability (see Table S3-3 for more
details). The wavefunction obtained from the default convergence procedure can be described as
delocalized and it is energetically favourable, see Figure S3-5. The presence of an external Cl°
always leads to a decrease in Cq-H bond strength at C, of 1, as indicated by negative ciRSE values.
The magnitude of the effect is strongly influenced by the relative orientation of CI relative to 1/r1
(>-18 kJ/mol for -x axis, while <-2 kJ/mol for +z axis), but the nature of the effect remains the same,
1.e. a decrease in Cq-H bond strength. The delocalized nature of the wavefunction (obtained using
DIIS) is apparent when we look at the spin density surfaces of the r1+CI- complex (see Figure
S3-5). For all orientations of CI" where the SCF converge, there is spin transfer from r1 to CI-, and
charge transfer occurs vice-versa.
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Quadratically convergent SCF procedure (QC): It is slower than the default DIIS extrapolation,
but more reliable. The SCF converges to a wavefunction with internal instability with the QC
algorithm for the r1+CI complexes at (U)B3LYP/6-31G(d) level for all orientations of CI. The
wavefunction obtained with the QC algorithm can be described as localized, where CI” is having
almost a unit negative charge while the spin density is localized on r1 for all orientations except the
+z direction [see Figure S3-5(B)]. The wavefunction is energetically less favourable than that
obtained from DIIS [see Figure S3-5(A)] and after re-optimization (stable=opt), it converges back
to the energetically more favourable delocalized state. The wavefunctions from both DIIS and QC
converged to the same stable wavefunction after re-potimization. The ciRSE values calculated at
(U)B3LYP/6-31G(d) level using QC indicates that both the magnitude and the nature of effect
produced by the presence of an external charge is influenced by its relative orientation to the radical
centre. The C-H bond strength at C, of 1 is reduced in case where CI" is placed at along the -x, -y
and +z axes. An increase in the Co-H bonds strength occur in case of the +x and +y axes orientations.
See Figure S3-5 and Table S3-3 for more details.

Table S3-3. [Table S7-S8] The RSE, ciRSE, CSCE, and RCE values (AEt, kJ/mol) for 1/r1 in the
presence of an external CI” placed along the + xyz axes, calculated at (U)B3LYP/6-31G(d) level
using DIIS, QC and confirmed with stable=opt. The RSE for 1/r1 (-108.7 kJ/mol) in the absence of
an external charge is used as a reference.

DIIS r1+CI QC r1+CI
Axis RSE c¢iRSE CSCE RCE Wavefunction RSE ciRSE CSCE RCE Wavefunction
-X -127.3  -18.5 6.6 -12.0 Stable -118.1 -9.4 6.6 -2.8 Unstable
+x - - - - No conversion -102.6 6.2 -20.2 -14.0 Unstable
-y -115.7 -7.0 -1.3 83 Unstable -110.2 -1.4 -1.3 2.7 Unstable
+y -114.6 -5.8 6.8 09 Unstable -107.6 1.2 6.8 79 Unstable
+z -110.6 -1.8 34 52 Stable -110.6 -1.8 34 52 Stable
Opt=Stable Opt=Stable
-X -127.3  -18.5 6.6 -12.0 Stable -127.3  -18.6 6.6 -12.0 Stable
+x - - - - No conversion -110.8 2.1 -20.2 -22.3 Stable
-y -115.9 -7.1 -1.3 -85 Stable -115.9 -7.1 -1.3 -85 Stable
+y -114.8 -6.1 6.8 0.7 Stable -114.8 -6.1 6.8 0.7 Stable
+z -110.6 -1.8 34 52 Stable -110.6 -1.8 34 52 Stable

When converged wavefunction (DIIS) subjected to re-optimization (stable=opt). The stable
wavefunction obtained as result of re-optimization is remain delocalized and even become
energetically more favourable. The results from reoptimized wavefunction will be discussed shortly
after QC results.

57



Chapter 3

(A)r1+Cl- .y +X -y +y +z
uDIIS [ ®

=QC 2 L,|e o e L ] [

J‘ ’ J‘ 4 4
2 Ly 'y ‘.2‘3_0_41_. ,
o ) e L I e 4 2 o A2 L
o ." L 6.2 "“ @ @ L0 @

_. 51@ hd r‘—.—g- @ L 9 [ ] ’
E * ) ] . .
£ 0.0 -] :
2 07 . |
w -1.4 - -
2 5 . 18 -1.8
o -5.8

10 7.0

9.4
-15
-20 185

(B) Spin-Charge Distribution

: 2 @ -
‘A ‘P
SCF(DIIS)
Diis _gs Not Converged -0.88 w ') ' -0.9
@ -1.0

o “f

| 3 .
3 % -

Figure S3-5. [Figure S7] Comparative plot of ciRSE (A) and the spin density surface along with
the Mulliken charge on CI"(B) for the 1/r1+Cl" complex for + xyz axes orientations calculated at
the (U)B3LYP/6-31G(d) level of theory using the different convergent procedures.

Table S3-4. [Table S9] Spin density on C, of r1 and partial charge on Cl in the r1+CIl- complex at
(U)B3LYP/6-31G(d) level using different convergence procedures. For reference, the spin densit
on C, of rl1 in the absence of an external the charge is 0.70 and the charge on CI" is -1.0.

Axis Spin (Cy) Charge on CI
DIIS QC Opt=Stable DIIS QC Opt=Stable

rl 0.70

-X 0.58 0.68 0.58 -0.85 -1.00 -0.85
+x - 0.72 0.62 - -1.00 -0.86
-y 0.61 0.69 0.61 -0.88 -1.00 -0.88
+y 0.61 0.71 0.61 -0.86 -1.00 -0.86
+z 0.63 0.63 0.63 -0.90 -0.90 -0.90
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Figure S3-6. [Figure S8] (A) An orbital analysis for glycine dipeptide radical r1 and isolated CI". For the r1+Cl- complex, where CI" is placed along -x
axis, 5 A away from the nearest atom(s), molecular orbitals and spin densities are calculated at (U)B3LYP/6-31G(d) level using different convergence

procedure (B) DIIS and (C) QC.
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Figure S3-7. [Figure S9-S11] Orbital energy plots for the r1+CIl- complex for different relative
orientations of Cl" w.r.t r1, calculated at (U)B3LYP/6-31G(d) level using (A) DIIS (B) QC for SCF
and (C) stable=opt.
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Table S 3-5. [Table S10-S11] RSE and ciRSE values (AE, kJ/mol) for 1/r1 in the presence of an
external Cl placed along the + xyz axes, calculated at different levels of theory and confirmed with
stable=opt. The Cs conformations of 1/r1 used were optimized at (U)B3LYP/6-31G(d) level.

(U)B3LYP/6-31+G(d)

(U)B3LYP/6-31 1++G(3df,2pd)

Ref. RSE Spin (Cy) RSE Spin (Cy)
1/r1 -102.6 0.74
DIIS r1+CI r1+CI

. . Wave- Spin Charge . Wave- Spin Charge

Axis RSE  ciRSE function (Co) on CI’ RSE  ciRSE function (Co) on CI"

-X -1145  -11.9 Stable 0.66  -0.91 - - #
+x - - # - - #
-y -104.3 -1.7 Stable 0.69 -0.96 -104.6 -1.8 Stable 0.66 -0.93
+y -102.5 0.0 Unstable 0.70  -0.94 -103.2 -0.4 Unstable 0.66 -091
+z -101.1 1.4 Stable 0.72  -097 -102.0 0.8 Stable 0.67 -0.96
QC
-X -112.0 -9.5 Unstable 0.71  -1.00 -112.2 -9.4 Unstable 0.68 -0.99
+x -96.7 5.9 Unstable 0.75  -1.00 -97.0 5.8 Unstable 0.72  -098
-y -103.7 -1.1 Unstable 0.72  -1.00 -103.6 -0.8 Unstable 0.70  -0.98
+y -101.3 1.3 Unstable 0.74 -1.00 -101.6 1.2 Unstable 0.71  -0.99
+z -101.1 1.4 Stable 0.72  -0.97 -102.0 0.8 Stable 0.67 -0.96
Opt=Stable
-X -1145  -11.9 Stable 0.66 -091 -115.1 -12.3 stable 0.62 -0.89
+x -98.5 4.1 Stable 0.70  -0.92 -99.3 3.5 stable 0.67  -0.90
-y -104.3 -1.7 Stable 0.69 -0.96 -104.6 -1.8 stable 0.66 -0.93
+y -102.6 0.0 Stable 0.70  -0.93 - - # - -
+z -101.1 1.4 Stable 0.72  -097 -102.0 0.8 stable 0.67 -0.96

Table S3-6. [Table S12] RSE, ciRSE, CSCE, and RCE values (AEiwt, kJ/mol) for 1/r1 in the
presence of an external CI” placed along the + xyz axes, calculated at (U)M06-2X/6-31+G(d) level.
The RSE for 1/r1 (-91.7 kJ/mol) in the absence of an external charge is used as a reference.

r1+CI-
Direction RSE ciRSE CSCE RCE Wave-function Charge on CI ng
-X -101.4 -9.7 52 -4.5 Stable -1.00 0.71
+x -85.5 6.2 -21.8 -15.6 Stable -1.00 0.75
-y -92.7 -1.0 -2.6 -3.7 Stable -1.00 0.72
+y -90.3 1.4 6.1 7.5 Stable -1.00 0.74
+z -90.6 1.1 -4.8 -3.6 Stable -0.99 0.72

Table S3-7. [Table S13] RSE and ciRSE values (AEiw:, kJ/mol) for 1/rl in the presence of an
external Cl placed along the + xyz axes, calculated at different levels of theory.

Reference | (RO)B2PLYP-FC\GTMP2Large | G3(MP2)-RAD | G3B3

RSE (1/r1) -96.0 -83.6 -85.4

Direction RSE CiRSE | RSE ¢iRSE | RSE ciRSE
X -105.6 9.6 92.9 9.4 947 9.4
+x -89.9 6.1 -77.7 5.9 -79.5 5.9
-y -96.8 -0.8 -84.2 -0.6 -85.8 0.5
+y 94.8 12 -82.4 1.2 -84.4 1.0
+7 94.5 1.5 -83.0 0.6 -84.9 0.4
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Figure S3-8. [Figure S12] An orbital analysis for (A) isolated glycine dipeptide radical r1 and CI’
and (B) the r1+CI' complex, where CI is placed along the -x axis, 5 A away from the nearest
atom(s). Molecular orbitals and spin densities have been calculated at (U)M06-2X/6-31+G(d) level.
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Figure S3-9. [Figure 313] (A) Spin density and orbital energy plot and (B) ciRSE values (AEot,
kJ/mol) for the r1+CI- complexes for different relative orientations of ClI" w.r.t r1 calculated at the
(U)MO06-2X/6-31+G(d) level of theory.
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Electrostatic Effects on The Stability of Peptide Radicals

3.1.3.5 Na* along the + xyz axes, 5 A from 1/r1.

Table S3-8. [Table S15] RSE, ciRSE, CSCE, and RCE values (AEiw:, kJ/mol) for 1/r1 in the
presence of an external Na* placed along the + xyz axes, calculated at (U)B3LYP/6-31G(d) level
using DIIS, QC and confirmed with stable=opt.

DIIS r1+Na* QC r1+Na*
Direction @ RSE Cc¢iRSE CSCE RCE Wavefunction RSE ciRSE CSCE RCE Wavefunction

-X - - -145 - No conversion -100.2 8.6 -145 -59 Instable
+x - - 137 - No conversion -116.0 -7.3 13.7 64 Instable
-y -104.5 42 -104 -6.2 Instable -104.5 42 -104 -6.2 Instable
+y -110.3 -1.5 -182 -19.7 Instable -110.3 -1.5 -18.2 -19.7 Instable
+z -118.0 -9.2 -4.0 -13.3 Stable -118.0 9.2 -4.0 -13.3 Stable
Opt=Stable Opt=Stable
-X - - -145 - No conversion -104.8 39 -145 -10.6 stable
+x - - 137 - No conversion -124.1  -153 13.7 -1.6 stable
-y -106.1 2.6 -104 -7.7 Stable -106.1 2.6 -104 -7.7 stable
+y -110.9 2.1 -182 -20.3 Stable -110.9 2.1 -182 -20.3 stable
+z -118.0 -9.2 -4.0 -13.3 Stable -118.0 -9.2 -4.0 -13.3 Stable

(A) Isolated r1 and Na* (B) r1+Na*

.., H ' »  Spin density (r1) 5 ! ’ 1 ‘Spin density (r1+Na*)

) P LLﬂO
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Figure S3-10. [Figure S14.] An orbital analysis for (A) isolated glycine dipeptide radical r1 and
Na' and (B) the r1+Na* complex, where Na* is placed along the +x-axis SA away from the nearest
atom(s). Molecular orbitals and spin densities have been calculated at the (U)M06-2X/6-31+G(d)
level of theory.
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Table S3-9. [Table S18] RSE, ciRSE, CSCE, and RCE values (AEtw:, kJ/mol) for 1/r1 in the
presence of an external Na' is placed along the + xyz axes calculated at different levels of theory.

ROB2PLYP-FC
(U)M06-2X/6-31+G(d) \GIMPLarge | G3(MP2)-RAD G3B3

Direction | RSE  ¢iRSE CSCE RCE Wa:if;‘;i“o“ RSE  ciRSE | RSE  ciRSE | RSE ciRSE
X 828 89 -12.7 -38 Stable - - 751 85 769 85
+x 989 72 148 76 Stable ; - 903 67 922  -6.8
-y 880 37 88 5.1 Stable - - 802 34 819 35
+y 932  -1.5 -17.2 -188 Stable ; - 851 15 868  -14
+7 992 75 38 -11.3 Stable - - 917 8.1 938 -85
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Figure S3-11. [Figure S15] (A) Spin density and orbital energy plot and (B) ciRSE values (AEt,
kJ/mol) for r1+Na* complexes for different relative orientations of Na* w.r.t r1 calculated at the
(U)MO06-2X/6-31+G(d) level of theory.
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3.1.4 Glycine Dipeptide and Its Complexation with Cl- and Na*

3.1.4.1 Plane xy
Nature of charge (positive/negative)

Table S3-10. [Table S20-S21] RSE, ciRSE, CSCE, and RCE values (AFEt, kJ/mol) for 1/r1 in the
presence of CI/Na'placed in the xy-plane at 900 pm distance from C,, calculated at (U)M06-2X/6-
31+G(d) level. The position of ClI/Na” w.r.t 1/r1 is indicated by the angle between the ion, C, and
the +x axis (first column).

Angle 1/r1+CI 1/r1+Na*
RSE ciRSE CSCE RCE RSE ciRSE CSCE RCE
0 -85.2 6.5 -23.3 -16.8 -99.1 -7.4 15.3 7.8
10 -84.5 7.2 -21.8 -14.6 -99.5 -7.8 13.2 54
20 -84.2 7.5 -18.2 -10.7 -99.6 -7.9 10.4 2.5
30 -84.2 7.5 -13.3 -5.9 -99.4 =17 6.5 -1.3
40 -84.8 6.9 -7.9 -0.9 -98.8 -7.1 2.0 -5.0
50 -85.6 6.1 -2.8 3.3 -97.9 -6.2 -2.0 -8.2
60 -86.9 4.8 1.3 6.1 -96.5 -4.8 -5.6 -10.4
70 -88.2 3.5 3.6 7.1 -95.1 -3.4 -7.5 -11.0
80 -89.6 2.1 43 6.4 -93.7 -2.0 -7.9 -9.9
90 -90.9 0.8 3.5 43 -92.2 -0.5 -7.1 -1.5
100 -92.4 -0.8 1.9 1.1 -90.8 0.9 -5.5 -4.5
110 -93.8 -2.1 -0.3 -2.4 -89.3 24 -3.7 -1.2
120 -95.3 -3.6 -2.4 -6.0 -87.9 3.8 -2.1 1.6
130 -96.7 -5.0 -4.1 -9.1 -86.5 52 -1.6 3.7
140 -98.1 -6.4 -5.1 -11.5 -85.2 6.4 -1.8 4.7
150 -99.4 -1.7 -5.0 -12.7 -84.1 7.6 -3.0 4.6
160 -100.5 -8.8 -3.6 -12.3 -83.3 8.3 -5.2 32
170 -101.2 -9.5 0.0 -9.5 -83.1 8.6 -8.3 0.3
180 -101.4 -9.7 52 -4.5 -82.9 8.8 -12.6 -3.8
190 -101.1 -9.4 10.7 1.3 -83.4 8.3 -16.8 -8.5
200 -100.1 -8.4 15.0 6.6 -84.2 7.5 -20.1 -12.6
210 -99.0 -7.3 17.4 10.0 -85.1 6.6 -21.6 -15.0
220 -97.8 -6.1 17.3 11.2 -86.3 5.4 -20.9 -15.5
230 -96.5 -4.8 15.5 10.7 -87.2 4.5 -18.7 -14.2
240 -95.3 -3.6 12.5 8.9 -88.2 3.5 -15.2 -11.7
250 -94.4 -2.7 8.9 6.2 -89.2 2.5 -11.2 -8.7
260 -93.5 -1.8 5.0 32 -89.9 1.8 -7.1 -53
270 -92.5 -0.8 1.0 0.2 -90.8 0.9 -2.8 -2.0
280 -91.6 0.0 -3.0 -2.9 -91.7 0.0 1.2 1.2
290 -90.7 1.0 -6.9 -5.9 -92.7 -1.0 4.9 39
300 -89.9 1.8 -10.5 -8.7 -93.5 -1.8 8.3 6.4
310 -89.3 24 -13.6 -11.2 -94.3 -2.6 11.2 8.5
320 -88.4 3.3 -16.7 -13.3 -95.6 -3.9 13.7 9.9
330 -87.6 4.1 -19.3 -15.2 -96.5 -4.8 15.4 10.6
340 -86.9 4.8 -21.5 -16.7 -97.6 -5.9 16.3 10.4
350 -86.1 5.6 -23.0 -17.4 -98.5 -6.8 16.3 9.5
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Solvent effects

(A) 1/Ir1+CI- m—— CiRSE == == == RCE vrrrrreeees CSCE
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Figure S 3-12. [Figure S16] ciRSE, RCE, and CSCE values are plotted as a function of ion’s
orientation around 1/r1 in the xy-plane at 900 pm distance from C, for (A) Cl" and (B) Na"
calculated at SMD(toluene)/(U)M06-2X/6-31+G(d) level.

Table S3-11. [Table S22-S23] RSE, ciRSE, CSCE and RCE values (AE, kJ/mol) for 1/rl in the
presence of Cl/Na' placed in the xy-plane at 900 pm distance from C,, calculated at
SMD(toluene)/(U)M06-2X/6-31+G(d) level. The position of ClI/Na® w.r.t 1/r1 is indicated by an
angle between the ion, C, and the +x axis (first column).The RSE for 1/r1 (-94.4 kJ/mol) is used as
a reference.

Angle 1/r1+CI- 1/r1+Na*
RSE ciRSE CSCE RCE RSE ciRSE CSCE RCE
0 -90.8 3.5 -10.0 -6.5 -97.5 -3.2 9.0 5.8
10 -90.7 3.7 -8.8 -5.2 -98.0 -3.6 7.9 43
20 -90.7 3.7 -6.5 2.8 -98.1 -3.8 6.2 24
30 -90.8 3.6 -4.1 -0.5 -97.9 -3.5 3.7 0.2
40 -91.0 3.4 -1.3 2.1 -97.7 -3.3 1.3 2.0
50 -91.3 3.1 1.1 4.2 -97.2 -2.9 -1.1 -4.0
60 -92.2 2.2 3.2 5.4 -96.7 23 2.8 -5.1
70 -92.9 1.4 4.1 5.5 -95.9 -1.5 -4.0 -5.6
80 -93.6 0.7 4.2 4.9 -95.2 -0.8 -4.0 -4.8
90 -94.1 0.3 3.5 3.7 -94.3 0.1 3.6 -3.5
100 -94.9 -0.5 2.7 2.1 -93.9 0.5 2.5 2.0
110 -95.5 -1.1 1.1 0.0 -92.8 1.5 -14 0.2
120 -96.4 2.1 0.2 -1.8 923 2.0 -0.5 1.6
130 -96.9 2.5 -0.5 -3.0 -91.8 2.6 0.3 2.9
140 -97.4 -3.0 -0.9 -4.0 91.2 3.2 0.3 3.5
150 -98.2 -3.8 -0.3 4.2 -90.0 4.4 -0.1 43
160 -98.7 -4.3 0.5 -3.8 -89.7 4.6 -1.3 34
170 -98.7 -4.3 2.3 -2.0 -89.9 4.5 2.9 1.5
180 -99.0 -4.7 5.1 0.4 -89.8 4.6 54 -0.8
190 -98.7 -4.4 7.7 33 -90.1 4.2 7.6 3.4
200 -98.3 -3.9 9.8 5.9 -90.7 3.7 9.6 -5.9
210 -97.6 -3.2 10.6 7.4 -91.0 3.4 -10.2 -6.8
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220
230
240
250
260
270
280
290
300
310
320
330
340
350

-97.2
-96.5
-95.5
-95.5
-95.0
-94.4
-94.3
-93.5
-93.5
-92.9
-92.4
-92.1
-91.9
-91.5

-2.8
-2.2
-1.2
-1.1
-0.6
0.0
0.1
0.9
0.8
1.5
2.0
23
2.5
2.9

10.5
9.2
7.2
54
32
0.9

-1.1

-3.3

-4.8

-6.7

-8.1

-9.1

-9.8

-10.3

7.7
7.0
6.0
43
2.6
0.9
-1.0
-2.5
-4.0
-5.2
-6.1
-6.8
-7.3
-7.4

-91.7
-91.9
-92.6
-93.2
-93.4
-93.6
-94.6
-94.9
-95.1
-95.6
-96.3
-96.5
-96.9
-97.3

2.7
2.5
1.8
1.2
0.9
0.7
-0.2
-0.5
-0.8
-1.2
-2.0
-2.1
-2.6
-3.0

-10.1
9.3
-7.3
-5.5
-3.2
-1.0

1.2
3.0
4.8
6.3
7.8
8.7
9.4
9.6

-7.4
-6.8
-5.6
-4.3
-23
-0.3
1.0
2.5
4.0
5.1
5.8
6.7
6.8
6.6

Distance dependence

Table S3-12. [Table S24] ciRSE values (AEt, kJ/mol) for 1/r1 in the presence of CI placed in the
xy-plane at varying distances from Cq (7-15A), calculated at (U)M06-2X/6-31+G(d) level. The
position of CI"w.r.t 1/r1 is indicated by the angle between the ion, C, and the +x axis (first column)
together with the distance between the ion and C, (first row).

Angle 7A 8A 9A 10 A 11A 12A 13A 14 A 15 A
0 95 7.7 6.5 55 43 3.8 33 2.8 25
10 9.2 9.2 7.2 5.9 4.8 4.0 35 3.0 2.8
20 11.2 9.8 75 6.0 5.0 4.2 3.6 3.1 2.7
30 12.6 9.7 75 5.9 4.8 4.1 3.4 2.9 2.6
40 12.2 9.1 6.9 55 45 3.7 3.2 2.6 23
50 10.7 8.0 6.1 4.8 3.9 33 2.9 2.5 2.2
60 8.3 6.2 4.8 3.8 3.2 2.6 23 1.9 1.7
70 5.8 4.4 35 2.8 23 2.0 1.7 1.4 1.2
80 33 2.7 2.1 1.7 1.5 1.2 1.1 0.9 0.8
90 1.2 0.8 0.8 0.6 0.6 0.4 0.3 0.4 0.4
100 -1.0 0.8 0.8 0.5 0.5 0.3 0.3 0.2 0.2
110 33 2.6 2.1 -1.8 1.5 12 -1.0 0.8 0.7
120 5.7 4.5 3.6 2.9 2.5 2.0 1.6 1.4 12
130 8.2 6.4 5.0 4.0 3.4 2.9 2.4 2.0 1.7
140 113 8.2 6.4 5.1 4.2 3.5 2.9 2.5 2.1
150 -14.9 -10.0 7.7 6.0 5.0 4.1 3.4 29 25
160 -17.7 -11.5 8.8 6.9 5.5 4.6 3.8 3.3 28
170 -17.9 -12.7 9.5 7.5 5.9 4.8 4.1 3.4 2.9
180 -18.0 -13.0 9.7 7.5 6.0 4.9 4.1 3.4 3.0
190 -17.3 -12.5 9.4 72 5.9 4.8 4.1 3.3 3.0
200 -15.2 -11.1 8.4 6.6 5.4 4.5 3.7 32 2.7
210 -12.5 9.5 73 5.8 4.7 3.9 3.2 28 25
220 9.8 7.7 6.1 49 4.0 3.4 2.8 2.5 22
230 7.9 6.1 438 4.0 3.3 2.7 2.3 2.1 1.8
240 5.9 4.5 3.6 3.1 2.6 2.1 1.8 -1.7 13
250 4.5 3.4 2.7 2.1 1.8 1.5 1.3 12 -1.0
260 3.0 22 1.8 14 1.2 -1.1 0.9 0.8 0.6
270 1.7 -1.1 0.8 0.6 0.4 0.3 0.3 0.2 0.2
280 0.5 0.1 0.0 0.0 0.2 0.1 0.1 0.1 0.1
290 0.7 1.0 1.0 0.8 0.9 0.8 0.6 0.6 0.6
300 2.0 1.9 1.8 1.6 1.4 1.1 1.1 1.1 0.8
310 3.0 2.6 24 2.2 1.9 1.7 L5 1.4 1.2
320 4.1 3.9 33 2.9 2.6 2.2 2.0 1.7 1.6
330 5.4 4.7 4.1 3.6 3.1 2.6 23 2.1 1.9
340 6.6 5.6 4.8 4.2 3.7 3.1 2.8 2.3 2.1
350 8.2 6.7 5.6 4.8 4.1 3.4 3.0 2.7 2.5
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Table S3-13. [Table S25] ciRSE values (AEt, kJ/mol) for 1/r1 in the presence of Na' placed in the
xy-plane at varying distances from C, (7-15A), calculated at (U)M06-2X/6-31+G(d) level. The
position of Na* w.r.t 1/r1 is indicated by the angle between the ion, C, and the +x axis (first column)
together with the distance between the ion and C, (first row).

Angle 7A 8 A 9A 10 A 11A 12A 13 A 14 A 15A
0 -13.6 -9.8 -7.4 -5.9 -4.8 -3.9 -3.5 -2.9 -2.7
10 -13.4 -10.2 -7.8 -6.3 -5.0 -4.3 -3.5 -3.0 -2.6
20 -13.0 -10.2 -7.9 -6.3 -5.2 -4.3 -3.6 -3.1 -2.7
30 -12.8 -9.8 -7.7 -6.1 -4.9 -4.1 -3.5 -2.8 -2.5
40 -11.9 9.2 -7.1 -5.7 -4.6 -3.8 -3.2 -2.7 -2.4
50 -10.2 -8.0 -6.2 -4.9 -4.0 -3.2 -2.6 -2.4 -2.0
60 -8.0 -6.2 -4.8 -3.9 -3.2 -2.7 -2.2 -1.9 -1.6
70 -5.5 -4.4 -3.4 -2.8 -23 -1.9 -1.6 -1.4 -1.2
80 -2.9 -2.5 -2.0 -1.7 -1.3 -1.2 -1.0 -0.8 -0.7
90 -0.5 -0.6 -0.5 -0.4 -0.5 -0.2 -0.3 -0.3 -0.2
100 1.9 1.3 0.9 0.8 0.6 0.5 0.4 0.4 0.3
110 43 3.2 24 2.0 1.6 1.3 1.1 1.0 0.9
120 7.0 5.1 3.8 32 2.5 2.1 1.8 1.5 1.3
130 9.7 6.9 5.2 4.2 3.4 2.8 2.4 22 1.8
140 12.5 8.6 6.4 5.2 4.1 3.5 2.9 2.6 22
150 14.3 10.1 7.6 59 4.9 4.0 3.4 3.0 2.5
160 15.0 10.9 8.3 6.6 53 4.5 3.8 33 2.8
170 15.0 11.3 8.6 6.9 5.7 4.7 3.9 33 3.0
180 14.8 11.2 8.8 6.9 5.7 4.7 4.0 34 3.0
190 13.9 10.6 83 6.7 5.4 4.6 3.8 33 2.9
200 12.1 9.5 7.5 6.1 5.0 43 3.7 3.0 2.8
210 9.8 8.0 6.6 53 4.5 3.8 3.2 29 25
220 7.8 6.4 54 4.6 3.8 32 2.7 24 2.1
230 6.2 53 4.5 3.7 3.1 2.7 2.4 2.1 1.8
240 5.0 4.0 3.5 2.9 2.6 2.3 2.0 1.7 1.3
250 3.8 3.1 25 2.0 1.8 1.6 1.3 1.3 1.2
260 25 2.2 1.8 1.5 1.2 1.0 0.9 0.8 0.7
270 1.4 1.1 0.9 0.7 0.6 0.5 0.4 0.4 0.4
280 0.2 0.0 0.0 -0.2 -0.1 -0.1 -0.1 -0.2 -0.1
290 -1.0 -1.0 -1.0 -0.8 -0.7 -0.6 -0.5 -0.5 -0.4
300 -2.5 -2.3 -1.8 -1.5 -1.3 -1.1 -0.9 -0.9 -0.7
310 -4.1 -3.3 -2.6 -2.3 -2.1 -1.9 -1.6 -1.3 -1.2
320 -5.8 -4.7 -3.9 -3.2 -2.7 -2.2 -2.0 -1.7 -1.5
330 -71.9 -6.1 -4.8 -4.0 -3.3 -2.8 -2.3 -2.0 -1.8
340 -10.4 -1.5 -5.9 -4.7 -3.9 -3.4 -2.9 -2.4 -2.2
350 -12.8 -8.8 -6.8 -5.4 -4.5 -3.7 -3.2 -2.7 -2.4
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Point charges (PCs)

Table S3-14. [Table S26] RSE, ciRSE, CSCE, and RCE values (AEw:, kJ/mol) for 1/r1 in the
presence of an external point charge (PC) placed in the xy-plane at 900 pm distance from C,,
calculated at (U)M06-2X/6-31+G(d) level. The position of PC w.r.t 1/r1 is indicated by the angle
between the PC, C, and the +x axis (first column).

Angle 1/r1+PC(-) 1/r1+PC(#)
RSE ciRSE CSCE RCE RSE ciRSE CSCE RCE

0 -85.3 6.4 224 -16.0 99.2 75 15.4 7.9
10 -84.6 7.1 20.8 -13.7 99.6 7.9 13.5 5.6
20 -84.3 7.4 -17.3 9.8 99.7 -8.0 10.6 2.5
30 -84.4 73 -12.5 52 99.5 7.8 6.7 -1.1
40 -84.9 6.8 73 0.5 -98.9 72 2.2 49
50 -85.8 5.9 2.4 3.6 97.9 6.2 2.1 8.3
60 -86.9 4.8 1.5 6.3 -96.6 49 55 -10.4
70 -88.2 3.4 3.8 7.2 -95.2 35 74 -10.9
80 -89.6 2.1 4.4 6.5 -93.7 2.0 7.8 9.9
90 91.0 0.7 3.7 43 92.2 0.5 7.0 75
100 92.5 0.8 2.0 1.2 90.8 0.9 5.4 45
110 93.9 22 0.1 23 -89.3 2.4 3.6 13
120 95.4 3.7 2.1 5.8 -87.9 3.8 22 1.6
130 96.8 5.1 3.6 8.7 -86.5 5.2 -15 3.7
140 98.2 6.5 43 -10.9 853 6.4 -1.7 4.7
150 -99.5 7.8 4.1 -11.9 -84.2 75 2.8 4.6
160 -100.5 -8.8 25 -11.4 -83.5 8.2 5.0 3.2
170 -101.2 9.6 0.9 -8.7 -83.1 8.6 82 0.4
180 -101.4 9.8 5.9 3.9 -83.1 8.6 -12.4 3.8
190 -101.1 9.4 11.3 1.9 -83.4 8.2 -16.7 -85
200 -100.2 -85 15.4 6.9 -84.2 75 -20.1 -12.6
210 99.0 73 17.5 10.2 -85.2 6.5 215 -15.0
220 97.8 -6.1 17.5 11.4 -86.3 5.4 -20.9 -15.5
230 -96.6 49 15.7 10.8 -87.3 43 -18.6 -14.3
240 -95.5 3.8 12.7 8.9 -88.3 3.4 -15.2 -11.8
250 94.4 2.7 9.0 6.3 -89.2 2.5 -11.2 -8.7
260 93.5 -1.8 5.1 33 -90.1 1.6 7.0 53
270 92.6 0.9 1.0 0.1 90.9 0.8 2.8 2.0
280 91.7 0.0 3.0 3.0 91.8 -0.1 1.2 1.1
290 90.9 0.8 6.8 6.0 92.7 -1.0 5.0 4.0
300 -90.0 1.7 -10.4 8.7 93.6 -1.9 8.4 6.5
310 -89.2 2.5 -13.6 -11.2 94.5 2.8 11.3 8.5
320 -88.4 33 -16.5 -13.2 955 3.8 13.7 9.9
330 -87.6 4.1 -19.0 -14.9 -96.6 49 15.5 10.6
340 -86.8 4.9 -21.0 -16.1 -97.6 5.9 16.4 10.5
350 -86.1 5.6 22.2 -16.6 -98.5 -6.8 16.4 9.6
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External dipole (eDP)

Table S3-15. [Table S27] RSE, ciRSE, CSCE, and RCE values (AEw:, kJ/mol) for 1/r1 in the
presence of an external dipole (eDP) placed in the xy-plane at 900 pm distance from C,, calculated
at (U)YMO06-2X/6-31+G(d) level. The position of the eDP w.r.t 1/rl1 is indicated by the angle
between the eDP-axis, C, and the +x axis (first column). The RSE for 1/r1 (91.7 kJ/mol) in the
absence of an external charge is used as a reference. The estimated ciRSE for the dipole
[1/r1+PC(-)+cPC(+)] (last column) is summation of the ciRSE for external PC(+) and cPC(-)
values, where ¢ stand for the correction through shifting the PC(+) by 180°.

Angle 1/r1+eDP CiRSE CiRSE GRSE  cPC(+) CiRSE

RSE ciRSE CSCE RCE | 1/r1+PC(-) | /r1+PC(+) Url+cPC(+) Angle | 1/r1+PC(-)+cPC(+)
0 778 139 -1158 -101.8 6.4 75 8.6 180 15.0
10 774 143 -1184 -104.1 7.1 7.9 82 190 15.3
20 777 140 -117.9 -104.0 7.4 -8.0 75 200 14.9
30 787 13.0 -1143 -101.3 7.3 7.8 6.5 210 13.8
40 -80.1 11.6 -108.1 -96.5 6.8 7.2 54 220 12.2
50 -81.9 9.8 -100.6 -90.7 5.9 6.2 43 230 10.3
60 83.8 7.9 -93.1 -85 4.8 49 34 240 8.2
70 859 58 -86.6 -80.8 3.4 3.5 25 250 5.9
80 88.1 3.6 -81.7 -78.0 2.1 2.0 1.6 260 3.7
90 903 14 -782 -76.8 0.7 0.5 08 270 1.4
100 925 08 -759 -76.7 0.8 0.9 0.1 280 0.8
110 949 32 -743 -775 22 2.4 1.0 290 32
120 974 57 731 787 3.7 3.8 1.9 300 5.5
130 999 82 -71.9 -80.1 5.1 5.2 28 310 -8.0
140  -102.5 -108 -70.5 -81.3 6.5 6.4 38 320 -10.4
150  -105.0 -13.3 -68.9 -82.2 7.8 7.5 49 330 -12.7
160  -1072 -155 -66.7 -82.3 8.8 8.2 5.9 340 -14.7
170 -109.0 -17.3 -63.6 -80.9 9.6 8.6 68 350 -16.4
180  -110.0 -183 -59.6 -77.9 9.8 8.6 75 360 173
190  -110.0 -183 -56.0 -743 9.4 8.2 7.9 10 173
200 -109.1 -17.4 -546 -72.0 8.5 75 -8.0 20 -16.5
210 -107.6 -159 -56.1 -72.0 7.3 6.5 7.8 30 -15.1
220 -105.6 -13.9 -60.2 -74.1 6.1 5.4 7.2 40 -133
230 -1032 -11.5 -66.0 -77.5 4.9 43 6.2 50 -11.1
240  -100.7 9.0 -72.1 -81.2 3.8 3.4 4.9 60 8.7
250 98.1 -64 -77.6 -84.0 2.7 2.5 3.5 70 6.3
260 956 -39 -81.9 -85.8 1.8 1.6 2.0 80 38
270 931 -14 -85.1 -86.5 0.9 0.8 0.5 90 -1.4
280 90.8 09 -87.5 -86.6 0.0 -0.1 09 100 0.9
290 885 32 -89.6 -86.5 0.8 -1.0 24 110 3.2
300 864 53 919 -86.6 1.7 -1.9 38 120 5.5
310 843 74 -948 -874 2.5 28 52 130 7.7
320 824 93 -982 -88.9 33 3.8 64 140 9.7
330 -80.8 109 -1022 -91.3 4.1 49 75 150 11.5
340 795 122 -106.6 -94.4 4.9 5.9 82 160 13.1
350 78.5 132 -1114 -98.2 5.6 -6.8 8.6 170 14.2
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External electric field (EEF)

Table S3-16. [Table S29] ciRSE values (AEit, kJ/mol) for 1/r1 in the presence of an external
electric field of varying strengths (EEF, 72 x10* to 82 x10™ au with 4 x10* interval) in the xy-
plane, calculated at (U)M06-2X/6-31+G(d) level. The orientation of EEF w.r.t. 1/r1 is indicated by
the angle the electric filed vector makes with the +x axis having an origin at C,. The RSE for 1/r1

(91.7 kJ/mol) in the absence of an external charge is used as a reference. The Cs conformations of
1/r1 used were optimized at the (U)B3LYP/6-31G(d) level of theory.

Angle/EEF 72 74 76 78 80 82
0 13.8 14.1 14.4 14.7 15.1 15.4
10 13.6 13.9 14.2 14.5 14.9 15.2
20 13.1 13.4 13.7 14.0 14.3 14.6
30 12.2 12.5 12.8 13.1 13.3 13.6
40 11.0 11.2 11.5 11.8 12.0 12.3
50 94 9.7 9.9 10.1 10.4 10.6
60 7.6 7.8 8.0 8.2 8.3 8.5
70 5.5 5.6 5.7 5.9 6.0 6.2
80 3.1 32 3.2 3.3 34 3.5
90 0.5 0.5 0.5 0.5 0.6 0.6
100 2.2 -2.3 -2.3 -2.4 -2.5 -2.5
110 -5.0 -5.1 -53 -5.4 -5.5 -5.7
120 -7.7 -7.9 -8.1 -8.4 -8.6 -8.8
130 -10.3 -10.6 -10.9 -11.2 -11.5 -11.8
140 -12.6 -13.0 -13.4 -13.7 -14.1 -14.5
150 -14.6 -15.0 -15.5 -15.9 -16.4 -16.8
160 -16.1 -16.6 -17.1 -17.6 -18.1 -18.6
170 -17.1 -17.7 -18.2 -18.7 -19.3 -19.8
180 -17.6 -18.1 -18.7 -19.2 -19.8 -20.3
190 -17.5 -18.0 -18.5 -19.1 -19.6 -20.2
200 -16.7 -17.3 -17.8 -18.3 -18.8 -19.4
210 -15.5 -15.9 -16.4 -16.9 -17.4 -17.9
220 -13.7 -14.1 -14.5 -15.0 -15.4 -15.8
230 -11.5 -11.9 -12.2 -12.6 -12.9 -13.3
240 -9.0 9.3 -9.5 -9.8 -10.1 -10.4
250 -6.3 -6.5 -6.6 -6.8 -7.0 -7.2
260 -3.4 -3.5 -3.6 -3.7 -3.8 -3.9
270 -0.6 -0.6 -0.6 -0.6 -0.7 -0.7
280 2.2 2.2 2.3 2.3 24 25
290 4.7 4.9 5.0 5.1 52 54
300 7.1 7.3 7.4 7.6 7.8 8.0
310 9.1 9.3 9.6 9.8 10.0 10.3
320 10.8 11.0 11.3 11.6 11.9 12.1
330 12.1 12.4 12.7 13.0 13.3 13.6
340 13.0 133 13.7 14.0 14.3 14.6
350 13.6 13.9 14.2 14.6 14.9 15.2
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3.1.4.2 Plane xz

Table S3-17. [Table S30] ciRSE values (AEio, kJ/mol) for 1/r1 in the presence of Cl placed in the
xz-plane at varying distances from C,, calculated at (U)M06-2X/6-31+G(d) level. The position of
CI' w.r.t 1/r1 in the xz-plane is indicated by the angle between the ion, C, and the +x axis (first
column) together with the distance between the ion and C,, (first row). The angle between the ion,
C. and the y axis is fixed at 90°.

Angle 7A 8 A 9A 10 A 11A 12A 13 A 14 A 15A
0 9.5 7.7 6.5 5.5 4.3 3.8 33 2.8 25
10 9.6 7.7 6.4 53 4.5 3.8 33 29 25
20 9.2 7.6 6.2 5.1 4.3 3.7 3.1 2.7 24
30 8.8 7.1 5.8 4.8 4.0 34 3.0 2.6 23
40 8.2 6.6 53 44 3.7 3.1 2.7 23 2.1
50 7.4 5.8 4.7 3.9 33 2.8 2.4 2.1 1.8
60 6.5 5.0 3.9 32 2.6 2.2 1.9 1.6 1.4
70 52 3.9 3.1 2.5 2.1 1.8 1.5 1.3 1.1
80 3.9 2.9 2.2 1.7 1.4 1.1 0.9 0.8 0.7
90 2.2 1.5 1.0 0.8 0.6 0.5 0.4 0.3 0.3
100 0.3 0.0 -0.2 -0.2 -0.3 -0.3 -0.3 -0.2 -0.2
110 -2.0 -1.8 -1.6 -1.3 -1.2 -1.0 -0.9 -0.7 -0.7
120 -4.6 -3.7 -3.0 -2.5 -2.1 -1.8 -1.6 -1.4 -1.2
130 -7.4 -5.7 -4.5 -3.7 -3.0 -2.5 -2.1 -1.8 -1.6
140 -10.3 -7.8 -6.1 -4.9 -4.0 -3.4 -2.9 -2.5 -2.1
150 -13.5 -9.8 -7.4 -5.9 -4.8 -4.0 -33 -2.8 -2.4
160 -16.1 -11.5 -8.7 -6.8 -5.4 -4.5 -3.8 -3.2 -2.7
170 -17.7 -12.7 -9.5 -7.4 -5.9 -4.8 -4.0 -3.4 -2.9
180 -18.0 -13.0 -9.7 -7.5 -6.0 -4.9 -4.1 -3.4 -3.0

Table S3-18. [Table S31] ciRSE values (AEi, kJ/mol) for 1/r1 in the presence of Na'placed in the
xz-plane at varying distances from C,, calculated at (U)M06-2X/6-31+G(d) level. The position of
Na'w.r.t 1/rl in the xz-plane is indicated by the angle between the ion, C, and the +x axis (first
column) together with the distance between the ion and C,, (first row). The angle between the ion,
Cq and the y axis is fixed at 90°.

Angle 7A 8 A 9A 10 A 11A 12A 13A 14A 15A
0 -13.6 9.8 74 5.9 4.8 39 3.5 29 27
10 -13.5 9.7 7.3 5.8 4.7 4.0 3.3 29 25
20 -13.0 9.3 7.0 5.6 4.6 3.8 3.3 28 2.4
30 -11.5 8.4 6.5 5.1 4.2 3.5 3.0 2.6 22
40 9.7 7.2 5.6 4.5 3.7 3.1 2.7 223 2.0
50 -8.1 6.2 49 3.9 3.2 2.7 2.2 -1.9 1.7
60 6.7 5.0 3.9 32 2.6 22 1.9 -1.6 14
70 5.1 3.9 3.1 2.4 2.0 -1.6 1.3 1.1 -1.0
80 3.6 2.6 -1.9 -1.5 1.2 -1.0 0.8 0.7 0.6
90 -1.8 12 0.8 0.6 0.4 0.3 0.2 0.2 -0.1
100 0.1 0.3 0.4 0.4 0.4 0.4 0.4 0.3 0.3
110 2.2 2.0 1.6 1.4 1.2 1.1 1.0 0.9 0.8
120 44 3.6 3.1 2.6 2.2 1.8 1.6 1.4 1.2
130 6.8 53 43 3.6 3.0 2.6 2.3 2.0 1.8
140 9.0 7.1 5.7 4.6 3.8 3.2 2.7 23 2.0
150 11.1 8.5 6.9 5.6 4.6 3.9 33 2.8 25
160 12.8 9.9 7.8 6.3 5.2 43 3.6 3.1 2.8
170 14.2 10.8 8.4 6.8 55 4.6 3.9 3.4 2.9
180 14.8 11.2 8.8 6.9 5.7 4.7 4.0 3.4 3.0
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3.1.4.3 Plane yz

Table S3-19. [Table S32] ciRSE values (AEio, kJ/mol) for 1/r1 in the presence of Cl placed in the
yz-plane at varying distances from C,, calculated at (U)M06-2X/6-31+G(d) level. The position of
CI' w.r.t 1/rl in the yz-plane is indicated by the angle between the ion, C, and the y axis (first
column) together with the distance between the ion and C,, (first row). The angle between the ion,
C, and the x axis is fixed at 90°.

Angle 5A 6A 7A g8 A 9A 10 A 11 A 12A 13A 14 A 15A

0 0.0 1.3 1.2 0.8 0.8 0.6 0.6 0.4 0.3 0.4 0.4
10 0.4 1.4 1.3 0.9 0.7 0.6 0.5 0.5 0.4 0.4 0.3
20 1.2 1.5 1.2 0.9 0.7 0.6 0.5 0.5 0.4 0.4 0.3
30 1.9 1.5 1.3 1.0 0.8 0.7 0.6 0.5 0.4 0.4 0.3
40 2.5 1.8 1.4 1.1 0.9 0.7 0.6 0.5 0.5 04 04
50 32 2.1 1.5 1.1 0.9 0.7 0.6 0.5 0.4 0.3 0.3
60 3.8 2.5 1.8 1.3 1.0 0.7 0.6 0.5 0.4 04 0.3
70 4.4 2.8 2.0 1.4 1.0 0.8 0.6 0.5 0.4 04 0.3
80 5.1 32 2.0 1.4 1.0 0.8 0.6 0.5 0.4 0.3 0.3
90 5.6 34 2.2 1.5 1.0 0.8 0.6 0.5 0.4 0.3 0.3
100 5.8 34 2.1 1.3 0.9 0.7 0.5 0.4 0.3 0.2 0.2
110 5.7 32 1.8 1.1 0.7 0.5 0.4 0.3 0.2 0.2 0.1
120 5.0 2.6 1.5 0.9 0.6 0.4 0.3 0.2 0.1 0.1 0.1
130 3.5 1.8 1.0 0.5 0.3 0.2 0.1 0.1 0.1 0.0 0.0
140 1.5 0.6 0.3 0.1 0.0 0.0 -0.1 -0.1 -0.1 0.0 0.0
150 -0.7 -0.5 -0.4 -0.3 -0.3 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1
160 -2.7 -1.7 -1.1 -0.8 -0.6 -0.5 -0.4 -0.3 -0.3 -0.2 -0.2
170 -4.2 -2.4 -1.5 -1.0 -0.7 -0.6 -0.4 -0.3 -0.3 -0.2 -0.2
180 -4.7 -2.6 -1.7 -1.1 -0.8 -0.6 -0.4 -0.3 -0.3 -0.2 -0.2

Table S3-20. [Table S33] ciRSE values (AEi, kJ/mol) for 1/r1 in the presence of Na'placed in the
yz-plane at varying distance from C,, calculated at (U)M06-2X/6-31+G(d) level. The position of
Na' w.r.t 1/r1 in the yz-plane is indicated by the angle between the ion, C, and the y axis (first
column) together with the distance between the ion and C,, (first row). The angle between the ion,
C, and the x axis is fixed at 90°.

Angle  5A 6 A 7A 8 A 9A 100A 11A 12A 13A  14A 154

0 0.8 -0.2 -0.5 -0.6 -0.5 -0.4 -0.5 -0.2 -0.3 -0.3 -0.2
10 0.5 -0.4 -0.6 -0.4 -0.5 -0.4 -0.4 -0.3 -0.2 -0.2 -0.2
20 -0.3 -0.8 -0.7 -0.6 -0.6 -0.5 -0.4 -0.3 -0.3 -0.2 -0.2
30 -1.2 -1.2 -1.0 -0.7 -0.6 -0.5 -0.4 -0.3 -0.3 -0.2 -0.2
40 -2.0 -1.5 -1.2 -0.9 -0.7 -0.5 -0.4 -0.3 -0.2 -0.2 -0.2
50 -2.6 -1.8 -1.3 -1.0 -0.7 -0.6 -0.5 -0.4 -0.3 -0.3 -0.2
60 -3.1 -2.0 -1.5 -1.0 -0.8 -0.6 -0.5 -0.4 -0.3 -0.3 -0.2
70 -3.9 -2.5 -1.5 -1.1 -0.8 -0.6 -0.5 -0.4 -0.3 -0.2 -0.2
80 -4.6 -2.7 -1.7 -1.2 -0.9 -0.6 -0.5 -0.4 -0.3 -0.2 -0.2
90 -5.2 -3.0 -1.8 -1.2 -0.8 -0.6 -0.4 -0.3 -0.2 -0.2 -0.1
100 -5.2 -2.9 -1.8 -1.1 -0.8 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1
110 -4.7 -2.6 -1.6 -1.0 -0.7 -0.5 -0.3 -0.2 -0.2 -0.1 -0.1
120 -3.8 -2.0 -1.2 -0.7 -0.4 -0.3 -0.2 -0.1 -0.1 0.0 0.0
130 2.4 -1.2 -0.6 -0.3 -0.1 0.0 0.0 0.1 0.1 0.1 0.1
140 -0.8 -0.3 -0.1 0.0 0.1 0.2 0.2 0.2 0.2 0.2 0.2
150 0.8 0.6 0.5 0.5 0.5 0.4 0.4 0.3 0.3 0.3 0.3
160 2.1 1.3 0.9 0.7 0.6 0.5 0.4 0.4 0.3 0.3 0.3
170 3.0 2.0 1.4 1.0 0.8 0.7 0.6 0.5 0.4 0.4 0.3
180 3.2 2.2 1.4 1.1 0.9 0.7 0.6 0.5 0.4 0.4 0.4
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3.1.5 Distonic Peptide System

3.1.5.1 Procedure for obtaining conformers to determine conformationally avg. energies.

Step 1. The MacroModel module of Maestro 10.2,! is used to generate a conformational pool. The
Amber 94 force field was employed with an 50 kJ/mol energy window.

Step 2. The molecular mechanics-based conformational pool is optimized using QM-based
methods. Duplicate conformers are removed from the list.

Step 3. Only conformers with an energy (Rel. AE) less than 20 kJ/mol relative to the global minima
(conformer with the lowest energy) were considered. In case there is a large number of conformers
(>15) in this energy window, the first 15 conformers with the lowest energy were selected for
determining conformationally average energies.

Acidic Amino Acids Basic Amino Acids
L} I}
r 1 r 1
HiC H i CH HiC H ? CH HiC H ? CH HiC H i CH H3C H i CH
s\ﬂ/o N 3\“/- N 3T. IR 3\n/- IRk a\n/- NEadis]
H ), H 4 H i H H
o o o NH [¢] NH (¢]
07 OH 0”7 oH 2 < 7N
HN” NH, HN—Y
rAspH (r3H) rGluH (r4H) rLys (r5) rArg (r6) rHis (r7)
©
H® ) H
(o]
o (0] (e] [¢] H
H3C H . _CHj3 HsC H . _CH3 H,yC H . _CHjg HsC H . _CHjg H3C\n/N Qb
g i g N hig N hid N H
H )o H 4 H ki H (¢]
o °© ° M O NH %
o o® o O@ ® 3 < NH
o HN_d ®
2Ng NH2
rAsp (r3) rGlu (r4) rLysH (r5H) rArgH (r6H) rHisH (r7H)
Deprotonation leads to distonic state Protonation leads to distonic state

(+/0) (- /®)
Figure S3-13. [Figure S17] Acidic and basic amino acids (AAs) investigated for the effect of
deprotonation and protonation on the stability of their C,, radicals.
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Table S3-21. [Table S34, S39, S44, S52 and S57] ciRSE values (in kJ/mol) calculated at different levels of theory for the systems shown in Figure S3-13.

(U)B3LYP (U)M062X (RO)B2PLYP ) b b (U)M062X
System \6-31G(d)* \6-31+G(d)? \GTMP2large® G3(MP2)-RAD G3B3 \6-31+G(d)*
AE: AHyg3  AGag | AEw  AHzs  AGrs | AEii  AHzes  AGaog | AEiwi  AHzs  AGros | AEwi  AHrgs  AGaog  AEii  AHys  AGae

r3
Bolztmann Avg. -1.0 0.0 52 -3.8 -2.9 1.6 1.3 2.3 6.7 -0.2 0.6 6.0 0.8 1.7 70 32 24 -3.6
Best Conf. -1.1 -0.2 4.8 -3.6 33 0.8 1.6 2.3 6.0 0.5 0.9 4.9 1.6 2.3 63 -26 2.4 2.6
r4
Bolztmann Avg. 3.5 -1.5 -1.6 13.8 8.6 8.2 8.4 3.2 2.7 12.1 7.1 6.6 12.3 7.5 6.9 9.6 2.1 -4.0
Best Conf. 2.8 -1.9 -1.6 12.9 8.0 7.9 7.5 2.7 2.6 11.0 6.3 6.2 11.2 6.5 6.4 9.2 2.1 3.5
rSH
Bolztmann Avg. 15.1 10.7 9.1 15.1 10.5 8.4 16.8 13.9 11.8 13.5 9.7 9.8 12.9 9.0 89 12.7 8.6 9.2
Best Conf. 14.5 9.9 8.2 14.9 10.6 8.9 16.0 13.6 12.1 14.1 9.9 10.1 13.3 9.3 9.0 12.0 8.3 9.7
roH
Bolztmann Avg. 5.1 5.3 34 200 -20.8 -134 0.3 1.4 1.3 -143 -15.1 -7.5 -16.2 -16.8 -87 -19.6 -164 -11.6
Best Conf. 4.3 4.5 2.7 -17.5 -18.7 -12.3 -0.2 -1.5 3.0 -12.3 -13.5 -6.8 -14.1 -15.2 8.1 -17.7 -14.9 -8.2
r’H
Bolztmann Avg. 1.1 3.2 4.5 7.5 7.5 6.0 2.1 3.5 4.5 6.4 6.5 5.0 7.6 7.6 6.1 9.1 6.5 9.7
Best Conf. 0.3 3.1 4.5 7.1 6.8 5.5 1.9 3.8 5.2 5.9 6.2 5.0 7.1 7.1 5.8 8.2 5.7 9.4

aLevel of geometry optimization. "Single point energy calculations over (U)B3LYP/6-31G(d) optimized geometries.
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3.1.5.2 Extended Lysine (Lys, 5)

Conformational analysis of all distonic systems as listed in Figure S3-13 indicates the presence of
hydrogen bonding interactions between the neutral and charged side chain residues and the
dipeptide amide groups. It is only for lysine dipeptide model 5a that remote charge effects on radical
stability can be analyzed. This is due to the fact that conformational minima with fully extended
side chains exist for all four relevant species [neutral and protonated forms of closed-shell parents
and their radicals, see Figure S3-14 (B)]. In the discussion, we will focus on results derived from
total free energy (AEw) and enthalpy values (AHag) calculated at (U)MO06-2X\6-
31+G(d)//(U)B3LYP\6-31G(d) level.

Fully Optimized cis/trans Lysine Optimize (5a)
(R)

) o
H H
o
) LS ReE(e) Oy N Ao
CHy 4 we H | H — HyC H - CH, (@)
2

r2 Sa NHz r5a NH

" " Protonation lead to
distonic state (+/+)

[e]

o M1 on o N
. s N RSE(b) ' Ng oy CHs
CHy 4 He H H —_— HaC H + CH, (b)

5aH HHs r5aH (N-H3

CiRSE(ab) = RSE(b) - RSE(a) (c)

Fully Optimized S5aH r5aH

Figure S3-14. (A) [Scheme S5] Reaction system to study the effect of charge on the stability of the
C, radical of extended cis/trans lysine (Sa). (B) [Figure S24] Structures obtained from geometry
optimization at the (U)B3LYP/6-31G(d) level of theory in the gas phase.

All four structures are energetically much less stable than the most favourable conformers with
direct side chain-backbone interactions but can be assumed to be similarly biased through the
extended side chain. Focusing on enthalpy values AH>9s, neutral radical rSa is strongly stabilized
by RSE(a, r5a) =-80.6 kJ/mol (Table S3-22), which is mainly due to the amide s-cis conformations
as noted in earlier studies.® This value is reduced through protonation to cation radical r5aH to
RSE(b, r5aH) = -60.6 kJ/mol. The difference of 20.0 kJ/mol is very similar to that calculated using
AE;;: energy values (21.0 kJ/mol). The ciRSE of 20 kJ/mol for the lysine dipeptide model 5a
described in Table S3-22 is likely a consequence of multiple factors that include the through space
charge/spin interactions, additional through bond interactions between side chain and radical center
and conformational changes as the result of optimization after protonation. This makes the direct
comparison with the stabilizing/destabilizing effects of Na“ on glycyl dipeptide radical r1 very
difficult.

Table S3-22. [Table S49] RSEs and ciRSE values (in kJ/mol) calculated at different levels of theory
for the systems shown in Figure S3-14 (A).

Cis Trans Lysine RSE RSE ciRSE RSE RSE ciRSE
Optimized (a, r5a) (b, r5aH) (ab, 5a) (a, r5a) (b, rS5aH) (ab, 5a)
(U)B3LYP\6-31G(d)* (U)M06-2X\6-31+G(d)®
AE -106.0 -83.8 22.2 -87.5 -66.5 21.0
AH>98 -99.1 -77.8 21.3 -80.6 -60.6 20.0
AGros -93.6 -71.4 221 -75.0 -54.2 20.9

“Level of geometry optimization. °Single point energy calculations over (U)B3LYP/6-31G(d)
optimized geometries.
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Partially Optimized All frans Lysine (5b)
(A) (B)
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O w © SbH
H,C CH. +C CH,
) WS N A CHy SRR HiC N A cH
EHy 4 oH HH Nuhisiniyy 40 5 o H L CH, ©
Sb_wi L rSb_wl N }(J #
HY ~ H
Y ' Protonation lead to
} ! distonic state (+/+) 845
H & nw @
HyC N M, CH. H,C N .~ CH, -
. S N RSE(d) e N Sb_wi 4 rSb_wi
CHy 4 oH HH - e n N +  CH, ()

ciRSE(ab) = RSE(b) - RSE(a) (e)

CiRSE(cd) = RSE(d) - RSE(c) n

7 4
SbhH_wl N rSbH_wl )c«

Figure S3-15. (A) [Scheme S6] Reaction system to study the effect of charge on the stability of the
C, radical of extended all trans lysine (5b) (B) [Figure S25] Structures for the system shown in
Scheme S6. 5b and rSb were obtained from geometry optimization at (U)B3LYP/6-31G(d) level of
theory in the gas phase. For the remaining structures, only the added hydrogens are optimized (see
Scheme S6 for more details).

Below describes the procedure we employed to limit the influence of conformational changes and
to estimate through bond interactions between the side chain and the radical center on the ciRSE
for the lysine dipeptide model. We are using all trans lysine (5b) as an example [Figure S3-15 (A)].
The same procedure is used for the other cases.

Step 1: The RSE(a) is calculated using a fully extended conformation of neutral closed-shell lysine
(5b) and its C, radical (rSb). We paired structurally similar closed and open-shell systems [Figure
S3-15 (B)].

Step 2: A remote charge is introduced via protonation at the terminal NH» group of Sb and rSb,
which yield the starting structures for charged SbH and rSbH, respectively. Freezing the rest of the
molecule, all hydrogens at the NH3 group of SbH and rSbH are relaxed during optimization. The
RSE(b) is then calculated from partially optimized SbH and r5SbH. The ciRSE(ab) obtained in this
way has a very limited contribution from the change in conformations of the involved species.
Step 3: To estimate the contribution of through bond interactions between the terminal functional
group and the radical center on the ciRSE, the carbon chain connecting C,, and the terminal function
group (NHx) is removed from all species of lysine [see egs. ¢ and d in Figure S3-15 (A)]. One
hydrogen atom is added at C, and NHy in this process. All the hydrogens at C, and NHy are
selectively relaxed by freezing the rest of the molecule during optimization. The ciRSE(cd)
obtained this way is mainly the result of through space charge/spin interactions.

Table S3-23 lists the result on all trans lysine (Sb) computed using the above-defined procedure.
Here we discuss the results in terms of total free energy (AE1) calculated at (U)M06-2X\6-31+G(d)
level. For all trans lysine (5b), ciRSE(ab) is 7.2 kJ/mol and charge effect is further reduced by 4.7
kJ/mol once we removed the carbon chain (linker). Thus, the ciRSE(ed) only amounts to 2.5 kJ/mol.
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It is very small effect, but it is possible to make a rough direct comparison of ciRSE(cd) to the
stabilizing/destabilizing effects of Na“ on the glycyl dipeptide radical r1. In SbH_wl, the NH4"
group is located at 645 pm away from C, [Figure S3-15 (B)] and has a position equivalent to Na*
at the angle of 270-280° in the yz-plane (at a distance of 600-700 pm).

Table S3-23. [Table S50] RSEs and ciRSE values (in kJ/mol) calculated at different levels of theory
for the systems shown in Figure S3-15 (A).

With Linker Without Linker (wl)
AE o RSE(@ | RSE() | ciRSE(ab) RSE(c) | RSE() |  ciRSE(cd)
(U)B3LYP\6-31G(d)
5b -112.7 -105.5 7.2 -104.8 -101.9 3.0
(U)M06-2X\6-31+G(d)
5b_wl 92.9 -85.7 7.2 -88.3 -85.8 2.5

Similarly, in rSbH_wl, the NH4" position is equivalent in terms of distance and direction to Na" at
the angle of 150-160° in the yz-plane (at a distance of 600-700 pm). CSCE and RCE values for
1/r1+Na* complexes in the yz-plane at a varying distances are listed in Table S3-20. CSCE for
1+Na™ at a distance of 600-700 pm and orientation of 270-280° in the yz-plane lies in a range of -
2.2 to -4.7 kJ/mol. RCE for r1+Na" at a distance of 600-700 pm and orientation of 150-160° in the
yz-plane lies in a range of -3.7 to -5.4 kJ/mol. The ciRSE (= RCE - CSCE) calculated using the
1/r1+Na* complexes in the geometries described above yield stabilization energies of -0.5 to -1
kJ/mol relative to neutral 1/rl. It is important to note that in case of glycyl dipeptide both radical
and closed shell systems have plannar Cs conformations, while the all rans lysine SbH_wl has a
non-plannar Cs conformation.
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4.1 Introduction

Hydrogen atom transfer (HAT) is one of the most fundamental steps in oxidation reactions. HAT
from the protein and peptide backbone or side chains generates radicals that play an essential role
in numerous biochemical and physiological processes.! Amino acids (AAs) as the fundamental
building blocks of proteins and peptides have received considerable attention in earlier studies of
HAT reactions. Reactive oxygen-centred radicals like hydroxyl (*OH),? tert-butoxyl [(CH3)3C-Oe,
t-buO°]® and cumyloxyl [PhC(CH;),-O, CumOe]* are often employed to study the
thermodynamics and kinetics of HAT processes from AAs. Glycine (NH2-CH2-COOH, Gly) is
chemically the simplest of the 20 natural AAs and, along with its derivatives, has been extensively
employed as a model substrate to study the oxidative stress to proteins and peptides. We previously
used the stability of carbon- and oxygen-centred radicals to rationalize the thermodynamics of C-H
abstraction from glycine derivative methyl N-acetylglycinate [CH3-C(=0O)-NH-CH»>-C(=0)-O-
CHj3] by #-buO-.’ In the preceding two chapters of this thesis, we investigated the conformational
preference (Chapter 2) and stability (Chapter 3) of 2-acetamino-N-methylacetamide [CH3-C(=0)-
NH-CH,-C(=0)-NH-CH3, 1, also referred to as glycine dipeptide], a derivative of glycine with both
C and N termini capped with amide bonds.®

Here, in collaboration with Prof. M. Bietti, we are investigating HAT reaction from the C-H bonds
of glycine dipeptide (1) using theoretical calculations and laser flash photolysis (LFP). HAT from
the C(alpha) position of 1 leads to a disubstituted radical designated as rlcq. Similarly, HAT from
the N-terminal capping acetyl group [CH3-C(=0O)-, Ace] and the C-terminal N-methylamide
capping group [CH3-NH-, NMe] leads to monosubstituted radicals rlace and rinme respectively.
Figure 4-1 depicts the HAT process from 1 and the corresponding radicals generated as a result of
it along with the designations that are used to address them in the text.

W0
Glycine dipeptide 1 §H3 \ﬁ:/N\ﬁ/ \'T
| 2

H O H (0] H (0]
H C.; l\ll l:l CH | ” | ” .
NG N TN TR 4 H3C\C/N\E:/C\N/CH3 + H3C\C/N\C/C\N/CH2

Il Ha | Il H | Il Hz |
O H 0 H O H
Mace rMeo rnme

Figure 4-1. Glycine dipeptide (2-acetamino-N-methylacetamide, 1) and the corresponding carbon-
centred radicals (r1nme, rlace and rlce) generated as a result of a HAT reaction.

4.2 Results and Discussion

4.2.1 Methodology

The conformational space of glycine dipeptide 1 has been explored using systematic and force field
based conformational search procedures (as describe in the “2.1.2 Procedure for Conformational
Search” section of Chapter 2) to obtain a pool of starting geometries that were subsequently
employed to obtain the starting structures for carbon-centered radicals (rlace, r1cq, and rinme) by
removing the hydrogen atom at the respective locations. All the structures have been optimized at
the (U)B3LYP/6-31G(d) level of theory.” Thermal corrections to enthalpies and free energies at
298.15 K have been calculated at the same level of theory using the rigid rotor/harmonic oscillator
model. Refined energies for the (U)B3LYP/6-31G(d) optimized conformation pool of each species
have then been obtained with the G3(MP2)-RAD compound scheme (that is optimized for open-
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shell systems).® Thermal corrections have been scaled by a factor of 0.9806 for G3(MP2)-RAD. All
the results that we are going to discuss were calculated at G3(MP2)-RAD level if not mentioned
otherwise. For the solvation effect, G3(MP2)-RAD values were corrected with solvation energies
obtained at the PCM(acetonitrile)/HF/6-31G(d)//(U)B3LYP/6-31G(d) level of theory.” The
program MacroModel 10.8 was employed for molecular mechanics (MM)-based conformational
searches with the OPLS 2005 force field (FF)!'? parameters. All other calculations were performed
by using Gaussian09, Rev. D.01.!!

4.2.2 Conformational Preferences

The gas phase lowest enthalpy (AH298) conformer of closed-shell parent compound 1 and open-
shell systems rlace and rlnme has a C; conformation, while rlc, prefers the extended Cs
conformation (see Figure 4-2). The enthalpic conformational preference is the same for the level of
optimization [(U)B3LYP/6-31G(d)] and for single point calculations at the G3(MP2)-RAD level of
theory. In terms of the gas phase free energy (AGaos), the all-trans extended Cs conformer becomes
the lowest energy conformer for closed-shell 1 and open-shell rlc, (see SI for more details).
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Figure 4-2. (A) Systematic diagram of glycine dipeptide (1) and its conformational distribution. (in
terms of backbone ¥ and @ angles) (B) Conformational distribution of carbon-centered radicals
(rlace, rlce and rinme) of 1. Refer to Table S2-1 for the details of the nomenclature in classifying
the peptide geometry. (C) Gas phase rel. AH»9s values for 1, rlace, rlce and rInme calculated at
G3(MP2)-RAD level of theory.

4.2.3 Thermodynamic Stability

4.2.3.1 Radical stabilization energies (RSEs)

We have recently calculated C—H bond energies of dipeptide model systems as a measure of the
thermodynamic stabilities of the respective peptide radicals.'? In the third chapter of this thesis, we
have reported radical stabilization energy (RSE) values for the C, radical of glycine dipeptide (r1cq)
in reference to methyl radical (*CH3) calculated using equation 1 (Figure 4-3).%
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Figure 4-3. Isodesmic reaction used to calculate the RSE of C, radical of glycine dipeptide (r1ca).

We can use similar isodesmic reactions for calculating RSE values for radicals rlace and rinme
generated through a HAT process from the terminal methyl C-H bonds of 1 to methyl radical as
employed for rlcq (Figure 4-4).

H O H (0] H (0]
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Figure 4-4. [sodesmic reactions used to calculate RSE values for radicals rlace and rinme.

Figure 4-5 depicts gas phase RSE values for radicals rlace, rlce, and rinme calculated at the
G3(MP2)-RAD level of theory. For the sake of simplicity, we use enthalpy (AH298)-based RSE
values, as the relative order of stability for these radicals remains the same for free energies (AG2o9g)
or enthalpies. The rlcqradical is the most stable among the three carbon-centred radicals of glycine
dipeptide 1 with a best conformer-based gas phase stability value of RSE(rlc,) =-74.1 kJ/mol that
is followed by rinme and rlace with RSE(rInme) = -45.7 kJ/mol and RSE(rlace) = -23.3 kJ/mol
respectively (see Figure 4-5). The stability trend remains the same with Boltzmann-averaged RSE
values (see SI).
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Figure 4-5. The best conformer-based gas phase RSE (kJ/mol) values for radicals rlace, rlcg, and
rinme calculated at the G3(MP2)-RAD level of theory, using equations defined in Figure 4-3 and
Figure 4-4.

We can understand the order of stability in these radicals (r1ace, r1cq, and rinme) using the concepts
of resonance and frontier orbital theory. Relative to the *CHj3 radical, rlace is -23.3 kJ/mol (RSE)
more stable. The RSE value reported here is in excellent agreement with previously reported values
by our group and others for closely similar systems at the same or comparable levels of theory (see
Figure 4-6). Radom et al. previously reported a RSE value of -23.0 kJ/mol for carbonyl-substituted
methyl radicals such as N-methylacetaminyl [*CH2-C(=0)-NH-CHj3] calculated at G3(MP2)-RAD
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level of theory.®® We previously reported RSE values of -22.7 kJ/mol'?¢ for the methyl-centred
radical of acetic acid [*CH2-C(=0)-OH] at G3(MP2)-RAD level, The Radom group also calculated
a closely similar value (-22.1 kJ/mol'? at the G3X(MP2)-RAD level). The rlace radical is more
stable than methyl because of resonance stabilization through the C-O double bond [-C(=0O)-NH-
R]. Figure 4-7(A) shows the stabilizing interactions between the radical centre and the
neighbouring m-acceptor in terms of a two orbital/one electron interaction between the radical
SOMO and the acceptor LUMO, which leads to spin delocalization into the C-O double bond.
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-45.2 kJ/mol [G3X(MP2)-RAD] "3 -22.1 kJ/mol [G3X(MP2)-RAD] "

Figure 4-6. Previously reported RSE values (AH293, kJ/mol) for selected systems of interest.

The RSE value for radical r1nme amounts to -45.7 kJ/mol, which is close to the RSE values of -43.0
kJ/mol'* and -44.9 kJ/mol'?¢ for the structurally similar N-methyl radicals of N-methylacetamide
[*CH>-NH-C(=0)-CH3] and aminomethyl radical [*CH>-NH>], respectively (see Figure 4-6).
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Figure 4-7. Orbital interaction and resonance structures for (A) rlace (B) rinme and (C) rlcq
radicals.

Radical rlnme is more stable than methyl radical because of the presence of an adjacent lone pair
donor group [-NH-C(=0O)-R]. The stabilizing effect of the lone pair donor substituent can be
described by a two orbital/three electron interaction [between the radical SOMO and the lone pair
HOMOY], which leads to resonance-induced spin delocalization as shown in Figure 4-7(B). The
nitrogen of the amide donor group [-NH-C(=0)-R] destabilizes the radical centre by an electron-
withdrawing inductive effect due to its higher electronegativity compared to carbon, but this
destabilizing effect is outweighed by its stabilizing lone pair donor ability. Radical rlnme is more
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stable than rlace because the function of the lone pair donor substituent [-NH-C(=0)-R] in the
former is more effective for spin delocalization. In rInme spin delocalization involves four centres
compared to three in rlace [see resonance structures in Figure 4-7(A and B)]. Radical rlc, is
substituted by both electron donor and -acceptor groups. The total additive stabilizing effect of both
groups is -69.0 kJ/mol [RSE(rInme) = -45.7 kJ/mol + RSE(rlace) = -23.3 kJ/mol]. However, the
RSE (rlcq) = -74.1 kJ/mol, that is 5.1 kJ/mol more than the additive value. This indicates that =-
donor and -acceptor groups have a synergetic interaction. This synergetic behaviour is sometimes
referred to as “captodative effect”. In FMO theory, orbitals interact more effectively as the energy
difference between them decreases. We can understand the captodative effect in rlc, using a
stepwise perturbation approach, where interaction between radical SOMOR and acceptor LUMOAa
result into a SOMON that is lower in energy than SOMOR. The energy difference between SOMOar
and donor HOMOp is lower than a difference of the later with the unperturbed SOMOgR and this
leads to better stabilization by a donor substituent for disubstituted rlcy as compare to rInme, where
the HOMOp interacts with the unperturbed SOMOR (see Figure 4-7C). A similar argument can be
framed for first analysing the SOMOr and HOMOp interaction that leads to a higher energy
SOMOnpr [see orbital interaction in rinme Figure 4-7(B), the energy of new SOMOpr is higher than
SOMOR]. Now, the energy difference between SOMOpr and LUMOA, is lower, and that leads to
stronger stabilizing interaction. Thus, when a carbon radical is substituted by both n-donor and -
acceptor groups then this results into extra stabilization as compare to monosubstituted radicals.

4.2.3.2 Thermodynamics of HAT from 1 to CumQO-

The experimental investigation described in the next section for HAT from glycine dipeptide 1 is
conducted using CumOs as the hydrogen atom acceptor. The thermodynamics of HAT processes
from different C-H bonds of 1 to CumOe can be described using reaction equations that are similar
as those shown in Figure 4-3 and Figure 4-4, except now the reference system has been changed
from CH4/*CH3 to CumOH/CumOe. The thermodynamic preference for a HAT from different sites
of 1 is shown in Figure 4-8. The order of stability for the resultant radicals is rlcy > rInve > rlace
as excepted, identical to the order indicated by RSE. The reaction energies for CumOe are higher
than those for *CH3 because the former is less stable by 12.0 kJ/mol and 9.0 kJ/mol in terms of
enthalpy and free energy, respectively.
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Figure 4-8. The best conformer-based gas phase reaction energies (kJ/mol) for a HAT to CumQe
from different carbon centres of 1 (that result in the formation of rlace, rlcq, and rinme radicals)
calculated at G3(MP2)-RAD level of theory.

4.2.4 Reaction Rates for HAT Processes

Bietti et al. recently measured the absolute rate constant for HAT from Boc-(fert-
butyloxycarbonyl)-protected amino acids to CumOe radical using laser flash photolysis.!'> %* The
Cq-H was found to be the most reactive for a HAT to CumQe for most of the amino acids. Here,
we have studied the reaction of the cumyloxyl radical (CumQe) with N-methylacetamide (NMA),
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glycine dipeptide (1) and alanine dipeptide (2). All the kinetic were performed in argon-saturated
acetonitrile and DMSO solutions of dicumyl peroxide at 25 + 0.5 °C under magnetic stirring by
following the visible absorption (490 nm) of CumOe radical. We have used a 10 mM concentration
of dicumyl peroxide when employing 266 nm laser flash photolysis (LFP) for CumOe radical
generation and a 1.0 M concentration when employing 355 nm LFP. In the kinetics experiments,
the substrate concentration has been varied between 0.1 and 2.0 M depending on the reactivity
towards CumOe radical. The observed rate constants (kobs) were derived following the decay of
CumOre at different concentrations of substrate. A linear correlation is obtained between kobs and
the substrate concentration. The second-order rate constants for HAT to CumOe (kn) were obtained
from the slope of this linear relationship (Figure 4-9).
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Figure 4-9. Procedural depiction of kinetic investigations to obtain the second-order rate constant
(kn) for HAT reaction between CumQe and the substrate (Sub-H) under investigation using laser
flash photolysis (LFP).

In DMSO, the measured second-order rate constants (ku) for the CumOe radical with 1 and 2 are
2.9 x 10° and 3.2 x 10° M"'s”! respectively (Figure 4-10). The measured ku value of 1 is very close
to the previously studied Boc-Gly-OH [kn= (2.8 + 0.1) x 10° M"!s!, DMSO]* toward HAT with
CumOe. The measured ku values for 1 and 2 indicate that HAT predominantly occurs from the C-
H bonds of the N-methylamide group that represents the most activated (or least deactivated) site
for reaction with the electrophilic CumQe. This observation is supported by the similar values of
ku for both 1 and 2, as in case of Boc-Gly-OH and Boc-Ala-OH, Salamone et al. found a 1.4—-2-fold
increase in ku for Boc-Gly-OH as compare to Boc-Ala-OH (Figure 4-10).* The similarity of the ku
values measured (in MeCN) for a HAT from N-methylacetamide (NMA) to CumOe (kn=3.2 x 10°
M-!s'!) with ky values of 1 and 2 (in DMSO) further support the conclusion that hydrogen atom
abstraction occurs mainly from the N-methylamide group in 1 and 2, although it is important to note
that the measurements are in different solvents and that makes the direct less reliable. Alternatively,
the kn values (in MeCN) are very similar for NMA and Boc-Gly-OH. Similarly, The ku values (in
DMSO) are similar for Boc-Gly-OH and 1. It is also possible that C-H bonds at N-methylamide
and C, have comparable reactivity for HAT to the CumOe radical.
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Figure 4-10. Second-order rate constants (kn) for the reaction of CumQe with NMA, Boc-Gly-

OH, Boc-Ala-OH, 1 and 2.
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Predominant hydrogen atom abstraction from the N-methyl group of 1 by CumOe instead of the
weaker Cq-H bonds is contrary to the thermodynamic preference reflected by the RSE values
mentioned previously, and the resulting radical rinme is less stable than radical rlce. Previous
reports by Watts and Easton on protonated [NH3*-CH»-C(=0)-OH] and N-acetylated [CH3-C(=0)-
NH-CH2-C(=0)-OH] AAs highlight the peculiar reaction profiles of their side chain C-H bonds
(instead of the weaker C,-H bond) towards radical hydrogen abstraction by Cle and *OH.?® Later
studies explained this behaviour as a combined manifestation of several factors.'® First, by kinetic
deactivation of Cq-H bonds through steric effects caused by the presence of adjacent carboxyl,
protonated amino and acetamido groups that repel the attacking electronegative chlorine- and
oxygen-based radicals. This causes a general kinetic deactivation of C,-H bonds towards radical
reactions. Second, these electron withdrawing substituents deactivate the Co-H bonds electronically
and slow down reaction with electrophilic radicals such as Cle and *OH through “polar effects”."”
The third important factor is the occurrence of comparatively early transition states, which implies
that the thermodynamic preference for captodative stabilization in radical r1cq is not much reflected
in the reaction barrier. Although these studies employed different AA models, their findings are
highly relevant to the current system under investigation. In order to understand the
contrathermodynamic behaviour of HAT between CumOe and 1, we studied the potential energy
surface (PES) for this process. Figure 4-11 depicts the key results of this exercise in terms of gas
and solution phase free energies (AG). It is important to mention that the formation of reactant
complexes (RC) is unfavourable entropically and thus plays no important role in determining the
reaction barrier for HAT from 1 to CumO». The barriers reported here are thus in reference to the
isolated reactants 1 and CumQe.
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Figure 4-11. Gas (AG29g) and solution phase (AGsol) free energy surfaces (in kJ/mol) for hydrogen
abstraction reaction from different carbon centres of 1 by CumQe calculated at G3(MP2)-RAD
level of theory. Solvation energies are obtained at the PCM(acetonitrile)/HF/6-31G(d)//(U)B3LYP
/6-31G(d) level of theory. Distances are given in A.
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Gas phase free energy barriers (AGags) for hydrogen atom abstraction correlate well with the
exergonicity of the reactions (Figure 4-11). Hydrogen abstraction from N-terminal methyl is least
exergonic (-26.3 kJ/mol) and has the highest barrier of +71.8 kJ/mol, followed by HAT from the C-
terminal methyl group with a reaction free energy of -49.2 kJ/mol and a barrier of +58.9 kJ/mol.
The hydrogen abstraction from the C(alpha) position has the lowest reaction barrier and is also most
exergonic (Figure 4-11) that is also reflected by the RSE values (Figure 4-8) discussed in the
previous section. Again, these gas phase reaction barriers indicate that the C,-H bond in 1 is the
weakest C-H bond in the system and should thus be the preferred site for hydrogen abstraction by
CumOe. This finding is contrary to the interpretation of currently available experimental reaction
rates, where the C-terminal methyl group is assumed to be more reactive towards CumQe. In a case
like ours, where the electrophilic CumOe radical abstracts hydrogen from aliphatic C-H bonds of
1, the transition state (TS) is excepted to be polar in nature. It is generally expected that the polarity
of the medium has a significant influence on such a polar TS.'® % Solation effects may be
particularly relevant for our system (1) as the three sites of interest have different substitution
patterns that may result in different polar effects in the TSs. Most of the experimental data that we
have are calculated for reaction in acetonitrile and DMSO solutions. So, to estimate the effects of
solvation in a polar organic medium, the gas phase free energy surfaces for hydrogen atom transfer
have been corrected by single point solvation energy calculations at the PCM(acetonitrile)/HF/6-
31G(d)//(U)B3LYP/6-31G(d) level of theory. The solution phase free energy surfaces (AGsol) show
that the polar aprotic solvent acetonitrile as described by the polarizable continuum model (PCM)
destabilizes all transition states relative to the corresponding isolated reactants and products (Figure
4-11). The solvation-induced destabilization effect is largest for the TS for hydrogen abstraction
from carbon alpha (+45 kJ/mol), where the barrier in solution (AGsol) increases to 84.2 kJ/mol from
39.2 kJ/mol in the gas phase (AGz9s). More importantly, hydrogen abstraction from the C-terminal
methyl group is predicted to face the lowest free energy barrier of +81.6 kJ/mol in acetonitrile
solution. This trend in solution phase barriers agrees well with the experimental observation that
the C-terminal methyl group 1 is the preferential site of attack by CumOe for hydrogen abstraction.

4.2.5 Conclusions

The results obtained in this investigation to understand the reactivity pattern for HAT from aliphatic
carbons of glycine dipeptide 1 to cumyloxy radical CumQOe shows the following. The C-H bonds
of the N-terminal acetyl group, due to the presence of an electron withdrawing substituent, are
deactivated for hydrogen abstraction by CumOe. The reaction path for this process is the least
exergonic and has the highest reaction barrier in both gas and solution phase. The hydrogen atom
abstraction from carbon alpha is the most exergonic in glycine dipeptide 1, because of the generation
of captodatively stabilized radical rlce. This position is also the most favourable for hydrogen
abstraction in terms of gas phase reaction barriers. Perhaps the most important conclusion so far is
that the neighbouring lone pair donor-activated C-H bonds at the C-terminal methyl group has the
lowest solution phase free energy barrier for radical hydrogen abstraction by CumOe among all C-
H bonds in glycine dipeptide 1. The polarity of the medium thus plays a crucial role in such a polar
HAT processes.

4.2.6 Outlook

Going further, we will investigate the reaction of glycine dipeptide 1 with di-tert-butylhyponitrite
(t-BuON=NOBu-7), which can generate alkoxy radicals (-BuO¢) under mild conditions.
Investigation includes synthesis of initial compounds: radical source +-BuON=NOBu-#, glycine
dipeptide 1 and possible products of the reaction. Figure 4-12 depicted the calculated classical
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deuterium kinetic isotope effects (KIE) on the reaction barrier for hydrogen abstraction reaction
from different carbon centres of 1 by the CumOe radical calculated at G3(MP2)-RAD level.
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Figure 4-12. Classical deuterium kinetic isotope effects (KIE) on gas phase free energy surfaces
(AGaes, in kJ/mol) for hydrogen abstraction reaction from different carbon centres of 1 by CumQOe
calculated at G3(MP2)-RAD level.

The calculated KIE for 1 indicate a that its deuterated analogues react 5.5-7.5 times slower. The
synthesis of site-specific isotopically labelled analogues of glycine dipeptide 1 is planned to exploit
the KIE for investigating HAT reaction from glycine dipeptide 1 to the ~BuO-e radical. To see the
HAT dependence, the kinetics of the reactions will be measured in various solvents and different
conditions (temperature, concentration).
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4.3 Supporting Information
For: Stability of Peptide Radicals: Thermodynamics vs. Kinetics

4.3.1 Conformational Preferences

Table S4-1. List of minima for glycine dipeptide (1, Gly) and its radicals [r1ace (rAce), rlce (rGly)
and rinme (rNMe)] obtained from geometry optimization at (U)B3LYP/6-31G(d) level of theory
in the gas phase using systematic conformational search.

oI Molecule (U)B3LYP\6-31G(d) G3(MP2)-RAD
() | v | [O]] | (V) | Ca | Peptide | AE | AHzgg | Angg AE | AHzgg | Angg
Glycine dipeptide (1)
1 Gly 0 30 180 180 82 291 173 183 C7 tt 00 00 48 00 00 27
2 GlyD C5 CSSym! 180 180 180 180 C5 tt 35 20 01 57 42 0.1
3 Gly 20 160 180 180 180 180 180 180 C5 tt 3.5 2.0 0.0 5.7 42 0.0
4 Gly 0 40 180 180 123 338 188 176 B2 tt 10.9 10.1 127 123 11.5 119
5 Gly 0 160 180 0 180 180 180 4 C5 tc 114 9.8 10.1 122 10.7 8.8
6 Gly 20 40 0 180 94 2 6 182 aR ct 190 179 225 175 165 18.8
7 Gly 50 0 180 0 94 243 164 1 C7 tc 200 201 236 195 19.6 209
8 Gly 180 90 0 180 180 180 360 180 C5 ct 228 20.7 21.8 257 237 227
9 Gly 20 180 0 180 75 152 349 178 B ct 275 262 304 282 269 29.0
10 Gly 180 130 0 O 180 180 360 3 C5 cc 309 285 31.0 327 303 30.7
11 Gly 40 170 0 0 71 170 347 3 B cc 387 37.0 420 37.8 362 39.0
12 Gly 20 60 0 0 77 71 358 6 aR cc 419 409 462 40.0 39.0 42.1
13 Gly 20 40 180 0 70 43 186 4 oR tc 444 427 439 404 38.8 378
14 Gly 180 60 0 0 197 64 350 356 P2 cc 452 442 485 434 425 446
15 Gly 170 20 0 0 208 64 351 4 B2 cc 457 445 478 427 41.6 427
rlcq (rGly)
1 rGlyD C5 CSSym! 180 180 180 180 C5 tt 0.0 0.1 2.8 0.0 0.1 2.8
2 rGly 170 110 180 180 180 180 180 180 C5 tt 0.0 0.0 0.0 0.0 0.0 0.0
3 rGly 110 160 180 0 180 179 180 357 C5 tc 7.7 7.9 8.9 5.9 6.1 7.2
4 rGly 160 120 0 180 180 180 360 180 C5 ct 113 10.7 17.1 10.8 103 16.7
5 1rGly 160 90 0 0 180 179 0 356 C5 cc 187 183 249 167 163 229
6 rGly 170 20 180 180 184 15 176 216 2 tt 315 312 388 27.1 268 344
7 rGly 40 0 180 180 5 1 181 174 oR tt 31.6 321 36.5 309 314 358
8 rGly 130 0 0 180 174 346 2 147 B2 ct 328 324 412 279 275 363
9 rGly 40 180 0 180 38 186 9 183 B ct 43.1 423 48.6 39.7 389 452
10 rGly 120 10 180 0 180 343 183 355 P2 tc 45.1 455 537 41.1 415 497
11 rGly 140 50 0 O 181 18 358 4 B2 cc 479 482 578 43,1 434 53.0
12 rGly 30 20 0 180 56 12 14 202 aR ct 53.6 523 602 458 445 524
13 rGly 20 170 180 180 42 196 195 197 B tt 594 574 629 497 477 532
14 rGly 20 150 180 0 42 197 195 357 B tc 685 665 712 59.1 572 619
15 rGly 0 40 0 0 41 25 13 356 oR cc 69.8 69.1 78.0 604 59.8 68.7
16 rGly 20 50 180 0 21 46 190 9 aR tc 729 719 785 62.6 61.6 68.2
rlace (rAce)
1 rAce 0 180 180 180 278 68 189 177 C7 tt 0.0 0.0 0.0 0.0 0.0 0.0
2 rAce 0 40 180 180 124 339 191 177 B2 tt 113 104 75 11.8 11.0 8.1
3 rAce 10 90 0 180 90 10 9 181 aR ct 19.1 18.4 163 16.6 16.0 13.8
4 rAce 50 0 180 0 91 240 160 0 B uc 203 20.5 20.0 19.1 19.3  18.8
5 rAce 130 140 0 180 181 180 0 180 C5 ct 23.6 21.6 13.5  26.0 24.1 16.0
6 rAce 180 130 0 0 180 180 360 3 C5 cc 315 295 250 329 309 264
7 rAce 20 180 0 180 70 153 347 178 B ct 31.6 304 253 314 302 25.1
8 rAce 20 60 0 0 79 68 7 6 oR cc 397 392 38,6 374 37.0 364
9 rAce 40 170 0 0 66 174 345 5 B cc 422 40.6 37.1 402 38.7 352
10 rAce 20 40 180 0 70 42 189 4 oR tc 446 428 397 39.6 379 348
11 rAce 180 60 0 0 187 62 348 355 2 cc 464 457 426 449 443 41.1
12 rAce 170 20 0 0 206 63 350 4 B2 cc 473 463 407 444 434 378
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rInve (NMe)
1 rNMe 0 0 180 180 279 67 187 178 C7 t 00 00 04 00 00 00
2 rNMe 180 180 180 180 180 180 180 180 CS5 t 97 80 00 106 89 06
3 rNMe 0 160 180 0 180 180 180 360 C5 tc 1.6 100 02 131 116 15
4 tNMe 0 40 180 180 125 334 190 180 P2 tt 145 137 9.0 154 146 95
5 rNMe 50 0 180 0 116 280 179 1 C7 tc 20.7 209 188 212 214 19.0
6 tNMe 20 40 0 180 97 3 8 181 aR ct 231 220 211 211 200 187
7 tNMe 130 140 0 180 180 180 0 180 CS5 ot 295 272 216 312 289 23.0
8 rNMe 180 130 0 0 180 180 360 359 C5 cc 30.6 284 242 330 309 262
9 rNMe 0 180 0 180 77 144 349 179 B ct 33.0 31.8 300 331 319 297
10 rNMe 40 170 0 0 71 173 348 2 B cc 368 355 351 367 355 347
11 rNMe 20 60 0 0 78 75 352 3 oR cc 41.1 40.6 410 41.1 406 406
12 rNMe 20 40 180 0 62 47 189 3 oR tc 42.0 410 351 402 393 329
13 rNMe 180 0 0 0 160 294 9 2 B2 cc 444 438 429 443 437 424

1" C5 conformation with CS framework group.

4.3.2 Thermodynamic Stability

Table S4-2. RSE values (in kJ/mol) for radicals rlace, r1cq, and rinme calculated at different levels
of theory using equations defined in Figure 4-3 and Figure 4-4 (CH4/CHj3 reference system).

rlace rlce rinme
AE | AHys | AGass AE | AHys | AGs AE | AHis | AGss
(U)B3LYP/6-31G(d)

Best Conf. -39.8 -37.3 -23.4 -105.2 -101.3 -96.9 -58.7 -56.9 -43.9
Bolz. Avg. -41.0 -38.2 -23.5 -106.3 -102.1 -96.6 -59.7 -57.5 -44.1
G3(MP2)-RAD
Best Conf. -25.7 -23.3 -14.3 -77.9 -74.1 -74.6 -47 .4 -45.7 -37.2
Bolz. Avg. -26.7 -24.4 -14.5 -78.7 -75.0 -74.2 -48.3 -46.6 -37.1

Table S4-3. Reaction energies (in kJ/mol) for HAT between CumOH and *CHj3 calculated at
different levels of theory.

AHagg
OH T  CHy —> O* + CH,

(U)B3LYP/6-31G(d) G3(MP2)-RAD
AE | AHys |  AGas AE |  AHws | AGs
Best Conf. -43.9 394 33.7 47 9.0 12.0

Table S4-4. Reaction energies (kJ/mol) for a HAT to CumOse from different carbon centres of 1
(that result in the formation of rlace, rlcs, and rinme radicals) calculated at different levels of
theory.

rlace rlce rinme
AE | AHxs | AGas AE | AHys | AGass AE | AHys | AGas

(U)B3LYP/6-31G(d)

Best Conf. 4.1 2.1 10.3 -61.4 -61.9 -63.2 -14.9 -17.6 -10.2
Bolz. Avg. 2.9 1.1 10.2 -62.4 -62.8 -62.9 -15.8 -18.2 -10.4
G3(MP2)-RAD

Best Conf. -30.4 -32.3 -26.3 -82.6 -83.1 -86.6 -52.1 -54.7 -49.2
Bolz. Avg. -31.4 -33.4 -26.5 -83.3 -84.0 -86.2 -53.0 -55.6 -49.2
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4.3.3 Potential Energy Surface

Table S4-5. Transition state (TS), reactant complex (RC) and product complex (PC) energies (AH,
kJ/mol) relative to separate reactants for hydrogen abstraction reaction from different carbon centres
of 1 by CumO- obtained at different levels of theory.

System (U)B3LYP/6-31G(d), AHas G3(MP2)-RAD, AHos G3(MP2)-RAD + PCM, AH,,
Filename RC | TS | PC RC | TS | PC RC | 1S | PC

rlace (rAce)
ace 1 -33.6 33.8 -24.4 - 14.3 - - 45.7 -
ace co ts 3 -33.6 354 -45.0 -39.7 21.6 -84.6 16.9 35.1 -41.2
ace co ts 9 -33.6 33.7 -30.1 -39.7 20.2 -74.6 16.9 48.8 -46.1
Isolated Product 2.1 -32.3 -58.3
rlcq (rGly)
ca co ts 7 -22.9 -5.5 -79.0 -353 -12.8  -116.2 2.1 28.0 -82.7
Isolated Product -61.9 -83.1 -94.9
rlnme (tNMe)
nme 14 -15.8 16.8 -37.5 -18.4 8.9 -86.3 6.2 27.3 -55.1
nme 19 -33.6 17.0 -40.1 - -4.7 - - 32.9 -
Isolated Product -17.6 -54.7 -78.5

Table S4-6. Transition state (TS), reactant complex (RC), product complex (PC) and isolated
products (IP) energies (AG, kJ/mol) for hydrogen abstraction reaction from different carbon centres
of 1 by CumO- obtained at different levels of theory.

System (U)B3LYP/6-31G(d), AGaos G3(MP2)-RAD, AGass G3(MP2)-RAD + PCM, AG.,l
Filename RC | TS | PC RC | TS | PC RC | 1S | PC

rlace (rAce)
ace 1 18.9 95.7 28.5 73.7 109.3
ace co ts 3 18.8 88.0 10.1 10.3 71.8 -31.9 71.2 89.5 15.7
ace co ts 9 18.9 89.0 21.8 10.4 73.0 -25.1 71.2 105.8 7.7
Isolated Product 10.3 -26.3 -48.1
ca co ts 7 21.0 48.8 -38.7 6.2 39.2 -78.4 435 84.2 -40.7
Isolated Product -63.2 -86.6 -94.2
nme 14 36.5 69.3 11.0 31.6 58.9 -40.3 60.3 81.6 -4.9
nme 19 18.9 83.2 18.3 59.1 100.9
Isolated Product -10.2 -49.2 -77.2
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Pyramidalization
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Ullrich Jahn*™@

/

Abstract: Simple monocyclic diketopiperazine (DKP)-derived
alkoxyamines exhibit unprecedented activation of a remote
C—0 bond for homolysis by amide distortion. The combina-
tion of strain-release-driven amide planarization and the per-
sistent radical effect (PRE) enables a unique, irreversible, and
quantitative trans—cis isomerization under much milder
conditions than typically observed for such homolysis-limit-
ed reactions. This isomerization is shown to be general and
independent of the steric and electronic nature of both the
amino acid side chains and the substituents at the DKP ni-
trogen atoms. Homolysis rate constants are determined, and
they significantly differ for both the labile trans diastereo-
mers and the stable cis diastereomers. To reveal the factors

influencing this unusual process, structural features of the ki-\
netic trans diastereomers and thermodynamic cis diastereo-
mers are investigated in the solid state and in solution. X-ray
crystallographic analysis and computational studies indicate
substantial distortion of the amide bond from planarity in
the trans-alkoxyamines, and this is believed to be the cause
for the facile and quantitative isomerization. Thus, these
amino-acid-derived alkoxyamines are the first examples that
exhibit a large thermodynamic preference for one diastereo-
mer over the other upon thermal homolysis, and this allows
controlled switching of configurations and configurational
cycling.

J

Introduction

The amide bond is one of the best-studied linkages because of
its profound implications on the structure and functions of bio-
molecules as well as organo- and biocatalysts." A strong
ny—m*c—o interaction, which is responsible for its planar
nature, and hydrogen-bonding abilities are central to making
the amide unit a powerful conformation-controlling ele-
ment.”® Deviation from the planar geometry greatly alters
both the physical and chemical properties of amide-containing
molecules.*® Luke$ proposed the structures of a bridgehead-
nitrogen-bearing lactam, 2-quinuclidone, and its one-carbon
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shorter homologue™ as early as 1938 and pointed out the dis-
ruption of the amide resonance in such twisted amides for the
first time because of violation of Bredt’s rule.”” Since then, the
chemistry of distorted amides, mostly incorporated into
medium-sized bridged lactam architectures, has captured the
imagination of chemists.”! The unambiguous synthesis of 2-
quinuclidonium tetrafluoroborate by Stoltz etal®' was a
landmark achievement more than 68 years after Lukes's publi-
cation."" Significant weakening of the N—C(O) bond is the
most important consequence of amide nitrogen pyramidaliza-
tion. The B-lactam antibiotic penicillin is a prime example of a
distorted amide, making it the warhead against harmful bacte-
ria and saving countless human lives."? Very recently, consider-
able interest in applications of nonplanar amides I, which are
not part of bridged lactam motifs,"¥ in transition-metal-cata-
lyzed N—C(O) bond activation by oxidative addition and cou-
pling via acylmetal species Il has emerged; its facility is a result
of ground-state destabilization of the distorted amide bond
(Figure 1)."'% This strategy can also be diverted to the decar-
bonylation of acylmetal species and subsequent cross-cou-
pling, thus formally activating the C—C(O) bond as a conse-
quence of N—C(O) insertion."” Amide bond pyramidalization
may also affect the strength of adjacent bonds. Scattered ex-
amples document C—N o bond-cleavage reactions in twisted
amides of types V and VI under reductive, oxidative, and alky-
lative conditions, as reported by the Aube®'¥ and Szostak®*?"
groups. The pK, of the aC—H bond to the carbonyl group is

© 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 1. a) Known examples of amide-twisting-mediated bond-activation
modes. b) Proposed selective homolytic cleavage of an adjacent C—O bond
controlled by amide-bond distortion.

dramatically lowered, and as a result of amide nitrogen pyra-
midalization in VII, its use in aldol additions is enabled.???
Similar effects were observed by Lloyd-Jones and Booker-Mil-
burn in sterically hindered amides such as VIIL?* which under-
go rapid proton switch via a twisted conformer because of
their enhanced aC—H acidity.

The strain associated with disrupting the geometry of the
amide bond should, in principle, also have significant implica-
tions for the strengths of C—Q bonds other than C—H bonds in
| and enable their activation. This has so far widely been ne-
glected; no studies exist. However, this principle may lay out
new avenues for the design of catalytic and thermal reactions
for the selective functionalization of amide-containing natural
products and feedstock materials. We recently introduced al-
koxyamines IX as diketopiperazine (DKP)-radical surrogates
and applied them in the synthesis of diverse bridged DKP
motifs that are present in numerous biologically active alka-
loids.”>" This transformation is controlled by the persistent
radical effect (PRE),**=" a powerful principle that governs the
selective radical coupling between transient and persistent
radical species X and XI. The homolysis of alkoxyamines is a
well-appreciated phenomenon that is applied in nitroxide-
mediated polymerization (NMP),®*% tin-free radical transfor-
mations,® and in materials research, which is a testament to
the power of PRE. However, the vast majority of these transfor-
mations require temperatures beyond 100°C to proceed,
which prohibits their application under milder conditions.
Thus, enormous interest exists in designing more labile alkoxy-
amines,® the homolysis of which can be triggered by external
stimuli under controlled conditions.®?”* Such labile alkoxya-
mines have been suggested as novel theranostic agents, ap-
plying transient and highly reactive alkyl radicals to irreversibly
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damaging unhealthy cells and using the simultaneously
formed persistent nitroxide radicals as diagnostic tools.***” For
such biological applications, the structures of alkoxyamines
should play an important role; ideally they should be biocom-
patible and assist binding to desired biological targets, a fea-
ture that is not given in current compounds of this type. Given
that DKPs constitute a large class of biologically active medici-
nally privileged scaffolds,”'™ we hypothesized that a combi-
nation of amino-acid-derived DKPs with nitroxides may prove
attractive for potential biomedical applications as theranostic
agents.

Herein we report that trans-substituted diketopiperazine-de-
rived alkoxyamines trans-IX are indeed a step on the way to
this goal, as homolysis surprisingly starts at temperatures as
low as 70°C for tertiary alkoxyamines and even below room
temperature for quaternary alkoxyamines. Preparative, structur-
al, and computational studies demonstrate that deviation of
the amide bonds from planarity is the cause for the significant
weakening of the adjacent C—O bond. This effect can be used
as a steering element for configurational switching to cis-IX by
a radical mechanism.

Results
Preparative trans —cis isomerization reactions

During a temperature screening to find optimum conditions
for PRE-mediated cyclization reactions, a trans—cis isomeriza-
tion of DKP alkoxyamines was discovered. Heating a 5:1 trans/
cis mixture of 1" in tBuOH at 80°C for 2 h provided pure cis-
1, the spectral data of which matched the minor component
in the original mixture (Figure 2A). Both isomers of 1 were in-
dividually crystallized, and their configurations were confirmed
by X-ray crystallography (Figure 3). Similarly, an inseparable
11:1 trans-2/cis-2 mixture with a benzyl group converged into
pure cis-2. Enantiomerically pure tryptophan-derived DKP
trans-3, bearing N-Me groups, also isomerized cleanly into the
cis isomer upon heating without compromising the residing
stereocenter. It is noteworthy that the isomerization proceeded
quantitatively regardless of the steric features of the nitrogen
substituents.

Hybridization and steric bulk of the C-substituent also did
not influence the direction of the isomerization, as a 1:1 trans/
cis mixture of aliphatic L-leucine-derived alkoxyamine 4 cleanly
and quantitatively isomerized on heating at 90°C, as revealed
by 'H NMR spectroscopy (Figure 2B). These results show that
the radical coupling during isomerization occurs with exclusive
diastereoselectivity, and thus, the isomerization of diketopiper-
azine alkoxyamines is unidirectional toward the cis isomers re-
gardless of the steric and electronic features of the nitrogen
and carbon substituents.

Solid-state and solution structures of trans- and cis-DKP
alkoxyamines

X-ray crystallographic investigation of DKP alkoxyamines cis-1/
trans-1, cis-2, cis-3/trans-3, cis-4, and trans-5 unambiguously

© 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 2. A) Thermal trans —cis isomerization of DKP-derived alkoxyamines.
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confirmed the relative trans configuration of the alkyl and al-
koxyamine substituents in the starting DKP alkoxyamines and
their cis configuration in the products (Figure 3). None of the
crystallographically determined structures reveals significant
steric interactions of the substituents. An immediately recog-
nizable feature in all molecular structures is that the alkoxy-
amine unit always occupies a pseudoaxial position in both the
trans and cis diastereomers. NOE experiments for the cis-1/
trans-1 and cis-2/trans-2 pairs also support a strong bias for
axial orientation of the alkoxyamine unit in solution (see the
Supporting information, Figure S1). The large difference in
thermodynamic stability and dramatic difference in the C—ON
bond strengths of the cis and trans diastereomers of alkoxy-
amines 1-4 should have a significant stereoelectronic origin.

It has been noted in the literature that simple alkoxyamines
having a heteroatom in the a position, such as a-alkoxy, a-eth-
ylaminyl, and a-phenylsulfanyl substituents, have small homol-
ysis rate constants (k;) and, consequently, high carbon-oxygen
bond dissociation energies, BDE(C—ON), which, however,
poorly correlate with the BDE(C—H) of the corresponding non-
alkoxyamine-substituted precursors.**** The common rational-
ization for these observations invokes the anomeric effect as
the origin of unusually strong C—ON bonds in those cases, as
also supported by computational studies, revealing the impor-
tance of hyperconjugative interactions between the lone pair
of electrons of the oxygen atom of the alkoxyamine and the
antibonding o* orbital of the neighboring aC—heteroatom
bond.*

Several features of the solid-state structures are noteworthy
(Table 1). The bond lengths of the C4—OTMP unit vary over a
rather small range of 0.01 A (atom numbering of X-ray struc-
tures in Figure 3) and are somewhat shorter than those in
comparable simpler cyclic a-carbonyl-substituted alkoxyamines
(cyclic ketones®™ 1.454 A, esters®" 1.435 A) but are longer than
those of a-amino-substituted alkoxyamines. Surprisingly, the

02
o R?
TMPO,‘}?C%N)@ a
1|
Ng1 R
c14(2N1 Cg )
o1 @
View through
N2-C21 bond

trans-5

Figure 3. X-ray structures of alkoxyamines cis/trans-1, cis-2, cis/trans-3, cis-4, and trans-5. The insets show the Newman projection of the DKP core along the
N2—C(0) and N1—C(O) bonds for trans-1, the common numbering scheme of the DKP skeleton, and the definition of the important C3—N2—C21-C2 dihedral

angle. For trans-5, R' = trans-CH=CHPh, R?=Ph.
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Table 1. Important structural/distortion parameters of alkoxyamines 1-5 characterized by X-ray crystallography.
Parameter trans-1 cis-1 cis-2 trans-3 cis-3 cis-4 trans-5
d(C4—-OTMP) [A] 1.436 1.429 1.428 1.429 1.433 1.426 1.429
d(C3-N2) [A] 1.355 1.341 1.344 1344 1340 1.345 1.351
d(C1-N1) [A] 1.351 1.354 1355 1354 1352 1.363 1.350
dihedral angle C3—N2-C21-C2 [’] 157.9 1783 171.9 165.0 177.0 178.1 165.0
dihedral angle C1-N1-C14-C4 [’] 169.0 174.7 179.2 1744 174.9 178.2 170.9
sum of angles at N2 (at N1) [’] 356 (359) 360 (360) 360 (360) 358 (360) 360 (360) 360 (360) 358 (359)
twist angle (7) at N2 (at N1) [] 9.1 (0.5) 2.7 (8.2) 3.0 (10.1) 33 (74) 1.8 (1.6) 3.4 (8.6) 9.8 (5.1)
Inz [7] 22.1 1.8 8.2 14.6 3.1 1.8 15.0
X [ 1.3 53 0.7 5.5 5.1 1.8 9.2
C3—N2 distance varies and is, except for trans-3, longer than in 8 6 O
the corresponding cis isomers, whereas the CI1—N1 bond N, "6 N,
lengths do not differ very much in both isomers. Ph H H Ph
. . N o 51 “Cy\16 G*(C4-N1) 50 “c,\19 N jCu
The C3—N2—-C21—-C2 dihedral angles of the trans-DKP units, L Ong N 0 N2 N2 0u, N0
as visualized in Figure 3, surprisingly show with 157-165° a OCINC;G/\ o g c;:;j\h‘cﬁ/\
.. . . 5 0, N2 o,
strong deviation from planarity, whereas the same dihedral i cz1|,’N Cas R R cal, O
. . .. i Ph H Ph
angles amount to 172-178° in the corresponding cis isomers. ois-t ;‘E\ . i‘i‘\ frans-A
2 Cs
At the same time, the dihedral angles involving the N1 atom o 4 niNz) . 4
also deviate, but not that strongly. Notable twisting of the N2— (C3=02)
. . . . ¢} 21 L [e] Cor
C(O) amide bond is also observed in trans-1 and trans-5 with N2 Planarity o o o

twist angles of 7=9.1 and 9.8°, respectively. The twist angles
go in opposite directions for both nitrogen atoms, in that they
are larger at N2 in the trans isomers but are larger at N1 in the
cis isomers, except for cis-3.

Pyramidalization of the N2 atom is significant, as determined
by calculation of the classical Winkler-Dunitz distortion para-
meters yy, and xy.>% In all characterized trans-alkoxyamines,
significant pyramidalization of N2 with y,,=14.6-22.1° is
found, and N1 is also distorted, though less strongly with y,; =
5.5-11.3°. In contrast, deviation from planarity of both amide
nitrogen atoms is small in the cis isomers, except for cis-2.
These data collectively demonstrate significant amide-bond
twisting and pyramidalization in all trans-alkoxyamine diaste-
reomers, whereas the distortion is much less marked in all cis
isomers.

Computational study of the structural effects in alkoxy-
amines 1

The relative importance of the anomeric effect and amide pyr-
amidalization for the observed reactivity of DKP-derived al-
koxyamines cis-1 and trans-1 was first evaluated by optimizing
their structures at the B3LYP/6-31G(d) level of theory and com-
paring them with the X-ray crystallographic results, which are
in good agreement (see Figure S7). Subsequently, the magni-
tude of these interactions was quantified by using natural
bond orbital (NBO) analysis at the B3LYP/6-31G(d) level of
theory (Figures 4 and S21, Table S3). Indeed, the lone pair of
electrons of the alkoxyamine oxygen atom interacts favorably
with the neighboring C—N, C—C, and C—H bonds, confirming
the presence of an anomeric effect.

However, the cumulative energies for these interactions as
well as their individual components are essentially identical for
both isomers (—75 kJmol™' for cis-1 vs. —74 kJmol™' for trans-
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Dihedral (C3,N2,C21,C2) = 166° B,

Figure 4. Important hyperconjugation interactions [k mol™'] (NBO) in cis-1
and trans-1 calculated at the B3LYP/6-31G(d) level of theory.

1), which implies that the stability difference between the
trans and cis diastereomers must have other origins than the
anomeric effect. The strongest donor-acceptor interactions in
these systems concern the C3/N2 amide resonance interaction,
which amounts to 308kJmol™' in cis-1 but to only
284 kJmol™' in trans-1. This difference is accompanied by
larger differences in amide bond planarity in these two stereo-
isomers, for which the calculated (O)C3—N2—C21—C2 dihedral
angles amount to 166° in trans-1 and 175° in cis-1. These
values differ somewhat from the experimentally obtained
values of 157.9 and 178.3°, respectively, but show the trend
very well.

Kinetics of isomerization, reductive radical quenching, and
cyclization of alkoxyamines 1 and 2

With solid structural information at hand, DKP alkoxyamines 1
and 2 were studied with respect to their potential for radical
generation under mild conditions by determination of their ho-
molysis, reduction, and cyclization kinetics.

The homolysis rate constants (ky) of the trans and cis diaste-
reomers of alkoxyamines 1 and 2 were found to be dramatical-
ly different. The isomerization of trans-1 was monitored by
'H NMR spectroscopy at four different temperatures, and the
experimental data fit to first-order kinetics (Figure 5A,B). Ho-
molysis of trans-1 was reasonably fast and is rate determining,
as no observable cyclization took place compared to the for-
mation of cis-1 upon heating in the 75-85°C temperature
range, which allowed determination of its kinetics (Table 2,
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Figure 5. A) A typical '"H NMR spectrum of the vinylic proton region at 80°C.
B) Kinetic traces for the isomerization of trans-1 between 70 and 85 °C.

Table 2. Kinetic data for the thermal isomerization of trans-1 and trans-2.

trans-1

TIK Ky [107457] t,, [min] AG* [ mol ]
343.15 1.6 72 109.3

348.15 3.3 35 109.0

353.15 6.1 19 108.8

358.15 11 1 108.5

ARl [s71 E, [kJmol™] AH* [kimol™] AS* UK "mol™"]
13.5x10" 131 128 54

trans-2

TIK ks [1074 7] t,,, [min] AG* [ mol ]
343.15 2.9 40 107.7

353.15 10 n 107.2

358.15 19 6 106.9

ARl [s71] E, [kJmol™] AH* [kJmol™"] AS* UK "mol™"]
9.83x10" 128 125 52

[a] A= Arrhenius factor.

Figures 5 and S2). The activation enthalpy was determined to
be AH" =128 kJmol™, and the corresponding activation entro-
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py was determined to be AS™=54JK "mol™'; the activation
energy amounts to E,=131kJmol™" by using the Arrhenius
equation.

The isomerization of trans-2, bearing a benzyl side chain,
into cis-2 was similarly studied and was found to proceed ap-
proximately 1.6 times faster than isomerization of trans-1
(Table 2 and Figure S3). The activation enthalpy of AH™=
125 kJmol™" and activation entropy of AS™=52 JK "'mol™" for
the overall transformation translate into an activation energy
of E,=128 kJmol™" (Figure S4). In the 70-85°C temperature
range, the homolysis of the cis diastereomers must be at least
2-3 orders of magnitude slower than or even negligible com-
pared to the homolysis of the trans diastereomer, that is,
Kdtrans) = Kaiais) (s€€ below). This allows approximation of the ob-
served rate constants for the isomerization process to the ho-
molysis rate constants of the trans diastereomers, that is, ko~
kd(trans)'

These results are fully supported by a computational investi-
gation performed at the (U)B2PLYP/G3MP2Large//(U)B3LYP/6-
31G(d) level in combination with the SMD continuum model
for DMSO solution (Figures 6 A and S11-S13, Table S8): DKP al-
koxyamine cis-1 is, in Gibbs free-energy terms, 12.1 kJmol™
more stable than trans-1 at 298.15 K. The barrier for radical
pair formation amounts to +120.5 kJmol™' for trans-1, where-
as that for cis-1 is higher, as expected, with +126.1 kJmol™".
The barrier for homolysis of trans-1 is slightly higher than the
value of +109 kJmol™" calculated from the experimentally de-
termined activation parameters (Table 2).

Quaternary DKP alkoxyamines have so far remained elusive,
and any attempts to isolate them have so far failed. Their for-
mation can be inferred experimentally from successful cycliza-
tion reactions that culminate in an approach to asperparali-
ne C.*” To define the reasons for their instability and to draw
conclusions that may lead to the design of DKP alkoxyamines
that only slowly homolyze at physiological temperatures, qua-
ternary DKP alkoxyamines trans-q1 and cis-q1 with fully substi-
tuted carbon atoms were computationally investigated (Fig-
ure 6B) and compared to the isomers of 1 (Figure 6A). On the
one hand, both the stereoelectronic and thermodynamic
trends are conserved, like those found for 1. Significant pyra-
midalization of the N2 atom in trans-q1 is observed with a
(O)C3—N2—C21—C2 dihedral angle amounting to 166° com-
pared to 171° in cis-q1 (Figures S22-524, Tables S4 and S6). On
the other hand, coupling of the transient tertiary DKP radical
with persistent 2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPO) be-
comes endergonic for trans-q1, and at the same time, the acti-
vation barrier for homolysis is significantly reduced in both iso-
mers, which thus makes DKP-derived quaternary alkoxyamines
q1 extremely labile (Figures S25-S27 and Table S9). These re-
sults, however, clearly point to opportunities to design DKP al-
koxyamines with a defined homolysis range, if the homolysis
rate constant of at least the cis isomer can be decreased by in-
creasing the strength of the C—O bond through optimizing the
substitution pattern at C4.

The assumption that homolysis of the cis diastereomers of 1
and 2 is negligible at lower temperatures is additionally sup-
ported by a radical reduction experiment (Figure 7 A). Heating
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the 11:1 trans/cis-2 mixture in the presence of an excess
amount of thiophenol (13 equiv.) at 70°C and monitoring by
'H NMR spectroscopy showed that isomerization into cis-2 ef-
fectively competed with radical reduction by thiophenol. More-
over, once trans-2 was fully consumed, the ratio of cis-2 to re-
duced DKP red-2 was approximately 50:50, and most impor-
tantly, it remained essentially constant upon heating for anoth-
er 3 h. In contrast, heating cis-2 with thiophenol under identi-
cal conditions, but at 110°C, led to clean formation of fully
reduced DKP red-2 (Figure 7B). Taken together, these experi-
ments convincingly demonstrate that cis-2 does not undergo
homolysis of the C—O bond at 70°C.

Knowing the homolysis rate constants, Kim=Kqang, fOr the
trans isomers of 1 and 2 (see Table 2) and that isomerization
does not compete upon homolysis of the cis isomers because
of a clean pseudo-first-order reduction (Figure 7B), the kg
values for cis-1 and cis-2 were obtained by applying the
method developed by Edeleva et al.,”® which is based on the
thermolysis of alkoxyamines in the presence of an excess
amount of PhSH. Clean first-order consumption of cis-1 and
cis-2 took place, and the ky rate constants were obtained in
the temperature range of 90 to 115 °C (Table 3, Figure S5). It is
noteworthy that under these conditions potential cyclization
reactions of both substrates were not observed, showing that
the rate of reduction is orders of magnitude faster.***® Com-
parison of these values with the homolysis rate constants for
trans-2 (see Table 2) shows that homolysis of cis-2 at 90°C is
1.5 times slower than the homolysis of trans-2 at 70°C, where-
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as the homolysis of cis-1 at 90°C is 1.8 times slower than that
of trans-1 at 70 °C. This confirms that the thermodynamic pref-
erence for the cis configuration is undoubtedly a consequence
of a significant difference between the bond-dissociation ener-
gies (BDEs) of the C—O bonds of the trans and cis isomers, as
was also confirmed by the computational study.

To determine the relative facility of the isomerization reac-
tion of the isomers of 1 and potential subsequent C—C bond-
formation reactions, the cyclization kinetics were determined
by thermolysis of pure cis-1 in the absence of PhSH at 100,
110, and 115°C and by monitoring the progress of the reaction
by "H NMR spectroscopy (Figure S6). A clean first-order decay
of the signals corresponding to cis-1 and the appearance of
signals corresponding to 6-exo-trig cyclization products syn/
anti-6 and 7-endo-trig cyclization product 7 were observed
(Figure 8 A). The cyclization was slow at 100°C and required
approximately 3 h to reach completion. However, the rate of
cyclization increased eightfold at 115°C. The obtained rate
constants for the first-order decay of cis-1 were with 3.7x 107,
1.6x1073, and 2.8x 10735 " at 100, 110, and 115 °C, respective-
ly, slightly smaller than those determined for reduction in the
presence of thiophenol (see Table 3).

This indicates that the cyclization rates are in the same
range as the reduction rates, and therefore, a mechanism for
the overall cyclization can be derived: the reaction proceeds
by slow homolysis of cis-1 followed by a slightly faster radical
cyclization step, which is terminated by fast radical coupling of
the bicyclic radical intermediates with TEMPO. This s

© 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Discussion

The 15-22° deviation of the amide nitrogen atom from planari-
ty in trans-DKP alkoxyamines 1-5, which are normal ring-sized
lactams, is a significant distortion for an amide bond.® Nitro-
gen atom pyramidalization in DKPs has been observed previ-
ously, however, only in proline- and pipecolic acid fused DKPs,

6-exo

7-endo

A\

WX
Ra gD

Figure 8. Thermal cycloisomerization of cis-1 into bridged DKPs syn/anti-6 and 7. A) First-order decay of cis-1 and formation of cyclization products 6 and 7 at
100°C. B) AGy,, [kJmol™"] profile for the cyclization steps calculated at the (U)B2PLYP/G3MP2Large//(U)B3LYP/6-31G(d) level of theory. Single-point solvation
energies were calculated for DMSO at the SMD/(U)B3LYP/6-31G(d) level of theory.

Chem. Eur. J. 2018, 24, 15336 - 15345 www.chemeurj.org

15342

© 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim



AP ChemPubSoc
\{* Europe

in which it is enforced by the conformation of the pyrrolidine
and piperidine rings.*®¢" In the monocyclic DKP alkoxyamines
reported here, amide pyramidalization is the main reason why
homolysis is significantly more facile for the trans diastereo-
mers than for the cis isomers. Strain release as a result of pla-
narization of the distorted amide bond and concomitant con-
jugation with the incipient radical center leads to significant
lowering of the transition-state energy required for homolytic
bond cleavage. It is significant that ground-state destabiliza-
tion of the amide bond in trans-alkoxyamines leads to a de-
crease in the strength of a bond that is two skeletal bonds
away. This C—O bond weakening is conceptually different from
the amide-bond-twisting-induced C—N weakening of adjacent
nitrogen substituents or the distorted N—C(O) bond itself.®>%*
To the best of our knowledge, such a mechanism for adjacent
bond activation is very rare®” A computational investigation
of quaternary DKP alkoxyamine analogues shows that substitu-
ent effects offer opportunities to modulate significantly the
temperature window in which controlled homolysis can occur,
thus providing prospect for future theranostic applications.

A second potential prospect is the possibility of temporary
information or energy storage by alkoxyamines (Figure 9), as
the DKP skeleton red-A can be charged by deprotonation and
oxygenation under kinetically controlled conditions to provide
trans-substituted alkoxyamines trans-A often with good diaste-
reoselectivity (Figure 9, step a). Thermal isomerization to the
strain-free cis-diastereomers cis-A leads to release (Figure 9,
step b), and reductive removal of the alkoxyamine restores the
original state red-A (Figure 9, step c). In this way, the system
might be recycled multiple times. Significantly, this process
occurs exclusively by directed configurational switching.

Diastereomeric excess has been previously noted for stereo-
isomeric alkoxyamines upon reversible homolysis and cou-
pling,’*>® by which an achiral nitroxide radical couples to a
chiral carbon-centered radical (Figure 10A). However, none of
the so-far-investigated diastereomeric acyclic alkoxyamines 8-
10, described by Marque and Ananchenko,*” Moad and Rizzar-
do,®@ and Georges,™ exhibited large diastereomeric preferen-
ces on thermal homolysis/radical coupling reactions. Only steri-
cally very crowded SG1-derived alkoxyamines 9 equilibrated
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Figure 9. An overall reversible introduction of amide distortion into DKPs, its
redox-neutral planarization, and reductive restoration.
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up to a 6:1 mixture if a 1:1 diastereomeric mixture or the indi-
vidual diastereomers was heated at 100°C. The most promis-
ing examples for directed isomerizations have so far proven to
be cyclic sialic acid derived anomeric alkoxyamines 11, recently
reported by Crich, providing a 7:1 ratio of o/f3 anomers at
90°C depending on the protecting groups.”®’" Alkoxyamines
11 are also interesting in that the nitroxide unit is attached to
a natural product core structure, providing the bias, but it
shows that a simple cyclic constraint as in 11 is not sufficient
to induce complete isomerization. However, combining the
cyclic constraint with the strain induced by amide distortion in
DKP alkoxyamines (Figure 10B) provides the necessary driving
force for a unidirectional three-point redox-fueled switching
system based on central chirality (see Figure 9).

The here-reported complete thermodynamic preference for
the cis isomer irrespective of steric and electronic factors is
unique for 3,6-disubstituted DKPs. Except for fused proline-de-
rived DKPs,”? such high thermodynamic bias has only been
observed for a few N-alkyl-N"-acyl DKPs because of the specific
distal effect of the N-acyl carbonyl group.”

Recently, it was suggested that the additive Winkler-Dunitz
parameter (X7 + y,) describes amide-bond distortions more ac-
curately on the basis of the linear correlation between
(X7+yy) and N—C(O) bond lengths or differences in N-/O-pro-
tonation aptitude.’*” The maximum possible value for a
fully perpendicular amide bond amounts to X7+ y,=150°.
Compared to this value, the total distortion in our most non-
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planar DKP trans-1 amounts to only 31.2° and our results thus
show that even a small additive amide distortion of one fifth
of the maximum value suffices in normal-sized lactams to trig-
ger interesting and unusual reactivity. The here-reported addi-
tive distortion values are similar to those found in sterically
hindered amides VIII reported by Lloyd-Jones and Booker-Mil-
burn® and in N-acylazetidines studied by Ohwada”® and Szos-
tak.[77]

Conclusion

In summary, the first example of a quantitative and stereo-
chemically unidirectional radical trans—cis isomerization of
DKP alkoxyamines was presented. Although radical coupling
reactions with nitroxides are generally known to be relatively
unselective, the thermodynamic preference for the cis configu-
ration was shown to be general and complete for all studied
DKP alkoxyamines, irrespective of the electronic and steric
nature of the amino-acid side chains and the alkyl groups at-
tached to the DKP nitrogen atoms. Structural studies with the
help of X-ray crystallography unambiguously confirmed the
stereochemistry of both the kinetic and thermodynamic prod-
ucts, as well as significant distortion of the amide bond from
planarity in trans-DKP alkoxyamines but to a much lower
extent in their cis isomers. Kinetic investigations of the isomeri-
zation by 'H NMR spectroscopy revealed the rate constants of
homolysis and allowed determination of the activation param-
eters for both the trans isomers and cis isomers of two repre-
sentative alkoxyamine pairs. These studies showed that isomer-
ization of the initial trans isomer into the more stable cis
isomer was faster than any follow-up transformation such as
radical reduction or cyclization. Quantum-chemical calculations
proved to be very valuable in rationalizing the importance of
structural and reactivity parameters governing the isomeriza-
tion and further transformations. On this basis, they also al-
lowed the prediction of the structure and reactivity of more
labile, not isolable quaternary DKP alkoxyamines. The studies
reported here have many implications. The generation of the
kinetic trans isomers having a defined absolute configuration
with good selectivity allows energy uptake through significant
amide distortion, which can be released by quantitative ther-
mal isomerization; significant are the complete stereoselectiv-
ity and stability under ambient conditions. The here-gained
knowledge may serve as a foundation for applications of this
novel class of amino-acid-derived alkoxyamines for the design
of smart and functional small molecules, in polymerization pro-
cesses to access amino-acid-derived or -terminated polymers,
and for the use of these amino-acid-derived alkoxyamines as
versatile amino acid surrogates. Studies toward envisioned ap-
plications of these alkoxyamines are ongoing in these laborato-
ries and will be reported in due course.
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5.1 Supporting Information

For: Unique Stereoselective Homolytic C-O Bond Activation in Diketopiperazine-Derived
Alkoxyamines by Adjacent Amide Pyramidalization

5.1.1 Technical Details

Force field-based calculations: The MacroModel module of Maestro 10.2,' was employed for
molecular mechanics (MM)-based conformational search using OPLS 2005 force field.

Quantum mechanics calculations: The geometries of all conformers were optimized at the
B3LYP/6-31G(d) level of theory in the gas phase.> The frequency calculations were performed at
the same level of theory and all minima were confirmed with all positive frequencies. Single point
calculations were done at double hybrid B2-PLYP/G3MP2Large® level. The energies were
calculated for a temperature of 298.15 K in the gas phase and the thermal corrections to the enthalpy
and Gibb’s free energy were obtained at the B3LYP/6-31G(d) level of theory. The solvent
correction for AGso was calculated for gas phase optimized geometries using the SMD* continuum
solvation model and subsequently added to gas phase Gibbs energies (AG2og) to obtain solution
phase Gibbs energies that will be mentioned as single point solvation free energies (AGsol-sp)-
Potential energy surface (PES): Geometry optimizations for all stationary points (minima,
complexes and TSs) along the PES have been performed at B3LYP/6-31G(d) level under implicit
DMSO solvation as implemented in the SMD solvation model. Energy minima, complexes and TSs
were confirmed by vibrational frequency calculation with 0, 0 and 1 imaginary frequencies,
respectively. All stationary points were checked for wavefunction stability (stable=opt). The nature
of transition states was further confirmed by IRC calculations [30 steps in both directions
(reverse/forward) with stepsize=3] followed by geometry optimization to a minimum. PES surfaces
were re-evaluated at B2-PLYP/G3MP2Large level. Orbital interactions were analyzed using NBO
6.0.°> All calculations were performed using Gaussian09, Rev. D.01.6

5.1.2 Diketopiperazine (DKP)-Derived Alkoxyamine (1)

A 0 o
) Ph O = Ph O S

e | 6 b

13 8 13>~
wN 4 1N ! i
—_—

wo gt ot
O Ph O  Ph

10 10

Reported structural parameters: 'C-70 Bond distance in A; C-/0O-"N Angle in degrees
SN Planarity dihedral(5,6,13,1); N Planarity dihedral(2,3,14,4)

Figure S5-1. [Figure S7] (A) An unusual trans-cis isomerization of diketopiperazine (DKP)-
derived alkoxyamine 1. (B) Structure of the lowest gas phase Gibbs energy (AG29g) minima of trans
and cis isomers of 1 obtained at the B3LYP/6-31G(d) level of theory.

For solvation-corrected energies, geometry optimization was performed at the B3LYP/6-31G(d)
level of theory in the gas phase, followed by a single point at higher levels of theory for selected
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conformers. Gas phase energy values were corrected with DMSO implicit solvation energies (AGsor)
calculated using the SMD solvation model at the same level of theory.

5.1.2.1 Conformational energetics
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Figure S5-2. [Figure S10] Solvation corrected conformational energetics for the trans(t)-cis(c)
isomerization of DKP-alkoxyamine (1) at different levels of theory.

Table S5-1. Solvation corrected conformational energetics (kJ/mol) for the trans(t)-cis(c)
isomerization of DKP-alkoxyamine (1) at different levels of theory.

B2PLYP-FC | MP2-FC B3LYP B3LYP | B3LYP-D3
S1 Cﬁfoﬁmer B3LYP/6-31G(d) | \G3npor arge | \G3MP2Large | \G3MP2Large | \co-pVTZ | \co-pVTZ
arket AEsol»sp | A["Isol»sp | AGsol—sp
1 ¢ 04 0.7 00 0.0 0.0 0.0 0.0 0.0
2 ¢ 3 08 11 12 : ] ] ] ]
3 ¢ 34 40 35 ; ; ; ; ;
4 c2 00 00 13 1.8 1.7 2.4 2.1 1.5
5 ¢7 48 51 64 ] ; ; ] )
6 c5 38 38 60 : ; ; ; ;
7 38 87 9.1 118 : ; ; ; ;
8 ¢ 16 1.8 122 134 : ; ; ; ;
9 ¢ 13 129 133 160 i ; ; ; ;
10 ¢ 10 78 9.0 132 ; ; ; ; ;
1 11 86 9.8 137 ] - ; ; ;
12 ¢ 12 105 110 153 : - ; ; ;
13 ¢ 15 107 105 142 : ; ; ; ;
14 t 92 9.5 127 11.9 6.1 16.0 15.5 10.2
15 ¢ 18 152 143 153 : ] ] i i
16 3 109 110 123 : ; ; ; ;
17 ¢ 4 142 146 180 17.3 15.0 19.5 19.3 18.9

Conformers in the energy window of 15 kJ/mol in terms of AE:: at B3LYP/6-31G(d) level have been reported.
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5.1.2.2 Mechanistic investigation

Table S5-2. Transition state (TS), reactant complex (RC) and product (P) relative energies (kJ/mol)
for the trans-cis isomerization, thermal cycloisomerization and radical recombination of DKP-
alkoxyamines (1) calculated at different levels of theory. (see Figure S5-3 for more information on

labels under path name).

Path Name FileName AGsol-sp AI—Isol-sp
(Label) RC TS P RC TS P

(U)B3LYP/6-31G(d)
trans-cis isomerization
ts_cis cis 6 196 40.5 72.8 -27.3 -6.7 11.9 -93.2
ts_cis cis 6 7 40.8 78.9 -20.9 -3.8 15.1 -88.5
ts cis cis 6 2 35.0 73.0 -26.3 -6.9 11.1 -94.0
ts_trans trans 6 216 38.6 81.7 -14.7 -7.9 16.9 -84.3
ts_trans trans 6 4 - 89.6 9.5 - 26.3 -79.3
Thermal cycloisomerization
ts 7 endo rTrans 6 11 - 81.9 -5.6 - 68.8 -16.8
ts 7 endo rCis_ 6 10 - 79.4 -12.1 - 67.6 -18.7
ts 6_exo rCis_6 _exo 5 - 72.3 16.8 - 60.9 8.4
ts 6_exo rCis_6 exo 3 - 74.7 19.1 - 61.2 9.2
ts 6_exo rCis_6 _exo 2 - 69.7 16.4 - 59.2 8.7
ts 6_exo rCis_6 _exo 6 - 69.7 15.7 - 59.5 7.3
ts 6_exo rCis_6 exo 1 - 68.3 13.0 - 58.3 7.1
ts 6_exo rCis_6 exo 4 - 78.6 19.3 - 62.8 10.1
Radical recombination
ts 7e rb rCis Bdg 2 322 553 -83.4 -22.0 93 -159.0
ts 7e rb rCis Bdg 1 24.9 56.1 -88.2 -26.0 -9.6 -160.3
ts_6e rb rCis 6 exo 2 4 53.3 76.0 -49.1 -1.0 3.8 -120.7
ts 6e rb rCis 6 exo 2 6 50.9 75.4 -56.9 -0.1 5.8 -125.3
ts 6e rb rCis 6 exo 2 3 52.5 82.8 -56.8 2.2 10.9 -126.1
ts 6e rb rCis 6 exo 2 1 52.0 76.5 -56.1 -0.5 5.9 -124.8
ts_6e rb rCis_ 6 exo 2 2 56.0 83.3 -95.3 1.4 -0.1 -164.1
/(U)B2PLYP/G3MP2Large//B3LYP/6-31G(d)
trans-cis isomerization
ts_cis cis 6 196 40.1 75.5 -50.6 -7.1 14.7 -116.3
ts_cis cis 6 7 - 82.4 - - 18.6 -
ts_cis cis 6 2 - 76.8 -48.9 - 15.0 -116.6
ts_trans trans 6 216 35.1 82.0 -38.5 -11.5 17.2 -108.1
ts_trans trans 6 4 - 91.1 -33.2 - 27.8 -103.0
Thermal cycloisomerization
ts 7 endo rTrans 6 11 - 85.1 -5.2 - 72.1 -16.4
ts 7 endo rCis 6 10 - 82.8 -12.2 - 71.0 -18.8
ts 6 _exo rCis 6 exo 5 - 74.3 11.8 - 62.9 34
ts 6_exo rCis 6 exo 3 - 76.4 14.6 - 62.9 4.6
ts 6 exo rCis 6 exo 2 - 71.5 11.6 - 61.0 39
ts 6_exo rCis_6 _exo 6 - 71.7 9.7 - 61.4 1.3
ts 6_exo rCis_6 exo 1 - 70.5 7.3 - 60.5 1.4
ts 6_exo rCis_6 exo 4 - 79.7 14.3 - 64.0 5.1
Radical recombination
ts 7e tb rCis Bdg 2 29.0 55.0 -104.3 -25.1 -9.5 -179.9
ts 7e tb rCis Bdg 1 22.1 56.9 -108.5 -28.9 -8.8 -180.6
ts 6e rb rCis 6 exo 2 4 473 72.5 -68.8 -7.0 0.3 -140.4
ts 6e rb rCis 6 exo 2 6 - - - - - -
ts_6e rb rCis 6 exo 2 3 47.9 - - -6.7 - -
ts 6e rb rCis 6 exo 2 1 - - - - - -
ts 6e rb rCis 6 exo 2 2 - 83.9 -115.3 - 0.5 -184.1
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Figure S5-3. [Figure S20] Solvation corrected Gibbs energy (AGsol-sp) surface for the trans-cis isomerization and reaction diagram for homolysis and
radical recombination of DKP-alkoxyamines (1) calculated at (U)B2PLYP/G3MP2Large//(U)B3LYP/6-31G(d) level of theory. A single point solvation
correction [AGsol, at SMD(DMSO)/(U)B3LYP/6-31G(d)] is added to AGaes [at (U)B2PLYP/G3MP2Large//(U)B3LYP/6-31G(d)].
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5.1.2.3 NBO analysis

03 ~. 0
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Figure S5-4. [Figure S21] Important hyperconjugation interactions (in kJ/mol) in cis and trans isomers of DKP alkoxyamines 1.

Table S5-3. [Table S3] Important hyperconjugation interactions (in kJ/mol, pop=nbo6) in lowest gas phase Gibbs energy (AG29s) conformers of cis and
trans isomers of DKP alkoxyamines 1 calculated at the B3LYP/6-31G(d) level of theory.

cis-1 trans-1

Donor Atom Acceptor Atom Atom E(2) Donor Atom Acceptor Atom Atom E(2)

Orbital 1 Orbital 1 2 kJ/mol Orbital 1 Orbital 1 2 kJ/mol
LP (2) 03 —  BD*(1) C4 N1 50.5 LP (2) 03 —  BD*(1) C4 N1 49.9
LP (1) 03 —  BD*(1) C4 H 8.5 LP(2) 03 —  BD*(1) C4 H6 9.8
LP (2) 03 —  BD*(1) C4 H 7.5 LP (1) 03 —  BD*(1) C4 H6 8.7
SUM 16.0 SUM 18.5
LP (1) 03 —  BD*(1) C3 C4 2.2 LP (1) 03 —  BD*(1) C3 C4 24
LP(2) 03 —  BD*(1) C3 C4 5.7 LP(2) 03 —  BD*(1) C3 C4 34
SUM 7.9 SUM 5.8
LP (1) N2 — BD*(2) C3 02 307.7 LP (1) N2 —  BD*(2) C3 02 283.7
LP (1) N1 —  BD*(1) C4 03 75.7 LP (1) N1 —  BD* (1) C4 03 78.1
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5.1.3 Quaternary diketopiperazine (QDKP)-derived alkoxyamines (q1)

5.1.3.1 Conformational energetics
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Figure S5-5. [Figure S23] (A) Gas phase conformational energetics for trans—cis isomerization
of q1. Geometry optimization was performed at the B3LYP/6-31G(d) level of theory in the gas
phase, followed by single point calculations at higher levels of theory for selected conformers. (B)
Lowest gas phase Gibbs energy (4G29s) minima in the trans/cis isomerization of q1.

Table S5-4. Gas phase conformational energetics (kJ/mol) for trans(t)-cis(c) isomerization of q1 at
different levels of theory.

. Conf. B3LYP/6-31G(d) \g?;/ﬁ)gij(gje
AGsol»sp | AH, sol-sp | AEsol—sp
1 c3 0.0 0.0 0.0 0.0
2 c1 2.4 1.6 1.4
3 c 4 2.9 34 2.8
4 c?2 4.6 4.5 4.8
5 c5 8.5 6.0 5.0
6 c 11 11.0 9.7 9.6
7 c 7 12.8 94 8.3
8 t1 12.3 8.2 7.6 8.1
9 t3 12.5 8.2 7.6
10 t2 12.7 8.1 7.6
11 t 4 13.4 11.8 11.6
12 tS5 14.6 10.4 9.6
13 t 26 14.7 10.4 9.6
14 t 17 14.7 10.3 10.3
15 t 6 15.0 13.3 12.8

Only the first 15 conformers in terms of lowest AE at B3LYP/6-31G(d) level have been reported.
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5.1.3.2 NBO analysis
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Figure S5-6. [Figure S24] Important hyperconjugation interactions (in kJ/mol, pop=nbo6) in cis
and trans isomers of QDKP alkoxyamine q1 calculated at the B3LYP/6-31G(d) level of theory.

Table S5-5. [Table S4] Important hyperconjugation interactions (in kJ/mol, pop=nbo6) in the
lowest gas phase Gibbs energy cis and trans isomers of q1 calculated at the B3LYP/6-31G(d) level

of theory.
cis-ql trans-ql

Donor Acceptor Orbital E(2) Donor Acceptor Orbital E(2)
Orbital 1 2 kJ/mol Orbital 1 2 kJ/mol
LP(2) O3 — BD*(1) C4 NI 364 LPQ2) O3 — BD*({) C4 N6 41.1
LP(1) O3 — BD*(1) C4 C29 149 LPR2) O3 — BD*() C4 (29 2.8
LP(1) O3 — BD*(1) C4 (29 14.8
SUM 17.6
LP(1) O3 — BD*(1) C3 (4 11.7 LP(1) O3 — BD*() C3 (4 2.2
LP(2) O3 — BD*(1) C3 (4 7.9
SUM 10.1
LP(1) N2 — BD*2) C3 02 3044 LP(1) N2 — BD*?2) C3 02 278.9

Table S5-6. Transition state, and product relative energies (kJ/mol) for the trans-cis isomerization
of q1 calculated at different levels of theory. (see Figure S5-7 for more information on labels under

path name)

Path Name Conf. (U)B3LYP/6-31G(d) (U)B/f]g ?g’ég‘"’;‘g{?arge

(Label) FileName - (d)
AG25)8 AGsol-sp AG25)8 AGsol-sp

Transition state
ts_cis ts_qdkp c6 2 72.1 90.2 67.2 83.9
ts cis ts qdkp c6 1 74.5 71.7 69.0 64.8
ts_trans ts gkdp t6 4 84.0 83.1 74.8 72.5
Product
cisql qdkp c6 3 6.5 23.7 -28.1 -12.3
trans-q 1 qdkp t6 1 18.8 37.8 -15.3 2.3
trans-q1 qdkp t6 25 23.2 36.7 -11.7 0.4
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Figure S5-7. [Figure S25(B)] Solvation corrected Gibbs energy profiles (AGsol-sp, kJ/mol) for trans-
cis 1somerization of QDKP alkoxyamine q1 calculated at (U)B3LYP/6-31G(d) level of theory. A
single point solvation correction calculated for implicit DMSO using SMD solvation model at
(U)B3LYP/6-31G(d) level of theory.
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A third generation of radical fluorinating agents
based on N-fluoro-N-arylsulfonamides

Daniel Meyer® ', Harish Jangra?, Fabian Walther!, Hendrik Zipse® 2 & Philippe Renaud® '

Radical fluorination has been known for a long time, but synthetic applications were severely
limited by the hazardous nature of the first generation of reagents such as F, and the strongly
electrophilic nature of the second generation of reagents such as N-fluorobenzenesulfonimide
(NFSI) and Selecfluor®. Here, we report the preparation, use and properties of N-fluoro-N-
arylsulfonamides (NFASs), a class of fluorinating reagents suitable for radical fluorination
under mild conditions. Their N-F bond dissociation energies (BDE) are 30-45 kJ mol~" lower
than the N-F BDE of the reagents of the second generation. This favors clean radical fluor-
ination processes over undesired side reactions. The utility of NFASs is demonstrated by a
metal-free radical hydrofluorination of alkenes including an efficient remote C-H fluorination
via a 1,5-hydrogen atom transfer. NFASs have the potential to become the reagents of choice
in many radical fluorination processes.
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he introduction of fluorine atoms into organic molecules

significantly changes their physical, chemical, and biolo-

gical properties, and is therefore very attractive for the
preparation of innovative materials, agrochemicals, and phar-
maceuticals' 3. Moreover, 18F-labeled organic compounds are of
high clinical interest as contrast agents for positron emission
tomography (PET)*®. This situation has created a strong
demand for efficient fluorination techniques. In the last 30 years,
the introduction of fluorine atoms using nucleophilic and elec-
trophilic reagents has led to remarkable advances. Radical fluor-
ination has been known for a long time, but synthetic applications
were severely limited by the hazardous nature of the first gen-
eration of reagents (Fig. 1a) such as F,7, hypofluorites (ROF)8,
and XeF,’. Recently, a second generation of reagents, initially
developed and optimized for electrophilic fluorination, changed
dramatically that picture and radical fluorination is becoming an
essential tool for selective fluorination under mild conditions
(Fig. 1b)19-13. Sammis and co-workers'# proposed in 2012 that
N-fluorobenzenesulfonimide (NFSI), Selectfluor”, and N-fluor-
opyridinum salts (NFPY), due to their low N-F bond dissociation
energies (BDE), may be used for radical fluorination. This
hypothesis was confirmed by the description of a radical fluor-
inative decarboxylation of tert-butyl peresters (Fig. 1b)!4 and 2-
aryloxy carboxylic acids using NFSI!> as a source of fluorine
atom. NFSI was also used by Zhang et al.!® for the copper-
catalyzed aminofluorination of styrene, by Britton and co-
workers!” for a tetra-n-butylammonium decatungstate-catalyzed
C(sp?)-H bond fluorination, and by Lectka and co-workers!8 for
the aminofluorination of cyclopropanes. Following the work of Li

Selectfluor®%20, this reagent became the most common reagent

for radical fluorination processes!'!. Using this reagent, the dec-
arboxylative fluorination?!-24 has been thoroughly investigated
and very recently the fluorination of tertiary alkyl halides was
reported?®. Interestingly, the fluorinative deboronation of alkyl-
pinacolboranes and alkylboronic acids catalyzed by Ag(I) with
Selectfluor’ was reported by Li (Fig. 1b)2°. Aggarwal and co-
workers?” reported that such a radical process involving Select-
fluor® was a competing reaction during the electrophilic fluor-
ination of boronate complexes. Boger and Barker?® developed an
Fe(III)/NaBH4-mediated free radical Markovnikov hydro-
fluorination of unactivated alkenes with Selectfluor’. A related
cobalt-catalyzed hydrofluorination reaction was reported by
Hiroya and co-workers?® using a N-fluoropyridine source of
atomic fluorine. Groves and co-workers>>3! developed recently
an appealing manganese-catalyzed procedure for C-H fluorina-
tion process using the nucleophilic F~ as the fluorine source.
The second generation of radical fluorinating agents has
transformed the field. However, they are often penalized by the
necessity to use a transition metal catalyst and by their strong
electrophilic/oxidative character. A careful look at the reaction
mechanisms shows that they are frequently involved in electron
transfer processes and that carbocation intermediates are gener-
ated by overoxidation processes. This was clearly demonstrated
by Li and co-workers!® for the non-catalyzed fluorinative dec-
arboxylation of peresters with Selectfluor” in the absence of a Ag
(I) catalyst. A third generation of reagents designed to work
efficiently under mild radical reaction conditions without being
involved in electrophilic or electron transfer processes is clearly

on the  Ag(I)-catalyzed  fluorodecarboxylation  with needed3>33. We report here that N-fluoro-N-arylsulfonamides
a Generation 1 b Generation 2
Fa ROF of
_ _ PhO,S_ _SO,Ph / | N
Fluorine Hypofluorite SNT -N +
! LNET N
XeF, F = ||:
Xenon difluoride N-fluorobenzene- N-fluoropyridinium
sulfonimide (NFSI) Selectfluor® salts (NFPY)
(0]
Ph NFSI Ph F
Ni-
07 “tBu Benzene-dg \/\r
110 °C 54%
0 (6]
AgNOg(cat.)
E/\O Selectfluor® ;/\O
: BPin ¢ TFAHPO, - F F
CH2C|2, H2O 82%
50°C, 24 h
c Generation 3 (this work)
Ar\N/ SOLAr
|
F
N-fluoro-N-arylsulfonamides (NFASs)

Fig. 1 The three generations of reagents for radical fluorination. a Fluorination reagents of first generation. b Example of fluorinative decarboxylation and

deboronation reactions using reagents of the second generation. ¢ General

2

structure of the N-fluoro-N-arylsulfonamides (NFASs) described in this work
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(NFASs) belong to this third generation of radical fluorinating
reagents (Fig. 1c). NFASs have been optimized for the
catecholborane-mediated hydrofluorination of alkenes and tested
in the fluorinative decarboxylation of peresters.

Results
Design of radical fluorinating agents. Initial investigations of
the hydrofluorination of alkenes started with the hydroboration
of 1-phenyl-1-cyclohexene 1a with catecholborane followed by
reaction with Selectfluor® and NFSI as fluorinating agents
(Fig. 2a). Reaction with Selectfluor® was highly exothermic and
led to decomposition of the intermediate B-alkylcatecholborane.
No trace of the fluoride 2a was detected by GC analysis. The
reaction with NFSI afforded 2a in 15% yield. In order to suppress
undesired side reactions caused by the electrophilicity of the
fluorinating agents, less electrophilic N-F reagents were tested.
Benzenesulfonamides 3a-3b and benzamide 3¢ were prepared by
fluorination of the corresponding amides3* and tested, but all
three N-fluoroamides proved to be inefficient (yields < 4%).
The disappointing results obtained with the N-fluoro-N-
alkylamides 3a-3c were interpreted as a consequence of a too
high BDE of the N-F bonds. In order to put this hypothesis on a
quantitative basis, N-F BDEs were calculated for Selectfluor®,
NEFSI, and 3a-3c in the gas phase and in DMF solution (Fig. 2b).
As in previous studies on radical stabilities of N-centered radicals,
geometry optimizations have been performed at the (U)B3LYP/
6-31G(d) level of theory®®>. Thermochemical corrections to
298.15K have been calculated at the same level of theory using
the rigid rotor/harmonic oscillator model. Improved relative
energies were obtained using the (RO)B2PLYP/G3MP2Large and
G3(MP2)-RAD scheme proposed by Radom and co-workers3637.
The stabilities for N-centered radicals obtained from fluoramides
R,N-F have been determined with reference to fluoroamine
(H,N-F) using the isodesmic fluorine exchange reaction shown
in Eq. (1).

R,N — F+ -NH, — R,N- + F— NH, AH,4, = RSE(R,N")

(1)

BDE(R,N — F) = RSE(R,N-) + BDE(H,N —F)  (2)

The reaction enthalpies (AH,9g) obtained from Eq. (1)
(commonly referred to as radical stabilization energies of the
substrate radicals R,Ne) can be combined with the reference value
for the H,N-F parent system (4286.6 k] mol—1)38 to obtain N-F
BDE values of the fluoroamines R,N-F as expressed in Eq. (2).
The trends in N-F BDE values are very similar at all levels of
theory and also in the gas phase and in DMF solution (see
Supplementary Figs. 219-221 and Supplementary Tables 4-7).
For the sake of brevity we will only discuss the results obtained at
the G3(MP2)-RAD level. In DMF solution the N-F BDEs of 3a,
3b, and 3c are calculated to be 263.0, 263.6, and 274.6 k] mol~!
(62.9, 63.0, and 65.6 kcal mol—1), which is close to the N-F BDE
in Selectfluor® (265.7kJ mol~!, 63.5kcalmol™!), but slightly
higher than in NFSI (259.3 k] mol~!, 62.0 kcal mol~!) (Fig. 2b).
These results are in line with the fact that such N-alkylamidyl
radicals are only weakly stabilized>> and have been used recently
g(l)r C-H chlorination, bromination, and xanthylation reactions3°-

In order to decrease the N-F BDE while maintaining enough
polar effects to favor the fluorination of (nucleophilic) alkyl
radicals, N-fluoro-N-arylsulfonamides (NFASs) 4 were investi-
gated (Fig. 3). A solution phase N-F BDE of 222.3 k] mol~! (53.1
kcal mol—1) was calculated for N-Fluoro-N-(4-(trifluoromethyl)
phenyl)benzenesulfonamide 4a, supporting our assumption that
N-aryl substituents should lead to lower N-F BDEs due to
stabilization of the corresponding amidyl radical by delocalization
onto the aromatic ring. Analyzing the impact of electron-
withdrawing substituents in the anilide moiety and of electron-
donating substituents in the arylsulfonyl moiety of 4a, we find
neither of these to lead to large alterations in the N-F BDE values.
In fact, all N-F BDE values calculated for NFASs 4a—4i cluster in
the range from 220.0-226.1kJmol~! (52.6-54.0 kcal mol 1),
which is well below that for NESI (62.0 kcal mol~!, this value is
in good accordance with the one of 63.4 kcal mol~! calculated
recently by Xue, Cheng and co-workers)33.

Attempts to prepare the simple N-fluoro-N-phenylbenzene-
sulfonamide were not successful, presumably due to side reactions
involving reaction of NFSI with the electron-rich aromatic anilide
moiety. After deactivation of the anilide moiety with electron-
withdrawing groups (CF;, F), the NFASs 4a-4i were readily
prepared by fluorination of the amides upon treatment with
Cs;CO; and NFSI and they could be purified by flash
chromatography followed by recrystallization from heptane

a
1) CatBH, DMA (cat.)
Ph 2) F-Reagent (3 equiv) Ph  Selectfluor®: not detected
DTBHN (0.1 equiv) NFSI: 15%, trans/cis1:1
- > 3a: 4%
DMF, 80 °C F o 3b 4%
. o,
1a 2a 3c: <1%
b N-F BDE 0 O o
\Y/4 :
S\N/ FsC N/t Bu
|
F F
Selectfluor® (265.7 kJ mol~") 3a R = i-Pr (263.0 kJ mol™") CFs
NFSI (259.3 kJ mol™") 3b R =t-Bu (263.6 kJ mol™") 3¢ (274.6 kJ mol™")

Fig. 2 Initial attempts of hydrofluorination via formation of B-alkylcatecholboranes. a Hydrofluorination of 1-phenyl-1-cyclohexene (1a) with Selectfluor®,
NFSI, and N-fluoro-N-alkylamides 3a-3c. b Solution phase (DMF) N-F bond BDEs (AH,,) calculated at the G3(MP2)-RAD level of theory
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Fig. 3 Preparation and characterization of NFASs 4a-4i. X-ray single crystal structure of 4a and 4f and solution phase (DMF) N-F BDEs calculated at the

G3(MP2)-RAD level of theory

(Fig. 3). The structures of 4a and 4f have also been determined by
X-ray crystallography and are depicted in Fig. 3. The N-F bond
lengths in 4a and 4f (1.43 and 1.44 A, respectively) were found to
be marginally longer than the N-F bond length in NFSI (1.42 A).
The structures obtained by X-ray crystallography match well with
those calculated at (U)B3LYP/6-31G(d) level (see Supplementary
Figs. 1, 2 and 218).

The hydrofluorination of 1-phenyl-1-cyclohexene (la) with
NFASs 4a-4i was examined. Results are summarized in Table 1.
The N-fluorosulfonamide 4a was tested first using 0.1 equivalent
of DTBHN as the initiator in DMF. The fluorinated product 2a
was obtained in 30% yield together with 8% of phenylcyclohexane
and 10% of 1a. Since DMF is a good hydrogen atom donor, the
reaction was tested in benzene and acetonitrile?>. However, the
desired fluoroalkane 2a was not formed in these less Lewis-basic
solvents (Table 1, entries 2-3). Other solvents such as N-
methylformamide, N-methyl-2-pyrrolidone, and hexamethylpho-
sphoramide were also tested, but they provided no improvement
over DMF. Using a larger amount of the radical initiator DTBHN
led to a slight but reproducible increase of the yield (Table 1,
entries 4-5, 45%). The other NFASs 4b-4i were tested under the
optimized reaction conditions of entry 4 (0.5 equivalent DTBHN,
DMF at 80 °C). NFASs bearing a second electron-withdrawing
group such as 4b-4d gave lower yields (Table 1, entries 6-8). The
other fluorinating agents 4e-4i provided the desired fluoride 2a
in similar yields (Table 1, entries 9-13, 40-47%). For practical
reasons, ease of preparation, and stability, the NFASs 4a and 4f
were selected for further studies. All the reactions reported in

G3(MP2) RAD[DMF]

Table 1 Hydrofluorination of 1a with N-fluoro-N-(aryl)
arenesulfonamides 4a-4i

1) CatBH, DMA (cat.)

Ph  2)4a-4i (3 equiv) Ph
initiator
—_—
solvent

F
1a 2a
Entry F-reagent Initiator (equiv) Solvent T (°C) 2a
yield [%]?
1 4a DTBHN (0.1) DMF 80 30
2 4a DTBHN (0.1) Benzene 80 -
3 4a DTBHN (0.1 CH5CN 80 -
4 4a DTBHN (0.5) DMF 80 45
5 4a DTBHN (1) DMF 80 45
6 4b DTBHN (0.5) DMF 80 9
7 4c DTBHN (0.5) DMF 80 23
8 ad DTBHN (0.5) DMF 80 30
9 4e DTBHN (0.5) DMF 80 41
10 af DTBHN (0.5) DMF 80 47
n 4g DTBHN (0.5) DMF 80 43
12 4h DTBHN (0.5) DMF 80 41
13 4i DTBHN (0.5) DMF 80 40
14 4a DTBPO (0.5) DMF 60 47
15 af DTBPO (0.5) DMF 60 51

2Yields determined by GC using n-undecane as an internal standard
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Table 1, except for the bulky 4g (entry 11), were finished in less
than 10 min. Therefore, running the reaction at lower tempera-
ture was attempted. At 60 °C, the use of di-tert-butyl peroxyox-
alate (DTBPO, easily prepared by reacting oxalyl chloride with
tert-butyl hydroperoxide in the presence of pyridine in DMF) as
an initiator*>*> provided highly reproducible and slightly
improved yields of 47% (4a) and 51% (4f) (Table 1, entries 14
and 15). The reaction is believed to be a chain process involving
the reaction of the N-arylsulfonamidyl radical with the alkylca-
techolborane to provide the desired alkyl radical. By comparison,
the yield obtained with NFSI under these optimized conditions
was significantly lower (29%). Beside the fluoride 2a, small

chromatography in similar quantities with all three fluorinating
agents. Interestingly, the presence of the starting alkene la was
also observed but in significantly larger proportion with NFSI
than with 4a and 4f (see Supplementary Table 1 and
Supplementary Figs. 3-5). Since the hydroboration process takes
place with complete conversion, the formation of the alkene 1la
results from undesired side reactions (see Discussion).

The scope of the metal-free hydrofluorination process was
examined with non-terminal alkenes 1a-1i and NFASs 4a and 4f
(Fig. 4a). The corresponding secondary and tertiary fluorides 2a-
2i were isolated in 48-68% yields. In many cases, the
mesitylenesulfonamide 4f gave higher yields than the benzene-

amounts of phenylcyclohexane were detected by gas sulfonamide 4a. Cyclopentene 1b was obtained with a good trans-
a 1) CatBH, DMA (cat.)
2) 4a or 4f (3 equiv)
R RS DTBPO (0.5 equiv) Rz R*
>:< > Rl > < RS
R R DMF, 60 °C . .
1 2

2a 48% (4f)
trans/cis 49:51

2b 53% (4f)
trans/cis 88:12

:/\OBn
: F

2e 51% (4f)

E ot
o F ~_F
F ‘. 7®/ 7®/

2c 62% (4a)
dr 98:2

2d 56% (4a)
dr 95:5

2f 53% (4f) :
dr 95:5 dr1:1 F
b
E F
2h 68% (4f) (+)-2-carene 1i 2i 67% (4f)
(from 2-carene)
Cc
Ph
PR 1) (+)-IpcBH, (1.2 equiv)
2) CH3CHO (6 equiv)
3) catechol (1.3 equiv)
q 4) 4f (3 equiv) )
DTBPO (0.5 equiv), “F
DMF, 60 °C, 1 h
1b (-)-trans-2b 52%

trans/cis 88:12, er 91:9

Fig. 4 Hydrofluorination of non-terminal alkenes. a The reaction works efficiently with secondary and tertiary radicals derived from di- and trisubstituted
alkenes, respectively. b The radical nature of the process is demonstrated by the ring-opening process observed with (4)-2-carene 1i. ¢ Preparation of the

enantioenriched fluoride (-)-trans-2b from alkene 1b is possible using (+)-i

sopinocampheylborane in the hydroboration step. Isolated yields are reported
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selectivity (trans/cis 88:12). The hydrofluorination of the a-
pinene- and nopol-derivatives 1c-1e afforded 2c-2e with high
diastereoselectivities (dr > 95:5). The B-citronellyl benzoate 1f and
the cholesteryl benzoate 1g were successfully hydrofluorinated in
53% and 48% yield, respectively. Preparation of the tertiary
fluoride 2h from 1,1'-bi(cyclohexylidene) (1h) worked as
expected (68% yield). The presence of a free radical intermediate
was demonstrated with (+)-2-carene 1i that produced the ring-
opening product 2i in 67% yield (Fig. 4b). Finally, based on our
recent work on the enantioselective hydroazidation*4, a one-pot
enantioselective hydrofluorination of 1b was performed (Fig. 4c).
This one-pot procedure includes a hydroboration of the alkene
with (4)-IpcBH,, conversion to the diethyl boronate, transester-
ification to the B-alkylcatecholborane and a final radical
fluorination. The fluoride 2b was isolated in 52% yield and 91:9
enantiomeric ratio.

Kinetic data. The rate constants for the fluorine atom transfer
process between a secondary alkyl radical and NFSI, 4a and 4f were
estimated using the cyclooct-1-en-5-yl radical clock*>~*”. The B-
cyclooct-1-en-5-ylcatecholborane 5 was prepared by hydroboration
of 1,5-cyclooctadiene and treated with the three fluorinating agents
(IN-F] reagent =12 M, three-fold excess) (Fig. 5a). The reaction
with NFSI afforded a 75:25 mixture of the 5-fluorocyclooct-1-ene 6
and 2-fluorobicyclo[3.3.0]octane 7. Both 4a and 4f afforded a nearly
equimolar mixture of 6 and 7. Based on this single concentration
experiment and the published rate constant for the cyclization
reaction (k.= 3.3 x 10*s71 at 80°C)*’, a rough estimation of the
rate constants for fluorine transfer can be made, which for NFSI
amounts to kg = 10°M~'s7! and for the two N-fluoro-N-aryl
(arenesulfonamides) 4a and 4f to ky =~ 3x10*M~—1s~1 at 80°C
(Fig. 5b). A preparative reaction was performed with 4f on 4 mmol
scale. It afforded the pure fluorides 6 (31% vyield) and 7 (22%)
(Fig. 5a).

Remote fluorination. The hydrofluorination of terminal alkenes
8a, 8b, and 11 was examined next (Fig. 6). The alkene 8a gave the
fluorinated product 9a in only 7% yield together with 7% of its
isomer 9a’ resulting from a radical mediated 1,5-hydrogen shift
and 50% of the corresponding alkane 10a. Running this reaction
in DMF-d; gave 9a (12%) and 9a’ (11%) together with 29% of the
alkane 10a with less than 5% D-incorporation. The improved

hydrofluorination/reduction ratio demonstrates that the non-
deuterated DMF is probably acting as a hydrogen atom donor.
However, the absence of deuterium incorporation demonstrates
that other sources of hydrogen atoms are also present in the
reaction mixture (including the intermediate organoborane and
the fluorinating reagent itself). The methylated alkene 8b was also
investigated. The presence of the methyl group was expected to
favor the hydrogen atom transfer step. Indeed, product 9b’ (30%
yield) became the major fluorinated product. However, a sig-
nificant amount of alkane 10b (34%) was still produced. Based on
these observations, it became clear that with suitable substrates,
the radical hydrofluorination process can be used for efficient
remote fluorination via 1,5-hydrogen atom transfer. A related
remote fluorination process involving photoredox generated
iminyl radicals has been recently reported?4. This point is
demonstrated by the hydrofluorination of the terminal alkene 11
that afforded the fluoride 12 in 68% yield with an excellent trans
diastereoselectivity.

Decarboxylative fluorination. The radical fluorination ability of
the NFASs 4a and 4f was further tested in the decarboxylative
fluorination of tert-butyl peresters and compared with NFSI and
Selectfluor” (Fig. 7). This reaction, due to its non-chain nature, is
not expected to be particularly efficient and recent methods have
clearly surpassed this procedure!®?3. However, this simple reac-
tion is very suitable to compare reagents involved in a radical
mediated metal-free fluorination process. The decarboxylative
fluorination of 13a using 5 equivalents of NFSI at 110 °C (sealed
tube) according to the condition of Sammis, except for the use of
benzene instead of benzene-dg, gave 3-fluoropentadecane 14a in
5% yield together with a complex mixture of alkenes. This out-
come is in line with the result of Li who ran the same reaction in
benzene at 110°C and did not observe the formation of the
fluoride 14a. All subsequent reactions were run in chlorobenzene
instead of benzene to avoid the use of a sealed reaction vessel and
only 2 equivalents of the fluorinating agent were used. Under
these conditions, the reaction was run with NESI, Selectfluor”,

and NFASs 4a and 4f. NFSI provided the fluoride 14a in 7% yield,
while Selectfluor” gave only traces of 14a (<2%, due to the high
polarity of Selectfluor®, the reaction was performed in a 1:1
mixture of chlorobenzene and DMPU). Interestingly, both 4a and
4f gave the fluoride 14a in moderate 48% and 47% yield. Similar

k,=3.3x 10% 57" (ref 47)
ke (NFSI) = 105 M~ s~

ke (4a) =~ 3 x 10* M~ s~*
ke (4f) =3 x 10* M~ 5!

a
F-Reagent (3 equiv) F
CatB DTBHN (0.5 equiv) +
DMF, 80 °C
5 6
b NFSI 6/7 75:25
4a  6/755:45
F-R t

b oo . 4 6/7 56:44

8|solated yields:
6 (31%) and 7 (22%)

Fig. 5 Rate constant determination using the (2)-cyclooct-1-en-5-yl radical clock. a Fluorination of boronate 5 with NFSI, 4a and 4f affords mixtures of
mono and bicyclic fluorides 6 and 7. b Estimated rate constants for the radical fluorination

6 | (2018)9:4888 | DOI: 10.1038/541467-018-07196-9 | www.nature.com/naturecommunications


www.nature.com/naturecommunications

ARTICLE

(1) CatBH, DMA (cat.)
(2) 4f (3 equiv)
DTBPO (0.5 equiv)‘

Op-CIBz

{

9a 7% (12%),2 9b 4%

Op-CIBz

)\/WOF}CIBZ
R

8a (R=H)
8b (R = Me)

8Reaction performed in DMF-d,

DMF, 60 °C

{

9a’ 7% (11%),2 9b’ 30%

Op-CIBz

?

10a 50% (29%),2 10b 34%

(1) CatBH, DMA (cat.)
(2) 4f (3 equiv)
| DTBPO (0.5 equw)
DMF, 60 °C “F
12 68%
(trans/cis 98:2)

Fig. 6 Hydrofluorination of terminal alkenes. The lower nucleophilicity of primary alkyl radical slows the direct fluorination and favors hydrogen atom
abstraction processes leading to remote fluorination of unactivated C-H bonds (p-CIBz = para-chlorobenzoyl)

RS
R2 ﬂ\ F-reagent
_——
R'™ S COgt-Bu CgHsCl, 110 °C
13
F ><
n-C12H25)\/ MCiaHas ™ ~F
14a 14b
NFSI: 7%
Selectfluor®: <2% NFSI: 3%
4a: 48% 4a: 46%
4f: 47% a: 47%

3
sz\
R SF
F
14
MeO™" “10OMe
H
NFSI: 22:/o (in CH5CN instead
da:  39% f CgHsCl)
4f: 33%

Fig. 7 Decarboxylative fluorination of tert-butyl peresters. The fluorinating reagents of the second generation provide the desired fluorides in significantly
lower yield than the one of the third generation due mainly to the formation of alkene side products

results were obtained with the tertiary radical derived from 13b.
Reactions with 4a and 4f gave 14b in 46% and 47% vyield
accompanied by 35% of the alkenes. NFSI afforded only traces of
the product 14b (3%) together with larger amounts of 2-
methyltetradec-2-ene and 2-methyltetradec-1-ene (64%) (see
Supplementary Figs. 10 and 11). The cholic acid derivative 13¢
was examined next. In that case too, NFSI (22% yield)
was inferior to 4a and 4f (39% and 33%, respectively).
Sammis and co-workers!* reported a yield of 50% for this reac-
tion when it was performed in deuterated acetonitrile on a 0.05
mmol scale.

Transition states and discussion. The higher fluorination rate
observed with NFSI relative to the NFASs results is best ratio-
nalized by polar effects. The paramount importance of polar
effects on the rate of radical reactions is well-established and has

been thoroughly discussed by Giese*8, Fischer and Radom*®

their leading review articles. Polar effects have been reported to
override thermodynamic effects for radical addition to alkenes®’.
Recently, Xue, Cheng and co-workers have reported that NFSI
has a fluorine plus detachment (FPD) value lower than that of N-
methyl-N-fluoro-p-toluenesulfonamides by 145.6 kJ mol~! (34.8
kcal mol~1) in acetonitrile solution. FPD values correlated well
with the reactivity of electrophilic fluorinating N-F reagents>?
The free energy surfaces for the fluorination of the isopropyl
radical in DMF solution have therefore been calculated at the
(RO)B2PLYP/G3MP2large level for NFSI, 4a, and 4f. The cal-
culations show slightly lower barriers for NFESI than for 4a
(AG*,08 = +46.1 vs. +51.3kJmol~!) and a somewhat higher
barrier for 4f (AG*,3 = +56.7 k] mol~1). The transition states
(TSs) for NFSI and 4f are depicted in Fig. 8a, b, respectively. They
are characterized by long C-F (2.32-2.33 A) and short N-F
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—

a b
Charge (NFSI) [-0.17| - |-0.16] Charge (4f) |-0.19] - |-0.16|
Spin (NFSI) 0.20] - [0.21] Spin (4f) 0.20] — [0.24]
Evolution of bond order (N-F) 17 -19% Evolution of bond order (N-F) 21 -25%
Bond elongation (N-F) 9-10% Bond elongation (N-F) 10— 12%
TS TS
v [kJ mol~1] 7 456.7 [kJmol~]
0.0 0.0
PhOS | SO,Ph Qo
| \‘ \Y4 ~ \\
+ I-Pr. F \ 24 6-M63Ph /S\N/4 CF3Ph !
\\ 1y I \
\ + i-Pr. F \\\
\‘ ‘\
\\ \\
\ \‘\
-221.5 \
—
PhO.S . SO-Ph -260.6
-+ i-Pr-F
\Y4
4-CF4Ph
2,4,6-MegPh~S N~ T T3
+ i-Pr—F
Fig. 8 Calculated transition states for the fluorination of the isopropyl radical. a Free energy surfaces (AGgo-opt, in kJ mol~—") in DMF solution for the

reaction of isopropyl radical (i-Pr=) with NFSI and b 4f calculated at the (RO)B2PLYP/G3MP2Large level of theory. Distances (in A), NPA charges and NPA
spin distributions have been calculated at the SMD(DMF)/(U)B3LYP/6-31G(d) level of theory. Free energies in solution AGsopt have been obtained by
adding AG.o, [(U)B3LYP/6-31G(d)/SMD(DMF)] to AGagg[(RO)B2PLYP/G3MP2Large//SMD(DMF)/(U)B3LYP/6-31G(d)]

(1.56-1.60 A) distances typical for very early transition states. The

transition state charge distribution is very similar for all three
fluorination reagents and indicates a charge transfer component

of ca. 0.15-0.19¢ from the radical to the reagent. This charge
transfer component is quite important for such an early transition

state, where only 20-24% of the spin density has left the substrate

isopropyl radical. Interestingly, the most significant difference
between the NFSI and NFAS transition states concerns the length

of the N-F bond (1.56 A for NFSI against 1.58-1.60 A for
NFASs). In other words, the more electrophilic NFSI is able to
accommodate the extra electron density caused by the charge
transfer with less cleavage of the N-F bond relative to the NFASs
leading to an extra stabilization of the transition state in full

accordance with the polar effects aforementioned.

Both in the hydrofluorination and the decarboxylation
processes, NFSI provided the desired fluorinated products in
significantly lower yields than NFASs despite the observed higher
rate constant for the fluorine atom transfer. For both reactions,
the analysis of the crude reaction mixture showed the formation
of larger quantities of alkenes for reactions involving NFSI

relative to NFASs. The alkenes may result from at least three

competitive processes: a single electron transfer (SET) between
the fluorinating agent and the secondary alkyl radical leading to a
cation followed by loss of a proton; a post fluorination acid
catalyzed HF elimination; a radical cross-disproportionation
process involving the alkyl radical and the imidyl radical (NFSI)
or the amidyl radicals (NFASs). All these three processes are
expected to be more prominent when reactions are run with NFSI
relative to NFASs. Indeed, the electrophilic nature of NESI should
favor the SET process (pathway a). The HF elimination (pathway
b) was experimentally found to be trigger by HF itself. The
presence of HF may result from electrophilic reactions between
the fluorinating agents and DMF or tert-butanol (hydrofluorina-
tion reaction) or traces of water (decarboxylation reaction)®1>2,
Finally, the radical cross disproportionation process (pathway c)
is expected to be favored by the more reactive NFSI-derived
imidyl radical over the amidyl radicals derived from NFASs. The
difference of reactivity of these radicals is well-illustrated by the
calculated N-H BDE for the corresponding amides (H-NFSI:
BDE 454.2 k] mol~; H-4a BDE 393.0 k] mol~!; H-4f BDE 390.6
kJmol~! (see Supplementary Fig. 222 and Supplementary
Table 8).
8
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Discussion

We have developed NFASs, a class of fluorinating reagents sui-
table for radical fluorination under mild conditions. The bond
dissociation energies of the NFASs are 30-45 k] mol~! lower than
the one of NFSI and Selectfluor’. This favors smooth radical
processes over side reactions caused by the electrophilic and
oxidant properties of the previous generations of radical fluor-
inating agents. NFASs were successfully used in a metal-free
hydrofluorination method involving hydroboration with cate-
cholborane followed by a radical deborylative fluorination. By
using monoisopinocampheylborane (IpcBH,) in the hydrobora-
tion step, the asymmetric hydrofluorination of trisubstituted
alkenes can easily be performed. Remarkably, NFASs also proved
to be superior to NFSI in decarboxylative fluorination of tert-
butyl peresters demonstrating that they are attractive reagents for
a broad range of radical mediated fluorination processes. They
have the potential to deeply transform the field of radical fluor-
ination by enabling powerful transformations under milder
conditions than the former generations of fluorinating agents.

Methods

N-Fluoro-N-(4-(trifluoromethyl)phenyl)benzenesulfonamide (4a). To a solu-
tion of N-(4-(trifluoromethyl)phenyl)benzenesulfonamide (12.05 g, 40.0 mmol) in
DCM (400 mL) was added Cs,CO3 (16.90 g, 52.0 mmol) and stirred at room
temperature for 60 min. Then, NFSI (16.40 g, 52.0 mmol) was added and the
mixture was allowed to stir at room temperature for 5h. The mixture was diluted
with pentane (400 mL), filtered, and concentrated. The product was purified by
rapid column chromatography (heptane/TBME 85:15). Concentration of the col-
lected chromatography fractions to a volume of 100-150 mL promoted the crys-
tallization. The solution was stored for one night at 4 °C to yield 4a (10.15 g, 80%)
as a slightly yellow solid. R¢ 0.40 (heptane/TBME 9:1); m.p. 74-75°C.

N-Fluoro-2,4,6-trimethyl-N-(4-(trifluoromethyl)phenyl)-benzenesulfonamide
(4f). According to the procedure for 4a, starting from N-(4-(trifluoromethyl)
phenyl)-2,4,6-trimethylbenzenesulfonamide (17.17 g, 50.0 mmol). Crystallization at
4°C yielded 4f (16.16 g, 89%) as a slightly yellow solid. Ry 0.55 (heptane/TBME
9:1); m.p. 116-117 °C.

General procedure for the hydrofluorination of alkenes. To a solution of the
alkene (1.0 mmol), N,N-dimethylacetamide (14 pL, 0.15 mmol) in dry DCM (1 mL)
was added dropwise catecholborane (0.23 mL, 2.2 mmol) at 0 °C. The reaction was
allowed to stir at 30 °C for 16 h. The mixture was cooled to 0 °C and t-BuOH
(0.124 mL, 1.3 mmol) was added. The reaction mixture was stirred at room tem-
perature for 15 min, concentrated under vacuum, and the residue was dissolved in
dry DMF (2 mL). DTBPO (117 mg, 0.5 mmol) and 4a or 4f (3.0 mmol) were added.
The mixture was heated to 60 °C (preheated oil bath was used) and stirred at this
temperature for 30-45 min. The crude product was purified by column
chromatography.

Data availability

Data supporting the findings of this work are available within the paper and its
Supplementary Information files and from the corresponding authors on request.
Source data for Supplementary Tables 9, 16 and 17 are provided as supplementary
data. CCDCs 1828679 and 1828684 contain the supplementary crystallographic
data for compound 4a and 4f, respectively. These data can be obtained free of
charge from The Cambridge Crystallographic Data Centre via http://www.ccdc.
cam.ac.uk/data_request/cif
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6.1 Supporting Information

For: A Third Generation of Radical Fluorinating Agents Based on N-Flouro-N-Arylsulfonamides

6.1.1 Methodology

As in previous studies on radical stabilities,! geometry optimizations have been performed with a
combination of the (U)B3LYP hybrid functional® and the 6-31G(d) basis set® in the gas phase.
Thermochemical corrections (corr. AH & AG) to 298.15 K have been calculated at the same level
of theory using the rigid rotor/harmonic oscillator model. Enthalpies (AH293) and Gibbs energies
(AGa9g) at B3LYP/6-31G(d) level have been obtained through addition of corr. AG and corr. AH to
AEq respectively. Improved single point total electronic energies (AEtwt) are obtained using the
(RO)B2PLYP*G3MP2Large and G3(MP2)-RAD scheme proposed by Radom et al.’ Final
enthalpies (AH298) and Gibbs energies (AGaos) have been obtained through a combination of AE:
calculated at (RO)B2PLYP/G3MP2Large and G3(MP2)-RAD with the thermochemical corrections
(corr. AG and corr. AH) calculated at B3LYP/6-31G(d) level. A scaling factor of 0.9806 has been
used for thermal correction to the G3(MP2)-RAD scheme. Single point solvation energies (AGsolv)
for DMF were calculated for gas phase optimized geometries using the SMD® continuum solvation
model and subsequently added to gas phase energies to obtain solution phase energies that will be
designated solution enthalpies (AHs=AH208+AGslv) and solution free energies
(AGso=AG298+AGsonv). In an alternative approached, geometry optimizations were carried out in the
presence of the SMD continuum solvation model for DMF at the (U)B3LYP/6-31G(d) level. The
Gibbs energies calculated using the implicit DMF optimized geometry are designated as AGsol-opt.
Radical stabilization energies (RSE) for N-centered radicals generated by N-F homolytic bond
cleavage in fluoroamines are measured with reference to fluoramine (H>N-F) using the isodesmic
fluorine exchange reaction shown in equ. 1a. RoN-F bond dissociation energies (BDE) can then be
derived from the calculated RSE values through the addition of the reference N-F BDE value in
H,N-F (286.6 kJ/mol)’ as expressed in equ. 1b.

RSEr,N—F
RZN_F + 'NH2 EE—— R2N' + HzN_F (18)
BDEgrN—r = RSErn—F + BDEE;(IZ—F (1b)

In a completely analogous manner, N-H bond BDE values in the respective amines (RoN-H) are
calculated using NHj3 as a reference. BDE values for important reference molecules are listed in
Table S1.

Table S6-1. [Table S1] Experimental and theoretical BDE values for reference molecules.

(Fluoro)Amine BDE (kcal/mol) BDE (kJ/mol) Methods

F-NH, 68.5 286.6% Derived from AH° (NIST database)’
H-NH» 107.57 £ 0.06 450.08 + 0.24* Photolysis”®
F-NH, 291.7 Wiws
H-NH, 450.3 Wiw®

*Value used as a reference.

Potential energy surfaces (PESs): Geometry optimizations for all stationary points (minima,
complexes and TS) along the PES have been performed at (U)B3LYP/6-31G(d) level in the gas
phase. Energy minima, complexes and TSs were confirmed by vibrational frequency calculation
with 0, 0, and 1 imaginary frequencies, respectively. All stationary points were checked for
wavefunction stability (stable=opt). The nature of transition states was further confirmed by IRC
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calculations [15 steps in both directions (reverse/forward) with stepsize=3] followed by geometry
optimization to the next minimum. In cases of very flat PES(s), manual displacement away from
the TS(s) followed by geometry optimization was employed. NBO charges were calculated using
the NBO6 module.'® All calculations have been performed with Gaussian 09, revision D. 01.!!

6.1.2 Structural Comparison (X-Ray vs QM)

X-Ray QM-Minimum

Figure S6-1. [Figure S1] Structural comparison between X-ray crystal structures and the
corresponding gas phase QM minima obtained at the B3LYP/6-31G(d) level of theory. Distances
are given in A.

128



A Third Generation of Radical Fluorinating Agents Based on N-Flouro-N-Arylsulfonamides

6.1.3 Bond Strengths (F—NR?)

Scheme S6-1. [Scheme S3] Gas phase (AH>98) and solution phase (DMF, AHso=AH298+AGsolv) F—
NR: BDEs and RSEs calculated at the G3(MP2)-RAD level of theory. AGsolv (single point solvation
energy) have been calculated at the SMD(DMF)/(U)B3LYP/6-31G(d)//(U)B3LYP/6-31G(d,p)
level of theory.

AH,gg (kd/mol) AH,; (kJ/mol)
G3(MP2)-RAD[gas] G3(MP2)-RAD[DMF]

-285 T r 275 -

RSE BDE i I : BDE
R — 1283 ¢ [ &% | T 320
30 + «— NFPY | 281§ Lo

315 ¢ N : : ; 1315
25 1 [.) 219 ¢ - 260

310 + M'NV i277 1 L 267 NFPY _+ 310
201 305 1 | 275 + L 265 ! 1 305
5T 300 4 j2m £ - 263 | + 300
101 o | oy £ L 261 - 1 205

5 + Ref. !

290 T 286.6 o Ref. T 290

0 +e <— HoN-+F ! -

. 285 1 2838 | ; 269
’ 280 1 {236 1 227 1 280
0T 275 3 ] | 2748 275
A5 1 o0 MBT14T - T8 |1 1 270
20 + Selectfluor® 1 7

265 + cl 1 225 » 1 265
251 -~ WN L 263.0

15 — » T 260

i 255 + 1 [ T2247 %\ 1285
35 4 : Selectfluor® ',

250 - NFSI st T 250
40 + QPP 233 T 223

245 + @zs\ﬂ;S@ + 245

1 F
45T o0 1 L -+ 222 + 240
1 232 +

B0 1 a5 112358 I ] I e
55 | 1 221

230 |'2306 [ ] + 230
60 + 231 |+
60T 225 1 I | - 22648 ...
T 2w [ ] 220.0 '+ 220
70 4 1 1219
701,51 230 + 215
-75 + 210 L + 210

Table S6-2. [Table S4] Gas phase (AH>9g) and solution phase (DMF, AHsoi=AH298+AGsolv) F—NR2
BDEs and RSEs calculated at different levels of theory. Ref. [BDE, NH>,—F = 286.6]

(U)B3LYP/6-31G(d) (RO)B2PLYP/G3MP2Large G3(MP2)-RAD
System AH>98 AHo1 AH>98 AHo1 AH>98 AH;o1

RSE| BDE| RSE| BDE RSE| BDE|RSE | BDE RSE| BDE| RSE| BDE
3a -185 268.1 -273 2593  -21.8 2648 -30.6 2560 -147 2719 -23.6 263.0
3b -18.4 2682 -264 2602 229 2637 -30.8 2558 -152 2714 -23.0 263.6
3c 7.8 2788 -16.6 2700  -10.0 276.6 -18.6 2680  -2.8 2838 -12.0 2746
4a -63.8 2228 -744 2122  -642 2224 737 2129 -548 231.8 -643 2223
4b -60.4 2262 -71.5 2151  -60.1 2265 -69.9 2167 -50.8 2358 -60.5 226.1
4c -63.6 223.0 -752 2114  -651 2215 -757 2109 -56.0 230.6 -66.6 220.0
4d 653 2213 -758 2108  -657 2209 -75.0 211.6 -55.8 230.8 -65.0 221.6
4e -61.7 2249 -71.7 2149  -60.9 2257 -70.1 2165 -51.5 2351 -60.8 225.8
4f -61.0 2256 -712 2154  -645 2221 -748 211.8 -558 230.8 -65.5 221.1
4g -60.3 2263 -713 2153  -64.6 2220 -752 2114 -51.5 2351 -62.2 2244
4h -59.9 2267 -702 2164  -63.4 2232 -73.6 213.0 -55.1 2315 -64.8 221.8
4i -61.0 2256 -71.4 2152  -64.6 2220 -750 211.6 -559 230.7 -65.7 220.9
NFSI 25.6 261.0 -363 2503  -29.5 257.1 -36.9 2497 245 262.1 -27.3 2593
Selectfluor®  -23.1 263.5 -30.9 2557 -258 260.8 -33.6 253.0 -13.1 273.5 -20.9 265.7
NFPY 312 317.8  22.6 3092 265 3131 179 3045  30.6 3172 22.0 308.6
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6.1.4 Bond Strengths (H—NR?)

Scheme S6-2. [Scheme S4] Gas phase (AH298) H—NR2 BDEs, (in kJ/mol) and RSEs, (in kJ/mol)
relative to the NHz/*NH> reference system calculated at the G3(MP2)-RAD level of theory.

H_ NFSI
' HoNSH

4542 BDEy= 450.08 kJ/mol® 3930 3906
$DE 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
298 | 450 ' 440 430 420 40 400 "I 80 380
RSE 4.1 574 |-59.5
L 1 Il 1 1 1 1 1 1 1 1 1 1 1 1 1 1
10 0 -10 20 30 -40 -50 -60 70

2See Table S6-1.

Table S6-3. [Table S6] RSEs (in kJ/mol) relative to the NHz/*NH; reference for the systems listed
in Scheme S4 at different levels of theory.

System (U)B3LYP/6-31G(d)[gas] |(RO)B2PLYP/G3MP2Large[gas] G3(MP2)-RAD[gas]
Y AEw | AHys | AGass AEw | AHyws | AGas AEw | AHas | AGaos

H_4a

Boltzmann Avg. -79.59 -74.64 -82.05 -68.23 -63.30 -70.96 -61.95 -57.12 -64.75
Best Conf. -79.01 -74.03 -81.01 -67.90 -62.92 -69.99 -61.64 -56.77 -63.88
H_4f

Boltzmann Avg. -83.53 -78.44 -83.02 -72.02 -67.15 -74.10 -64.49 -59.47 -66.74
Best Conf. -82.57 -77.39 -82.07 -71.19 -66.30 -73.23 -63.81 -59.02 -65.94
H_NFSI

Boltzmann Avg. -14.72 -9.06 -15.17 -5.93 -0.26 -5.84 -1.40 4.14 -1.52
Best Conf. -15.26 -9.60 -15.33 -6.22 -0.56 -6.28 -1.46 4.08 -1.63

6.1.5 Mechanistic Investigation

= NFSI - - 4a ~ ~ 4b
+

331 I‘, 2.32 232
\} 1
1 L ! ]
hd T Y
Ch (NFSI) |-0.17|-]-0.16] Ch (iso-Pr+) [0.16] - [0.17| Ch(4a) |-0.19|-]-0.15| Ch (iso-Pre) [0.15]-[0.19| Ch (4f)  |-0.19]-[-0.16]  Ch (iso-Pr+) [0.16] - |0.19]
Sp (NFSI) [0.20| - [0.21] Sp (iso-Pr+) [0.79] -0.80] Sp(4a)  10.20|-10.24] Sp (iso-Pr+) |0.76| - |0.80] Sp (4f)  ]0.20]-10.24]  Sp (iso-Pr+) [0.76] - |0.80]
100 T
TS
50 LN ey e—,
_-==""" 464, S 51.3 - 56.7 '\
03 To X 00 i 00 '
-50 N " : i
-100 3 NFsI 4a 4f
+ A * AN *
150 T iso-pre AN iso-Pre N iso-Pre
-200 + P \ \
-250 2215 P P
300 -260.8 -260.6

-350 -
Figure S6-2. [Figure S7] Solution phase optimized (DMF,opt) free energy (AGsol-opt) surfaces (in
kJ/mol) for the fluorine atom transfer process between iso-Pre and NFSI, 4a and 4f calculated at

the (RO)B2PLYP/G3MP2Large level of theory. Charge/spin is calculated using the NBO6 module
at the SMD(DMF)/(U)B3LYP/6-31G(d) level of theory.
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Table S6-4. [Table S12] Solvation phase optimized (DMF,opt) free energies (AGsol-opt, in kJ/mol)
for reactant complexes (RCs), transition states (TSs) and product complexes (PCs) energies relative
to separate reactants (ref.) for the fluorine atom transfer process from NFSI, 4a and 4f to iso-Pre
calculated at different levels of theory.

System (U)B3LYP/6-31G(d)[DMF,opt] (RO)B2PLYP/G3MP2Large[ DMF,opt]*
(Filename) RC | TS | PC RC | TS | PC

NFSI + iso-Pre (Ref.)

nfsi_ipr ts 25 29.4 44.3 -184.4 29.3 46.1 -185.1
nfsi_ipr ts 32 26.8 47.1 -186.2 30.8 53.6 -190.7
nfsi ipr ts 16 27.2 47.2 -184.4 27.4 48.4 -185.1
nfsi_ipr ts 30 29.4 47.2 -184.4 29.3 48.4 -185.1
nfsi_ipr ts 20 26.7 49.1 -184.7 26.3 50.5 -185.7
nfsi_ipr ts 34 28.6 49.3 -183.4 33.5 55.8 -182.1
nfsi_ipr ts 15 29.8 50.1 -175.1 324 54.9 -178.1
nfsi_ipr ts 23 27.0 50.4 -185.4 30.1 57.0 -184.7
nfsi_ipr ts 1 29.6 51.8 -174.4 31.5 56.3 -176.4
Separate Product -216.8 -221.5
4a + iso-Pre (Ref.)

ad ipr ts 13 26.4 45.3 -226.9 28.4 51.7 -232.1
ad ipr ts 16 30.1 45.5 -225.9 32.7 51.3 -228.9
ad ipr ts 15 26.0 46.6 -224.4 31.2 52.5 -229.5
a4 ipr ts 10 34.3 49.4 -222.1 39.1 54.5 -226.1
ad ipr ts 2 30.2 50.6 -225.0 28.3 52.0 -226.5
ad ipr ts 12 332 52.3 -221.8 34.6 56.5 -226.2
ad ipr ts 1 30.7 53.4 212.8 27.1 54.4 2217
ad ipr ts 9 36.4 54.1 -221.1 41.2 59.0 -225.0
a4 ipr ts 7 27.9 55.2 -222.9 24.2 56.2 -219.5
Separate Product -253.1 -260.8
4f + iso-Pre (Ref.)

f4 ipr ts 6 26.6 53.1 -220.2 27.4 56.7 -226.8
f4 ipr ts 9 - 54.7 -224.3 - 57.2 -229.7
f4 ipr ts 8 30.9 55.0 -225.2 29.8 57.6 -231.6
f4 ipr ts 4 322 57.2 -224.5 32.6 58.9 -225.8
f4 ipr ts 15 33.8 66.7 -217.7 30.4 64.3 -222.3
Separate Product -251.5 -260.6

2AGsol-op=AEtwtcorr. AG+AGson; corr. AG, corr. AH, and AGsoly were calculated at SMD(DMF)/(U)B3LYP/6-31G(d)
level. AE was calculated at (RO)B2PLYP/G3MP2Large// SMD(DMF)/(U)B3LYP/6-31G(d) level
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Figure S6-3. Solution phase optimized (DMF,opt) free energy (AGsol-opt) surfaces (in kJ/mol) for
the fluorine atom transfer process between iso-Pre and (A) NFSIL, (B) 4a and (C) 4f calculated at
SMD(DMF)/(U)B3LYP/6-31G(d) level. Faded bars are used to show the conformational space.
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6.1.6 Charge and Spin Analysis (Solution Phase Optimized)

Lowest energy (AG, 1)

TS structure
at ’
(U)B3LYP/6-31G(d)/SMD(DMF) ] %5

7
level “.?"‘

NFSI 4a 4f
N-F Bond
% Bond Elongation (Distance)? 9-10% 10-11% 10-12%
% Evolution of Bond Order (%E,)° 17 - 19% 20-23% 21 -25%
C-F Bond
% Bond Elongation (Distance)° 64 - 65% 61 -64% 61-63%
% Evolution of Bond Order (%E,)? 82 - 83% 80 - 84% 80 - 83%
Charge on Fluorinating Reagents in TS
Mulliken-Solvent(DMF) |-0.16] - |-0.15] [-0.17] - |-0.14] |-0.18] - |-0.14]
NBOG6-Solvent(DMF) [-0.17] - ]-0.16] [-0.19] - |-0.15] |-0.19] - |-0.16]
Spin on Fluorinating Reagents in TS
Mulliken-Solvent(DMF) [0.19] - |0.20] 10.19] - [0.23| [0.20] - |0.24]
NBOG6-Solvent(DMF) [0.20] - |0.21] 10.20] - |0.24| [0.20] - |0.24]

Figure S6-4. [Figure S8] TS analysis for spin and charge distribution and % of bond breaking and formation for fluorine atom transfer. This analysis is
conducted over implicit solvation optimized geometries at the SMD(DMF)/(U)B3LYP/6-31G(d) level of theory. % Bond elongation is the deviation of
bond distance in the TS to the avg. bond distances in reactants?/products®. % Evolution of bond rrder (%Ey) is the ratio of the Wiberg Index (Bi) of the TS
to the avg. B; of reactants®/products’. All properties are provided as a range that is calculated over conformational space(see Table S6-5 for more details).

Distances are given in A.
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Table S6-5. [Table S13] Transition state analysis for spin and charge distribution and % of bond breaking and formation calculated at the
SMD(DMF)/(U)B3LYP/6-31G(d) level of theory. NBO charge/spin is calculated using the NBO6 module.

% Bond Elongation (Distance) % Evolution of Bond Order [Wiberg Index(Bi)] Charge Spin
N-F C-F %N-F = % C-F = N-F  C-F % N-F = %C-F = . .

Molecule i 1A Dis. [A] (TS-RYR  (TS-P)P Bi B, 100-(B'/BY)  100-(B/B) Mulliken  NBO Mulliken NBO
4a
a4 ipr ts 1 159 228 11.2% 60.8% 0.68 0.16 23.4% 80.0% -0.17  -0.19 0.23 0.24
a4_ipr ts 10 157 233 9.9% 64.0% 0.71 0.13 19.9% 83.6% -0.14  -0.15 0.19 0.20
a4 _ipr ts 12 158 233 10.1% 64.2% 0.71 0.13 20.2% 83.5% -0.14  -0.16 0.19 0.20
a4 ipr ts 13 158 232 10.6% 63.3% 0.69 0.14 22.2% 82.8% -0.14  -0.16 0.20 0.21
a4 ipr ts 15 158 232 10.7% 63.6% 0.69 0.14 22.3% 83.0% -0.14  -0.16 0.20 0.20
a4 ipr ts 16 158 232 10.7% 63.3% 0.69 0.14 22.4% 82.9% -0.14  -0.16 0.20 0.21
a4 _ipr ts 2 159 228 11.1% 60.9% 0.68 0.16 23.1% 80.5% -0.16  -0.18 0.22 0.23
a4_ipr ts 7 159 228 11.2% 60.9% 0.68 0.16 23.5% 80.0% -0.17  -0.19 0.23 0.24
a4 ipr ts 9 157 233 10.0% 63.7% 0.71 0.13 20.0% 83.5% -0.14  -0.16 0.19 0.20
4f
f4 _ipr ts 15 1.60 228 11.8% 60.6% 0.67 0.16 24.7% 79.6% -0.18  -0.19 0.24 0.24
f4 ipr ts 4 1.58 231 10.3% 63.0% 0.70 0.14 20.6% 82.9% -0.14  -0.16 0.20 0.20
f4 ipr ts 6 1.60 232 11.4% 63.0% 0.68 0.14 23.5% 82.2% -0.15  -0.17 0.21 0.21
f4 ipr ts 8 1.60 232 11.7% 63.3% 0.67 0.15 24.2% 81.6% -0.16  -0.17 0.21 0.22
f4 ipr ts 9 1.60  2.32 11.7% 63.2% 0.67 0.15 24.2% 81.5% -0.16  -0.17 0.21 0.22
NFSI
nfsi_ipr ts_1 155 234 8.9% 64.5% 0.74 0.14 17.6% 82.4% -0.16  -0.17 0.20 0.21
nfsi_ipr ts 15 155 234 8.7% 64.7% 0.75 0.14 17.3% 82.9% -0.15  -0.17 0.20 0.20
nfsi_ipr ts 16 156 233 9.6% 64.3% 0.73  0.14 19.2% 82.3% -0.15  -0.17 0.20 0.21
nfsi_ipr_ts 20 156 233 9.6% 63.7% 0.73 0.14 19.4% 81.9% -0.16  -0.17 0.20 0.21
nfsi_ipr ts 23 155 233 8.8% 64.2% 0.75 0.14 17.2% 82.8% -0.15  -0.16 0.20 0.20
nfsi_ipr ts 25 156 233 9.6% 63.9% 0.73  0.14 19.3% 82.1% -0.15  -0.17 0.20 0.21
nfsi_ipr_ts 30 156 233 9.6% 64.3% 0.73  0.14 19.2% 82.3% -0.15  -0.17 0.20 0.21
nfsi_ipr ts 32 155 233 8.8% 64.1% 0.75 0.14 17.2% 82.7% -0.15  -0.17 0.20 0.20
nfsi_ipr ts 34 155 233 8.9% 64.2% 0.75  0.14 17.3% 82.7% -0.15  -0.17 0.20 0.20

Reactant (R) Product (P)

N-FBond: Dis[A] B# N-F Bond: Dis.JA] BR N-F Bond: Dis.JA] BR C-F Bond: Dis.[A] B
daav 143 0.89 dfavg 1.43  0.88 NFSIavg 142 0.90 iso-Pr 142 0.80
a4 1 1.43 0.88 f4 1 143 0.88 nfsi 1 142 091
a4 10 1.43 0.89 4 10 143 0.88 nfsi 10 142 091
a4 4 1.43 0.88 4 11 144 0.88 nfsi 11 143 0.90
a4 5 1.43 0.89 f4 3 143 0.89 nfsi 3 142 0.90

nfsi 4 142 0.90
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ABSTRACT: In order to quantify the electrophilic reactivities
of common Michael acceptors, we measured the kinetics of the
reactions of monoacceptor-substituted ethylenes (H,C=CH-
Acc, 1) and styrenes (PhCH=CH-Acc, 2) with pyridinium
ylides 3, sulfonium ylide 4, and sulfonyl-substituted chloro-
methyl anion S. Substitution of the 57 measured second-order
rate constants (log k) and the previously reported nucleophile-
specific parameters N and sy for 3—5 into the correlation log k
= sy(E + N) allowed us to calculate 15 new empirical
electrophilicity parameters E for Michael acceptors 1 and 2.
The use of the same parameters sy, N, and E for these different
types of reactions shows that all reactions proceed via a

=~
log k= sy(N + E) 7= GlO)Rh
Cl ZC(O)Me
Acc @<
Al SO,Ph -18
) CA . = 3 k ZCO,Me
= 8 DMSO ZCN .
N / ® SMe, > o
R @< @< 20 C_20 Ph\%C(O)Ph
Acc ZCOytBu & I
Acc B /e
Michael reference nucleophiles _22

relations of E to
Ph-=~c(0)Me :LUMO energies
Me\%COZEt - Parr's index o
Ph\%COZEt - H3C™ affinities

acceptors  with known N and sy

common rate-determining step, the nucleophilic attack of 3—$ at the Michael acceptors with formation of acyclic intermediates,
which subsequently cyclize to give tetrahydroindolizines (stepwise 1,3-dipolar cycloadditions with 3) and cyclopropanes (with 4
and §), respectively. The electrophilicity parameters E thus determined can be used to calculate the rates of the reactions of
Michael acceptors 1 and 2 with any nucleophile of known N and sy. DFT calculations were performed to confirm the suggested
reaction mechanisms and to elucidate the origin of the electrophilic reactivities. While electrophilicities E correlate poorly with
the LUMO energies and with Parr’s electrophilicity index @, good correlations were found between the experimentally observed
electrophilic reactivities of 44 Michael acceptors and their calculated methyl anion affinities, particularly when solvation by
dimethyl sulfoxide was taken into account by applying the SMD continuum solvation model. Because of the large structural
variety of Michael acceptors considered for these correlations, which cover a reactivity range of 17 orders of magnitude, we
consider the calculation of methyl anion affinities to be the method of choice for a rapid estimate of electrophilic reactivities.

B INTRODUCTION

Michael additions belong to the most important C—C-bond-
forming reactions in organic chemistry. Although kinetic
investigations of numerous Michael additions have been
reported in the past,'™ a general method to predict the
corresponding reactivities and selectivities is still missing.

It has been demonstrated that within narrow families of
Michael acceptors, relative reactivities correlate with the
corresponding LUMO energies.” Parr’s electrophilicity index,
which is defined as “the square of its electronegativity divided
by its chemical hardness”,* has also been reported to be a
measure for relative reactivities of structurally related electro-
philes.”™” In some reaction series, correlations with the local
electrophilicity index defined as the product of the global
electrophilicity index and the Fukui function at the reaction
site” have also been analyzed.””"”

In systematic investigations, we have shown that rate
constants for the reactions of carbenium ions, Michael
acceptors, and other sp> hybridized electrophiles with n-
(amines, alkoxides, etc.), m- (alkenes, arenes, resonance
stabilized carbanions, etc.), and o-nucleophiles (hydride donors,
alkylzirconocenes, etc.) can be expressed by the correlation

W ACS Publications © 2017 American Chemical Society

log kygoc = sn(E + N) (1)

where E is a nucleophile-independent electrophilicity parame-
ter, N is an electrophile-independent nucleophilicity parameter,
and sy is an electrophile-independent nucleophile-specific
susceptibility parameter, usually in the range 0.5 < sy < 1.2."

In previous characterizations of electrophilicities of Michael
acceptors, we have focused on nitro- and 1,1-diacceptor-
substituted ethylenes, which give persistent anions in reactions
with stabilized carbanions (reference nucleophiles) in DMSO
solution (Scheme 1)."* The kinetics of these reactions were
usually monitored photometrically.

This method, which allowed us to characterize the
electrophilicities of a large variety of Michael acceptors, could
not be adapted to the investigation of the synthetically most
important Michael acceptors, for example, monoacceptor-
substituted ethylenes, because the nucleophilic attack of
stabilized carbanions at acrylates, acrylonitrile, vinyl ketones,
or vinyl sulfones is usually reversible due to the low stabilization
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Scheme 1. Reference Reactions for the Determination of
Electrophilic Reactivities of 1,1-Diacceptor-Substituted
Olefins

k

EtO,C Acc DMSO EtO,C.__CO,Et

> © @t /:< Torem A
et0,c0 k¥ A/ A  20°C A PACe

K®
Acc
with known formation of persistent

N and sy carbanions

of the resulting carbanions. Other groups have circumvented
this problem by performing the kinetic investigations in
aqueous or alcoholic solution, where the initially generated
carbanions are immediately trapped by proton transfer from the
solvent.'”~**

A method to characterize Michael acceptor reactivities in
aprotic solvents (DMSO) has recently been employed for the
characterization of 1,2-diacceptor substituted ethylenes. By
employing nucleophiles which give adducts that undergo fast
subsequent intramolecular reactions, the reversibility of the C—
C-bond-forming step could be suppressed.”

We now report on the kinetics of the reactions of Michael
acceptors la—1i and 2a—2f with pyridinium ylides 3a—3f
sulfonium ylide 4, and the sulfonyl-chloro-substituted methyl
anion 5§ (Chart 1) and show that all reactions of these
structurally diverse nucleophiles with simple Michael acceptors
proceed with rate determining formation of one C—C-bond
followed by fast cyclization. In addition, we report that the rate
constants of all of these reactions follow eq 1, which allowed us
to determine the nucleophile-independent electrophilicity
parameters E for Michael acceptors la—1i and 2a—2f With

Chart 1. Electrophilicities of Acceptor-Substituted Olefins 1
and 2 Investigated in This Work by Using Pyridinium Ylides
3a—f, Sulfonium Ylide 4, and Carbanion § as Structurally
Diverse Reference Nucleophiles”

— Electrophiles

1e

= 1a, OMe
1b, OEt
1c, OtBu

o 0 0 o
fkoa r‘\oa J|/ L J/ e fj\Me Jl)kph
Me Ph Ph Ph Ph Ph
2a 2b 2c 2d 2 2

—— Reference Nucleophiles

&
N Acc

3a, Acc = CO,Et (26.71/0.37)
3b, Acc = CONE, (27.45/0.38)
3¢, Acc = CN (25.94/0.42) Cla_-SO,Ph
3d, Acc = COMe (20.24/0.60) )
3 = 46/0.

e, Acc = COPh (19.46/0.58) 5 (26.2710.42)

CN

(T % we s@b@
2
/g\@)j\Ph ©

3f (19.38/0.50) 4(21.07/0.68)

“Ts = p-tosyl. Reactivity parameters N/sy in DMSO are from the
following references: for 3a—f, ref 26; for 4, ref 27; and for §, ref 28.

these electrophilicities E, the rate constants of the reactions of 1
and 2 with any nucleophile of known N and sy values can be
predicted with high reliability. Quantum chemical calculations
are then employed to elucidate the origin of the observed
electrophilicities.

B RESULTS AND DISCUSSION

General. Since the (3 + 2)-cycloadditions (Huisgen
reactions) of Michael acceptors 1 and 2 with pyridinium ylides

Scheme 2. Concerted and Stepwise Cycloadditions of
Pyridinium Ylides 3 with Acceptor-Substituted Olefins 1 and
2

Acc
1,2
%
1 ¥
3 R3 Acc
R
@v ST OR
® Acc? Acc?
/
1
i Acc
R
-
Acc?

Scheme 3. Mechanisms for the Reactions of Acceptor-
Substituted Olefins 1 with (a) Sulfonium Ylide 4 and (b)
Carbanion §

(a) MeQS &
Ace kz MeZS (
i
fast
eN - SMe,
4
Acc
() clo Acc g, © ke aa
ﬁ + ﬁ — (| f—»
S0,Ph (9 ast

So,ph  -ci©  SOzPh

3 involve 6 electrons ([4x + 27]), concerted (k.,; Scheme 2,
right) or stegvmse (ky; Scheme 2, left) mechanisms have to be
considered.” In stepwise processes, intermediate betaines
are formed (k,) which cyclize (k,.) to give tetrahydroindolizines
(Scheme 2). For other 1,3-dipolar cycloaddition reactions,
stepwise mechanisms via diradical intermediates have also been
considered.”>™>* A stepwise mechanism via zwitterionic
intermediates has recently been reported for the 1,3-dipolar
cycloadditions of pyridinium ylides with substituted benzyli-
dene malononitriles and chalcones.*

DOI: 10.1021/jacs.7b05106
J. Am. Chem. Soc. 2017, 139, 13318—-13329
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Scheme 4. Synthesis of the Indolizines 7

2

2 2
icg ACC® | Chioranil Acc
@ N 1 Nago, |# @equiv) FNF
+ — - >
N gﬁ DMSO | N omso. SN~
o 1 20°C hee! | 20°C Nl
A e 1h 1h
3-HX 6 7
3-HX  Acc' 1 Acc? 7 (Yield)
3b-HBr CONEt, 1a CO,Me 7a (52%)
3c-HBr CN 1b CO,Et 7b (58%)
3d-HCI COMe 1c CO,Bu 7c (96%)
3c-HBr CN 1d CONMe, 7d (64%)
3d-HCI COMe e SO,Ph 7e (98%)
3a-HBr CO,Et 1f CN 7" (59%)
3e-HBr COPh 1g COMe 79 (74%)
3d-HCI COMe 1h COPh 7h (96%)

Scheme 5. Reactions of Michael Acceptors 2 with
Pyridinium Ylides 3

2
= Acc?  aqNaOH _ e
0,
‘N p N K20 Ph
e CH,Cl, XN
@ Ph A
x@ Acc! 20°C Acc'
3-HX 2 9
Chloranil CH,Cl, Chloranil
(1 equiv) 20 °C (2 equiv)
Acc? Acc?
N = N=
- Ph S N Ph
Acc' Acc!
10 8
3-HX  Acc! 2 Acc? 10 (Yield) 8 (Yield)
3a-HBr CO,Et 2b CO,Et 8b (89%)
3c'HBr CN 2b CO,Et 10c (89%)
3c-HBr CN 2b CO,Et 8c (85%)
3c-HBr CN 2c Ts 8d (90%)
3a-HBr CO,Et 2d CN 10e (90%)
3a-HBr CO,Et 2d CN 8e (90%)
3c-HBr CN 2e COMe 8f (50%)
3d-HCI COMe 2f COPh 8g (68%)

Scheme 6. Cyclopropanations of Michael Acceptors 1 with
Sulfonium Ylide 4

C)
Me,S BFY © © Acc Acc
Ace KOBU  |Me,S {
r DMSO L&
+ | —_— —
<15 min - SMe,
20°C
CN
CN CN
4HBF, 1 1 12
1 Acc 12 (Yield)
1a CO,Me 12a (64%)
1b CO,Et 12b (66%)
1c CO,tBu 12¢ (60%)
1e SO,Ph 12e (92%)
1f CN 12f (42%)
1g COMe 12g (67%)
1h COPh 12h (83%)

“For diastereomeric ratios see the Supporting Information.

The reactions of sulfonium ylide 4 and carbanion § with
Michael acceptors proceed stepwise, with initial irreversible

Scheme 7. Reactions of Chloro(phenylsulfonyl)-Stabilized
Carbanion $ (Generated from 13) with Alkyl Acrylates la—c

®
Na COR

cl COR NaoH (@ el
w —— Cl e
SO,Ph pmso —NaCl

20°C SO,Ph SO,Ph
13 1 14 rac-15

1a (R = Me) 15a (81 %)

1b (R = Et) 15b (80 %)

1c (R = tBu) 15¢ (79 %)

Scheme 8. 2:1-Product Formation by the Reaction of
Carbanion § (Generated by Deprotonation of 13) with
Methyl Acrylate 1a (2 equiv)

CO,Me
j‘ COMe  koBu OH
vz cl
Phoss - THF, —78°C
2 equiv i PhO,S
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Figure 1. (a) Decay of the absorbance of 3d ([3d], = 5 X 1075 M) at
427 nm during the reaction with le ([le], = 522 X 107* M) in
DMSO at 20 °C. (b) Linear correlation of kg, with the concentration
of le.

formation of intermediate betaines or acceptor-stabilized
carbanions, respectively (k,; Scheme 3). The subsequent ring
closures (k.) to cyclopropanes are usually fast pro-
cesses 27 2835=37

Products. The reactions of Michael acceptors 1 with
pyridinium ylides 3, generated by deprotonation of their
conjugate acids, 3-HX, in DMSO gave tetrahydroindolizines 6
as initial products (Scheme 4). Given that tetrahydroindolizines
had been reported to be unstable at ambient temperature,”’ we
did not attempt the isolation of 6 but oxidized them with
chloranil to the corresponding indolizines 7, which were
obtained in 52—98% yield after purification (Scheme 4).

The analogous (3 + 2)-cycloaddition of ethyl methacrylate 1i
with pyridinium ylide 3e (generated in situ from 3e:HBr and
NEt;) and subsequent decarboxylative oxidation with chloranil
was reported previously.”® The reaction of ethyl crotonate (2a)
with 3c*HBr under the conditions of the reactions in Scheme 4
furnished 2-methyl-substituted indolizine 8a in 84% yield.

CO,Et
= N
SN Me
o

Further 2-substituted indolizines were obtained by a
combination of styrene-derived Michael acceptors 2b—f with
pyridinium salts 3-HX under biphasic conditions (CH,Cl,/
aqueous NaOH). The initially formed tetrahydroindolizines 9

DOI: 10.1021/jacs.7b05106
J. Am. Chem. Soc. 2017, 139, 13318—-13329
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Table 1. Experimental and Calculated Second-Order Rate
Constants for the Reactions of Michael Acceptors 1 and 2
with Ylides 3 and 4 or Carbanion $ in DMSO at 20 °C

Electrophile Nucleophile & (M 's ) T T M T s T ke,
1a ° 3a 1.09 x 10° 8.17 x 107 1.33
3b 6.91 x 10°* 1.87 x 10° 3.69
OMe
\ 3c 2.02 x 10° 9.60 x 10° 2.10
E=-18.84 3d 137 x 10" 6.92 1.98
4 3.26 3.29 x 10' 0.10
5 1.64 x 10* 9.14 x 10° 1.80
1b " 3a 1.04 x 10° 6.71 x 10° 1.55
3c 1.72 x 10° 7.68 x 10° 224
[ESH 3d 1.12 % 10! 5.03 222
E=-19.07 4 3.89 2.29 x 10" 0.17
5 1.25 x 10* 731 x 10° 1.71
le o 3a 261 x 10° 252 % 10° 1.04
3b 3.40 x 10 5.58 x 10 0.61
0Bl
u
\ 3c 2.79 x 10> 2.52 % 107 111
E=-2022 3d 2.02 1.03 1.97
4 1.89 3.77 0.50
5 3.82x 10° 2.40 x 10° 1.59
1d o 3a 1.12 x 10 1.49 x 10' 0.75
NMe. 3b 1.39 x 10' 3.06 x 10' 0.45
2
! 3c 2.68 x 10 1.02 x 10" 2.63
E=-23.54
1le 3a 1.59 x 10° 123 x 10° 1.29
WSOZP" 3b 5.55x 10° 2.86 % 10° 1.94
3c 2.56 x 10° 1.53 x 10° 1.67
E=-18.36 3d 1.94 x 10" 1.35 % 10' 1.44
3e 4.09 437 0.94
4 2.36 x 10' 7.01 x 10' 0.34
1f CN 3a 1.89 x 10° 6.81 x 10 2.78
W 3b 3.80 x 10° 1.55 x 10° 245
E=-19.05 3¢ 3.63 x 10° 7.81 x 10 4.65
3d 2.36 5.15 0.46
3e 2.28 1.72 132
3f 2.56 x 10'¢ 1.46 17.6
4 4.96 2.35 x 10" 0.21
1g o 3a 6.80 x 10° 4.80 x 10° 1.42
3c 8.00 x 10° 7.16 x 10° 1.12
Me
| 3d 1.24 x 10 1.22 x 10 1.02
E=-16.76 3e 2,67 x 10! 3.67 x 10' 0.73
1h o 3a 3.47 x 10* 1.74 x 10* 2.00
3b 2.75 x 10* 432 x 10* 0.64
Ph
| 3c 4.89 % 10* 3.09 x 10* 1.58
E=-1525 3d 8.10 x 10° 9.86 x 10 0.82
3e 2.10 x 10° 2.76 x 10° 0.76
1i ° 3a 1.50 x 10" 2.86 x 10 0.52
Me\ﬁl\oa 3¢ 3.77 x 10' 2.14 % 10' 1.77
E=-2277
2a o 3a 4.16 1.43 x 10' 0.29
/WU\OE‘ 3c 2.87 x 10' 9.70 2.96
Me
E=-23.59
2b o 3a 2.98 6.47 0.46
o 3¢ 7.82 3.95 1.98
Ph
E=-2452
2¢ —— 3a 235 5.59 0.42
J/ 3¢ 7.18 335 2.14
Ph
E=-24.69
2d cN 3a 6.15 identical -
I
Ph
E=-246
2e fo 3a 1.78 x 10" 2.34x 10" 0.76
3b 2.55 x 10" 4.87 x 10" 0.52
Me
o 3c 3.90 x 10! 1.70 x 10' 229
E=-23.01
2f o 3a 331 %107 5.1 %107 0.65
fJ\Pn 3b 3.20 % 107 1.16 x 10° 0.28
Ph 3c 6.17 x 107 5.64 % 107 1.09
E=-19.39¢ 4 3.41x10'° 139 x 10' 2.46

“Calculated by eq 1 from N, sy (Chart 1), and E from this table. bBis-
exponential decay of the absorbance was observed and only the initial
rate was used to determine k,. “Not used for the determination of E as
the reaction rate may already be enhanced by a partially concerted

13321

Table 1. continued

cycloaddition (ref 25). “The previously reported electrophilicity value
of E(2f) = —18.82 (ref 14g) was derived only from the rate constant
for the reaction of 2f with 4 and is revised in this work. “Second-order
rate constant k, from ref 14g.

.o 0% %8S cop,
o L A
2 b , Ay )~ COMe
P ' v g
{1 ., SOgPh
L v e
{1 o COfBu
8 | o
P 22
(log K)/sw Lo Te
Bl ¢ i
4r !
2 | A
iy
0 1 . 1 1 1 1 J
18 20 22 24 26 28 30

Nucleophilicity N

Figure 2. Correlation of (log k,)/sy for the reactions of Michael
acceptors 1c—h with nucleophiles 3—5 against the nucleophilicity
parameters N of 3—5 (DMSO, 20 °C). For all correlations, a slope of
1.0 was enforced, as required by eq 1 (individual correlations for all
electrophiles investigated are shown in the Supporting Information).

were not isolated but subsequently oxidized with chloranil as
displayed in Scheme 5.*°

When 1 equiv of chloranil was employed, partial oxidation of
9 furnished ester- or cyano-substituted dihydroindolizines 10c
and 10e in 89 and 90% yield, respectively. Treatment of
tetrahydroindolizines 9 with 2 equiv of chloranil resulted in the
formation of indolizines 8 (Scheme 5). The reactions of
acceptor-substituted ethylenes la—c and le—h with sulfonium
ylide 4 in DMSO at ambient temperature gave cyclopropanes
12 (42—92% yield) by Michael-initiated ring closure (MIRC)
reactions with variable diastereoselectivities (Scheme 6).
Cyclopropanes were also obtained by the reactions of
carbanion 5 (generated by deprotonation of its conjugate
acid 13) with the alkyl acrylates la—c in DMSO at ambient
temperature (Scheme 7).

When 13 and la (2 equiv) were combined at low
temperature in THF with potassium tert-butoxide as the base,
cyclic f-keto ester 16 was formed by a 2-fold Michael addition
with subsequent Dieckmann condensation (Scheme 8, for the
detailed mechanism see Supporting Information). Analogous
4,4-disubstituted cyclohexane f-keto esters were previously
obtained when phenylacetonitriles or phenylacetates were
treated with la (2 equiv) under basic conditions (tBuOK,
THE, rt).”

Kinetic Studies. The kinetics of the reactions of acceptor-
substituted olefins 1 and 2 with pyridinium ylides 3, sulfonium
ylide 4, and carbanion § in DMSO at 20 °C were monitored
photometrically by following the disappearance of the
absorbances of nucleophiles 3—5 at or close to their absorption
maxima. Due to their low stabilities, nucleophiles 3 and 4 were
generated in solution by combining freshly prepared solutions
of 3-HX or 4HBF, and KOtBu (typically 1.0S equiv) in

DOI: 10.1021/jacs.7b05106
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Figure 5. Gibbs energy surface for the reaction of methyl vinyl ketone
(1g) with pyridinium ylide 3¢ (SMD(DMSO)/B2PLYP/cc-pVTZ//

DMSO directly before each kinetic experiment. Carbanion $
SMD(DMSO)/B3LYP/6-31G(d,p) level, in kJ mol™).

was prepared in solution by deprotonation of the correspond-
ing CH acid 13 with KOtBu (1.00—1.0S equiv) in dry THF at

—78 °C. Then, small amounts of the thus generated stock before each kinetic experiment. Pseudo-first-order conditions
solution were dissolved in DMSO at room temperature directly were achieved by using electrophiles 1 and 2 in high excess
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Figure 6. Transition states for stepwise and concerted reaction of
methyl vinyl ketone (1g) with pyridinium ylide 3¢ (SMD(DMSO)/
B3LYP/6-31G(d,p) structures). Distances are in pm, and angles are in
degrees. Charge parameters were obtained by summing Mulliken
atomic charges over all centers of the two reactants.

(=10 equiv) over nucleophiles 3—5, which resulted in
monoexponential decays of the nucleophiles” UV—vis absor-
bances. First-order rate constants k., (s™') were then derived
by least-squares fitting of the exponential function A, = Ay
exp(—kgyst) + C to the time-dependent absorbances A, (Figure
la). Correlations of k. with the concentrations of Michael
acceptors 1 and 2 were linear (Figure 1b). The second-order
rate constants k, (M~ s™') listed in Table 1 were derived from
the slopes of the linear k_, versus [1] (or [2]) correlations (see
Supporting Information for the individual correlations of all
investigated reactions).

If the reactions of Michael acceptors 1 and 2 with ylides 3
and 4 proceed stepwise with rate-determining formation of the
intermediate betaines, then the measured second-order rate
constants equal k, as defined in Schemes 2 and 3a. Analogously,
the observed rate constants for the reaction of carbanion § with
Michael acceptors la—c correspond to k, (Scheme 3b) if the
formation of the carbanionic intermediates 14 (Scheme 7) is
rate-determining. As the rates of attack of nucleophiles at
electron-deficient 7-systems have previously been shown to
follow eq 1, this equation may also be suitable to correlate the
rate constants listed in Table 1. Figure 2 shows that the
correlations of (log k,)/sy for the reactions of electrophiles 1
and 2 with ylides 3 and 4 as well as with carbanion § versus the
corresponding nucleophilicity parameters N are indeed linear
with a slope of roughly 1.0 as required by eq 1, indicating a
common rate-determining step for these different reactions.
Though only two rate constants for the reactions with
sulfonium ylide 4 and one rate constant for the reaction with
carbanion § are shown in Figure 2, the matching of these k,
values with the correlation lines is quite remarkable, as the N
values of these nucleophiles (abscissa of Figure 2) have been
derived from the rates of their reactions with quinone methides
and benzhydrylium ions.

Electrophilicity parameters E for acceptor-substituted olefins
1 and 2 in the first column of Table 1 were determined by least-
squares minimization [minimization of A = Y (log k, — sy (N
+ E))*] considering the rate constants of their reactions with
pyridinium ylides 3a—e, sulfonium ylide 4, and carbanion 5.

The rate constant for the reaction of acrylonitrile 1f with
quinolinium ylide 3f (marked by footnote c¢ in Table 1)
deviates by a factor of 18 from k, predicted by using eq 1, which
is still within the limit of confidence of eq 1 (that is, within 2
orders of magnitude) but also might be due to a low degree of
concertedness of the reaction. Therefore, this reaction was not
considered for the determination of the electrophilicity
parameter E of acrylonitrile 1f.

All 57 measured rate constants (k,?) in Table 1 (except
one) agree within 1 order of magnitude with the rate constants
(ky'd) calculated by eq 1. This indicates that despite the

different reaction products (tetrahydroindolizines 6 and 9
(Schemes 4 and S) and cyclopropanes 12 and 15 (Schemes 6
and 7)) all investigated reactions proceed via a common rate-
determining step: the initial C—C-bond formation to the
intermediate betaines or carbanions. It is, therefore, possible to
directly compare the electrophilicities of Michael acceptors 1
and 2 derived in this work from stepwise 1,3-dipolar
cycloadditions (Huisgen reactions) and cyclopropanations by
MIRC reactions with electrophilicities previously derived from
the kinetics of carbanion additions as illustrated in Scheme 1.
Figure 3 compares the electrophilic reactivities of Michael
acceptors determined in this work (1, 2) with previously
reported electrophilicities of bis-acceptor-substituted ethylenes
(17). With —24.7 < E < — 7.5, a reactivity range of 17 orders of
magnitude is covered for reactions with nucleophiles of sy = 1,
corresponding to relative reaction times of 1 s versus 3 billion
years. In combination with the reported N and sy parameters of
more than 1000 nucleophiles,'*® eq 1 can now be used to
predict rate constants for a large variety of potential reactions of
Michael acceptors 1, 2, and 17 with nucleophiles and thus
define their synthetic potential.

The rates of formation of covalent bonds between
nucleophiles and electrophiles have furthermore been discussed
to be useful parameters for identifying biological targets”’ and
predicting toxicological effects.”” In this context, Schiitirmann
and co-workers have determined rate constants log kg for the
Michael additions of glutathione (GSH) to a set of 58 a,f-
unsaturated carbonyl compounds.”* The fair linear correlation
of log kgsy for the reactions with six Michael acceptors, for
which E parameters have been determined in this study (Figure
4), indicates that the electrophilicity parameters E may also be
applicable for quantitative structure—activity relationships.*' ~*

Santelli and co-workers reported linear relationships of
Hammett ¢, parameters with the reduction potentials (E,,)
and frontier orbital energies of a series of Michael acceptors.” In
our study, neither log k for the reactions with pyridinium ylide
3a nor electrophilicities E of monosubstituted ethylenes 1a-1h
correlate well with Hammett’s o, and o, constants,**
respectively (see Supporting Information, Section 4). Whereas
SO,F was found to be the best electron-acceptor substituent in
arenes (Hammett constants) as well as in vinylic position (our
data), the high electrophilicity of benzoyl substituted ethylenes
(and also of benzoyl substituted styrenes) cannot be predicted
by Hammett substituent constants, confirming the need of a
separate Michael acceptor reactivity scale.

Quantum Chemical Calculations. In order to examine
the conclusions drawn from the kinetic investigations by an
independent method and to characterize the transition states of
these reactions more closely, we have investigated the potential
energy surfaces (PES) for the reactions of pyridinium ylide 3¢
with four Michael acceptors of widely differing electrophilicities
(1d, 1f, 1g, and 2e) at the SMD(DMSO)/B2PLYP/cc-pVTZ//
SMD(DMSO)/B3LYP/6-31G(d,p)*>*® level of theory. Since
the results for all four systems were similar (Figures $25—529),
only the reaction of 3¢ with methyl vinyl ketone (1g) will now
be discussed explicitly. The free energy surface in Figure 5
reveals a stepwise mechanism as the lowest energy pathway
(see also Figure S25 for AH,y .y surface and Figure S26 for
results at different levels of theory). Nucleophilic attack of 3¢ at
the terminal position of vinyl ketone 1g gives zwitterion ZW1
over a free energy barrier of 63.3 kJ] mol™". The barrier for the
collapse of this adduct to 5-membered ring adduct 6 is much
lower than that for the reverse reaction back to the reactants,
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Table 2. Quantum Chemically Calculated Frontier Orbital Energies, Global (@), and Local (@p) Electrophilicities As Well As
Methyl Anion Affinities (MAAs) of Michael Acceptors

Michael acceptor E“ £nomo (Hartree)” £rumo (Hartree)”
la —18.84 —0.27299 —0.04454
1b —19.07 —0.27018 —0.04291
1c —=20.22 —0.26291 —0.04079
1d —23.54 —0.23432 —0.03058
le —18.36 —0.27133 —0.05219
1f —19.08 —0.28955 —0.05700
1g —16.76 —0.24738 —0.05476
1h —18.28 —0.24946 —0.07147
1i —22.77 —0.26630 —0.03698
1j —12.09 —0.32333 —0.06439
2a —23.59 —0.26444 —0.03391
2b —24.52 —0.23332 —0.06275
2c —24.69 —0.23960 —0.06449
2d —24.60 —0.24292 —0.07488
2e —23.01 —0.23367 —0.06919
2f —19.39 —0.23235 —0.07737
2g —16.63 —0.26113 —0.08298
2h —13.85 —0.25556 —0.09700
17a —19.49 —0.26528 —0.05708
17b -17.79 —0.27664 —0.07861
17¢ —15.71 —0.30733 —0.11295
17d —14.07 —0.27143 —0.09656
17e —11.31 —0.29924 —0.11734
17f —7.50 —0.26834 —0.07201
17g —20.55 —0.23512 —0.06617
17h —19.36 —0.25831 —0.10948
17i —17.33 —0.25656 —0.11018
17j —13.30 —0.21263 —0.08495
17k -12.93 —0.25143 —0.08056
171 -12.76 —0.20434 —0.07478
17m -11.32 —0.22045 —0.08670
17n —10.80 —0.23815 —0.09709
170 —10.28 —0.22917 —0.08527
17p —10.11 —0.23995 —0.09406
17q -9.42 —0.25994 —0.10707
17r -9.15 —0.25084 —0.09360
17s —17.90 —0.18246 —-0.07722
17t —-17.29 —0.18808 —0.07918
17u —16.36 —0.18661 —0.07661
17v —16.11 —0.20491 —0.08668
17w —-15.83 —-0.21214 —0.08977
17x -13.39 —0.18767 —0.08470
17y —12.18 —0.20226 —0.09208
17z —-11.87 —0.21015 —0.09719

—MAA (kJ mol™)
global  (eV) b local @y (eV) b AG,* AGSOI,SP‘J
1.50 0.62 —205.5 —-80.7
1.47 0.61 —203.4 -75.1
1.41 0.58 —205.7 -71.6
1.17 0.49 —187.1 -59.6
1.62 0.37 —246.0 —96.8
1.76 0.82 —205.1 —109.4
1.61 0.60 —222.8 —104.2
1.97 0.44 —251.9 -116.7
1.36 0.52 —189.9 -51.9
1.97 0.98 —295.9 —160.5
1.31 0.51 —187.1 —49.8
1.75 0.39 —186.9 —36.1
1.80 0.36 —-219.7 —S1.8
2.04 0.47 —190.0 —66.1
1.90 0.43 —207.7 —60.4
2.11 0.42 —231.4 —-74.8
2.26 0.56 —268.2 —113.3
2.67 0.59 —264.6 —123.8
1.70 0.60 —246.9 -93.1
2.17 0.55 —223.1 —74.2
3.09 0.92 —264.1 —132.4
2.63 0.59 —260.8 —113.9
3.28 0.77 -301.9 —149.8
2.01 0.81 —355.3 —174.8
1.83 0.46 —284.5 —104.8
3.09 0.24 —266.3 —-75.2
3.12 0.28 —281.9 —86.8
2.36 0.70 —290.2 —141.3
2.19 0.62 —344.3 —155.9
2.05 0.63 =311.2 —135.3
2.40 0.65 —-318.9 —147.1
2.71 0.81 —=311.1 —161.9
2.34 0.73 -330.7 —154.4
2.60 0.70 -331.9 —160.7
3.00 0.88 —-3254 —-177.4
2.57 0.78 —344.7 —169.6
2.18 0.54 —295.6 —120.4
2.23 0.55 —-297.7 —123.2
2.14 0.53 —284.6 —130.7
245 0.61 —=312.1 —137.4
2.53 0.62 —-314.8 —141.3
2.45 0.62 —329.6 —147.3
2.67 0.68 —344.2 —163.6
2.84 0.70 —354.2 —174.6

“Empirical electrophilicity parameter as defined in eq 1. "Calculated at B3LYP/6-31G(d,p) level in the gas phase. “Calculated at B3LYP/6-311+
+G(3df2pd)//B3LYP/6-31G(d,p) level in the gas phase. “Based on methyl anion affinities (AGgas), which were corrected for solvent effects by
adding single point solvation energies calculated at BBLYP/6-31G(d,p) using the SMD (solvent = DMSO) solvation model on gas phase optimized
geometries at the same level.

ie., the formation of the first C—C-bond with formation of
ZW1 is rate-limiting.

A second reaction pathway starting from the same
zwitterionic intermediate, ZW1, may lead to pyridine
elimination and formation of a cyclopropane. In agreement
with the much higher barrier calculated for this pathway,
cyclopropanes were not detected among the reaction products.
The stepwise formation of the S-membered ring adduct 6
competes with a concerted process, which yields a slightly less

stable diastereoisomer of 6 over a marginally higher barrier
(67.3 kJ mol™).”” The side-by-side comparison of the
transition states for the stepwise and the concerted cyclo-
additions shown in Figure 6 clearly documents the large
similarity of both processes. The angle of attack, the largely
different lengths of the forming C—C bonds, and the charge
transfer from the attacking nucleophile to the electrophile (0.28
or 0.29 electrons) are almost the same for the transition state of
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Hartree) by the introduction of a -phenyl group at ethyl acrylate (1b
— 2b).

the stepwise pathway and the concerted, but very asynchronous
cycloaddition reaction.

Using the same theoretical approach, the potential and Gibbs
energy surfaces in DMSO have also been calculated for the
reactions of pyridinium ylide 3¢ with Michael acceptors 1d, 1f,
and 2e (Figures $27—S29). In all three cases, the barriers for
the stepwise and concerted cycloadditions are energetically
quite close, with a small preference for the stepwise pathway in
the reaction of 2e and an equally small preference for the
concerted pathway in the reactions of 1d and 1f. However, in
all of these reactions the structural and electronic characteristics
of the transition states for concerted pathway share the same
asynchronicity as those shown in Figures S and 6 for the
reaction of vinyl ketone 1g and thus confirm that all of these
(stepwise or concerted) pathways exhibit the reactivity
characteristics typical for the nucleophilic addition to Michael
acceptors, as derived from the kinetic investigations described
above.

Analogous calculations for the reaction of sulfonium ylide 4
with acrylonitrile (1f) also showed the rate-determining
formation of zwitterion 11, as suggested in Scheme 6, which
expels dimethyl sulfide over a barrier of only 5.2 kJ mol™
(Figure S30). A slightly different approach of the two reactants
leads to a concerted process with a 2.3 k] mol™' higher Gibbs
activation energy, where ring closure and expulsion of dimethyl
sulfide start before the initial Michael addition is complete.

Again, the calculated potential energy surface confirms our
interpretation of the kinetic data.

In order to elucidate methods for predicting the synthetic
potential of Michael acceptors so far not yet experimentally
characterized, we investigated correlations of experimentally
determined electrophilic reactivities with various quantum
chemically calculated properties:

Methyl anion affinities (MAA = —AG,ys) were calculated as
the Gibbs reaction energies for the methyl anion additions
shown in eq 2.

a ) AGogs ©
R\/\ + |CH R B
EWG 3 aEWG 2

CHj

Following the methodology used in earlier studies," gas phase
MAA values were calculated at B3LYP/6-311++G(3df,2pd)//
B3LYP/6-31G(d,p) level”® (see Supporting Information for
details). In addition, solvent effects were probed by additional
single-point calculations with the SMD continuum solvation
model for dimethyl sulfoxide (DMSQ)*® at B3LYP/6-31G(d,p)
level as well as full geometry optimization with this solvation
model.

Parr’s electrophilicity indices @ (eq 3) for 44 Michael
acceptors were calculated from the electronic chemical
potential i (eq 4) and the chemical hardness 7 (eq $).

w =’/ (3)
= l(s + & )

H 5, \CHOMO LUMO (4)

n = (&,umo — €nomo) (%)

Values for the electronic chemical potential  and the chemical
hardness # were derived from orbital energies for the lowest
unoccupied molecular orbital (& yy0) and the highest occupied
molecular orbital (eyomo) calculated at gas phase B3LYP/6-
31G(d,p) level (in Hartree). Following the practice in ref S,
Parr’s electrophilicity index @ is then expressed in eV. Local
electrophilicity indices wy at the ff-centers of Michael acceptors
(eq 2) were calculated using the nucleophilic Fukui function
(f) as defined in eq 6.

@ = of ©)

The condensed Fukui function for the nucleophilic attack at the
p-atom (fj) in an electrophile was calculated using a procedure
from ref 8.

The most relevant calculated properties for the 44 Michael
acceptors shown in Figure 3 are listed in Table 2 (for further
quantum chemically calculated data, see the Supporting
Information).

Correlation with LUMO Energies and Parr’s electro-
philicity Index. Liu and co-workers* as well as Yu and co-
workers’ have reported excellent correlations between electro-
philic reactivities of benzhydrylium ions and the corresponding
LUMO energies. However, Figure 5 in ref 3 shows that Michael
acceptors ArCH=C(Acc), with different acceptor groups Acc
follow separate electrophilicity vs LUMO energy correlations.
In line with these observations, Figure 7 in this work shows that
LUMO energies are not a useful guide for predicting
electrophilic reactivities when a larger variety of Michael
acceptors are compared. Even inferior correlations are obtained
when using LUMO energies calculated with larger basis sets
(such as 6-311++G(3df2pd), R* = 0.362, Figure S10) or

DOI: 10.1021/jacs.7b05106
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Figure 9. f-Phenyl effect on different descriptors for electrophilic reactivities of Michael acceptors (AGy,y., corresponds to the negative values of the

methyl anion affinities in DMSO solution, eq 2).

calculated in the presence of the SMD solvation model for
DMSO (R* = 0.351, see Supporting Information).

The teams of Contreras, Domingo, Perez, and Chamorro
have examined Parr’s electrophilicity index @ (eq 3) and
modifications thereof for rationalizing and predicting electro-
philic reactivities.'"">° Within the series of benzhydrylium ions,
good correlations have been found.’ They furthermore
observed good correlations between the electrophilicity
parameters of Michael acceptors and Parr’s electrophilicity
indices within families of closely related Michael acceptors, e.g.,
benzylidenemalononitriles.”' The good correlations obtained
within these families, however, do not allow a generalization.
While the authors explicitly predicted that introduction of a
phenyl group in f-position of methyl acrylate leads to an
increase of electrophilicity, the kinetic data reported in this
work show the opposite: Ethyl cinnamate (2b) is more than 5
orders of magnitude less electrophilic than ethyl acrylate (1b).
Figure 8 illustrates the f-phenyl effect on frontier orbital
energies.

It is a general phenomenon that conjugation raisess HOMO
and lowers LUMO energy levels. For that reason, the large
reduction of electrophilicity by f-phenyl substitution is not in
line with the expectations on the basis of LUMO energies. The
same discrepancy arises with all other Michael acceptors as
shown in Figure 9. In all cases, f-phenyl substitution lowers
LUMO energies and at the same time decreases electrophilicity.

For a similar reason, Parr’s electrophilicity index w (eq 3)
fails to predict the f-phenyl effect. Due to the simultaneous
raising of HOMO and lowering of LUMO, the electronic

13326

potential u (eq 4) is only slightly affected by the phenyl
substitution, whereas hardness 7 (eq S) decreases and, as a
consequence, @ increases, in contrast to the experimentally
observed decrease of electrophilic reactivity. A certain portion
of the decrease of electrophilic reactivity by f-phenyl can
certainly be explained by a steric effect. However, whatever the
reason, it is obvious that (like LUMO energies) Parr’s
electrophilicity @ is not suitable to predict electrophilic
reactivities for a wider range of Michael acceptors, as shown
in Figure 10a. When moving from global (@) to local
electrophilicity indices @; (eq 6), the correlations with
experimentally determined E parameters improve, but with R?
= 0.467 still remain unsatisfactory (Figure 10b). We note in
passing that the latter correlation does not improve with other
strategies for calculating local electrophilicity parameters (see
Supporting Information for details).

Excellent correlations between the electrophilic reactivities of
benzhydrylium ions and their Lewis acidities, represented by
pKy. values or calculated methyl anion affinities have previously
been reported.”"”>* While the high qualities of these correlations
can be assigned to the constant steric demand of these
electrophiles, a fair correlation between electrophilic reactivities
and the Lewis acidities pKg, has also been observed for
carbocations of variable structure.” For that reason, it appeared
promising to also examine the relationship between electro-
philicities and Lewis acidities of the Michael acceptors. Figure
11 shows the correlation between electrophilicities and
calculated gas phase methyl anion affinities. Though of
moderate quality, this correlation is already much better than
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those related to orbital energies (Figure 7 and Figure S3). A
good linear correlation was observed, however, when the
empirical electrophilicity parameters E (derived from kinetic
measurements) were plotted against the methyl anion affinities
calculated for DMSO solution (Figure 12).

The correlation did not improve significantly when the
methyl anion affinities calculated for DMSO-solvated gas-phase
optimized structures in Figure 12 were replaced by methyl
anion affinities derived from structures, which had been
geometrically optimized in DMSO solution (R* = 0.8867,
Figure S19). For that reason, our discussion will focus on
correlations with the methyl anion affinities calculated for
DMSO-solvated gas-phase optimized structures. Let us first
compare the different slopes in Figures 11 and 12: The ratio of
these slopes (0.0758/0.1083 = 0.70) indicates that the
differences of the methyl anion affinities in the gas phase are
attenuated to 70% in DMSO solution. This information can
directly be derived from a plot of methyl anion affinities in
DMSO solution versus MAA in the gas phase (Figure S24).

Combination of eq 1 with the Eyring equation leads to

AG* = 2.303RTlog(kyT/h) — su(E + N)] 7)

which can be rewritten as eq 8 for the reaction with a certain
nucleophile

AG¥ = —2.303RTs\E + const (8)
Insertion of the correlation derived in Figure 12 yields eq 9

AGT = 0.61-5,-AG

solsp T const 9)

which shows that in reactions of Michael acceptors with
nucleophiles of sy = 0.7 about 43% of the differences of the
Gibbs reaction energies are reflected in the transition states.
Figure 12 illustrates that the experimentally determined E
values deviate on average by +1.3 units from the correlated
values, while the maximum deviations are 3 units in E,
corresponding to a deviation of a factor of 100 in rate constants
for reactions with nucleophiles having a typical susceptibility
factor of sy = 0.7. We consider this as an excellent agreement in
view of the wide structural variety covered by the Michael
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acceptors in this investigation, which span 17 orders of
magnitude in electrophilicity E.

B CONCLUSION

Kinetic investigations show that the reactions of weakly
activated Michael acceptors with pyridinium ylides ((3 + 2)-
cycloadditions), a sulfonium ylide, and a phenylsulfonyl-
substituted chloromethyl anion (cyclopropanations) follow eq
1, indicating stepwise processes with a common rate-
determining step. This conclusion, which has been confirmed
by potential energy surface calculations, implies that a single set
of electrophilicity parameters E for Michael acceptors can be
used to calculate rate constants for ordinary Michael additions
(for example, additions of carbanions) as well as for a variety of
other reactions which proceed via rate-determining formation
of the first C—C o-bond. By inclusion of these data in our
comprehensive electrophilicity scale, the direct comparison of
weak and strong electrophiles becomes possible. The electro-
philicities of the acceptor-substituted olefins investigated in this
work may also broaden the experimental basis for the on%oing
developments of the distortion/interaction energy model’* and
the activation strain model.”®

Quantum chemical calculations show that neither LUMO
energies nor Parr’s electrophilicity index allow the prediction of
relative reactivities of structurally diverse Michael acceptors. In
contrast, a good correlation between electrophilic reactivities
and quantum chemically calculated methyl anion affinities in
DMSO solution was found, which may also be useful for
evaluating the toxicological profile of naturally occurring or
anthropogenic Michael acceptors. It is thus indicated that the
relative reactivities of different families of Michael acceptors
cannot be derived from orbital interactions of the reactants but
from the thermodynamics of the rate-determining step, as
postulated by the Bell—Evans—Polanyi principle.”
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Quantification and Theoretical Analysis of the Electrophilicities of Michael Acceptors

7.1 Supporting Information

For: Quantification and Theoretical Analysis of the Electrophilicities of Michael Acceptors

7.1.1 Methodology

Methyl anion affinities (MAA) in the gas phase have been calculated using the same methodology
employed successfully in earlier studies' as the gas phase free energy at 298.15 K (AGaos) of the
addition reaction shown in equation (S1).

o S) AGzgg s
R Sewe  * iCHy RE S Ewe (S1)
B CHs

Geometry optimizations have been performed with a combination of the B3LYP hybrid functional®
and the 6-31G(d,p) basis set.’> Thermochemical corrections to Gibbs energies (Corr. AG) at 298.15
K have been calculated using the rigid rotor/harmonic oscillator model without any scaling. Single
point calculations have subsequently been calculated using a combination of the B3LYP hybrid
functional and the larger 6-311++G(3df,2pd) basis set.>* Final Gibbs energies (AGa9s) have been
obtained through a combination of these single point energies (Ew:) with the thermochemical
corrections to Gibbs energies (Corr. AG) calculated at lower level. In the following these will be
designated as AGgas(B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p)).

Solvent effects on MAA values have first been estimated by adding single point solvation
corrections (AGsolv) to AGgas values for eq. (S1). AGsolv was calculated for the gas phase optimized
geometries using the SMD? continuum solvation model and subsequently added to the gas phase
Gibbs energies (AGgas) to obtain solution phase Gibbs energies that will be mentioned as single
point solvation free energies (AGsol-sp). In another approach geometry optimization is carried out
under implicit DMSO (SMD) conditions at B3LYP/6-31G(d,p) level. The Gibbs energies calculated
using the implicit DMSO optimized geometry will be designated as AGsol-opt.

Electrophilicity indices like the electronic chemical potential («), chemical hardness (1) and global
electr60philicity index (w) were calculated from orbital energies using equations (S2), (S3), and
(S4).

u =" (enomo + eLumo) (S2)
1 = (éLuMo — EHOMO) (S3)

Local electrophilicity indices at a (w,) and P (wp) centers for electrophiles (see eq. S1) were
calculated using the nucleophilic Fukui function (f3") as defined in equation (S5).

wp= &fp" (S5)
In this work, we calculated the nucleophilic Fukui function (/") using two different approaches.
First, the condensed nucleophilic Fukui function (f3") for atom S was calculated using a procedure
described by Contreras and co-workers.” The nucleophilic Fukui function (f3") was calculated from
the Gaussian 09 output files by the Fukui function program available at
https://github.com/dmsteglenko/Fukui-function-calculation.
In a second approach we used the Yang and Mortier method® where the Fukui function for
nucleophilic attack is defined as the change of partial charge gz at a certain atom S by adding an
electron to the corresponding molecule, that is:

J5" = qp(N+1) — gp(N) (S6)
with N = total number of electrons in the neutral molecule. We calculated /3" as defined in equation

(S6) using both Mulliken and NBO charges.

151



Chapter 7

Potential energy surface (PES): Geometry optimizations for all stationary points (minima,
complexes and TSs) along the PES have been performed at B3LYP/6-31G(d,p) level under implicit
DMSO solvation as implemented in the SMD solvation model. Energy minima, complexes and TSs
were confirmed by vibrational frequency calculations with 0, 0, and 1 imaginary frequencies,
respectively. All stationary points were checked for wavefunction stability (stable=opt). The nature
of transition states was further confirmed by IRC calculations [30 steps in both directions
(reverse/forward) with stepsize=3] followed by geometry optimization to the next minimum. In
cases of very flat PES(s), manual displacement away from the TS(s) followed by geometry
optimization was employed. PES surfaces were re-evaluated at B3LYP/6-311++G(3df,2pd) and
B2PLYP/cc-pVTZ levels in combination with implicit DMSO solvation (SMD).

All calculations were performed with Gaussian 09, Rev. D.’

7.1.2 Calculation of HOMO and LUMO Energies and Global and Local Electrophilicity
Indices for Michael acceptors

Table S7-1. [Table S1] Electrophilicity indices calculated at B3LYP/6-31G(d,p) level for Michael
acceptors.

SI | Mark E P = L Bl I P e/ ey
arker H L > i ARG o* fa
(Hartree) | (Hartree) (EirtEr)/2 | (EL-En) L(le/\zl? (CVI; (eV)
1 la -18.84  -0.27299  -0.04454 -0.15877 0.22845 1.50 0.41 0.20 0.62 0.30
2 1b -19.07  -0.27018  -0.04291 -0.15655 0.22727 147 0.41 0.20 0.61 0.29
3 1c -20.22  -0.26291  -0.04079 -0.15185 0.22212  1.41 0.41 0.20 0.58 0.28
4 1d -23.54  -0.23432  -0.03058 -0.13245 0.20374 1.17 0.42 0.22 0.49 0.26
5 le -18.36  -0.27133  -0.05219 -0.16176  0.21914 1.62 0.23 0.13 0.37 0.21
6 1f -19.05 -0.28955  -0.05700 -0.17328  0.23255 1.76 0.46 0.27 0.82 0.47
7 1g -16.76  -0.24738  -0.05476 -0.15107 0.19262 1.61 0.37 0.15 0.60 0.23
8 1h -15.25  -0.24946  -0.07147 -0.16047  0.17799  1.97 0.22 0.06 0.44 0.12
9 1i -22.77  -0.26630  -0.03698 -0.15164 0.22932 1.36 0.38 0.18 0.52 0.25
10 1j -12.09  -0.32333  -0.06439 -0.19386  0.25894 1.97 0.50 0.30 0.98 0.59
11 2a -23.59  -0.26444  -0.03391 -0.14918 0.23053  1.31 0.39 0.17 0.51 0.23
12 2b -24.52  -0.23332  -0.06275 -0.14804 0.17057 1.75 0.22 0.19 0.39 0.32
13 2¢ -24.69  -0.23960  -0.06449 -0.15205 0.17511 1.80 0.20 0.20 0.36 0.36
14 2d -24.60  -0.24292  -0.07488 -0.15890 0.16804 2.04 0.23 0.21 0.47 0.44
15 2e -23.01  -0.23367 -0.06919 -0.15143  0.16448 1.90 0.23 0.16 0.43 0.30
16 2f -19.39  -0.23235  -0.07737 -0.15486  0.15498 2.11 0.20 0.10 0.42 0.21
17 2g -16.63  -0.26113  -0.08298 -0.17206  0.17815 226 0.25 0.22 0.56 0.50
18 2h -13.85  -0.25556  -0.09700 -0.17628  0.15856  2.67 0.22 0.10 0.59 0.26
19 17a -19.49  -0.26528 -0.05705 -0.16117 0.20823 1.70 0.35 0.21 0.60 0.36
20 17b -17.79  -0.27664  -0.07861 -0.17763  0.19803  2.17 0.25 0.25 0.55 0.55
21 17¢ -15.71  -0.30733  -0.11295 -0.21014  0.19438 3.09 0.30 0.30 0.92 0.92
22 17d -14.07  -0.27143  -0.09656 -0.18400 0.17487 2.63 0.22 0.22 0.59 0.59
23 17e -11.31  -0.29924 -0.11734 -0.20829 0.18190 3.25 0.24 0.24 0.77 0.77
24 17f -7.50 -0.26834 -0.07201 -0.17018  0.19633  2.01 0.40 0.20 0.81 0.40
25 17¢g -20.55  -0.23512  -0.06617 -0.15065  0.16895 1.83 0.25 0.17 0.46 0.30
26 17h -19.36  -0.25831  -0.10948 -0.18390 0.14883  3.09 0.08 0.11 0.24 0.35
27 17i -17.33  -0.25656  -0.11015 -0.18336  0.14641  3.12 0.09 0.11 0.28 0.33
28 17j -13.30  -0.21263  -0.08495 -0.14879  0.12768 2.36 0.30 0.14 0.70 0.33
29 17k -12.93  -0.25143  -0.08056 -0.16600 0.17087 2.19 0.28 0.19 0.62 0.42
30 171 -12.76 ~ -0.20434  -0.07478 -0.13956  0.12956  2.05 0.31 0.10 0.63 0.21
31 17m -11.32  -0.22045 -0.08670 -0.15358  0.13375 240 0.27 0.07 0.65 0.17
32 17n -10.80  -0.23815 -0.09709 -0.16762 0.14106  2.71 0.30 0.15 0.81 0.41
33 170 -10.28  -0.22917  -0.08527 -0.15722  0.14390 234 031 0.11 0.73 0.27
34 17p -10.11  -0.23995  -0.09406 -0.16701  0.14589 2.60 0.27 0.08 0.70 0.21
35 17q 942  -0.25994 -0.10707 -0.18351  0.15287 3.00 0.29 0.16 0.88 0.48
36 17r -9.15  -0.25084  -0.09360 -0.17222  0.15724  2.57 0.31 0.13 0.78 0.33
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37 17s -17.90 -0.18246  -0.07722 -0.12984  0.10524 2.18 0.25 0.05 054  0.11
38 17t -17.29  -0.18808  -0.07918 -0.13363  0.10890 2.23 0.25 0.05 0.55 0.11
39 17u -16.36  -0.18661  -0.07661 -0.13161  0.11000 2.14 0.25 0.05  0.53 0.12
40 17v -16.11  -0.20491  -0.08668 -0.14580 0.11823 245 025 0.06 0.61 0.14
41 17w -15.83  -0.21214  -0.08977 -0.15096  0.12237 2.53 0.24 0.06 0.62 0.15
42 17x -13.39  -0.18767 -0.08470 -0.13619  0.10297 245 0.25 0.05  0.62 0.11
43 17y -12.18  -0.20226  -0.09208 -0.14717  0.11018  2.67 0.25 0.05  0.68 0.14
44 17z -11.87 -0.21015  -0.09719 -0.15367 0.11296  2.84 0.25 0.06 0.70  0.16

Table S7-2. [Table S2] Local electrophilicity indices calculated at B3LYP/6-31G(d,p) level using
both Mulliken and NBO charges (Yang and Mortier method) for Michael acceptors.

Mulliken Charge (B) NBO Charge (B)
SU| Marker | 0 M T @) | & | 0% | g™ | ae+D) | i | o*f
1 1a 1.50 -0.201 -0.322 0.12 0.18 -0.349 -0.624 0.28 0.41
2 1b 1.47 -0.201 -0.322 0.12 0.18 -0.350 -0.624 0.27 0.40
3 1c 1.41 -0.203 -0.321 0.12 0.17 -0.353 -0.619 0.27 0.38
4 1d 1.17 -0.207 -0.327 0.12 0.14 -0.351 -0.617 0.27 0.31
5 le 1.62 -0.201 -0.279 0.08 0.13 -0.377 -0.542 0.16 0.27
6 1f 1.76 -0.191 -0.321 0.13 0.23 -0.347 -0.652 0.30 0.53
7 1g 1.61 -0.200 -0.321 0.12 0.19 -0.339 -0.607 0.27 0.43
8 1h 1.97 -0.204 -0.284 0.08 0.16 -0.335 -0.518 0.18 0.36
9 1i 1.36 -0.254 -0.383 0.13 0.18 -0.372 -0.633 0.26 0.36
10 1j 1.97 -0.190 -0.330 0.14 0.28 -0.355 -0.663 0.31 0.61
11 2a 1.31 -0.023 -0.118 0.09 0.12 -0.130 -0.377 0.25 0.32
12 2b 1.75 -0.080 -0.141 0.06 0.11 -0.153 -0.273 0.12 0.21
13 2c¢ 1.80 -0.077 -0.127 0.05 0.09 -0.182 -0.284 0.10 0.18
14 2d 2.04 -0.075 -0.135 0.06 0.12 -0.148 -0.271 0.12 0.25
15 2e 1.90 -0.083 -0.152 0.07 0.13 -0.144 -0.277 0.13 0.25
16 2f 2.11 -0.088 -0.152 0.06 0.14 -0.140 -0.273 0.13 0.28
17 2g 2.26 -0.070 -0.134 0.06 0.14 -0.157 -0.290 0.13 0.30
18 2h 2.67 -0.096 -0.166 0.07 0.19 -0.172 -0.322 0.15 0.40
19 17a 1.70 -0.099 -0.206 0.11 0.18 -0.233 -0.444 0.21 0.36
20 17b 2.17 -0.108 -0.176 0.07 0.15 -0.269 -0.419 0.15 0.32
21 17¢ 3.09 -0.051 -0.169 0.12 0.36 -0.269 -0.469 0.20 0.62
22 17d 2.63 -0.109 -0.184 0.08 0.20 -0.268 -0.419 0.15 0.40
23 17e 3.25 -0.109 -0.192 0.08 0.27 -0.283 -0.448 0.16 0.54
24 17f 2.01 -0.180 -0.280 0.10 0.20 -0.336 -0.531 0.19 0.39
25 17g 1.83 -0.114 -0.192 0.08 0.14 -0.123 -0.262 0.14 0.26
26 17h 3.09 -0.083 -0.117 0.03 0.10 -0.158 -0.205 0.05 0.14
27 17 3.12 -0.090 -0.126 0.04 0.11 -0.156 -0.216 0.06 0.19
28 17j 2.36 -0.083 -0.157 0.07 0.18 -0.089 -0.247 0.16 0.37
29 17k 2.19 -0.071 -0.151 0.08 0.18 -0.152 -0.301 0.15 0.33
30 171 2.05 -0.144 -0.238 0.09 0.19 -0.073 -0.239 0.17 0.34
31 17m 2.40 -0.147 -0.232 0.08 0.20 -0.083 -0.238 0.15 0.37
32 17n 2.71 -0.078 -0.155 0.08 0.21 -0.086 -0.246 0.16 0.43
33 170 2.34 -0.138 -0.235 0.10 0.23 -0.071 -0.240 0.17 0.39
34 17p 2.60 -0.146 -0.231 0.08 0.22 -0.083 -0.236 0.15 0.40
35 17q 3.00 -0.076 -0.153 0.08 0.23 -0.085 -0.241 0.16 0.47
36 17r 2.57 -0.135 -0.230 0.10 0.25 -0.071 -0.236 0.17 042
37 17s 2.18 -0.215 -0.280 0.06 0.14 -0.126 -0.265 0.14 0.30
38 17t 2.23 -0.214 -0.280 0.07 0.15 -0.128 -0.268 0.14 0.31
39 17u 2.14 -0.212 -0.281 0.07 0.15 -0.135 -0.279 0.14 0.31
40 17v 2.45 -0.215 -0.281 0.07 0.16 -0.131 -0.273 0.14 0.35
41 17w 2.53 -0.215 -0.281 0.07 0.17 -0.133 -0.271 0.14 0.35
42 17x 2.45 -0.209 -0.272 0.06 0.15 -0.124 -0.257 0.13 0.33
43 17y 2.67 -0.209 -0.273 0.06 0.17 -0.127 -0.262 0.14 0.36
44 17z 2.84 -0.212 -0.275 0.06 0.18 -0.131 -0.263 0.13 0.38
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Table S7-3. [Table S3] Molecular orbital energies calculated at B3LYP/6-311++G(3df,2pd)

//B3LYP/6-31G(d,p) level in the gas phase for Michael acceptors.

EHOMO ELUMO EHOMO ELUMO EHOMO ELUMO
Marker (Hartree)  (Hartree) Marker (Hartree)  (Hartree) Marker (Hartree)  (Hartree)
la -0.28933  -0.06356 17a -0.28086  -0.07339 17t -0.19919  -0.08981
1b -0.28598  -0.06165 17b -0.29204  -0.09441 17u -0.21654  -0.09825
1c -0.27728  -0.05851 17¢ -0.31949  -0.12747 17v -0.22338  -0.10112
1d -0.24864  -0.05062 17d -0.28756  -0.11137 17w -0.19975  -0.09764
le -0.28292  -0.07079 17e -0.31481 -0.13136 17x -0.21400  -0.10481
1f -0.30230  -0.07531 17f -0.27945  -0.08890 17y -0.22305  -0.11028
1g -0.26369  -0.07531 17g -0.24793  -0.08119 17z -0.19919  -0.08981
1h -0.26372  -0.08911 17h -0.27201 -0.12598
1i -0.27802  -0.05557 17i -0.26854  -0.12625
1j -0.33587  -0.08172 17j -0.22481 -0.09848
17k -0.26234  -0.09516
2a -0.27640  -0.05063 171 -0.21684  -0.08897
2b -0.24571 -0.07891 17m -0.23350  -0.10232
2¢ -0.25062  -0.08016 17n -0.25059  -0.11065
2d -0.25529  -0.09075 170 -0.24198  -0.09951
2e -0.24641  -0.08606 17p -0.25271 -0.10996
2f -0.24467  -0.09358 17q -0.27214  -0.12089
2g -0.27262  -0.09797 17r -0.26341 -0.10820
2h -0.26796  -0.11385 17s -0.19324  -0.08840

7.1.2.1 Correlations of electrophilicity £ with HOMO and LUMO energies

Gas phase optimized geometries:

E vs egomo (828)
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Figure S7-1. [Figure S4] Correlation between the empirical electrophilicity £ and the gas phase
highest occupied molecular orbital energies (HOMOg, Hartree) calculated at B3LYP/6-31G(d,p)

level for Michael acceptors.
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Figure S7-2. [Figure S10] Correlation between the empirical electrophilicity £ and gas phase
lowest unoccupied molecular orbital energies (LUMOg, Hartree) calculated at B3LYP/6-
311++G(3df,2pd)//B3LYP/6-31G(d,p) level for Michael acceptors.

Implicit solvation (DMSO) optimized geometries:
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Figure S7-3. [Figure S3] Correlation between the empirical electrophilicity £ and implicit
solvation (DMSO) optimized lowest unoccupied molecular orbital energies (LUMOE, Hartree)
calculated at B3LYP/6-31G(d,p) level for Michael acceptors.

155



Chapter 7

7.1.2.2 Correlations of electrophilicity E with electrophilicity indices
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Figure S7-4. [Figure S8] Correlation between the empirical electrophilicity £ and gas phase local
electrophilicity index (wp) calculated at B3LYP/6-31G(d,p) level for Michael acceptors. The Fukui
function for nucleophilic attack (f3") has been calculated using Mulliken charges (Yang and Mortier

Local Electrophilicity index (®4) [Yang and Mortier, Mulliken Charges]

method).
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Figure S7-5. [Figure S9] Correlation between the empirical electrophilicity £ and gas phase local

electrophilicity index (wp) calculated at B3LYP/6-31G(d,p) level for Michael acceptors. The Fukui
function for nucleophilic attack (f3") has been calculated using NBO charges (Yang and Mortier

method).
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7.1.3 Correlations of the Empirical Electrophilicity £ and the Methyl Anion Affinity (MAA)

Table S7-4. [Table S4] Methyl anion affinities (MAAs, in terms of AG, kJ/mol) calculated at
different levels of theory for Michael acceptors.

Gas Phase Single Point Implicit Implicit Solvation
Optimized Solvation Corrected Optimized
Marker MAA(AGgs)* MAA (AGsoisp)’ MAA (AGsol-opt)
B3LYP B3LYP B3LYP
6-31G 6-311++G 6-31G 6-311++G 6-31G 6-311++G
(d.p)* (3df.2pd)* (d.p)* (3df.2pd)* (d.p)° (3df.2pd)°

la -287.3 -205.5 -162.5 -80.7 -163.7 -80.2
1b -287.8 -203.4 -159.7 -75.1 -167.6 -79.4
1c -293.4 -205.7 -159.2 -71.6 -158.0 -66.2
1d -266.1 -187.1 -138.6 -59.6 -138.7 -55.3
le -333.2 -246.0 -184.0 -96.8 -184.5 -91.6
1f -279.4 -205.1 -183.8 -109.4 -185.4 -106.3
1g -293.3 -222.8 -176.4 -104.2 -179.9 -102.4
1h -331.4 -251.9 -196.2 -116.7 -197.9 -113.6
1i -280.0 -189.9 -142.0 -51.9 -144.5 -50.3
1j -387.4 -295.9 -251.1 -160.5 -251.1 -156.5
2a -271.7 -187.1 -134.4 -49.8 -133.5 -45.2
2b -274.7 -186.9 -123.7 -36.1 -131.4 -43.7
2¢ -311.5 -219.7 -141.4 -51.8 -144.7 -50.6
2d -270.9 -190.0 -145.2 -66.1 -151.4 -68.7
2e -285.5 -207.7 -139.3 -60.4 -141.6 -59.4
2f -316.6 -231.4 -157.2 -74.8 -160.7 -76.9
2g -363.9 -268.2 -207.9 -113.3 -214.4 -121.0
2h -342.1 -264.6 -199.6 -123.8 -202.2 -122.9
17a -334.9 -246.9 -181.7 -93.1 -187.1 -95.4
17b -309.3 -223.1 -160.4 -74.2 -164.4 -75.7
17¢ -343.1 -264.1 -211.5 -132.4 -214.1 -130.0
17d -341.7 -260.8 -194.7 -113.9 -196.5 -111.2
17¢ -382.2 -301.9 -230.0 -149.8 -230.6 -145.7
17f -454.1 -355.3 -273.6 -174.8 -268.3 -165.2
17¢g -382.9 -284.5 -204.8 -104.8 -205.3 -98.9
17h -349.8 -266.3 -159.8 -75.2 -160.9 -73.3
17i -370.4 -281.9 -175.2 -86.8 -180.0 -88.1
17j -379.9 -290.2 -231.0 -141.3 -232.3 -138.9
17k -440.2 -344.3 -251.7 -155.9 -255.7 -155.7
171 -402.7 -311.2 -226.8 -1353 -231.1 -135.2
17m -404.7 -318.9 -232.8 -147.1 -233.0 -142.6
17n -400.8 -311.1 -251.5 -161.9 -255.8 -162.2
170 -422.0 -330.7 -245.9 -154.4 -247.2 -151.1
17p -416.3 -331.9 -245.1 -160.7 -245.1 -156.0
17q -413.7 -325.4 -265.7 -177.4 -270.9 -178.5
17r -434.8 -344.7 -259.7 -169.6 -261.6 -166.1
17s -397.3 -295.6 -221.9 -120.4 -222.3 -116.5
17t -398.5 -297.7 -224.0 -123.2 -224.3 -119.3
17u -374.1 -284.6 -220.4 -130.7 -217.8 -123.9
17v -413.2 -312.1 -238.2 -137.4 -241.9 -137.5
17w -415.9 -314.8 -242.4 -141.3 -241.9 -136.5
17x -427.9 -329.6 -245.6 -147.3 -249.8 -146.9
17y -442.8 -344.2 -261.5 -163.6 -262.0 -159.4
17z -451.9 -354.2 -272.0 -174.6 -272.1 -170.0

A MAA(AGgs) calculated using AGaos values of gas phase optimized geometries. ® MAA(AGsol.sp) calculated using AGeas
+ AGso [single point implicit solvation correction for gas phase geometry (smd, sovent=dmso)]. ¢ MAA(AGsol-opt)
calculated using AGaos values for implicit DMSO optimized geometries (SMD). ¢ Using gas phase optimized B3LYP/6-
31G(d,p) geometries. ¢ Using solution phase optimized [smd,solvent=dmso,B3LYP/6-31G(d,p)] geometries.
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Table S7-5. [Table S5] Methyl anion affinities (MAAs, in terms of AE and AH, kJ/mol) calculated
at different levels of theory for Michael acceptors.

Gas Phase Optimized Implicit Solvation Optimized
Marker B3LYP B3LYP
6-31G (d,p) 6-311++G(3df,2pd)° 6-31G (d,p) 6-311++G (3df,2pd)*
AEgisa | AHgisb AEgisa | AI_Iga_sb AE'sol-opt ¢ | AI_]sol-optd AE'sol-opt ¢ | AHsol-optd
la -349.2 -267.4 -332.5 -250.7 -225.9 -142.5 -210.5 -127.1
1b -353.5 -269.1 -336.0 -251.6 -225.2 -137.1 -209.0 -120.5
1lc -357.1 -269.5 -340.1 -252.5 -223.2 -131.4 -207.1 -115.3
1d -334.0 -255.0 -318.0 -239.0 -206.0 -122.6 -191.1 -107.7
le -399.6 -312.3 -380.6 -293.3 -251.0 -158.2 -233.0 -140.2
1f -344.1 -269.7 -325.6 -251.2 -248.0 -168.9 -230.5 -151.4
1g -362.0 -290.4 -342.9 -271.7 -243.4 -165.9 -226.1 -148.6
1h -398.6 -319.1 -378.0 -298.6 -262.5 -178.2 -245.4 -161.1
1i -345.6 -255.5 -328.6 -238.5 -207.2 -113.3 -188.3 -94.5
1j -457.8 -365.2 -436.7 -344.1 -320.1 -224.1 -300.3 -204.8
2a -337.8 -253.2 -321.2 -236.6 -200.8 -112.6 -184.7 -96.6
2b -344.2 -254.7 -327.3 -238.1 -191.4 -103.1 -176.3 -88.4
2c -377.6 -285.8 -359.9 -268.1 -211.9 -117.9 -195.5 -101.5
2d -336.9 -256.3 -320.1 -238.9 -212.1 -129.3 -196.2 -113.4
2e -357.8 -280.0 -339.7 -261.9 -210.7 -127.2 -191.0 -108.7
2f -388.0 -302.9 -368.2 -283.2 -227.8 -142.0 -209.9 -124.7
2g -437.1 -341.5 -417.4 -321.7 -279.4 -186.1 -262.2 -168.7
2h -414.6 -332.4 -395.4 -313.6 -266.7 -186.2 -249.1 -169.6
17a -404.4 -314.9 -386.3 -297.0 -250.4 -160.2 -234.3 -144.3
17b -377.1 -290.2 -359.6 -273.0 -228.7 -141.6 -212.6 -125.4
17¢ -409.8 -330.8 -390.7 -311.7 -278.5 -194.4 -261.3 -177.3
17d -412.4 -331.5 -393.8 -313.0 -264.7 -179.5 -248.1 -162.8
17e -450.3 -370.0 -430.7 -350.5 -297.2 -212.2 -279.4 -194.5
17f -525.1 -426.3 -502.7 -403.9 -338.7 -235.6 -317.7 -214.6
17g -454.6 -354.2 -435.0 -335.5 -274.9 -170.7 -257.9 -153.2
17h -423.4 -339.9 -404.4 -320.9 -232.4 -143.5 -214.7 -127.0
17i -443.4 -354.9 -422.7 -3343 -247.1 -154.7 -231.6 -139.2
17j -449.8 -360.1 -430.4 -339.8 -301.4 -208.0 -283.1 -189.6
17k -513.4 -417.6 -492.7 -396.9 -321.3 -221.2 -302.0 -201.9
171 -473.9 -382.3 -454.7 -363.0 -297.4 -201.1 -280.8 -184.5
17m -473.8 -388.0 -454.0 -368.2 -301.2 -210.9 -280.4 -190.1
17n -469.3 -379.6 -448.4 -358.7 -320.6 -227.1 -303.8 -210.2
170 -492.3 -400.7 -472.2 -380.7 -315.4 -219.1 -298.0 -201.7
17p -486.0 -401.7 -466.0 -381.7 -313.9 -224.9 -295.6 -206.6
17q -482.8 -394.4 -461.7 -373.4 -335.3 -242.9 -316.2 -223.8
17r -506.1 -415.9 -485.7 -395.5 -330.1 -234.7 -312.3 -216.8
17s -465.6 -364.0 -448.7 -347.1 -289.8 -184.0 -273.8 -168.1
17t -467.2 -366.4 -450.3 -349.5 -293.5 -188.8 -2717.5 -172.8
17u -439.6 -350.1 -422.0 -332.5 -286.2 -192.2 -269.1 -175.2
17v -480.9 -379.8 -463.6 -362.5 -306.3 -201.3 -290.4 -185.7
17w -483.9 -382.8 -466.4 -365.3 -310.9 -205.5 -294.1 -188.7
17x -497.2 -398.9 -478.9 -380.5 -315.2 -212.6 -298.4 -195.8
17y -511.3 -412.7 -492.2 -393.6 -329.5 -227.1 -311.8 -209.3
17z -518.4 -420.6 -499.3 -401.5 -338.5 -236.9 -320.5 -218.8

a MAA(AEgs) calculated using AEy values of gas phase optimized geometries. ® MAA(AHy,s) calculated using AHos
values of gas phase optimized geometries. ¢ MAA(AEsoopt) calculated using AE values for implicit DMSO optimized
geometries (SMD). ¢ MAA(AHsol-opt) calculated using AHhos values for an implicit DMSO optimized geometries (SMD).
° Using gas phase optimized B3LYP/6-31G(d,p) geometries. | {Using solution phase optimized [smd,solvent=dmso,
B3LYP/6-31G(d,p)] geometries.
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7.1.3.1 Empirical electrophilicity (E) vs gas phase MAA

E vs MAA (AGy,) E=-0.0661"MAA (AG,,,) - 40.064
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Figure S7-6. [Figure S12] Correlation between the empirical electrophilicity £ and gas phase MAA
values (AGgas, kJ/mol) calculated at B3LYP/6-31G(d,p) level for Michael acceptors.
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Figure S7-7. [Figure S14] Correlation between the empirical electrophilicity £ and gas phase MAA
values (AEgs, kJ/mol) calculated at B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p) level for

Michael acceptors.
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Figure S7-8. [Figure S15] Correlation between the empirical electrophilicity £ and gas phase MAA
values (AHgs, kJ/mol) calculated at B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p) level for
Michael acceptors.

7.1.3.2 Empirical electrophilicity (E) vs single point implicit-solvation (DMSO) corrected

MAA
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Figure S7-9. [Figure S16] Correlation between the empirical electrophilicity £ and MAA values
[AGsolsp (AGgastAGsolv), kJ/mol] calculated at B3LYP/6-31G(d,p) level for Michael acceptors.
AGsolv has been calculated for DMSO using the SMD solvation model.
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7.1.3.3 Empirical electrophilicity (E) vs implicit-solvation (DMSQ) optimized MAA
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Figure S7-10. [Figure S19] Correlation between the empirical electrophilicity £ and MAA values
(AGsol-opt, kJ/mol) calculated at B3LYP/6-311++G(3df,2pd) level using B3LYP/6-31G(d,p)
optimized geometries under implicit DMSO (SMD) solvation for Michael acceptors.

7.1.4 Mechanistic Investigation
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Figure S7-11. [Figure S29] Gibbs free energy surface for the reaction of methyl vinyl ketone (1g)
with  pyridinium ylide 3¢ calculated at B2PLYP/cc-pVTZ/SMD(DMSO)//B3LYP/6-
31G(d,p)/SMD(DMSO) level of theory. Distances (A), angles (degrees) and charges (3. Mulliken
charges over all atomic centers of the two reactants).
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Table S7-6. Transition state (TS), reactant complex (RC) and product (P) energies (AGsol-opt,
kJ/mol) for the reaction of Michael acceptors (1g, 1d, 2e, and 1f) with pyridinium ylide 3¢
calculated at different levels of theory.

B3LYP/6-311++G(3df,2pd) B2PLYP/cc-pVTZ
B3LYP/6-31G(d,p) /SMD(DMSO0) /SMD(DMSO)
/SMD(DMSO) //B3LYP/6-31G(d,p) //B3LYP/6-31G(d,p)
/SMD(DMSO0) /SMD(DMSO)
Path RC | TS | P RC | 1S | P RC | TS | P
1g
+
3¢
concerted
TS Con 27.7 79.1 9.5 323 86.3 16.7 23.6 673 -21.0
TS Con 27.1 84.0 -5.6 31.6 90.0 14.9 22.9 73.7 1 -18.1
stepwise
TS Step 27.6 72.3 46.2 32.0 81.0 55.5 24.4 63.3 29.6
TS Step 253 75.3 53.5 29.7 82.8 58.2 21.0 64.0 353
TS Step 25.5 77.8 56.3 30.6 87.1 65.1 21.3 68.4 40.2
TS Step 31.6 82.1 65.7 33.7 86.4 68.4 253 70.0 49.0
TS Step 233 79.3 67.5 243 83.4 68.3 18.1 68.8 52.2
TS Step 26.4 85.4 53.2 34.0 95.8 59.0 27.5 82.5 35.0
TS Step 26.3 87.8 62.1 35.8 97.5 66.8 25.6 81.4 43.2
TS Step 25.0 92.7 74.6 253 92.7 65.6 20.7 84.5 52.6
Sn-ring
TS RS 46.2 51.3 -3.1 55.4 66.2 20.0 29.6 374 | -15.6
TS RS 53.5 57.9 3.1 58.2 67.2 28.0 353 41.4 -9.6
TS RS 56.3 56.3 -12.5 65.1 67.7 11.4 40.2 41.8 | -23.1
TS RS 65.8 69.8 9.5 68.4 74.8 32.0 49.1 533 -4.7
TS RS 67.1 72.6 4.4 67.0 75.0 24.6 51.2 57.6 | -10.0
3n-ring
TS R3 74.6 | 110.0 -65.3 65.6 115.3 -50.6 52.6 98.5 | -69.3
1d
J’_
3c
concerted
TS Con 25.4 89.8 -7.3 34.5 105.9 18.3 25.4 82.8 | -19.6
TS Con 27.6 96.6 -14.4 32.9 112.0 12.7 22.3 88.4 | -24.1
TS Con 333 116.8 -15.1 44.9 130.6 10.5 31.7 107.7 | -25.4
TS Con 359 | 1194 5.1 373 130.6 31.5 30.5 106.5 -8.4
stepwise
TS Step 27.7 94.7 85.6 40.2 103.3 96.1 29.7 89.6 70.6
TS Step 242 | 100.3 84.1 35.7 115.6 95.6 25.8 98.4 69.3
TS Step 23.5 100.8 85.6 353 110.6 96.1 24.9 96.2 70.6
TS Step 25.0 | 108.5 96.9 37.8 122.8 108.1 23.9 102.7 80.7
TS Step 30.0| 1139 | 107.6 41.6 126.4 116.9 31.2 105.9 93.1
Sn-ring
TS RS 107.5 113.0 -4.6 116.9 124.4 21.0 93.1 98.8 | -16.7
3n-ring
TS R3 84.1 114.9 -75.8 95.6 132.5 -54.1 69.3 107.1 | -76.2
TS R3 85.6 | 118.3 -75.1 96.1 134.9 -50.2 70.6 1104 | -74.1
TS R3 974 | 1248 -71.6 100.8 139.0 -49.9 78.7 1159 | -71.9
2e
+
3¢
concerted
TS Con 29.1 115.6 49.0 30.7 119.6 69.6 19.3 90.8 24.7
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TS Con 313 119.9 514 329 124.4 71.6 20.6 953 26.3
TS Con 31.2 | 1209 36.7 35.1 125.7 55.1 22.2 97.0 13.7
stepwise

TS Step 299 | 100.9 88.7 35.7 113.0 101.2 23.7 80.5 61.9
TS Step 30.6 | 106.6 91.7 36.6 115.2 97.6 24.4 83.6 63.3
TS Step 264 | 107.6 | 100.3 31.0 116.8 109.4 19.4 86.4 74.1
TS Step 31.8 | 109.9 95.1 37.6 117.7 101.1 24.8 85.8 66.5
TS Step 25.3 1153 102.7 34.6 124.2 106.9 23.9 973 73.6
TS Step 534 | 121.1 913 64.5 1354 106.8 52.8 104.6 65.9
TS Step 564 | 1283 105.6 66.4 141.8 118.7 52.2 110.7 78.9
TS Step 26.5 | 129.0 | 127.8 259 127.3 119.6 18.3 104.0 92.8
TS Step 569 | 1349 | 1249 67.3 148.5 132.9 514 113.6 91.9
TS Step 48.5 | 1409 97.8 58.3 154.1 105.3 49.3 123.7 67.1
TS Step 48.0 ] 1416 | 1179 62.4 155.5 128.7 51.2 123.2 89.7
Sn-ring

TS RS 88.7 | 102.0 42.1 101.2 120.2 65.8 61.9 71.5 19.3
TS RS 105.6 | 117.0 - 118.7 137.8 - 79.0 96.1 -
TS RS 1249 | 133.1 543 132.8 149.2 81.0 91.9 106.7 32.2
3n-ring

TS R3 106.1 136.0 -44.8 100.2 143.7 -25.7 69.9 1125 -533
TS R3 97.8 | 1434 -39.3 105.3 158.7 -19.8 67.1 1242 | 479
TS R3 1204 | 163.7 -21.2 125.0 178.5 - 88.2 143.6 -
1f

+

3c

concerted

TS Con 26.9 66.7 -5.4 31.7 76.4 17.3 22.1 594 | -17.8
TS Con 26.9 68.1 -16.8 31.7 713 5.1 22.1 632 | -27.6
TS Con 28.8 69.4 -17.7 33.6 78.9 5.1 23.7 61.6 | -289
stepwise

TS Step 21.8 66.0 49.2 25.5 74.8 57.5 18.5 61.5 41.9
TS Step 19.4 74.3 56.7 21.9 79.9 56.7 17.4 72.3 43.4
TS Step 23.8 78.2 56.8 28.9 85.6 574 20.9 76.7 43.6
Sn-ring

TS RS 49.2 53.0 -7.9 57.5 63.0 13.9 41.8 46.0 | -19.8
3n-ring

TS R3 56.7 95.1 -65.7 56.8 107.8 -49.0 43.4 91.6 | -68.0
TS R3 56.7 95.9 -64.5 56.8 109.1 -44.8 43.4 92.6 | -64.9
TS R3 56.8 96.4 -60.0 57.4 108.7 -42.9 43.7 91.9 | -63.1
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Table S7-7. Transition state (TS), reactant complex (RC) and product (P) energies (AHsol-opt,
kJ/mol) for the reaction of Michael acceptors (1g, 1d, 2e, and 1f) with pyridinium ylide 3¢
calculated at different levels of theory.

B3LYP/6-311++G(3df,2pd) B2PLYP/cc-pVTZ
B3LYP/6-31G(d,p) /SMD(DMSO0) /SMD(DMSO)
/SMD(DMSO) //B3LYP/6-31G(d,p) //B3LYP/6-31G(d,p)
/SMD(DMSO0) /SMD(DMSO)
Path RC | TS | P RC | 1S | P RC | TS | P
1g
+
3¢
concerted
TS Con -7.9 23.1 -69.4 -33 30.4 -43.2 -12.0 114 ] -81.0
TS Con -10.1 28.3 -64.5 -5.6 344 -44.1 -143 18.0 ] -77.1
stepwise
TS Step -7.9 19.1 -13.0 -3.4 27.7 -3.7 -11.0 10.1 | -29.6
TS Step -1.5 20.6 2.9 -3.1 28.1 1.8 -11.8 92 | -21.1
TS Step -8.0 233 -2.1 -3.0 32.7 6.7 -12.2 14.0 | -18.2
TS Step 7.9 25.7 9.3 -5.9 29.9 11.9 -14.3 13.5 -1.5
TS Step -7.6 25.6 12.4 -6.5 29.7 13.2 -12.7 15.1 2.9
TS Step -10.2 31.8 -3.3 2.5 42.2 2.5 9.1 28.9 | -21.5
TS Step 9.5 32.6 3.2 0.1 423 7.8 -10.1 262 | -15.8
TS Step -5.7 394 22.9 -5.4 39.5 14.0 -9.9 31.2 1.0
Sn-ring
TS RS -13.0 -8.7 -63.1 -3.7 6.3 -40.0 -29.6 -22.5| -75.6
TS RS 2.9 -4.9 -57.9 1.8 4.4 -33.1 21.1 214 | -70.7
TS RS 2.1 -4.7 -71.9 6.7 6.7 -48.0 -18.2 -19.2 | -825
TS RS 9.3 7.0 -51.7 11.9 11.9 -29.2 -1.5 9.6 | -659
TS RS 11.9 10.0 -56.1 11.8 12.4 -36.0 -3.9 -5.0 | -70.5
3n-ring
TS R3 22.9 57.9 -99.8 14.0 63.3 -85.1 1.0 46.4 | -103.9
1d
J’_
3c
concerted
TS Con -11.9 30.7 -63.9 -2.9 46.8 -38.3 -11.9 23.7 | -76.2
TS Con -1.5 36.9 -73.8 2.2 52.4 -46.7 -12.9 28.7 | -83.4
TS Con -6.4 59.3 -73.4 53 73.1 -47.8 -8.0 502 | -83.7
TS Con 0.9 60.9 -60.0 2.3 72.1 -33.6 -4.6 479 | -73.5
stepwise
TS Step -14.9 47.9 28.7 -2.5 56.5 39.2 -12.9 42.8 13.7
TS Step -14.0 46.1 27.7 -2.5 61.4 39.2 -12.4 44.2 12.9
TS Step -14.3 48.1 28.7 -2.5 58.0 39.2 -12.9 43.6 13.7
TS Step -13.5 49.5 37.0 -0.8 63.8 48.2 -14.7 43.6 20.8
TS Step -8.0 56.4 50.0 3.6 68.9 59.4 -6.7 48.4 35.6
Sn-ring
TS RS 50.0 48.1 -64.0 59.4 59.5 -38.5 35.6 339 | -76.2
3n-ring
TS R3 27.7 63.0 | -111.8 39.2 80.6 -90.1 12.9 55.2 | -112.2
TS R3 28.7 64.0 | -114.6 39.2 80.6 -89.6 13.7 56.1 | -113.5
TS R3 40.9 70.3 | -107.8 44.3 84.5 -86.2 22.2 61.5 | -108.1
2e
+
3¢
concerted
TS Con 43 57.6 -11.9 -2.6 61.7 8.7 -14.0 32.8 | -363
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TS Con -4.2 60.3 -10.7 -2.6 64.8 9.6 -14.8 357 -357
TS Con -6.7 63.8 -23.3 -2.8 68.6 -4.9 -15.7 39.9 | -46.2
stepwise

TS Step -6.4 424 28.6 -0.7 54.4 41.0 -12.7 22.0 1.7
TS Step -6.0 474 373 0.0 56.1 43.2 -12.1 24.5 8.9
TS Step -6.5 513 42.6 -1.8 60.5 51.6 -13.5 30.1 16.4
TS Step -6.4 513 40.5 -0.7 59.1 46.6 -13.4 27.2 11.9
TS Step -9.0 58.0 45.2 0.3 66.9 49.3 -10.4 40.0 16.1
TS Step 16.4 64.4 29.7 274 78.7 45.2 15.7 47.9 43
TS Step 18.0 70.5 44.3 28.0 84.1 574 13.8 53.0 17.6
TS Step -2.5 74.9 71.8 -3.0 73.1 63.7 -10.7 49.8 36.9
TS Step 17.1 73.0 65.8 27.5 86.6 73.8 11.6 51.7 32.8
TS Step 16.6 82.8 40.7 26.5 96.0 48.2 17.5 65.6 10.0
TS Step 13.4 83.0 59.2 27.8 96.9 70.0 16.7 64.6 31.1
Sn-ring

TS RS 28.6 37.7 -18.5 41.1 55.9 5.2 1.7 13.2 | -41.2
TS RS 44.3 523 574 73.1 17.6 313

TS RS 65.8 69.6 -5.9 73.8 85.7 20.7 32.8 43.2 | -28.0
3n-ring

TS R3 50.8 84.2 -76.7 45.0 91.9 -57.6 14.7 60.7 | -85.2
TS R3 40.7 92.5 -71.3 48.2 107.8 -51.8 10.0 733 | -799
TS R3 62.6 | 110.6 -57.6 67.2 1254 304 90.5

1f

+

3c

concerted

TS Con 9.2 12.7 -63.3 -4.4 22.4 -40.5 -14.0 54| -75.6
TS Con 9.2 16.6 -73.2 -4.4 25.8 -51.3 -14.0 11.8 | -84.0
TS Con -8.8 14.5 -72.1 -3.9 24.0 -49.2 -13.9 6.7 -83.2
stepwise

TS Step -7.9 14.2 -2.5 -4.1 23.0 5.8 -11.2 9.7 -9.9
TS Step -5.9 26.1 7.5 -3.5 31.7 7.5 -8.0 24.1 -5.8
TS Step -7.6 27.5 8.4 -2.5 35.0 9.0 -10.4 26.1 -4.7
Sn-ring

TS RS -2.5 -4.9 -65.3 5.8 52 -43.5 -9.9 -11.9 | -77.2
3n-ring

TS R3 7.5 47.7 -95.3 7.5 60.4 -78.6 -5.8 442 | -97.6
TS R3 7.5 48.0 | -101.3 7.5 61.2 -81.6 -5.8 44.7 | -101.7
TS R3 8.4 48.1 -93.4 9.0 60.5 -76.4 -4.7 43.7 | -96.6
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ABSTRACT: The kinetics of epoxide formation by Darzens
condensation of aliphatic ketones 1 with arylsulfonyl-substituted
chloromethyl anions 2 (ArSO,CHCI”) have been determined
photometrically in DMSO solution at 20 °C. The reactions
proceed via nucleophilic attack of the carbanions at the carbonyl
group to give intermediate halohydrin anions 4, which
subsequently cyclize with formation of the oxiranes 3. Protonation
of the reaction mixture obtained in THF solution at low
temperature allowed the intermediates to be trapped and the
corresponding halohydrins 4-H to be isolated. Crossover experi-
ments, i.e., deprotonation of the halohydrins 4-H in the presence of
a trapping reagent for the regenerated arylsulfonyl-substituted

ArO,S Cl
2 \@/ 2 Keo grgzs . _c® 0— ~SOAr
- Kee R™OR e ROR
X, ’
R R' T base
ArO,S
k2Pl = kool(k ootk + 1) HO, ¢l 4-H (independent synthesis)

ROR
o o o o
)?\/\ é é ﬁ’,;j @ /loj\/s\ PhiH
1 o I 1 1

I E(in DMSO)

T T T T T T T T T T T
23 22 -21 -20 -19 -18 -17 -16 -15 -14 -13 from kec

chloromethyl anions 2, provided the relative rates of backward (k_cc) and ring closure (k) reactions of the intermediates.
Combination of the kinetic data (k,™"") with the splitting ratio (k_cc/k,.) gave the second-order rate constants k¢ for the attack
of the carbanions 2 at the ketones 1. These kcc values and the previously reported reactivity parameters N and sy for the
arylsulfonyl-substituted chloromethyl anions 2 allowed us to use the linear free energy relationship log k,(20 °C) = sy(N + E) for
deriving the electrophilicity parameters E of the ketones 1 and thus predict potential nucleophilic reaction partners. Density
functional theory calculations of the intrinsic reaction pathways showed that the reactions of the ketones 1 with the chloromethyl
anions 2 yield two rotational isomers of the intermediate halohydrin anions 4, only one of which can cyclize while the other
undergoes retroaddition because the barrier for rotation is higher than that for reversal to the reactants 1 and 2. The
electrophilicity parameters E correlate moderately with the lowest unoccupied molecular orbital energies of the carbonyl groups,
very poorly with Parr’s electrophilicity indices, and best with the methyl anion affinities calculated for DMSO solution.

B INTRODUCTION

Combinations of electrophiles with nucleophiles are the most
important reactions in organic synthesis. To predict the scope
and selectivities of such reactions, we have developed scales of
nucleophilicity and electrophilicity on the basis of eq 1, which
characterizes electrophiles by one parameter, E (electro-
philicity), and nucleophiles by two solvent-dependent param-
eters, N' (nucleophilicity) and sy (susceptibility)."

log k,(20°C) = sy (N + E) (1)

Though carbonyl compounds belong to the most frequently
employed electrophiles in organic synthesis, there has been
only one previous attempt to integrate aldehydes in these
scales.” The major problem for the quantitative determination
of the electrophilic reactivities of carbonyl compounds is the
fact that the nucleophilic attack at the carbonyl group is often a
reversible process, which is followed by an irreversible rate-
determining step.’

In the late 1950s, kinetic investigations of the reactions of
ketones and aldehydes with sodium borohydride in protic

W ACS Publications © 2018 American Chemical Society

5500

solvents were reported by H. C. Brown." Geneste and
associates studied the kinetics of the reactions of ketones
with BH,~,>* CN-,”" $0,>,">° NH,O0H,”™" and RS~ in
water and reported linear correlations™ between the different
sets of data. Thermodynamics accounts for the fact that
ordinary acceptor-stabilized carbanions (e.g., malonate anions),
which have previously been used as reference nucleophiles for
the quantification of electrophilic reactivities,” are not
suitable for the determination of the E parameters of carbonyl
compounds in aprotic solvents: Due to the high basicity of the
initially formed alkoxide anions (pK,y = 29.0 for MeO™ in
DMSO),” additions of weakly basic carbanions (pK,y & 16 for
dimethyl malonate in DMSO)® to ordinary ketones and
aldehydes are highly endergonic in aprotic solvents and only
proceed in the presence of a suitable proton source. For that
reason, reference nucleophiles are needed, which yield
intermediates that undergo fast subsequent irreversible
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reactions to form stable products. One possibility is to use
carbanions carrying a leaving group (LG) in the a-position,
since the resulting intermediates may undergo cyclization with
formation of epoxides (Scheme 1).

Scheme 1. Epoxides from Carbonyl Compounds

Acc o A
0 Acc Al cC
)L i O —_— @O)Z\LG ;G, 0>Z
R R LG B R R R

For LG = Hal, the reaction depicted in Scheme 1
corresponds to the Darzens condensation,”'’ which has
mechanistically been investigated by Ballester'' and others.*"*
Whereas early work has preferentially been performed with a-
halogen-substituted esters, ketones, and aldehydes (Acc
CO,R or COR), Vogt and Tavares reported that a-halo-
substituted sulfones (Acc = ArSO,) also undergo the reaction
sequence shown in Scheme 1 to give sulfonyl-substituted
epoxides.”” For LG = R,S", the nucleophile in Scheme 1 is a
sulfonium ylide, and the sequence depicted in Scheme 1 then
corresponds to the Corey—Chaykovsky epoxidation.'>"*

In previous work, we have determined the nucleophile-
specific reactivity parameters for acceptor-substituted sulfonium
ylides'® and for arylsulfonyl-substituted chloromethyl anions."®
Since acceptor-substituted sulfonium ylides are not sufficiently
nucleophilic to react with typical ketones, we have employed
anions 2 (Scheme 2) as reference nucleophiles to quantify the
electrophilicities of ketones.

B RESULTS

Product Study. The reactions of the ketones 1la—I with the
carbanions 2a,b in anhydrous DMSO proceeded smoothly at
room temperature (Scheme 2) and gave the epoxides 3 in good
yields. The asymmetric ketones 1i—1 generally reacted with low
diastereoselectivity. Only in the reaction of 11 with 2b, the
formation of the diastereomer with ArSO, and CF; trans to
each other is highly preferred (de = 88%) (Scheme 2). The
different stereoselectivities of 2a and 2b in reactions with 11
have been observed in numerous experiments where 11 was
used as a trapping reagent in crossover experiments (see
below). As shown in the Supporting Information, 2a always
gave 2/1 mixtures of two diastereomers, while 2b gave one
diastereomer almost exclusively, possibly because 11 reacts with
2a, but not with 2b, under diffusion control."”

Kinetic Investigations. All kinetic investigations were
performed in anhydrous DMSO solution at 20 °C by following
the disappearance of the UV/vis absorptions of the carbanion
2a (320 nm) or 2b (40S nm) under pseudo-first-order
conditions ([1],/[2], > 10). As the carbanions 2a,b decompose
on the minute time scale at 20 °C (depending on the method
of preparation), they were generated by treatment of their
conjugate CH acids with 1.00—1.05 equiv of #+-BuOK in dry
THF at —78 °C. Small amounts of these solutions were
dissolved in DMSO at 20 °C immediately before the ketones 1
were added. The first-order rate constants k4 were obtained
by least-squares fitting of the exponential function A = A,
exp(—kgpsat) + C to the observed time-dependent absorbances
A of 2 (Figure la). The slopes of the linear correlations
between k.4 and the different concentrations of la—j (Figure

Scheme 2. Reactions of Carbanions 2 with Ketones 1 and Corresponding Gross Second-Order Rate Constants k,™?"

o) ozs—@x 20 °C Al
+ R7L\
R)J\R' SN DMSO Lf s@x
cl _ Cle 0O,
1 22 3
Ketones 1 X k2Pt (M1 s71)P Oxiranes 3 (yield)
o:<>) 1an=1 2b CN 7.05 x 108 3ab (80%)°
n 1bn=2 2a H 3ba (87%)7
2b CN 1.31 x 102 3bb (73%)?
1cn=3 2a H 2.98 x 10° 3ca (95%)°
2b CN 261 x 102 3ch (75%)°
1dn=4 2a H 8.49 x 10' 3da (90%)°
1e X = NMe 2a H 1.77 x 10* 3ea (90%)°
© X 2b CN 1.82 x 10° 3eb (90%)°
1f X=0 2b CN 7.62 x 103 3th (70%)°
1gX=8 2a H very fast® 3ga (95%)°
2b CN 1.81 x 104 3gb (85%)°
O— 1h 2a H 212 x 104 3ha (80%)°
0:<:><Oj 2b CN 3.00 x 103 3hb (75%)°
1i X = CH, 2a H 7.42 x 10 3ia (90%, rel-2S,3S/rel-2R,3S = 2.6)°
° 1jX=5 2b CN 3.21x 104 3jb (80%, rel-2S,3S/rel-2R,3S = 2.2)¢
CHXCHs 4y x=0 2b CN very fast® 3kb (89%, rel-2R,3R/rel-2R,3S = 2.3)°
Ph 11 2a H very fast® 3la (90%, rel-2R,3R/rel-2R,3S = 2.0)°
°:< 2b CN very fast® 3lb (80%, rel-2S,3S/rel-2R,3S > 15)°
CF;

“Counterion: K* for kinetics, Na* for product studies. bCarbanions 2a,b generated by treatment of (2a,b)-H with -BuOK, as described in the section

» C

“Kinetic Investigations”.

Isolated yield obtained after chromatographic purification. #Yield determined by 'H NMR spectroscopy using m-xylene as

an internal standard. “Too fast to be measured by the stopped-flow technique.
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Figure 1. (a) Monoexponential decay of the absorbance A of 2b (at
405 nm) during the reaction of 1a (3.91 X 107> mol L™") with 2b
(2.50 x 10™* mol L™") in DMSO at 20 °C (the remaining absorbance

is due to products generated by degradation of carbanion 2b). (b) kqpeq
for the reaction of la with 2b versus the concentration of 1a.

1b) correspond to the second-order rate constants k,*®! listed
in Scheme 2.

Table 1 shows the role of counterions on the reaction
kinetics. Neither addition of 18-crown-6 ether to the potassium
salts of 2a or 2b nor exchange of +-BuOK by Schwesinger’s base
P,-Bu'® for the generation of 2b from its conjugate acid had a
significant effect on the second-order rate constants k,™?".

Determination of the Rate-Limiting Step. As shown in
Scheme 3, nucleophilic attack of 2 at the ketone 1 yields the
intermediate alkoxide anion 4, which either cyclizes with
formation of the epoxide 3 or undergoes retroaddition with
regeneration of ketone 1 and carbanion 2.

The time-dependent concentrations of 2, 4, and 3 can be
expressed by eqs 2—4.

Scheme 3. Mechanism of the Reactions of Arylsulfonyl-
Substituted Chloromethyl Anions with Ketones

o) SOAr ke g SOAR ) c® o SOAr
or’ ®<cw Kiga RO)Z;,C‘ ke R>ZR.
1 2 4
d[4]/dt = kec[1][2] = k_ccl4] = k. [4] 3)
d[3]/dt = k. [4] (4)

As the intermediate f-chloroalkoxide anion 4 is formed as a
short-lived species, the Bodenstein approximation holds (d[4]/
dt = 0), and the concentration of 4 is given by eq S.
Substitution into eq 4 yields eq 6, and k,™"" is a function of k¢,
k_cc, and k. as shown by eq 7.

(4] = kec[1][2]/ (k_cc + k) (5)

=d[3]/dt = —d[2]/dt = keck, [1][2]/ (k_cc + k)
(6)

=k, = kee/ (k_ce/kye + 1) (7)

According to eq 7, the rate of the attack of 2 at the carbonyl
group (kcc) can be derived from the measured rate constant
k,*" (Scheme 2) if the ratio k_cc/k, is known. To determine
k_cc/k., we have developed an independent access to the
intermediate 4.

Synthesis of the Halohydrins 4-H. Whereas treatment of
2-H with base in the presence of ketones 1 at ambient
temperature led to the formation of the epoxides 3 (Scheme 2),
the reactions of 2a-H with BuLi or of 2b-H with lithium
diisopropylamide (LDA) in THF at —78 °C, followed by
addition of the ketones la—j, and subsequent acidification at
low temperature yielded the halohydrins 4-H in good yields
(Scheme 4)."" In the case of the acyclic ketones 1i and 1j, two
diastereomeric compounds were formed, which were separated
by column chromatography on silica gel and fully characterized.
The structure of 4ca-H was confirmed by single-crystal X-ray
crystallography and showed a conformer with chlorine gauche
to the hydroxyl group (Figure 2).

Examination of the Reversibility of the Attack of 2 at
the Ketones 1. To examine whether the intermediates 4,
generated by treatment of the halohydrins 4-H with base,
undergo ring closure with formation of 3 (k,, Scheme 3) or
retroaddition with regeneration of 1 and 2 (k_¢c, Scheme 3), it
was necessary to find a trapping reagent which rapidly
intercepts 2 after its generation from 4. In view of their high
reaction rates (Scheme 2), ketones 1g, 1j, 1k, and 11 were
considered to be suitable trapping agents. Ketone 1j was then
eliminated from this series because the resulting oxirane 3jb
turned out not to be stable at 20 °C.

Table 1. Second-Order Rate Constants k,*®! (M~! s7!) for the Reactions of the Ketones 1 with Carbanions 2 under Various

d[2]/dt = —kcc[1][2] + k_c[4] )
Conditions
ketone nucleophile kot @
le 2a (177 £ 0.13) x 10*
1f 2b (7.62 + 0.35) x 10°
1g 2b (1.81 + 0.07) x 10*
1j 2b (321 + 0.55) x 10*

k,?(18-crown-6)"
(1.79 + 0.11) x 10*
(7.65 + 0.47) x 10°
(171 + 0.04) x 10*
(3.59 + 0.33) x 10*

kzexptl (P4-[Bu)

(1.66 + 0.05) x 10*

“Data from Scheme 2. ®18-Crown-6 (2.0-2.5 equiv) was added to the potassium salts of 2a,b.
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Scheme 4. Synthesis of the Halohydrins 4-H

RRf[OH

c1” 50,
(1) n-BuLi or LDA, THF, -78°C ¢~ g0,
(2) 1a—j, =78 °C, 30 min
(3) 2% aq HCI, -78 °C
X
2a-H (X = H) X
2b-H (X =CN) 4-H
ketone nucleophile product (yield)
1a 2b 4ab-H (90%)
1b 2b 4bb-H (85%)
1c 2a 4ca-H (90%)
2b 4cb-H (85%)
1d 2a 4da-H (85%)
1e 2a 4ea-H (75%)
2b deb-H (95%)
1f 2b 4fb-H (80%)
19 2b 4gb-H (70%)
1h 2a 4ha-H (70%)
2b 4hb-H (95%)
1i 2a dia-H (93%, dr 1.8/1)
1j 2b 4jb-H (83%, dr 1.1/1)
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Figure 2. ORTEP drawing of the crystal structure of 4ca-H (the
ellipsoid probability level is 50%).

When 1/1 mixtures of 1g on one side and of 1¢, 1d, or 1i on
the other were combined with 0.5 equiv of the carbanion 2a,
the oxiranes derived from 1g (i.e., 3ga) were formed exclusively
(Scheme S). Since 1g is only 6 times more reactive than 1h, 3
equiv of 1g was employed to obtain 3ga exclusively from a
mixture of 1h and 1g.

The oxiranes 3la and 3lb were the only products obtained
from the reactions of 3/1 mixtures of 11 and la—h with 2 (1
equiv with respect to la—h). Since the product obtained by
treatment of a mixture of 1j and 1l with 2b was difficult to
analyze, 1k was used as a trapping agent, and treatment of a 7/1
mixture of 1k and 1j with 1 equiv of 2b gave the oxirane 3kb
exclusively.

The principle of the crossover experiments is illustrated in
Scheme 6. When the independently synthesized halohydrin
4ca-H is treated with NaOH in the presence of the highly
reactive ketone 1g, the generated intermediate 4ca has the
choice of undergoing either ring closure with formation of the
epoxide 3ca or retroaddition with regeneration of 1c and 2a. As
1g is considerably more reactive and present in higher

5503

Scheme 5. Competition Reactions To Examine the
Suitability of Ketones 1g,k,1 as Trapping Agents

R
7 RSO,Ar

test ketone ot
(lequv) g )J\R, 2-H (0.5 to 1 equiv)

NaOH (0.75 to 1.5 equiv)

+ +
trapping o (CD3),SO, rt, 1to 4 h - o
R o g \ﬁ“sozAr
test ketone trapping ketone nucleophile product
1c 1g (1 equiv) 2a 0)
1d 1g (1 equiv) 2a
1h 1g (3 equiv) 2a S SO,Ph
1i 1g (1 equiv) 2a 358
: O
1a-1d, 1f-1h 11 (3 equiv) 2b F3C
1e 11 (3 equiv) 2a . *SOLAr
3laor 3lb
CN
e}
1j 1k (7 equiv) 2b MeO
Me O’fs\\o
3kb

Scheme 6. Crossover Reaction of the Cyclohexanone Adduct
4ca-H
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g
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concentration than 1lc, any regenerated carbanion 2a will
exclusively be converted into the crossover product 3ga, and
the ratio [3ga]/[3ca] equals the ratio k_cc/k,.

Scheme 7 shows that in all crossover experiments at least 3
equiv of trapping agents was employed to ensure that they will
quantitatively intercept the regenerated carbanions 2. In
Scheme 7, one can furthermore see that, in most cases
investigated, ring closure (k) is up to 8 times faster than
retroaddition. Entries 5—7 show, however, that the inter-
mediates generated from cycloheptanone (1d) undergo
retroaddition 3—4 times faster than ring closure. Comparison
of entry S with entry 7 and of entry 13 with entry 14 indicates
that almost the same k_cc/k,. ratio is obtained with different
trapping agents, and entries 5/6 and 8/9 show that the nature
of the counterion (K* vs Na*) has only a small influence on this
ratio. The similarity of k_cc/k,. in entries 3/4, 8/10, and 13/15
implies that the ratio of retroaddition vs ring closure is almost
independent of the substituents at the arylsulfonyl groups.
Entries 16/17 as well as 18/19 show that the two
diastereomeric halohydrins obtained from the asymmetric
ketones 1i and 1j react with significantly different k_cc/k.
ratios.
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Scheme 7. Crossover Reactions of 4-H

SOLAr NaOH SOLA SOLAr
HO, J—¢ fl\ (1.0-1.5 equiv) OZ/ 2 L 0>T
+ ;
ROR R SR?Z  DMSO,rt,2h  Ri" R2 R7OR
4-H trapping ketone P_cc Pre
(1 equiv)

entry halohydrin trapping ketone P_cc/Pre = kcclke?

1 4ab-H 11 (4 equiv) 0.89
2 4bb-H 11 (4 equiv) 0.63
3 4ca-H 1g (3 equiv)? 0.60
4 4cb-H 11 (4 equiv)® 0.86
5 4da-H 1g (3 equiv)? 35
6 1g (3 equiv)® 33
7 11 (3 equiv) 4.1
8 4ea-H 11 (4 equiv) 0.37
9 11 (4 equiv)® 0.29
10 4eb-H 11 (4 equiv) 0.33
11 4fb-H 11 (4 equiv) 0.13
12 4gb-H 11 (4 equiv) 0.57
13 4ha-H 19 (4 equiv) 0.19
14 11 (4 equiv) 0.24
15 4hb-H 11 (4 equiv) 0.21
16 4ia'-H 1g (3 equiv)? 22
17 4ia"-H 1g (3 equiv) 6.9
18 4jb'-H 1k (8 equiv) 22
19 4jb"-H 1k (8 equiv) 5.1

“Determined by 'H NMR spectroscopic analysis of the crude product.
bProduct yields determined by using 1,3,5-trimethoxybenzene as an
internal standard (Supporting Information). “‘KOH was used as the
base instead of NaOH.

Combination of the k_cc/k, ratios from Scheme 7 with
k,™" from Scheme 2 according to eq 7 yields the rate constants
for nucleophilic attack of 2 at the ketones 1 (kcc), which are
listed in Table 2. While this procedure is straightforward for the
reactions with symmetrical ketones, the situation is more
complex for unsymmetrical ketones because their reactions
with the carbanions 2 yield mixtures of diastereomeric
halohydrins 4-H, as specified for 1i and 1j in the last two
entries of Table 2.

The stereospecifity of ring closure has exemplarily been
studied for the reaction of 2a with pentan-2-one (1i). The
diastereomeric halohydrins 4ia’-H and 4ia”-H undergo either
stereospecific ring closure with formation of epoxides or
retroaddition with regeneration of 1i and 2a. Figure 3a shows

the '"H NMR spectrum of 3ga, the product formed by trapping
the regenerated carbanion 2a with the ketone 1g. Treatment of
ketone 1i with anion 2a yielded a mixture of the diastereomeric
epoxides 3ia’ and 3ia” (Figure 3b). Since the ring protons A’
and A” of the epoxides 3ia’ and 3ia” have similar chemical
shifts, their ratio was derived from the "H NMR signals of the
methyl groups B’/B” and C’/C”. Nuclear Overhauser effect
(NOE) experiments show that the methyl resonances at lower
field (B’ and C”) arise from the groups cis to the phenylsulfonyl
substituent.”” Parts ¢ and d of Figure 3 reveal that the epoxides
3ia’ and 3ia” are formed stereospecifically from the
diastereomeric halohydrins 4ia’-H and 4ia”-H, respectively.
When 4ia’-H is treated with NaOH in the presence of 1g,
epoxides 3ia’ and 3ga are formed in the ratio 1/2.2, as derived
from the integrals of protons A" and A in Figure 3c. Since there
are no peaks at 6 1.32 and 0.93, the chemical shifts of the
methyl protons (B” and C”) of the diastereomer 3ia”, we can
conclude that 4ia’ either cyclizes with formation of 3ia’ or
fragments with formation of 1i and 2a, the latter of which is
subsequently trapped by 1g to give 3ga.

Analogously, treatment of the other diastereomer (4ia”-H)
with NaOH in the presence of 1g yields the epoxides 3ia” and
3ga in a ratio of 1/6.9 (from integrals A” and A, Figure 3d).
The stereospecificity of this cyclization, ie., the exclusive
formation of 3ia” from 4ia”-H, can be derived from the
absence of 3ia’ in the product mixture, which would be
detectable by a "H NMR signal for the methyl group B’ at §
1.63 and less clearly by the methyl triplet at 6 0.80 for C'.

With the product ratio 3ia’/3ia” = 2.6 given in Scheme 2, we
can split the measured gross second-order rate constant k,™?" =
74.2 M~ s7! for the reaction of 1i with 2a (Scheme 2) into the
partial rate constants ky' @) = 53,6 M~' s~! and k,” " = 20.6
M s7! for the formation of 3ia” and 3ia”, respectively. The
ratio of these partial rate constants corresponds to the observed
product ratio (eq 8) given in Scheme 2, and their sum
corresponds to the measured rate constants (k™ in Scheme 2,

eq 9).

kz/(exptl)/kz//(exptl) — 2.6 (8)

kz/(exptl) + kz//(exptl) — kzexptl =742 M—l S—I (9)

Table 2. Determination of Second-Order Rate Constants k.. from Measured Rate Constants k,“?" and Ratios k_cc/k,.

ketone nucleophile ket @ (Mt s7h) (k_cc/ky) + i” kee M7 s7Y) E ket ke

la 2b 7.05 x 10° 1.89 1.33 x 10* -17.5 identical

1b 2b 1.31 x 10? 1.63 2.14 x 107 -21.0 identical
1c 2a 298 x 10° 1.60 477 x 10° —19.9° 0.69
2b 261 x 107 1.86 4.85 x 10? 1.6

1d 2a 8.49 x 10 4.5 3.8 X 107 -22.1 identical
le 2a 1.77 x 10* 1.37 242 x 10* —18.4° 0.58
2b 1.82 x 10° 1.33 242 x 10° 1.9

1f 2b 7.62 X 10° 1.13 8.61 x 10° -17.9 identical

1g 2b 1.81 x 10* 1.57 2.84 x 10* —-16.9 identical
1h 2a 2.12 x 10* 1.19 2.52 x 10* —18.2° 0.67
2b 3.00 x 10° 121 3.63 x 10° 1.6

1i 2a 7.42 X 10! 329 3.3 X 10* -22.3 identical

7.9¢
1j 2b 321 x 10* 324 1.3 x 10% -15.6 identical
6.14 identical

“From Scheme 2. ’From Scheme 7. “Calculated by averaging the individual E parameters. “Ratios (k_cc/ks)

diastereoisomers. ke = k'cc + k"¢ (see the text for the calculation).
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for the individual halohydrin

DOI: 10.1021/jacs.8b01657
J. Am. Chem. Soc. 2018, 140, 5500—5515



Journal of the American Chemical Society

a
) A e} (CD3),80
S
O
L,
/HQO L"\/"H
i /‘V‘W\/"\'\J AL
b) A'O PhO,S._Cl A B"
22 © @ o c AR @
+ — /L)%”\P<39 + \ o
PhOS  (Me PhO,S 2
*Q o=_~_ a0 O 3ia"
1i
\ -_J
A
oA o
AT NaOH Ho
c) Phozsj/\ b ogg MO XN gt
Cl gia-H 3 equiv 3ia’
Ase 1 equiv
N9 N
d) ., OH &
PhO,S ez X" NaOH H, e .
A i +3 19 PhOZS/—\/\ + 3ga + i
©l giaH squi 3ia’ 19
N 1 equiv / \
Q"
T T T T T T T T T T T T T T T T T T T T T T
1. 8 4.6 4.4 4.2 4.0 3.8 3.6 3.4 3.2 3.0 2.8 2.6 2.4 2.2 2.0 1.8 1.6 1.4 1.2 1.0 0.8 0.6

1 (ppm)

Figure 3. Examination of the stereospecifity of ring closure of the diastereomeric halohydrins 4ia’-H and 4ia”-H by "H NMR spectroscopy: (a)
independently synthesized trapping product of regenerated 2a, (b) mixture of 3ia’” and 3ia” obtained from the reaction of 2a with 1i, (c) exclusive
formation of 3ia’ and 3ga (1/2.2 = k', ./k’__cc) by treatment of 4ia’-H with NaOH in the presence of 1g, (d) exclusive formation of 3ia” and 3ga (1/
6.9 = k"../k"_cc) by treatment of 4ia”-H with NaOH in the presence of 1g.
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Figure 4. Gibbs energy profile (kJ] mol™') for the reaction of carbanion 2a with pentan-2-one (1i) at 20 °C in DMSO derived from rate
measurements (Scheme 2) and crossover experiments (Figure 3, Table 2).

With application of eq 7 to the two parallel reactions with
k' _cc/k . = 2.2 (Figure 3c and Scheme 7, entry 16) and k”_cc/
k".. = 6.9 (Figure 3d and Scheme 7, entry 17), we obtain k¢ =
(22+1)x53.6M s =1.7x10* M s and k" = (6.9 +
1) X206 Mt s7! = 1.6 X 10> M~! 57}, e, both halohydrins
are formed with similar rates, and the stereoselectivity
originates from the different rates of cyclization as illustrated
in Figure 4. In contrast, in THF at —78 °C, 4ia’-Li is formed
1.8 times faster than 4ia”-Li (Scheme 4).

An analogous calculation gave k'cc = 7.1 X 10* M™' s7" and
k'cc = 6.1 x 10* M~ s7! for the reaction of 2b with the
unsymmetrical ketone 1j.

Substitution of kcc and the published parameters N and sy
for 2a,b into eq 1 yielded the electrophilicity parameters E of
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the ketones 1. In cases where the electrophilicity parameters E
are derived from reactions with 2a and 2b, both rate constants
should ideally give the same value of E. As this is not the case,
the E values derived from different reactions were averaged and
listed in Table 2. The last column of Table 2, which compares
the rate constants calculated by eq 1 with the directly
determined rate constants, shows that, in this series, eq 1
reproduces the rate constants k¢ within a factor of 2.

A confirmation for the ketone reactivities derived in this way
was obtained by competition experiments. When a mixture of
diethyl maleate (5) (E = —19.49) and cycloalkanone 1b or 1c
was treated with 2a (in situ generated from 2a-H and NaOH),
mixtures of the epoxides 3 and the cyclopropane 6 were
obtained. Their ratio was determined by "H NMR spectroscopy

DOI: 10.1021/jacs.8b01657
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and used to calculate the ratio k,P(1)/k,**(5) given in
Scheme 8. The ratios of direct rate measurements, k,(1)/k,(5),

Scheme 8. Examination of the E Parameters of Ketones 1

o] EtO,C
+ J
EtO,C
n=12
1bor1ic 5
(2 equiv) (2 equiv)
for the reaction of ketone 1b with 2a:
= 2\ -1 -1a
DMSO ®<CI Na® ko(1b) =6.93 x 10°M™' s
el SO,Ph for the reaction of ketone 1¢ with 2a:
2a (1 equiv) ky(1c)=2.98 x 103 M~ s~ d
o SOzPh EtO,C SO,Ph for the reaction of 5 with 2a:
+ ko(5)=5.40 x 103 M~ s71b
In=12 CO,Et
3baor 3ca 6 U
from competition experiments: from measured rate constants:
« = [3ba]/[6] =0.17° ka(1b)/ky(5) = 0.13
x=[3ca)/[6] =1.1° kao(1c)/ky(5) = 0.55

“Equation 1 gives kgc = 1.13 X 10* M™' s™', which was corrected for
reversibility by applying eq 7 with k_cc/k,c = 0.63. “This work (Table
$20, Supporting Information). “For the calculation, see the Supporting
Information. “From Scheme 2.

agree with product ratios from competition experiments, k¥ =
[3]/[6], within a factor of 2. This suggests that diethyl maleate
(5) and cyclohexanone (1c) have similar electrophilicities E,
one order of magnitude greater than the electrophilic reactivity
of cyclopentanone (1b).

Intrinsic Reaction Pathway Calculations. The mecha-
nistic picture derived from the kinetic studies was subsequently
complemented by reaction path calculations. Geometry
optimizations and calculations of intrinsic reaction pathways
have been performed at the B3LYP*'-D3°%/6-31+G(dp)”’
level of theory in combination with the polarizable continuum
model (PCM)** for DMSO as the solvent and UAO radii.
Improved energies for ground and transition states have been
calculated at the PCM(DMSO,UA0)/B2PLYP*°-D3/
def2TZVPP*° level. Combination of energies with thermo-
chemical corrections obtained at a lower level then yields the
reaction Gibbs energies reported in the Supporting Information
and summarized in Figures 5—7.

For the reaction of carbanion 2a with cyclohexanone (1c) (a
ketone of intermediate electrophilicity, E = —19.9), the Gibbs
energy surface is shown in Figure 5. Two distinct pathways
have been identified for the addition of anion 2a to the C=0
double bond in ketone 1c, which differ by the relative
orientation of the two reactants. The energies shown are
those of the energetically best conformers for each pathway (for
full details, see the Supporting Information). The blue,
energetically less favorable reaction pathway (AG* = +61.5 kJ
mol™') directly yields an adduct with the C—Cl bond anti to
the C—O bond. Chloride expulsion through epoxide ring
closure is possible from this adduct with a barrier of +44.8 kJ
mol™" (relative to separate reactants). A second, red reaction
pathway (AG* = +47.4 kJ mol™") leads to a primary adduct
where the C—Cl bond assumes a gauche orientation relative to
the C—O bond. Epoxide ring closure from this adduct is not
immediately possible, but requires rotation around the newly
formed C—C bond such that the C—Cl and C—O bonds attain
the anti orientation required for cyclization. The barrier for this
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Figure S. Gibbs energy surface (25 °C) for the reaction of 1c with 2a
[at the PCM(DMSO,UA0)/B2PLYP-D3/def2TZVPP//PCM-
(DMSO,UA0)/B3LYP-D3/6-31+G(d,p) level, k] mol™'].

rotation is higher (AG* = +58.5 kJ mol™" relative to separate
reactants) than the barrier for the reversal to the separate
reactants 2a and 1c. The comparable heights of the barriers for
initial nucleophilic addition and conformational reorientation
are in line with the results derived from the crossover
experiments with halohydrin 4ca-H described in Scheme 7.
Guided by the conformational analysis of halohydrin 4ca-H and
its deprotonated form 4ca, we assume that 4ca-H exists as a
mixture of conformers in solution, from which only that with
the C—Cl and C—O bonds in gauche conformation had
crystallized (see Figure 2 and Figure S1S in the Supporting
Information). Deprotonation of 4ca-H will give both adduct
conformers shown in Figure 5. While the adduct 4ca with
gauche C—Cl and C—O bonds will revert back to reactants, the
conformer with anti C—Cl/C—O orientation will cyclize to
epoxide 3ca.

The reaction of anion 2a with the more reactive ketone 1g (E
= —16.9) has been studied analogously. The resulting Gibbs
energy surface in Figure 6 shows that the nucleophilic addition
can also lead to intermediates 4ga with C—Cl/C—O gauche or
anti orientation, and the rotational barrier for their
interconversion (AG¥ = +41.4 kJ mol™! relative to separate
reactants) is again comparable to the barriers of the reverse
reaction. The barrier for epoxide ring closure is, in comparison,
lower at AG¥ = +30.0 kJ mol™, which again implies that
adducts with C—Cl/C—O anti orientation will move forward to
epoxide product rather than revert to separate reactants. In
agreement with the larger E value of ketone 1g as compared to
1c (—16.9 vs —19.9), the calculated overall Gibbs energy barrier
for reaction with anion 2a is much lower for 1g than for 1c
(+41.6 vs +58.5 k] mol ™).

To test whether the mechanistic picture obtained for the
ketone addition reaction is comparable to that for addition to
electron-poor alkenes (Michael acceptors), the reaction of
anion 2a with dimethyl maleate (5%), as a model for the
experimentally studied diethyl maleate (5), was also treated
computationally (Figure 7). While the same sequence of initial
nucleophilic addition, gauche/anti reorientation, and ring
closure was also found for this system, the relative barriers

DOI: 10.1021/jacs.8b01657
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Figure 6. Gibbs energy surface (25 °C) for the reaction of 1g with 2a
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for the individual steps differ significantly from those found for
the ketones: While the barrier for the initial addition step (AG¥

(Im; E = —19.5),2 in contrast to common experience that
aldehydes are generally more electrophilic than ordinary
ketones. How can this discrepancy be explained?

On the basis of Aggarwal’s report that the independently
synthesized anti-betaine 8a, formed from sulfonium ylide 7a
and benzaldehyde (1m), does not undergo retroaddition but
rapidly cyclizes with formation of trans-stilbene oxide (9a)
(Scheme 9),* we had extrapolated that the same was true for
the betaine generated from benzaldehyde (1m) and p-cyano-
substituted sulfonium ylide 7b.”

Scheme 9. Aggarwal’s Mechanism Accounting for the High
trans Selectivity in the Epoxidation Reaction of
Benzaldehyde with Semistabilized Sulfur Ylide 7a

o) Ph !
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kan;/ k_sy:\\i(syn
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the kinetic measurements described above), the barriers for lfast Js,ow
rotation and cyclopropane ring closure are much lower than the
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Figure 7. Gibbs energy surface (25 °C) for the reaction of 5* with 2a [at

the PCM(DMSO,UA0)/B2PLYP-D3/def2TZVPP//PCM(DMSO,UA0)/

B3LYP-D3/6-31+G(d,p) level, k] mol™]. Dimethyl maleate (5%) is used as a model substrate for diethyl maleate (5).
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This conclusion was obviously incorrect as shown by the
following experiments. Treatment of the benzyl thioether 10
with LDA and benzaldehyde (1m) yielded the p-thio-
substituted alcohol 11, which was converted into the sulfonium
tetrafluoroborate 12 by treatment with trimethyloxonium
tetrafluoroborate (Scheme 10a). As shown in Scheme 10b,

Scheme 10. Synthesis of Sulfonium Tetrafluoroborate 12 and
Crossover Experiment To Elucidate the Rate-Determining
Step in the Epoxidation of Benzaldehyde with the Sulfonium
Ylide 7b

a) NC NC, NC
BFY
1) LDA, THF, -78 °C Me;O'BF 4~ 4
e Ph —————— Ph
2) PhCHO (1m) CHCly, ”
Mes 3)2%aqHCL-78°C  mMes oM 0°C>m14h  yeg by
10 1 (dr1.2:1) 12(dr1.2:1)
b)
7 Ph 2e9W) NaoH (1.5 equiv)  N©
BFY .7 DMSO, 4 h, 20 °C
Me,S HJ\©\ 3n
13 1n NO, NC exclusively NG,
(2 equiv)
c) NC
BFY
NaOH ( 15equ|v
e DMSO, 4 h, 20 °C Q/u ©\
® 3 equiv
Me,S  OH (3 equiv) NO,
12 3n (exclusively)
l NaOH T
NC NC
Ph PR + 1m
;;—< © *+ 1Mn
Me,S  ©° Me,S®

the sulfonium ylide generated by treatment of the sulfonium
ion 13 with NaOH in the presence of p-nitrobenzaldehyde
(1n) and benzaldehyde (1m) reacts exclusively with the former
to yield the epoxide 3n. As expected, p-nitrobenzaldehyde (1n)
is much more reactive than the parent benzaldehyde (1m).

The crossover experiment in Scheme 10c shows the exclusive
formation of the epoxide 3n when 12 is treated with base in the
presence of p-nitrobenzaldehyde (1n). This observation implies
that the betaine 8c, which is formed by deprotonation of 12,
does not cyclize, but rather undergoes retroaddition with
regeneration of benzaldehyde (1m) and the sulfonium ylide 7b,
which is quantitatively intercepted by p-nitrobenzaldehyde
(In). The rate-determining step for the reaction of the
sulfonium ylide 7b with benzaldehyde (1m) thus is the
cyclization and not the nucleophilic attack of the ylide at the
carbonyl group, as assumed for the derivation of the
electrophilic reactivity of benzaldehyde (1m) in ref 2. The
electrophilicity parameters of aldehydes reported in ref 2 thus
do not refer to the initial attack of nucleophiles at the carbonyl
group but describe the gross rate constants for the reactions of
carbonyl groups with the sulfonium ylide 7b.

How can the rate of the initial nucleophilic attack at
aldehydes be determined? Are the chloro-substituted carban-
ions 2a,b suitable reference nucleophiles, because the
corresponding intermediates cyclize with lower barriers than
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the intermediates formed from sulfur ylides? In line with the
expected higher electrophilic reactivity of benzaldehyde (1m),
its reactions with the carbanions 2a,b were found to be too fast
for direct measurements with our stopped-flow techniques. We
succeeded, however, to measure the rate of the reaction of 2b
with the less electrophilic p-methoxybenzaldehyde (10) in the
same way as described above for the corresponding reactions
with ketones and obtained the second-order rate constant k,™?!
269 X 10* M™' 57!, which will be used in Table 3.
Subsequently, the relative reactivities of benzaldehyde (1m)
and p-methoxybenzaldehyde (1o) toward 2a were determined
by the competition experiment illustrated in Scheme 11.%

Scheme 11. Competition Experiments for Determining the
Relative Reactivities of Benzaldehyde (1m) and p-
Methoxybenzaldehyde (10) toward 2a

PhO,S 0 0
+ +
& . HJK@
2a-H im 10 OMe
NaOH ds-DMSO
(1.0 equiv) | 20°C, 30 min
0 O
L\ *
PhO,s™  “Ph PhO,S L\©\
3ma 30a OMe
[2a-H)/[1m]/[10] [3ma]/[1m] [3o0a]/[10] K
11212 0.86/2.55 0.08/3.60 13
1/21/5 0.78/2.51  0.20/8.49 12

From the composition of the reaction mixtures given in
Scheme 11, we derived the competition constant k using eq
10,”® which is applicable when the competing reagents are not
used in high excess and the ratio of their concentrations

changes during the reaction.
s [3ma]
) ~ log(l + 1]

s oe( )
= kexptl(lo) ([ }) - ( )
2 log o] log( 1 + (10)

From the directly measured rate constant for the reaction of
2b with 1o and the competition constant x (Scheme 11), one
can calculate the rate constant k,?! for the reaction of 2b with
benzaldehyde (1m) according to eq 11.

kzeXPd(lm) = Kkzexf’d(lo) (11)

As described in Scheme 3 and eqs 2—7, the rate constants
k,*?! thus obtained refer to the rates of the overall reactions.
To derive the rate of attack of the anions 2 at the carbonyl
groups of the aldehydes 1m and lo (kcc), we must know the
degree of reversibility of the initial addition step, which again
was determined by crossover experiments. For their design, it
was necessary to identify trapping agents which can
quantitatively intercept the carbanions 2 generated by reverse
addition of the halohydrin anions. As shown in Scheme 12, the
epoxides 3la’ and 3la” are formed exclusively when a 1/1
mixture of benzaldehyde (1m) and trifluoroacetophenone (11)
is treated with 0.5 equiv of 2a, indicating that the fluorinated
ketone 11 is much more electrophilic than benzaldehyde (1m).

[3°a]t
[10],
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Scheme 12. Competition Experiment To Demonstrate the
Much Higher Reactivity of Ketone 11 Compared to
Benzaldehyde (1m)

Ph028> O (0]
+ +
cl Ph)]\CFg Ph)J\H
2a-H 11 1m
(2 equiv) (2 equiv)

NaOH ds-DMSO
(1.5equiv) | 20°C,1h

PhO;S A, Ph |, Phos A CFs
H ~ CFs v Ph
3la’ 3la"

In analogy to the procedure described in Scheme 4, the
chlorohydrins 4ma-H and 40a-H (Scheme 13) were synthe-

Scheme 13. Crossover Reactions of Aldehydes 1m and lo

a) Pho,s M o

H ‘Ph
PhO,S
g o) NaOH (3 equiv)
+ B L
HO " PR CF,  dgDMSO s
20 °C, 10 min PhOsz\ﬂ/_\< 3 31
4ma-H 1l Rh
(dr 1/1.4) (5 equiv) 3la/l3ma=7.9
b) o
PhO,S, PhOS A M 30a
cl ) ’
o] NaOH (3 equiv)
HO
+ o e + OMe
Ph H dg-DMSO
20 °C, 10 min O H
PhOZSwI 3ma
OMe H Ph
4o0a-H 1m
(dr 1/1.4) (5 equiv) 3ma/3oa=4.7

sized in THF at —78 °C by the reaction of 2a-Li with the
aldehydes 1m and 1lo, respectively, and subsequent acid-
ification. As illustrated in Scheme 13, treatment of a 1/5
mixture of 4ma-H and 11 gave the crossover product 3la in
addition to 3ma, the cyclization product of 4ma, in a ratio of
7.9/1. Since 11 is much more electrophilic than 1m (Scheme
12), we can conclude that 3ma is exclusively formed by direct
cyclization of the deprotonated chlorohydrin 4ma, whereas the
carbanion 2a, which is formed by reversal of 4ma, is
quantitatively converted into 3la. The ratio [3la]/[3ma] =
7.9 (Scheme 13a) thus reflects the ratio k_cc/k,. given in Table
3.

Since the competition experiment in Scheme 11 showed 1m
to be 12 times more reactive than 1o, benzaldehyde (1m) could
be used as a trapping reagent for the crossover experiment in
Scheme 13b, and the ratio [3ma]/[30a] = 4.7 (Scheme 13b)
again reflects the ratio k_cc/k,. given in Table 3.

Equation 7 was then used to calculate the rate constants kc¢
for the nucleophilic attack of 2b at the aldehydes 10,m from the
gross rate constants k,*®! listed in Table 3 and the k_cc/k,.
ratios from Scheme 13. Substitution into eq 1 with the N and sy
parameters of 2b eventually yielded the electrophilicity
parameters E of the aldehydes 1m and 1o in the last column
of Table 3. It should be admitted, however, that there are two
uncertainties in this derivation. First, the mixtures of
diastereomers of the chlorohydrins 4ma-H and 4o0a-H, which
are used for the crossover experiments in Scheme 13, are
formed by the reactions with the lithiated nucleophiles 2a-Li in
THF at —78 °C and may differ somewhat from the
diastereomeric ratios of the halohydrins generated under the
conditions of the kinetic experiments. Second, we had to use
the k_cc/k,. ratios for the adducts of 2a for the calculation of
kcc in Table 3 because the epoxides obtained from 2b were not
stable. The plausibility of this assumption is based on the
comparison of entries 3/4, 8/10, and 13/15 in Scheme 7, which
indicated that the ratio of retroaddition vs ring closure (k_cc/
k..) is almost independent of the substituents at the arylsulfonyl
groups.

These uncertainties prompted us to examine the E value for
benzaldehyde thus derived by an independent experiment.
Substitution of the E values for 1m and 14 and of the N and sy
parameters for 2a into eq 1 gives k¢, the rate constant for the
initial nucleophilic attack of 2a at these electrophiles. Since the
attack of 2a at Im (in contrast to the attack at 14) is reversible,
kcc was corrected by the splitting ratio k_cc/k,. according to eq
7 to obtain the overall rate constant k,®" for the formation of
the epoxide 3ma.

In the competition experiment described in Scheme 14,
which compares the electrophilic reactivity of benzaldehyde

Scheme 14. Competition Experiment To Determine the
Relative Reactivities of Benzaldehyde (1m) and Imine 14

PhO,S 0 N
> + + ‘
Cl H™ "Ph H
2a-H im 14 OMe
NaOH dg-DMSO
(1equiv) | 20°C, 20 min
o NHTs
AL Y PhOss
PhO,S' Ph
€ OMe
3ma 15
[2a-H)/[1m]/[14] [3ma]/[1m] [15]/[14] K
17212 0.22/3.31 1.08/2.04 6.6

(1m) with that of the N-tosyl imine 14, we observed the ratios
[3ma]/[1m] = 0.22/3.31 and [15]/[14] = 1.08/2.04 from
which the reactivity ratio k = k(14)/k(1m) = 6.6 was derived by

Table 3. Derivation of the Rate Constants k¢ for Nucleophilic Attack of 2b at the Aldehydes 1o and 1m and the Resulting E

Parameters
aldehyde nucleophile keed (Mt s7Y)
1m 2b 3.36 X 10°°
1o 2b 2.69 x 10*

k_oo/k” kec? (M1 s7Y) approximate E
7.9 3.0 x 10° -129
4.7 1.5 x 10° -154

“From Scheme 13. ®From eq 7. “‘From eq 11 using the averaged k from Scheme 11, ko = 12,5 X (2.69 x 10° M~ s71). “Direct rate measurement.
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Table 4. Comparison of the Relative Reactivities of Benzaldehyde (1m) and Imine 14 toward 2a Derived from Rate

Measurements and Competition Studies

electrophile E kee® (M7 s7h)
1m -12.9 2.85 x 10°
14 —13.05¢ 2.47 x 10°

o (M s k. (rates) k.(competition)
320 x 10°° 1 1
247 X 10° 7.7 667

“From eq 1 with E from this table and N = 28.27 and sy = 0.42 for 2a. bCalculated with eq 7 using k_cc/k,. = 7.9 from Table 3. “Reference 2. “From
Scheme 14; for a competition experiment with [2a-H]/[1m]/[14] = 1/5/2, a k = 6.65 was obtained (see the Supporting Information).

Table 5. Quantum Chemically Calculated Frontier Orbital Energies (hartrees), Global (@) and Local (@) Parr Electrophilicity
Indices (eV), and Methyl Anion Affinities (MAAs; k] mol™") of Ketones and Aldehydes

electrophile E“ EHOMob ELUMOb
1a —-17.5 —0.24245 —0.02117
1b -21.0 —0.23597 —0.01449
Ic —-19.9 —0.23443 —0.01201
1d —-22.1 —0.23483 —0.01104
le —18.4 —0.22444 —0.01456
1f —-17.9 —0.24378 —0.02071
1g -16.9 —0.23250 —0.02310
1h —18.2 —0.23481 —0.01233
1i —-22.3 —0.24272 —0.00948
1j —-15.6 —0.22563 —0.02762
Im (-12.9)° —025521 —0.06342
lo (~-15.4)° —023442 —0.05149

global " local wc” AGg(—MAA) AG,q.(—~MAA)?
1.07 0.16 —131.6 -8.0
0.96 0.15 —114.2 14.6
0.93 0.15 —126.7 11.7
0.92 0.14 -116.3 26.8
0.93 0.15 —136.2 2.9
1.07 0.18 —147.3 -14
1.06 0.19 —158.3 —4.1
0.93 0.15 -1385 53
0.93 0.15 —-114.3 16.4
1.10 0.14 —144.4 -59
1.80 0.22 —155.2 —-27.8
1.52 0.18 —143.7 —-13.2

“Empirical electrophilicity parameters from Tables 2 and 3, as defined in eq 1. “Calculated at the B3LYP/6-31G(d,p) level in the gas phase.
“Calculated at the B3LYP/6-311+G(3df,2pd)**//B3LYP/6-31G(d,p) level in the gas phase. “Based on methyl anion affinities (AGgaS), which were
corrected for solvent effects by adding single-point solvation energies calculated at B3LYP/6-31G(d,p) using the solvation model based on density
(SMD)** (solvent = DMSO) on gas-phase optimized geometries at the same level. “Approximate electrophilicities E of aldehydes (see text and

Table 3).

eq 10 as summarized in Table 4. The fair agreement between
the relative reactivities of 1m and 14 and the rate constants
calculated by eq 1 confirms the electrophilicity parameter of
benzaldehyde (1m) derived above.

Correlation Analysis. To elucidate the origin of the
corresponding electrophilic reactivities, we have determined
various properties of the investigated carbonyl compounds by
quantum chemical calculations (Table S). As specified in Table
S and Table S25 (Supporting Information), the computational
methods used in these calculations differ from those employed
in the reaction path calculations (see above) to make them
strictly comparable to our earlier work on nucleophilic
additions to Michael acceptors and carbenium ions.””

Methyl anion affinities (MAAs) have been calculated as the
negative of the reaction Gibbs energies for the addition of
methyl anion to ketones and aldehydes (eq 12). In addition, we

Q ©0,_ CH,

R* R

)

AG
CHs 208

+ (12)

R* R

calculated Parr electrophilicity indices @ (eq 13) for 12
carbonyl compounds™ from the chemical hardness 7 (eq 14)
and the electronic chemical potential y (eq 15). The values of
and p have been calculated from the energies of the lowest
unoccupied molecular orbital (& ye) and the highest occupied
molecular orbital (eyomo), which were derived at the gas-phase
B3LYP/6-31G(d,p) level. As in previous studies, the Parr
electrophilicity indices are expressed in electronvolts (eV).

® = /2 (13)

(14)

M= éumo — €"omo

5510

# = 1/2(erymo0 + Enomo)

(13)

o, = wf " (16)

The local electrophilicity indices @, at the carbonyl carbon
were calculated as the product of Parr’s electrophilicity index @
and the nucleophilic Fukui function (f;") according to eq 16.
The Fukui function for nucleophilic attack is defined as the
change of the partial charge g at a certain atom k by adding an
electron to the corresponding compound; that is, f,* = q(k,N
+1) — q(k,N) with N = total number of electrons.”’

Previously, good correlations between the electrophilicities of
benzhydrylium ions and their LUMO energies were reported
by Liu*** and Yu.** Figure 8 shows a moderate correlation
between the electrophilicity parameters E of ketones and their
LUMO energies in the gas phase. This correlation improves
slightly when the correlation with LUMO energies in DMSO
solution is considered (as depicted in Figure $29B, Supporting
Information). Though the correlation between the electro-
philicity parameters E and LUMO energies of Michael
acceptors has been reported to be very poor,”* Figure 8
shows that ketones are generally more electrophilic than
Michael acceptors of equal LUMO energies.

Whereas Figure 9 shows a moderate correlation between
electrophilicities E and Parr’s global electrophilicity index w, a
plot of E vs the local electrophilicity index @ (Figure S33A,
Supporting Information) has a correlation coefficient of R* =
0.30 (!); ie, wc is inadequate to predict electrophilic
reactivities of ketones.”

As in our previous investi%ation of the electrophilic
reactivities of Michael acceptors,”* the electrophilicities E of
the ketones la—1j correlate fairly with the calculated gas-phase
methyl anion affinities (R* = 0.77; Figure S17B, Supporting

DOI: 10.1021/jacs.8b01657
J. Am. Chem. Soc. 2018, 140, 5500—5515



Journal of the American Chemical Society
e
E=-3231¢ 00— 244 °
R2=0.76
9k 5 ° o
[e]
41 Ketones R)I\R' % s .
. J o
Y o o
o
1% } %
" 8
r;' o
] ) o
= g
E 2o
§ ° ) o
8 o ® ¢
i 8 ° o
o',.l" 5
- Michael R .
Acceptors ~ Acc
0 |\E =—128.4eyo—26.21
oo Ri=03T
-25 - 22 - ,
000 -002 -004 -006 -008 -010 -0.12

&Lumo (gas)

Figure 8. Correlation of the electrophilicities (E) of ketones with their
gas-phase lowest unoccupied molecular orbital energies (& ypo)
calculated at the B3LYP/6-31G(d,p) level of theory compared with
the corresponding correlation for Michael acceptors.

A5 ¢

E=235w-423 1j
R2=0.61 .
-16 |
AT b
i VB |
2
2 9 |
4
Q.
°
i3 =20 [
w
21 f e1b
22 ¢ 1d,
L]
1i
23 . : : : :
0.88 093 0.98 1.03 1.08 113

Global Electrophilicity Index w (eV)

Figure 9. Correlation between electrophilicities (E) of ketones la—1j
and Parr’s global electrophilicity index (@) calculated at the B3LYP/6-
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LN 21,23,32,36 . on i
Information), and this correlation improves further

when solvation is included in the calculated methyl anion
affinities (Figure 10). Obviously, the solvation energy of the
methyl anion is overestimated by this model, since negative
MAAs were calculated for several additions. Though the data
for the benzaldehydes 1m and lo were not used for the
correlation because of the uncertainty of the experimental E
parameters, they also are on this best fit line, thus justifying the
approximations made for the derivation of their E parameters.

When the plots of E vs MAA for carbonyl compounds and
Michael acceptors are drawn in the same graph (Figure 11),
one can clearly see two correlation lines, which differ in two
aspects. First, the slope for the ketones is significantly larger
than that for Michael acceptors. As pointed out previously, the
slope of the Michael acceptor correlation implies that in
reactions with a nucleophile of sy, = 0.7 (see eq 1) about 43% of
the differences of the Gibbs reaction energies are reflected in
the Gibbs activation energies.””* A significantly higher
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level of theory for ketones and Michael acceptors.

percentage (75%) of the Gibbs reaction energies is mirrored
by the activation energies of the additions of nucleophiles with
the typical value sy = 0.7 to carbonyl compounds.”” Second, the
different positions of the two correlation lines imply that
additions to carbonyl compounds are significantly faster than
Michael additions of equal thermodynamic driving force
(A,G°). In Marcus terminology,”**~® this means that Michael
additions proceed with significantly higher reorganization
energies than nucleophilic additions to carbonyl groups,
which can be explained by the much greater movements of
electrons and structural changes occurring in Michael additions
(Scheme 15).3%

Structure—Reactivity Relationships. As shown in Table
6, the reactivity order cyclobutanone (la) > cyclohexanone
(1c) > cyclopentanone (1b) > cycloheptanone (1d), which we
found for reactions with carbanions 2a,b, had previously been

DOI: 10.1021/jacs.8b01657
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Scheme 15. Less Movement of Electrons and Nuclei
Required in Nucleophilic Additions to Carbonyl Groups
Than to Michael Acceptors
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Table 6. Comparison of the Reactivities of the
Cycloalkanones 1a—d toward Different Nucleophiles

kec(2b)” kz(NgB}}1)” ) |
M5 (M™'s ka(2b)*  kq(NaBH,)”  k(Nu)®
la 133 x 10* 2.66 X 1072 27 1.6 12
b 214 x 107 7.01 x 107 0.44 0.044 0.066
lc 485 x 107 1.61 x 1072 1 1 1
1d 3388 x 10" 1.02 x 107* 0.080 0.0063 0.11

“In DMSO, 20 °C, from Table 2. *In iPrOH, 0 °C, from ref 4c.
“Averaged value derived from reactions with NH,OH, SO,*7, CN~,
BH,, and HOC,H,S™ in aqueous solution; k(Nu) = 10® calculated
from Geneste’s B values defined by the relation log k = A log ky + B in
ref 5f. “From the rate constant with 2a (Table 2) divided by 9.8, the
reactivity ratio 2a/2b toward cyclohexanone (1c).

observed in reactions with other nucleophiles, though the
relative reactivities of the different cycloalkanones depend on
the reaction partner and conditions.”” The uniformly higher
electrophilic reactivity of cyclobutanone (1a) can partially be
explained by the higher release of ring strain during conversion
of the sp” carbon in the four-membered ring into an sp* carbon.
Table 5 shows, however, that the gas-phase methyl anion
affinity of la is only 5 kJ] mol™' higher than that of
cyclohexanone (1c), indicating that release of strain can only
account for part of the reactivity difference of 1a and 1c. Since
the MAA of 1a is almost 20 kJ mol™" higher than that of 1c in
DMSO solution, we must conclude that differences of solvation
are the major reason for the higher reactivity of cyclobutanone
(1a) toward 2b in solution. Let us analyze the origin of the
solvation effect in the following comparison of cyclohexanone
with cyclopentanone.

H. C. Brown rationalized the 23 times faster reaction of
NaBH, with cyclohexanone compared to cyclopentanone by a
change of torsional strain: As the hybridization of the carbonyl
carbon changes from sp2 to sp3, the torsional strain increases in
the five-membered ring (eclipsed bonds), but decreases in the
six-membered ring because the equatorial hydrogens are nearly
eclipsed with carbonyl oxygen in cyclohexanone and attain
staggered arrangements in the chair conformation of cyclo-
hexanol.* Since the opposite rehybridization takes place in the
rate-determining step of Syl reactions of cycloalkyl halides,
differences in torsional strain were analogously used to explain
the much larger solvolysis rates of cyclopentyl halides
compared to cyclohexyl halides.”” We had already doubted
that the change from Cg; to C,; is the major contribution to
this difference of the Syl reactivities because methylenecyclo-
pentane was found to react S0 times faster with benzhydrylium
ions than methylenecyclohexane though the rate-determining
step does not involve rehybridization of a ring carbon.”’

The 12.5 kJ mol™" higher gas-phase methyl anion affinity of
cyclohexanone (1c) compared to cyclopentanone (1b) in
Table S supports the torsional strain argument. However, the
difference between the MAAs of 1c and 1b shrinks to 2.9 kJ
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mol™" in DMSO solution. As discussed in detail in Figures $24
and S25 (Supporting Information), this change is due to the
fact that the cyclohexanolate conformer with oxygen in the axial
position, which is most stable in the gas phase, is less efficiently
solvated and becomes even less stable in DMSO solution than
the conformer with equatorial oxygen. Thus, the overall poorer
solvation of the cyclohexanolate ion accounts for the fact that
the MAA of cyclohexanone, which is much higher than that of
cyclopentanone in the gas phase, is only slightly higher in
solution. The poor solvation of the cyclohexanolate anion with
oxygen in the axial position analogously accounts for the
finding (Table S5) that the MAAs of cyclobutanone and
cyclohexanone differ only slightly in the gas phase (S kJ mol™")
but strongly in solution (20 kJ mol™").

As shown in Table 7, the introduction of electronegative
elements in the 4-position of cyclohexanone leads to an

Table 7. Influence of Heteroatoms in the y-Position on the
Reactivities of Cyclic Ketones

o~

ketone 1 k. (2b)” kea(BH,)?
lc (X = CH,) 1.0 1.0
le (X = NMe) 5.0 9.9
1f (X = 0) 18
1Ig (X=59) 59 112

Tkcc in DMSO from Table 2. ¥In water/dioxane (1/1) at 25 °C (from
ref Sa).

increase of the electrophilic reactivity toward carbanion 2b as
well as toward BH,™. Possibly different solvation accounts for
the fact that the relative reactivities in the two reaction series
correlate only moderately. From the fact that the data for the
four six-membered ring ketones I¢, le, 1f, and 1g are perfectly
on the correlation line of Figure 10, one can conclude that the
relative reactivities of these ketones are predominantly
controlled by the thermodynamics of the CC-bond-forming
step. Though oxygen is more electronegative than sulfur,
tetrahydrothiopyranone (1g) is more electrophilic than
tetrahydrop};ranone (1f), which may be due to through-bond
interaction.

When the ff-carbon of ketones is replaced by sulfur (1i — 1j)
or oxygen (1li — 1k), the heteroatom effect is larger (by a
factor of 400 for S and not measurable for O) than the y-
heteroatom effect shown in Table 7 and follows the
electronegativity order O > §.

B CONCLUSIONS

The arylsulfonyl-substituted chloromethyl anions 2a,b are
suitable reference nucleophiles for the determination of the
electrophilic reactivities of ordinary aliphatic ketones. The rate
constants k¢ for the initial nucleophilic attack are accessible by
combination of the directly measured gross rate constants
(k1) for the formation of the epoxides 3 from the reactants 1
and 2 with the degree of reversibility of the initial step (k_cc/
k..). This ratio was derived from crossover experiments with the
independently synthesized intermediates 4. Two reaction
pathways have been identified for the reactions of the
carbanions 2 with the ketones 1: one which yields the
intermediate halohydrin anions 4 with the C—CIl and C-0O~
bonds in anti-arrangements that can undergo direct cyclization
to the epoxides 3 and a second one which gives the halohydrin

DOI: 10.1021/jacs.8b01657
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anions 4 with C—Cl and C—O~ in gauche orientation. The
latter undergo retroaddition with regeneration of the reactants
1 and 2, because the barrier for reversal is lower than the barrier
for rotation to give the anti conformer suitable for cyclization.
The cyclopropanation of diethyl maleate with 2a proceeds via
an analogous mechanism, with the difference that the initial
CC-bond-forming step, which also gives different conformers, is
irreversible.

The electrophilicity parameters E of the ketones 1 were
calculated by eq 1 from the rate constants ko and the
previously reported reactivity parameters N and sy for the
carbanions 2. The E parameters, which refer to the nucleophilic
attack of 2 at the carbonyl groups, correlate moderately with
the gas-phase LUMO energies of the ketones (R = 0.76, Figure
8), poorly with Parr’s global electrophilicity index @ (R* = 0.61,
Figure 9), very poorly with Parr’s local electrophilicity index o
(R* = 0.30, Figure S33A in the Supporting Information), and
best with the methyl anion affinities calculated for DMSO
solution (R* = 0.87, Figure 10). We thus do not consider Parr’s
electrophilicity indices suitable measures for electrophilic
reactivities, though electrophilic reactivities within a series of
structurally closely related Michael acceptors correlate well with
Parr’s indices.”

Comparison of the electrophilicities E of ketones with those
of Michael acceptors shows that ketones are significantly more
electrophilic than Michael acceptors of equal methyl anion
affinity (£ Lewis acidity), indicating that nucleophilic additions
to ketones proceed over much lower Marcus intrinsic barriers
due to less electronic and geometrical reorganization than in
Michael additions.

Crossover experiments showed that the initial attack of the p-
cyanophenyl sulfonium ylide at aldehydes is reversible (in
contrast to previous extrapolations), with the consequence that
the previously reported E parameters for aldehydes correspond
to the gross rate constants for these epoxidations and do not
reflect the rates of initial attack of nucleophiles at the carbonyl
group. By using the carbanions 2 as reference nucleophiles,
estimates for the rate of nucleophilic attack at aldehydes have
been obtained, showing that the electrophilicity parameter E of
benzaldehyde (1m) is approximately 7 units greater than that of
cyclohexanone (1c).

As illustrated in Figure 12, the electrophilicities of saturated
aliphatic ketones are comparable to the C=C bond reactivities
of p-phenyl-substituted a@,f-unsaturated ketones and much
lower than the C=C bond reactivities of terminally
unsaturated vinyl ketones. Benzaldehyde, on the other hand,
is more electrophilic than the a,f-unsaturated carbonyl
compounds depicted in Figure 12, in line with the observation
that a,f-unsaturated aldehydes usually undergo 1,2-additions
under kinetically controlled conditions. In earlier applications
of eq 1, we have shown that in reactions of nucleophiles with
carbenium ions and a variety of Michael acceptors the
electrophilicity parameters E can be treated as solvent-
independent quantities, with the consequence that all solvent
effects are shifted into the nucleophile-specific parameters N
and sy. Because of the high basicity of alkoxide ions in aprotic
media, this approximation probably does not hold for the
electrophilicities of carbonyl compounds, and systematic
investigations of solvent effects are now needed to arrive at
reliable predictions of carbonyl reactivities in different solvents.
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8.1 Supporting Information

For: Kinetics and Mechanism of Oxirane-Formation by Darzens Condensation of Ketones:
Quantification of the Electrophilicities of Ketones

8.1.1 Methodology

Methyl anion affinities (MAA) in the gas phase have been calculated using the same methodology
employed successfully in earlier studies' as the negative of the gas phase free energy at 298.15 K
(AGagg) for the addition reaction shown in equation S1. [MAA = (-AGaes of equation S1)].

©
0 o AGagg
P O CH
o+ om, o LHs (s1)
R R' R R'

Geometry optimizations have been performed with a combination of the B3LYP hybrid functional®
and the 6-31G(d,p) basis set.> Thermochemical corrections to Gibbs energies (corr. AG) at 298.15
K have been calculated using the rigid rotor/harmonic oscillator model without any scaling. Gibbs
energies (AGaog) at B3LYP/6-31G(d,p) level have been obtained through addition of AEi and corr.
AG. Single point total electronic energies (AEiwt) have subsequently been calculated using a
combination of the B3LYP hybrid functional and the larger 6-311++G(3df,2pd) basis set.* Final
Gibbs energies (AG29g) have been obtained through a combination of AEi, with the thermochemical
corrections to Gibbs energies (corr. AG) calculated at a lower level. In the following these will be
designated as AGgas at [B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p)]. Solvent effects on MAA
values have first been estimated by adding single point solvation corrections (AGsolv) to AGgas for
equation S1. AGsoy was calculated for gas phase optimized geometries using the SMD? continuum
solvation model and subsequently added to gas phase Gibbs energies (AGgas) to obtain solution
phase Gibbs energies that will be designated single point solvation free energies (AGsolsp). In an
alternative approached geometry optimization was carried out in the presence of the SMD
continuum solvation model for DMSO at B3LYP/6-31G(d,p) level. The Gibbs energies calculated
using the implicit DMSO optimized geometry are designated as AGsol-opt.

Electrophilicity indices like the electronic chemical potential («), the chemical hardness (7), and the
global electrophilicity index (w) were calculated from orbital energies using eqs. S2, S3, and S4.°

=" (enomo + eLumo) (S2)
n = (€LUMO — EHOMO) (S3)
o = 11?121 (S4)

Local electrophilicity indices (®.) at the carbonyl carbon atom for electrophiles (see equation S1)
were calculated using the nucleophilic Fukui function (7.") as defined in eq. S5.
we = ofe" (S5)

In this work, we calculated the nucleophilic Fukui function (f") using two different approaches.
First, the condensed nucleophilic Fukui function (f") for atom ¢ (carbonyl carbon atom for
electrophiles) was calculated using a procedure described by Contreras and co-workers,” where f.*
was calculated from the Gaussian 09 output files by the Fukui function program available at
https://github.com/dmsteglenko/Fukui-function-calculation. In a second approach we used the
Yang and Mortier method,® where the Fukui function for the nucleophilic attack is defined as the
change of partial charge ¢ at a certain atom ¢ (carbonyl carbon atom for electrophiles) by adding an
electron to the corresponding molecule, that is:

Je" = go(N+1) = g(N) (S6)
with N = total number of electrons in the neutral molecule. We calculated /" as defined in eq. S6
using Mulliken charges.
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The methodology used for the calculation of potential energy surfaces (PES) for nucleophilic
additions to electrophiles follows suggestions recently made for this type of reaction in ref 9. This
includes geometry optimizations for all stationary points (minima, complexes and transition states)
along the PES at the PCM(DMSO,UAO0)/B3LYP-D3/6-31+G(d,p) level of theory. The PCM variant
used here is based on the “Integral Equation Formalism for the Polarizable Continuum Model
(IEFPCM)” solvation model employing United Atom Topological Model (UAO) radii derived from
the UFF force field [scrf=(iefpcm,read,solvent=dmso), radii=ua0].'° The dispersion model is that
proposed by Grimme as the "GD3" model [empiricaldispersion=gd3].!!

All stationary points were confirmed by vibrational frequency calculation with 0, 0, and 1 imaginary
frequencies, respectively. All stationary points were checked for wavefunction stability
(stable=opt). The nature of transition states was further confirmed by IRC calculations [20 steps in
both directions (reverse/forward) with stepsize=3] followed by geometry optimization to the next
minima. In cases of very flat PES(s), manual displacement away from the TS(s) followed by
geometry  optimization was  employed. PES  surfaces were re-evaluated at
PCM(DMSO,UA0)/B2PLYP'2-D3/Def2TZVPP level of theory.'* All calculations were performed
with Gaussian 09, Rev. D.!'4

8.1.2 Mechanistic Investigation

8.1.2.1 QM data for reaction profiles

Table S8-1. [Table S22] Transition state (TS), reactant complex (RC) and product complex (PC)
barriers (AGsol-opt, kJ/mol) for the reaction of arylsulfonyl-substituted chloromethyl anions 2a with
electrophiles [ketones (1¢ and 1g) and dimethyl maleate 5*] calculated at different levels of theory.

B3LYP-D3 B2PLYP-D3
bt Bilﬁgﬁgﬁg S;(g)’p) /6-31G+(d.p) /def2TZVPP/PCM(UAO)
’ //B3LYP-D3/6-31G+(d,p)/PCM(DMSO,UA0)
RC | TS | PC RC | 1s | pc | RC | TS | ©PC

1c

+

2a

syn 19.4 46.5 26.8 237 119 13.6 16.6 47.4 32.4
syn 26.0 50.8 31.8 2110 199 19.4 28.0 56.3 39.5
syn 28.1 51.1 42.8 - - - - 55.2 51.6
syn 31.4 52.7 36.9 - - - - 55.5 42.5
syn 27.8 55.1 36.8 - - - - 60.5 42.6
syn 34.0 60.8 36.2 - - - - 66.0 41.2
syn 31.1 62.6 50.0 - - - - 64.0 55.9
syn 30.9 64.2 55.2 - - - - 72.8 66.3
syn 34.4 66.5 55.4 - - - - 74.6 65.9
syn 37.0 72.9 54.9 - - - - 79.3 62.6
syn 40.0 78.7 59.3 - - - - 85.1 66.4
anti 26.4 56.7 323 45 285 2.8 28.5 61.5 37.7
anti 30.4 63.2 25.1 3.8 342 -6.1 34.4 67.8 28.3
anti 35.7 77.6 51.3 - - - - 80.0 56.6
anti 40.1 79.8 53.8 - - - - 85.3 60.9
anti 41.4 85.8 46.0 - - - - 92.4 50.6
anti - 87.3 48.7 - - - - 92.4 52.3
cy 25.1 37.7 -89.1 -6.1 10.5 21.6 28.3 44.8 -66.0
cy 40.9 46.6 -94.0 11.0 174 -52.6 475 54.5 -74.0
cy 32.3 51.8 -90.2 - - - 37.7 60.8 -68.3
cy 45.9 58.7 -76.4 - - - 50.6 66.6 -55.0
cy 50.1 59.0 -78.6 - - - 52.7 65.6 57.4
cy 48.7 60.1 -74.1 - - - 52.3 67.5 -52.0

186



Kinetics and Mechanism of Oxirane-Formation by Darzens Condensation of Ketones: Quantification of the Electrophilicities of Ketones

cy 51.4 65.2 -72.8 - - - 56.6 72.5 -53.0
cy 52.5 65.9 - - - - 60.1 74.2 -
cy 54.7 72.1 -78.6 - - - 60.6 81.3 -57.4
cy 53.8 72.1 -76.4 - - - 60.9 82.0 -55.0
rot 26.7 52.1 29.1 13.5 37.1 23.4 324 58.5 35.1
rot 31.8 60.1 36.8 19.4 45.1 26.2 39.5 68.9 43.7
rot 34.0 61.6 25.1 26.7 45.6 -6.1 41.4 68.2 28.3
rot 42.8 59.6 44.6 - - - 51.6 68.2 51.4
rot 53.8 79.7 51.3 - - - 58.6 84.5 56.5
rot 55.4 71.0 40.9 - - - 65.9 79.9 47.6
rot 59.3 86.0 48.3 - - - 66.4 92.9 533
rot 63.9 86.8 48.3 - - - 67.9 89.2 533
rot 71.1 90.3 48.1 - - - 72.4 51.2
rot - 59.6 - - - - - 68.2 -
rot - 61.6 - - - - - - -
rot - 62.7 - - - - - - -
rot - 63.2 - - - - - - -
rot - 69.6 - - - - - - -
rot - 75.2 - - - - - - -
rot - 77.1 - - - - - - -
rot - 86.0 - - - - - - -
rot - 86.0 - - - - - - -
rot - 86.3 - - - - - - -
rot - 86.3 - - - - - - -
rot - 88.8 - - - - - - -
rot - 89.6 - - - - - - -
rot - 89.9 - - - - - - -
rot - 90.0 - - - - - - -
Ig

+

2a

Path RC TS PC RC TS PC RC TS PC
syn 16.8 36.5 28.1 -28.3 -2.6 9.8 15.9 41.6 37.7
syn 36.6 28.1 - - - - 41.7 37.7
syn 22.9 38.7 233 -13.4 13.8 31.3 21.5 41.8 29.5
syn 22.8 38.8 23.3 - - - - 41.8 29.5
syn - 43.2 28.2 - - - - 45.5 34.8
syn - 49.9 40.0 - - - - 59.0 51.3
syn 28.9 53.5 42.6 - - - - 62.0 53.4
syn - 55.5 36.0 - - - - 63.0 44.6
syn - 57.5 38.3 - - - - 64.3 45.8
anti 28.4 39.6 14.0 2.7 -21.8 30.3 42.6 18.8
anti 30.0 50.4 6.7 7.0 16.7 -32.5 33.8 53.7 9.6
anti 28.9 55.8 26.1 - - - - 62.8 33.5
anti 31.5 59.0 31.4 - - - - 64.5 38.7
anti 33.7 60.1 343 - - - - 66.6 42.2
anti 33.9 66.9 25.0 - - - - 72.9 29.5
anti 33.8 66.9 25.0 - - - - 72.9 29.5
anti - 67.0 28.4 - - - - 74.8 34.1
anti - 67.5 28.4 - - - - 75.1 34.1
cy 6.8 22.8 -98.2 -32.4 -8.8 -73.5 9.7 30.0 -76.9
cy - 32.1 -97.8 - - - - 40.9 -76.8
cy 14.0 38.9 - - - - - 48.2 -
cy 27.5 42.3 -82.9 -7.4 9.7 -57.4 334 51.0 -61.5
cy 25.0 43.2 -72.1 - - - - 51.7 -51.0
cy 343 543 -83.0 - - - - 65.1 -61.6
cy 31.4 553 -74.2 - - - - 65.8 -54.3
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rot 28.6 40.3 6.7 3.8 10.9 -32.5 30.2 41.4 9.5
rot 21.3 42.1 14.0 -20.7 2.1 -21.8 23.8 44.0 18.8
rot 16.6 46.9 6.7 1.5 23.2 -32.5 234 52.5 9.5
rot 28.0 473 29.7 - - - - 56.7 37.5
rot 32.8 51.2 22.2 - - - - 55.8 29.3
rot 28.2 56.2 31.1 - - - - 63.1 39.0
rot 45.6 62.1 25.0 - - - - 65.5 29.5
rot 44.2 64.2 27.0 - - - - 67.3 33.0
rot 39.1 68.0 343 - - - - 72.2 42.2
rot - 47.3 - - - - - - -
rot - 47.3 - - - - - - -
rot - 51.5 - - - - - - -
rot - 54.5 - - - - - - -
rot - 54.5 - - - - - - -
rot - 62.1 - - - - - - -
rot - 63.2 - - - - - - -
rot - 63.3 - - - - - - -
rot - 63.7 - - - - - - -
rot - 64.6 - - - - - - -
rot - 64.7 - - - - - - -
rot - 64.7 - - - - - - -
rot - 64.8 - - - - - - -
rot - 64.9 - - - - - - -
rot - 65.2 - - - - - - -
rot - 67.5 - - - - - - -
rot - 67.5 - - - - - - -
5*

+

2a

Path RC TS PC RC TS PC RC TS PC
syn 304 45.6 -21.7 - - - 27.6 46.2 -21.1
syn 32.0 52.7 -0.3 - - - 28.3 52.8 0.1
syn 35.1 54.7 -1.8 - - - - 60.1 -0.4
syn 34.6 551 -7.5 - - - - 57.5 -8.7
syn 36.4 55.1 -7.5 - - - - 57.6 -8.7
syn 41.5 56.3 -13.1 - - - - 62.6 -10.4
syn 36.7 57.7 -4.6 - - - - 62.5 -3.2
syn 36.0 60.3 -2.5 - - - - 66.2 0.4
anti 32.7 49.3 -15.1 - - - 34.2 54.7 -14.0
anti 15.3 49.6 -31.4 - - - 15.7 50.9 -28.6
anti 37.9 543 -40.5 - - - 42.8 58.2 -39.0
cy -43.8 -22.7 -206.7 - - - -42.9 -13.8 -189.1
cy -40.6 -17.8 -203.8 - - - -39.0 -8.8 -186.0
cy -37.2 -5.8 -173.9 - - - -37.1 34 -155.5
cy -34.8 -3.2 -171.4 - - - -34.2 6.1 -153.4
cy -27.3 -2.9 -188.2 - - - -25.9 6.2 -171.1
cy -19.2 13.5 -160.4 - - - -18.5 23.5 -142.3
rot -19.9 -0.7 -31.4 - - - -17.3 0.9 -28.6
rot -2.6 2.2 -35.8 - - - 0.3 2.7 -32.8
rot -5.5 3.8 -34.8 - - - -7.0 4.9 -32.7
rot -0.8 5.7 -29.8 - - - 0.7 8.0 -25.5
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Figure S8-1. Reaction profiles (AGsol-opt, kJ/mol) for the reaction of 2a with (A) [Figure S3] 1c, (B)
[Figure S8] 1g and (C) [Figure S13] 5% calculated at the B3LYP-D3/6-31+G(d,p)/
PCM(UA0,DMSO) level of theory. Faded bars are used to show the conformational space screened
for each point along the profile. Dimethyl maleate 5* is used as a model substrate for diethyl maleate
5.
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8.1.2.2 Halohydrin conformational distribution
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Figure S8-2. [Figure S15] (a) The proposed mechanism of the reactions of reference nucleophiles
with ketones. (b) Crossover reaction. (¢) The experimentally derived ratio of Aw/k-cc.
Conformational distribution of halohydrins in (d) neutral and (e) anionic (deprotonated) form
calculated at the B3LYP-D3/6-31+G(d,p)/PCM(UA0,DMSO) level of theory. Energies are reported

in kJ/mol.
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8.1.3 Correlations
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Figure S8-3. [Figure S17] Correlation between E of ketones and their gas phase MAA (-AGgas,
kJ/mol) calculated at (A) B3LYP/6-31G(d,p) and (B) B3LYP/6-311++G(3df,2pd)//B3LYP/6-
31G(d,p) level of theory.

8.1.3.2 Single point implicit-solvation (DMSO) corrected MAA
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Figure S8-4. [Figure S20] Correlation between E of ketones and their MAA [-AGsolsp =
(AG298t+AGsolv) kJ/mol] calculated at (A) B3LYP/6-31G(d,p) and (B) B3LYP/6-311++G(3df,2pd)
//B3LYP/6-31G(d,p) levels of theory. (see Table S8-2)
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Table S8-2. [Table S25] Methyl anion affinities (-AG, in kJ/mol) calculated for ketones and
aldehydes at different levels of theory.

Gas Phase Optimized Single Point Implicit Solvation Corrected
MAA(AGgs)? MAA (AGsoi-sp)°
Marker | £ B3LYP B3LYP

6-31G (dp)! | 6-311++G(3df.2pd)° 631G (dp)? | 6-311++G(3df,2pd)¢
la -17.47 191.0 131.6 67.5 8.0
1b -21.04 180.5 114.2 49.0 -14.6
1lc -19.88 201.3 126.7 62.3 -11.7
1d -22.16 194.3 116.3 50.4 -26.8
le -18.39 208.6 136.2 69.5 -2.9
1f -17.85 219.7 147.3 73.8 1.4
1g -16.84 236.4 158.3 82.2 4.1
1h -18.17 213.5 138.5 69.7 -5.3
1i -22.24 180.6 114.3 48.5 -16.4
1j -15.60 222.9 144.4 70.1 59
1m* -13.1 221.9 155.2 94.5 27.8
lo* -15.4 212.7 143.7 82.2 13.2

*MAA(AGgs) calculated using AGaog values of gas phase optimized geometries. " MAA(AGiorsp) calculated using AGaog
of gas phase geometries + single point implicit DMSO solvation energies (SMD) for the same. ¢ MAA(AGsol-opt)
calculated using AGaos values for implicit DMSO optimized geometries (SMD). ¢ Using gas phase optimized B3LYP/6-
31G(d,p) geometries.

8.1.3.3 Effects of solvation energies on conformational selection

Figure S8-5.
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[Figure S24] Free energies for CH3™ addition to 1¢ and 1b in gas (AGgas) and solution

phase (AGsp-sol) calculated at B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p) and B3LYP/6-
311++G(3df,2pd)/SMD(DMSO)//B3LYP/6-31G(d,p) levels of theory, respectively.

The correlation between MAA and E improves when gas phase values (AGgas) of the former were
corrected by solvation energies (AGsoly) obtained in single point SMD calculations. It is important
to mention that this improvement in the correlation depends heavily on finding the lowest energy
conformer both in the gas and solution phase. This observation is illustrated in Figure S8-5 for the
example of cyclohexanone 1¢, which has a 12.5 kJ/mol higher MAA than cyclopentanone 1b in the
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gas phase (AGgas), which is reduced to 2.9 kJ/mol in DMSO (AGsp-sol). This 9.6 kJ/mol change
results from two important factors. First, a change in conformational preference for the adducts
from the gas phase to DMSO and second the differences in the absolute solvation energies of both
ketones and their corresponding adducts.
A) B)
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ac3

30 1

25 +
= ac3

n
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Figure S8-6. [Figure S25] Conformational energetics for CHs™ adducts (A) ac (of 1¢) and (B) ab
(of 1b) in gas (AGgs) and solution phase (AGspsol) calculated at B3LYP/6-311++G(3df,2pd)//
B3LYP/6-31G(d,p) and B3LYP/6-311++G(3df,2pd)/SMD(DMSO)//B3LYP/6-31G(d,p) levels of
theory, respectively.

(=}

Conformational preference: ketones 1b and 1¢ prefer conformations where the carbonyl oxygen is
equatorially oriented (gas phase and DMSO). Adducts of these ketones have different
conformational preferences in the gas phase and in DMSO: ab1 and acl are preferred in the gas
phase, and ab2 and ac2 are preferred in DMSO. For cyclohexanone adducts the conformer ac2 has
a 8.2 kJ/mol higher solvation energy than conformer acl and thus becomes the global minimum in
DMSO [see Figure S8-6 (A), for solvation energies see column 4 of Table S8-3]. Because of this
change, the driving force for CH3  addition to ketone 1¢ is reduced by 7.6 kJ/mol in DMSO relative
to the gas phase (ac2 is 7.6 kJ/mol higher in gas phase). A similar conformational switch can be
observed for the reaction of cyclopentanone 1b, where adduct conformer ab2 becomes the global
minimum in DMSO due to a 3.9 kJ/mol higher solvation energy as compared to conformer abl1.

Table S8-3. [Table S27] Relative energies (in kJ/mol) for 1b and 1c¢ along with their adducts.

Rel. AGgas AGsolv Rel. AGsp.sol

Marker B3LYP SMD(DMSO)/B3LYP SMD(DMSO)/B3LYP

/6-311++G(3df,2pd) /6-31G(d,p) /6-311++G(3df,2pd)

//B3LYP/6-31G(d,p) //B3LYP/6-31G(d,p) //B3LYP/6-31G(d,p)
1b 0.0 -25.9 0.0
abl 0.0 -224.2 2.7
ab2 1.2 -228.0 0.0
lc 0.0 -26.8 0.0
lc 12.5 -27.1 12.1
acl 0.0 -217.5 0.6
ac2 7.6 -225.7 0.0
ac3 26.7 -221.9 22.9

Taken together this change in conformational preference leads to a loss of 1.2 kJ/mol driving force
for CHj3™ addition to 1b in DMSO relative to the gas phase. Overall, because of the changes in
conformation preferences, it becomes 6.4 (7.6-1.2) kJ/mol more difficult to add CH3 to 1¢ in DMSO
relative to the gas phase when comparing it with 1b. The absolute solvation free energy of ketone
1c (-26.8 kJ/mol) is 0.9 kJ/mol higher than that for 1b (-25.9 kJ/mol), while for the methyl anion
adducts ab2 (-228.0 kJ/mol) is 2.3 kJ/mol better solvated than ac2 (-225.7 kJ/mol). [see column 4
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of Table S8-3]. Taking these solvation effects into account, the CH3™ addition to 1c¢ is reduced
relative to 1b by 3.2 kJ/mol in DMSO solution. Combination of both factors (change in
conformational preference with 6.4 kJ/mol, and difference in absolute solvation energies of 3.2
kJ/mol) results in a 9.6 kJ/mol reduction of CH3™ addition reaction energy for 1c¢ relative to 1b in
DMSO when compared to the gas phase.

8.1.3.4 E vs Frontier Molecular Orbital Energies (FMOg)

Table S8-4. [Table S28] enomo and eLumo energies (Hartree) for ketones and aldehydes at different
levels of theory.

B3LYP/6-31G(dp) B3LYP/6-31G(d,p)/SMD(DMSO) | B3LYP/6-311++G(3df,2pd)

Marker //B3LYP/6-31G(d,p) //B3LYP/6-31G(d,p)

enomo (En) | eLumo (EL) EHOMO | ELUMO EHOMO ELUMO
la -0.24245 -0.02117 -0.23629 -0.01179 -0.25743 -0.03994
1b -0.23597 -0.01449 -0.23076 -0.00600 -0.25073 -0.03336
1c -0.23443 -0.01201 -0.22980 -0.00432 -0.24879 -0.03383
1d -0.23483 -0.01104 -0.23104 -0.00427 -0.24950 -0.03153
le -0.22444 -0.01456 -0.21284 -0.00768 -0.23805 -0.03542
1f -0.24378 -0.02071 -0.23565 -0.00941 -0.25848 -0.04045
1g -0.23250 -0.02310 -0.22327 -0.01134 -0.24075 -0.04213
1h -0.23481 -0.01233 -0.23238 -0.00757 -0.24970 -0.03238
1i -0.24272 -0.00948 -0.23665 -0.00012 -0.25646 -0.02730
1j -0.22563 -0.02762 -0.22018 -0.01957 -0.23476 -0.04346
1m* -0.25521 -0.06342 -0.25209 -0.05735 -0.26952 -0.08083
lo* -0.23442 -0.05149 -0.22737 -0.04826 -0.24806 -0.06825

(A) €nomo (B) eLumo
P E=12 69-£40m0 + 8.8742 1] 0T E= 38421 20 - 22133
. R? = 0.1771 . . R? = 0.8223 s

A7+
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Figure S8-7. [Figure S29] Correlation between £ and frontier molecular orbital energies of ketones
electrophiles (A) enomo and (B) eLumo calculated at the B3LYP/6-31G(d,p)/SMD(DMSO)
//B3LYP/6-31G(d,p) level of theory. FMO energies are reported in Hartree.
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8.1.3.5 E vs Electrophilicity Indices

Table S8-5. [Table S29] Electrophilicity indices for ketones and aldehydes calculated at B3LYP/6-

31G(d,p) level of theory. Global (w) and local (w.) Parr electrophilicity indices (eV).

Chemical | Chemical Global Local Electrophilicity (o.), O

Potential | Hardness | Electrophilicity Yang and Mortier Contreras
Marker

TIES n= Index qe e £ O £ O

(Eut+E)/2 | (EL-En) w=p?/21 N) (N+1) ’ (0* £ ’ (©*f)
la -0.13181 0.22128 1.07 | 0.395103 | 0.242452 | 0.15 0.16 | 0.48 0.51
1b -0.12523 0.22148 0.96 | 0.416329 | 0.260839 | 0.16 0.15 | 0.50 0.48
1c -0.12322 0.22242 0.93 | 0.426145 | 0.261355 | 0.16 0.15 | 0.50 0.47
1d -0.12294 0.22379 0.92 | 0.421597 | 0.271794 | 0.15 0.14 | 0.51 0.47
le -0.11950 0.20988 0.93 | 0.415529 | 0.252644 | 0.16 0.15 | 0.50 0.46
1f -0.13225 0.22307 1.07 | 0.413215 | 0.241469 | 0.17 0.18 | 0.50 0.53
1g -0.12780 0.20940 1.06 | 0.429222 | 0.251864 | 0.18 0.19 | 0.51 0.54
1h -0.12357 0.22248 0.93 | 0.422973 | 0.257594 | 0.17 0.15] 0.51 0.47
1i -0.12610 0.23324 0.93 | 0.420833 | 0.254655 | 0.17 0.15 | 0.53 0.49
1j -0.12663 0.19801 1.10 | 0.431925 | 0.305401 | 0.13 0.14 | 0.46 0.51
1m* -0.15932 0.19179 1.80 | 0.258182 | 0.137644 | 0.12 0.22 | 0.26 0.48
lo* -0.14296 0.18293 1.52 | 0.253321 | 0.132615 | 0.12 0.18 | 0.28 0.42

For the Yang and Mortier method: f.*= |q/(N+1) — q.(N)|, where, q. is partial charge at atom ¢ (carbonyl carbon atom
for electrophiles) and N is a number of electrons in the neutral system.
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Figure S8-8. [Figure S33] Correlation between E and gas phase local electrophilicity index (o, in
eV) calculated at B3LYP/6-31G(d,p) level of theory for ketones using (A) The Contreras method
and (B) The Yang and Mortier method. The Fukui function for nucleophilic attack (f") hase been

calculated using Mulliken charges for the Yang and Mortier method.
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ABSTRACT: Kinetics of the reactions of aryldiazomethanes
(ArCHN,) with benzhydrylium ions (Ar,CH') have been
measured photometrically in dichloromethane. The resulting
second-order rate constants correlate linearly with the
electrophilicities E of the benzhydrylium ions which allowed
us to use the correlation Ig k = sy(N + E) (eq 1) for
determining the nucleophile-specific parameters N and sy of
the diazo compounds. UV—vis spectroscopy was analogously
employed to measure the rates of the 1,3-dipolar cyclo-
additions of these aryldiazomethanes with acceptor-substi-
tuted ethylenes of known electrophilicities E. The measured
rate constants for the reactions of the diazoalkanes with highly
electrophilic Michael acceptors (E > —11, for example 2-

® ] zwitterionic
intermediate?
AG1:calt:cl from )\/(9\
Ig k°@cd = s\(N+ E) ... Ar/ ............. Acc .
AGtCOnCeI’l =
m A61:<:alt:tl = AGtexpﬂ
@)N .................................
LU~ 2 Acc
in CH,Cl, N
(20 °C) ¢ nucleophilicity of diazoalkanes ]
s kinetics of 1,3-dipolar cycloadditions N
¢ quantum-chemical mechanistic analysis Ar

benzylidene Meldrum’s acid or 1,1-bis(phenylsulfonyl)ethylene) agreed with those calculated by eq 1 from the one-bond
nucleophilicities N and sy of the diazo compounds and the one-bond electrophilicities of the dipolarophiles, indicating that the
incremental approach of eq 1 may also be applied to predict the rates of highly asynchronous cycloadditions. Weaker
electrophiles, e.g., methyl acrylate, react faster than calculated from E, N, and sy, and the ratio of experimental to calculated rate
constants was suggested to be a measure for the energy of concert AG* e = RT In(k,®/k,!d). Quantum chemical
calculations indicated that all products isolated from the reactions of the aryldiazomethanes with acceptor substituted ethylenes
(A*-pyrazolines, cyclopropanes, and substituted ethylenes) arise from intermediate A'-pyrazolines, which are formed through
concerted 1,3-dipolar cycloadditions with transition states, in which the C—N bond formation lags behind the C—C bond
formation. The Gibbs activation energies for these cycloadditions calculated at the PCM(UA0,CH,Cl,)/(U)B3LYP-D3/6-
31+G(d,p) level of theory agree within 5 k] mol™ with the experimental numbers showing the suitability of the applied
polarizable continuum model (PCM) for considering solvation.

B INTRODUCTION

1,3-Dipolar cycloadditions (Huisgen reactions) represent the
most general approach to S-membered heterocycles." They
have been used for the total synthesis of natural products” and
for the preparation of organic functional materials.” The
copper-catalyzed reaction of azides (R-Nj) with alkynes has
become the most generally applicable click reaction.” Although
a concerted mechanism with a cyclic transition state has been
well established for most Huisgen reactions,””” evidence for a
stepwise course via diradical or zwitterionic intermediates has
been reported in several cases.”® Since the late 1970s,
reactivities and regioselectivities of cycloaddition reactions
have commonly been interpreted on the basis of perturbational
molecular orbital theory.”” Recently, the groups of Houk and
Bickelhaupt have shown that detailed insight in the
mechanisms of these reactions can be obtained by the
“distortion/interaction energy” or “activation strain” model,
respectively.'”'> We now report a novel approach to

v ACS Pub“ca‘tions © 2018 American Chemical Society

predicting and analyzing cycloaddition reactivities on the
basis of linear-free-energy relationships.

Equation 1, in which nucleophiles are characterized by two
solvent-dependent parameters, N and sy, and electrophiles are
characterized by one parameter, E, has been demonstrated to
predict rate constants of a large variety of electrophile-
nucleophile combinations if one or both reaction centers are

13,14
carbon. ™

1g kypec = sn(N + E) (1)

While the electrophilicity parameter E of a certain electrophile
is derived from the rate constants of its reactions with a series
of C-centered nucleophiles, the N and sy parameters of a
certain nucleophile are derived from the rates of its reactions
with a series of C-centered reference electrophiles. Since
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reactions, in which one and only one new bond is formed in the
rate-determining step, were used for the derivation of the
reactivity parameters E, N, and sy, eq 1 cannot be expected to
be applicable to multicenter processes. However, we now
report that the relative reactivities of Michael acceptors toward
aryldiazomethanes'® correlate well with the electrophilicities E
of Michael acceptors, which have previously been derived from
the one-bond reactivities of the electron-deficient 7-systems
toward carbanions and ylides.'® We will furthermore show that
eq 1 can even be used to predict absolute rate constants for the
reactions of highly electrophilic dipolarophiles with aryldiazo-
methanes, whereas less electrophilic dipolarophiles react faster
than predicted by eq 1 due to the concerted formation of two
new o-bonds. In the latter cases, deviations of the measured
cycloaddition rate constants from those calculated by eq 1 can
be considered to be a measure for the energy of concert
AG* o as defined in eq 2.'

AGH = RT In(k,*?"/k,") )

concert

Bl RESULTS AND DISCUSSION

Phenyldiazomethane la and its para-substituted derivatives
1b—d, which have UV absorption maxima between 290 and
380 nm, were employed for this study (Chart 1). For the

Chart 1. Aryldiazomethanes (1) and Benzhydrylium
Tetrafluoroborates (2-BF,) Used in This Work

Nucleophiles Reference Electrophiles

[ Benzhydrylium Tetrafluoroborates ]

©)
or?
¥ ¥

[ Aryldiazomethanes J

O/%NZ
X

1a(X=H)  Amay=295nm 2a Y =N(Ph)(CH,CF;) E=-3.14
b (X=Br)  Amax =290 nm 2b Y =NPh, E=-472
1¢ (X=CN)  Amax = 320 nm 2¢ Y =N(CH2CH2)20 E=-553
1d (X = NO3)  huma = 380 nm 2d Y = N(Me)(Ph) =-589
2e Y =NMe, E=-7.02
2f Y =N( CH2)4 =-769

determination of the reactivity parameters N and sy for la—d
the rates of their reactions with a set of colored benzhydrylium
ions of known electrophilicities E 13ah (9a— g in Chart 1) were
measured.

Determination of Nucleophile-Specific Parameters N
and sy for Aryldiazomethanes 1b—d.'® Product Studies.
The reaction of 1d with 2e gave a mixture of (E)- and (Z)-
configured ethylenes, which was hydrogenated to furnish 3 and
4 in a 1:2 ratio and 78% yield of isolated products (Scheme 1).

The mechanism for their formation is rationalized in Scheme
2. The reaction between 1d and 2e yields a diazonium ion A,
which spontaneously loses N, accompanied by a hydride shift,
leading to carbenium ion B, or an aryl shift, leading to
carbenium ion C. Deprotonation yields the olefins D and E,
respectively, the precursors of the isolated products 3 and 4.
Alternatively, the nonrearranged olefin D may be formed by
concerted proton and N, elimination from diazonium ion A.
From the 3/4 ratio one can derive that the aryl shift is faster
than the competing processes. Concerted N, departure and
1,2-shifts have previously been observed from diazonium ions

Scheme 1. Reaction of Aryldiazomethane 1d with
Benzhydrylium Tetrafluoroborate 2e-BF,

MeoN
:BF4 b
MeN  2e.BF,
1) BUANCI, CH,Cly, 20 °C
2) H, (1 atm), Pd/C, EtOH,
20°C
Me,N NMe,
)/ AN 7 N\
;} *
Me,N NH,  MeN NH,

78% (3/4 = 1/2)

Scheme 2. Proposed Mechanism for the Formation of 3 and
4

H._Ar' + N e A2 H
T +Ar2/\Ar2 —_— ArZ\ o S Arz\ = 4 I
N 2 Q
5 A2 LN, H >N,
1d 2e A
1,2-hydride- _N 1,2-aryl-
shift @ 2 | shift
Ar': /©)\ H
A, AR, A
O:N Pl 7—H
B Ar H c Ar'
Ar? J —H* l -H*
Me,N
Ar? A2 AP
A A Ar'!
D E
[ s | e
e y o
3 4

“Formal hydride shift, which may include further intermediates.

generated by diazotation of primary amines'” as well as in acid-
catalyzed Schmidt reactions of alkyl azides.”

Kinetics. The rates of the reactions of the diazomethanes 1
with the benzhydrylium ions 2 were followed photometrically
under pseudo-first-order conditions by monitoring the decay of
the UV—vis absorbance of 2 in the presence of a large excess of
1, following the procedure reported previously.'® The resulting
second-order rate constants k, for the reactions between
aryldiazomethanes 1 and benzhydrylium ions 2, which
correspond to the slopes of the plots of the pseudo-first-
order rate constants k., vs [1], are listed in Table 1. Linear
correlations between Ig k, and the electrophilicity parameters E
of 2 (Figure 1) indicate the applicability of eq 1. The slopes of
the correlation lines and the negative intercepts on the abscissa
correspond to the nucleophilicity parameters sy and N,
respectively, of 1 (Table 1).

The second-order rate constants for the reactions of 2e-BF,
with the aryldiazomethanes listed in Table 1 correlate linearly

DOI: 10.1021/jacs.8b09995
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Table 1. Second-Order Rate Constants k,*®" for the
Reactions of the Aryldiazomethanes 1 with Benzhydrylium
Tetrafluoroborates 2-BF, in Dichloromethane at 20 °C

ArCHN, N (sy) electrophile et (M s7h)
la (X = H)" 9.35 (0.83) 2g 7.56 X 107!
2e 1.19 x 10*
2d 5.80 x 107
2b 6.85 X 10°
2a 1.45 x 10°
1b (X = Br) 8.87 (0.82) 2f 8.46
2e 3.66 x 10!
2d 3.02 x 10?
2c 4.59 x 10*
2b 2.51 x 10°
1c (X = CN) 7.66 (0.80) 2f 621 X 107!
2e 4.55
2c 4.85 x 10
2b 3.38 x 10?
2a 2.93 x 10°
1d (X = NO,) 7.17 (0.83) 2e 1.51
2d 9.49
2¢ 2.16 x 10
2b 1.26 X 10*

“Data from ref 18.

with the Hammett substituent constants o, (* = 0.9909).”
The resulting Hammett reaction constant of p = —2.34 will be
discussed in the context of the kinetics of reactions of la—d
with Michael acceptors (see below).

Products of the Reactions of Aryldiazomethanes 1
with Michael Acceptors. The reactions of the aryldiazo-
methanes la—d with the Michael acceptors 5—12 (Chart 2)
give either pyrazolines (from 5—7 and 10) or nitrogen-free
products (from 8—9 and 11—12). As shown in Table 2,
phenyldiazomethane (1a) reacts smoothly with methyl acrylate
(5a)”” and methyl vinyl ketone (5b) at room temperature,
affording the S-phenyl-A?-pyrazolines 13a and 13b in 98% and

Chart 2. Michael Acceptors 5—12 and Their Electrophilicity
Parameters E”

(6]
J
=z
/\COZMQ /\(f)l/ EtOzC\/\COZEt g
Y

o)
5a 5b 6 7
E=-18.84 -16.76 -17.79 -14.07
0
oY i o
CN
X oo X
X 8 E X 9 E
NMe, 8a  -12.76 OMe 9a -10.80
OMe 8  -10.28 H 9b -9.42
H 8  -9.15
N SO,Ph
A S0.F
X o SO,Ph
10 X 11 E 12
E=-12.09 OMe 11a -11.32 —7.50
H 1Mb  —10.11

“Electrophilicities E from refs 16 and 23.

68% isolated yield, respectively, via tautomerization of the
initially formed A'-pyrazolines.

Under similar conditions, diethyl fumarate (6) undergoes
1,3-dipolar cycloadditions with aryldiazomethanes 1a and 1b
to give A'-pyrazolines, which tautomerize with formation of S-
aryl-A%-pyrazolines 14a as a single diastereomer or 14b as a
mixture of cis/trans-isomers.”* The Al-pyrazoline initially
formed from maleimide 7 and aryldiazomethane 1b
tautomerizes to give the A®pyrazoline 16 (63%) with the
aryl group in conjugation to the double bond. Ethenesulfonyl
fluoride (ESF, 10), employed as a second generation click
reagent by Sharpless,”*** also undergoes smooth 1,3-dipolar
cycloadditions with aryldiazomethanes 1a, 1c, and 1d and
yields the S-aryl-A’-pyrazolines 15a—d by subsequent

NMez

Me,N O Ph,N ® PhNk ®

NPh, PAN™CF,

6r CFy N (sn)
2g 2 2b 2a —
o ‘ . fa(X=H)  9.35(0.83)
3 1b(X=Br)  8.87(0.82)
4 ! 1c (X=CN)  7.66 (0.80)
5 1d (X =NO,) 7.17 (0.83)
Ig k2Pt /@ANZ
2 X 1
1 in CH,Cl, at 20 °C
0 N=-E
-1 L L L L L L L )
0 9 8 7 6 5 4 3 2

Electrophilicity E

Figure 1. Plots of Ig k,™® for the reactions of the aryldiazomethanes 1a—d with the reference electrophiles 2a—g (in CH,Cl, at 20 °C) versus their

electrophilicity parameters E.
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Table 2. Pyrazolines 13—16 Formed by Reactions of the Aryldiazomethanes 1a—d with the Dipolarophiles 5—7 and 10

N H
_N -N -N
@N . solvent N= HN' N
A e Acc —/—> Acc or | Acc
/‘® Z “Acc 20°C g - Ar)\)7 Ar)J
Ar
1 5-7,10 13-15 16
1  Electrophile Solvent Products Yield
(%)
la Sa toluene (*)-13a wCOzMe 98
Ph
1 5b tol (+)-13b “)“;Ny—-’f 68
a s oluene - . e
NN o e
1a 6 CHCl,  (&)-trans-14a Ph/'\:)_ 2 48
CO,Et
HNN
1b 6 Et,O (&)-trans-14b g SOEL 57
Coset
+ Br +
HN CO,E
(&)-cis-14b - 21
Br
1b 7 CHCL  ()-16 L 6
H "Me
Br 0
X =
la 10 toluene (¥)-15a H HNT soF 93
1c 10 toluene ()-15¢ CN w 79
1d 10 toluene (#)-15d NO, 99

“Yield of isolated products.

tautomerization. X-ray crystallography confirmed the structure
of 15d (Figure 2).*

The reaction of benzylidene Meldrum’s acid derivative 8a
with 2.5 equiv of phenyldiazomethane (1a) in dichloro-
methane at 0 °C furnished the cyclopropane (+)-17 in 62%
yield (Scheme 3). It is likely that the 1,3-dipolar cycloaddition
of 1a with 8a initially leads to pyrazoline F, in analogy to the
reactions in Table 2. Subsequent migration of the electron-rich
p-(dimethylamino)phenyl group and extrusion of molecular
nitrogen generates the Michael acceptor G, which undergoes
another cycloaddition with a second equivalent of diazoalkane
1a to deliver pyrazoline H. Finally, loss of N, from H generates
the spirocycle (+)-17, which was purified by column
chromatography and isolated as a racemate of a single
diastereomer, which was identified by X-ray single crystal
structure analysis (Figure 3). We did not search for other
diastereomers in the mother liquors and have not explored the
origin of the high stereoselectivity of the reaction of G with 1a.

Styrene derivatives 18a,c were obtained through the
reactions of la,c with bis(phenylsulfonyl)ethene 12 (Figure
4a). Monitoring the reaction of lc with 12 in CDCly at
ambient temperature by 'H NMR spectroscopy shows the
initial formation of S-aryl-A'-pyrazoline 19 within several
seconds (Figure 4b).”” The rate of this reaction is too fast to
be followed by NMR spectroscopy, but could be determined

Figure 2. Crystal structure of (+)-15d (ellipsoids are shown on 50%
probability level at T = 100 K).

DOI: 10.1021/jacs.8b09995
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Scheme 3. Reaction of Arylidene Meldrum’s Acid 8a with
Phenyldiazomethane 1a and Proposed Mechanism for the
Formation of (+)-17

i @N 2 Ar. i
ArT O 1a (2 5 equiv) Ph’éjjk R (@]
0P 0"\ CHCL 0°C A 5 OJV Ny PhosgX
8a (£)-G
Ph., XN\N &
Re-Re |Ar" 'r >\< 5 O ‘NZ 0\
()-H ()17, 62%
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Figure 3. Crystal structure of (#)-17 (ellipsoids are shown on 50%
probability level at T = 100 K).

by UV—vis spectrometry (see below). As shown by the 'H
NMR spectra in Figure 4b, 19 undergoes a quick N,
elimination accompanied by hydrogen shift”” and is completely
converted into the 1,1-(bis-sulfonyl)-3-aryl-propene 20 within
2 h.*” On a longer time scale, hydrogen migration converts 20
into 18c, which was characterized by single crystal X-ray
crystallography (Figure 4c).

Benzylidenemalononitrile (9b) reacts with phenyldiazo-
methane (1a) in dichloromethane with formation of trans-
2,3-diphenylcyclopropane 21°° (Scheme 4). The trans-
configuration (that is, the C, symmetry) of 22, which was
obtained from la and benzylidene-indane-1,3-dione (11b),
was derived from the identical "*C NMR chemical shifts of the
carbonyl groups and the AA’BB’ system in the 'H NMR
spectrum for the four aromatic protons of the indan-1,3-dione
moiety. Though Schuster and co-workers observed the
formation of A'-pyrazolines by the reactions of diazomethane

with 9b or 11b in diethyl ether at —4S and —10 °C,
respectively,”" it is not certain that 21 and 22 are also formed
through initial 1,3-dipolar cycloadditions, because the A'-
pyrazoline from 9b with phenyldiazomethane (1a) was
calculated to be an endergonic species (see below).

Kinetics of the Reactions of Aryldiazomethanes with
Michael Acceptors. The kinetics of the reactions of
aryldiazomethanes la—d with various Michael acceptors
from Chart 2 were followed by UV—vis spectroscopy using
the methods described previously.'® Generally, pseudo-first-
order conditions were employed. In most cases the
dipolarophiles were used in excess (>10 equiv) over 1 and
the kinetics were measured by following the decay of the
absorbances of the phenyldiazomethanes 1 (295—380 nm,
Chart 1). In the reactions with the colored electrophiles 8, 9,
and 11, compounds 1 were used in excess, however. The rates
of the latter reactions were derived from the time-dependent
absorbances of the styrene-chromophore in 8, 9, and 11.

As illustrated for the reaction of 1b with 10 in Figure 5, the
pseudo-first order rate constants k,,, were obtained by least-
squares fitting of the exponential function A, = Ay exp(—kgpt)
+ C to the time-dependent absorbance A, of the minor
compound. The pseudo-first-order rate constants k., were
proportional to the concentrations of the major compounds as
shown by the inset of Figure 5, and the slopes of the
correlations k,,, (s™') vs the concentrations of the excess
compounds gave the second-order rate constants kLot (M!
s!) listed in Table 3.

If the reactions of the phenyldiazomethanes 1 with the
acceptor substituted ethylenes 5—12 would proceed stepwise,
with rate-determining formation of zwitterionic intermediates,
as illustrated in Scheme S, the observed rate constants should
equal those calculated by eq 1 because only one new bond is
formed in the rate-determining step, as in the reactions used
for deriving the reactivity parameters E, N, and sN.13

To examine this possibility, we have used eq 1 to calculate
the second-order rate constants k,"'? for the formation of the
zwitterionic intermediates depicted in Scheme S from the one-
bond nucleophilicities N and sy of the diazoalkanes 1 (Table
1) and the one-bond electrophilicities E of the Michael
acceptors 5—12 (Chart 2). Table 3 shows that all rate
constants kze"ptl measured for the reactions of 1a—d with 8b,c,
9a, 11a,b, and 12 differ by less than a factor of 50 from the rate
constants k,"* calculated by eq 1, while k,*" is much larger
than k,* for reactions of la—c w1th Sa, Sb, and 6.

A graphical illustration of these relationshi ips is presented in
Figure 6, where the blue line represents k,', calculated by eq
1 for the formation of zwitterions from la (N = 9.35, sy =
0.83) and the electrophiles 5—12 (E from Chart 2). The
shaded area of Figure 6 shows that a fair agreement between
&, and k,*¢ (deviation < factor 50) holds for all reactions
of phenyldiazomethane (la) with Michael acceptors of E >
—11. The kinetic data thus indicate that the strongest
electrophiles of this series either react via zwitterionic
intermediates or via nonsynchronous concerted reactions
with transition states resembling zwitterions. Table 3 and
Figure 6 furthermore show that the deviations between kot
and k,*!d increase with decreasing electrophilicities of the
Michael acceptors. Whereas the small deviations (<factor 100)
between k,*"! and k,*? in the right part of Figure 6 cannot
reliably be interpreted,”” the large deviations on the left
indicate the operation of a concerted mechanism, and the term
RT In(k,"/k,¥“d) can be considered as a measure for the

DOI: 10.1021/jacs.8b09995
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Figure 4. (a) Reactions of aryldiazomethanes la and 1c with bissulfonylethene 12. (b) Mechanism for the formation of 18c monitored by 'H
NMR spectroscopy (200 MHz) of the reaction mixture [reaction of lc (0.10 M) with 12 (0.10 M) in CDCly at 20 °C using 1,1,2,2-
tetrachloroethane (0.1 M) as an internal standard]. (c) Crystal structure of 18c (ellipsoids are shown on 50% probability level at T = 173 K).
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Scheme 4. Reactions of 9b and 11b with
Phenyldiazomethane 1a

CN -N, NC o
+ PhCH=N, _—
NCT 20 °C NC =
Ph CH,Cl, Ph
9b 1a ) (#)-21
(1.5 equiv) (49%)°
o 2 ph
— N2
+ 1a —_—
X 0°C ()::?4
o bR CH,Cl Y Ph
11b (£)-22 (56%)

“Determined by 'H NMR spectroscopy (with 1,1,2,2-tetrachloro-
ethane as an internal standard).

addition of 10 Kope = 2.33110] = 9.3 x 10
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Figure 5. Monoexponential decay of the absorbance A (at 290 nm) vs
time for the reaction of 10 (4.86 X 107> M) with 1b (8.63 X 10> M)
in CH,Cl, at 20 °C. Inset: Correlation of k,, vs the concentration of
10.

energy of concert (eq 2) due to the stabilization of the
transition state by the simultaneous formation of two new
bonds (Figure 7).

In line with these interpretations, variation of the
nucleophilic reactivities of the diazomethanes 1 affects the
rates of the cycloadditions with the highly electrophilic
Michael acceptors 12 and 10 to the same degree as the one-
bond reactivities toward carbenium ion 2e (Figure 8a).
Comparable charge flows in the transition states of these
reactions are thus indicated. The smaller dependence of the
rate constants for the reactions with diethyl fumarate (6) on
the nucleophilicities of the diazomethanes 1 is in accord with a
high degree of concertedness of these reactions.

The same conclusion can also be drawn from the Hammett
correlations shown in Figure 8b. The Hammett reaction
constants for 12 (p = —2.42) and 10 (p = —2.61) are of similar
magnitude as p for the reactions of 1 with the one-bond
electrophile 2e (p = —2.34). The reactions of aryldiazo-
methanes with diethyl fumarate (6) in dichloromethane at 20
°C, on the other hand, show a significantly less negative
reaction constant (p = —1.58) indicating a smaller degree of
negative charge transfer in the transition states. A similar

Hammett reaction constant of p = —1.30° can be derived
from the rate constants which Huisgen and Geittner reported
for the reactions of eight ring-substituted aryldiazomethanes
with ethyl acrylate in DMF at 25 °C.***

The dependence of rate constants on solvent polarity has
often been used as a criterion to differentiate concerted
cycloadditions from cycloadditions through zwitterionic
intermediates.”””** Whereas [2 + 2] cycloadditions of
tetracyanoethylene with enol ethers, which proceed via
zwitterionic intermediates, are 3—4 orders of magnitude faster
in acetonitrile than in (:yclohexane,‘%’35 the solvent dependence
of various Diels—Alder reactions of tetracyanoethylene is so
small that there are no significant correlations with any of the
known solvent polarity parameters.*®

Solvent dependences of the rates of 1,3-dipolar cyclo-
additions were reported to be generally rather small. While the
rate constants for the reactions of phenyldiazomethane (1a)
with ethyl acrylate increased by a factor of 2.4 from
cyclohexane to acetonitrile at 25 °C and correlated fairly
with Reichardt’s Ey values,” the rates of the corresponding
reactions with norbornene were almost independent of solvent
polarity.**

Table 4 shows that the reactions of phenyldiazomethane
(1a) with the Michael acceptors 6 and 9—12 proceed slightly
faster in the polar solvents acetonitrile and DMSO than in
dichloromethane or THF. Though 12, the strongest electro-
phile of the investigated Michael acceptors, showed the largest,
and 6, the weakest among the investigated electrophiles,
showed the smallest solvent dependence, Table 4 does not
reveal a clear correlation between electrophilicity of the
dipolarophile and the magnitude of the solvent effect.

Quantum Chemical Calculations of the Cycloaddi-
tions. Details of the reaction pathways for the reactions of
phenyldiazomethane (1la) with selected electrophiles have
been calculated using the same quantum chemical methods as
in our recent quantitative analysis of ketone reactivity.”® This
involves geometry optimizations at the (U)B3LYP*’-D3*’/6-
31+G(d,p)*" level of theory in combination with the
polarizable continuum model (PCM) for dichloromethane
and UAO radii.*” Thermochemical corrections to Gibbs
energies (Corr. AG) and enthalpy (Corr. AH) at 298.15 K
have been calculated using the rigid rotor/harmonic oscillator
model without any scaling. Single point calculations have also
been performed for all stationary points at the PCM-
(CH,Cl,,UA0)/(U)B2PLYP**-D3/def2TZVPP** level in
order to verify the validity of all mechanistic conclusions
(see the Supporting Information). Given the slightly better
agreement between experimentally measured Gibbs activation
energies with those calculated at the PCM(CH,CL,,UA0)/
(U)B3LYP-D3/6-31+G(d,p) level used for geometry opti-
mization, only the latter results will be discussed in the
following.

Figure 9 compares the Gibbs energy profiles for the
reactions of phenyldiazomethane (1a) with five representative
electrophiles. The initially formed encounter complexes, which
are minima in potential energy, are omitted in these energy
profiles, as they are endergonic species (A,G° > 0) and do not
affect the kinetics. In all five cases, concerted (3 + 2)-
cycloadditions are calculated to be the minimum energy
pathways with Gibbs energies of activation, which agree within
5 kJ mol™" with the experimental AG* obtained by applying
the experimental rate constants k, from Table 3 in the Eyring
equation. The direct formation of the thermodynamically
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Table 3. Second-Order Rate Constants of Reactions between Aryldiazomethanes (1a—d) and Michael Acceptors (5—12) in

Dichloromethane at 20 °C

ArCHN, electrophile kze"Ptl Mt s™
1la Sa 4.87 X 1072
Sb 222 % 107
6 405 x 107!
8a 333 x 107"
8b 7.58
8¢ 4.80 x 10
9a 1.51 X 1072
10 6.81
11a 238 X 107!
11b 1.45
12 1.48 X 10°
1b 6 234 x 107
7 8.46 X 107'¢
10 2.33
12 6.59 X 10*
1c 6 3.87 X 1072
10 1.83 x 107!
12 4.56 x 10
1d 7 1.74 X 1072
10 5.82 X 1072
12 2.16 x 10*

k2calcd (M—l s—l)a klexptl/kzcalcd AGiconcm (k] mOlil)
1.33 x 1078 3.7 X 10° 37
7.07 X 1077 3.1 % 10° 31
9.88 X 1078 4.1 x 10° 37
1.48 x 1072 2.3 x 10 -t
1.69 x 107! 4.5 % 10! _b
1.47 3.3 x 10! -t
6.26 X 1072 24 % 107! _b
532 x 1073 1.3 x 10° 17
232 x 1072 1.0 x 10! -t
2.34 x 107! 6.2 -t
3.43 x 10" 43 % 10! _b
4.85x 1078 4.8 x 10° 37
545 X 107° 1.6 x 10* 24
229 X 1073 1.0 x 10° 17
1.33 x 10 5.0 x 10" b
7.87 X 1077 49 x 10° 38
2.86 x 107* 6.4 x 107 16
1.34 34 % 10! _b
1.87 X 107¢ 9.3 X 10° 22
825 x 107° 7.1 x 107 16
532 % 107" 4.1 % 10! _b

“Calculated by eq 1 with N and sy from Table 1 and E from Chart 2. ®Too small to be significant (see text). “Determined by 'H NMR

spectroscopy.

Scheme S. Stepwise 1,3-Dipolar Cycloadditions of
Aryldiazomethanes with Acceptor-Substituted Ethylenes

k
ON + /\Acc @ — i
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3 12
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ol \ stE: /
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9 N R ;
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E —_—
Figure 6. Correlation of Ig k! for the reactions between the
Michael acceptors 5—12 and phenyldiazomethane (1a) versus the
electrophilicity parameters E of the Michael acceptors.

favored cyclopropanes (+ N,) from the reactants generally
requires higher activation energies. This suggests that also in
those reactions listed in Table 3, where pyrazoline formation
was not observed as in the reactions with 5a, 10, and 12, A'-
pyrazolines are the initially formed products, which may
undergo subsequent reactions.
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Figure 7. Comparison of measured activation Gibbs energies AGiEXpd
with AG¥ 4 calculated for the formation of zwitterions from E, N,
and sy by eq 1.

The calculated high Gibbs energy of the A'-pyrazoline from
la and 9a indicates, however, that in this case conversion of
the cycloadduct into the isolated cyclopropane and not the 1,3-
dipolar cycloaddition may be rate-determining. This inter-
pretation is supported by the observation that 9a is the only
Michael acceptor which is below the calculated line in Figure 6.
The excellent agreement between the measured rate constants
for the reaction of 1a with 9a and that calculated for the 1,3-
dipolar cycloaddition in Figure 9 indicates, on the other hand,
that the barrier for nitrogen expulsion from the corresponding
A'-pyrazoline cannot be much higher than that for
retroaddition.

As shown by the geometrical parameters in Figure 10, the
development of the new C—N bond lags far behind that of the

DOI: 10.1021/jacs.8b09995
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Figure 8. Correlation of Ig k," for the reactions of the electrophiles
2e, 6, 10, and 12 with the aryl diazomethanes 1la—d (from Tables 1
and 3) versus (a) the nucleophilicity parameters N of aryl
diazomethanes (from Table 1) and (b) Hammett substituent

constants o, (from ref 21) for la—d.

new C—C bond in all transition states, whereas both bonds
have almost equal lengths in the resulting A'-pyrazolines.
Figure 10 furthermore shows that the atomic distances in the
two developing new bonds differ much more in the transition
states of the highly electrophilic dipolarophiles (A = 0.5-0.7 A
for E > —11) than in the transition state for the reaction with
methyl acrylate (Sa, A = 0.3 A) for which a high degree of
concertedness was derived from the kinetic data in Figure 6.
This conclusion is confirmed by the relative bond orders (%
Ey) and the amount of charge transfer from nucleophilic

diazomethane to electrophilic dipolarophile in the transition
states (Figure 10). The latter parameter increases from —0.2 e
in the transition state of Sa to —0.43 e in the most
asynchronous transition state for 8c.

Though the data in Figure 10 are in line with highly
unsymmetrical transition states in the reactions of phenyl-
diazomethane (1a) with highly electrophilic dipolarophiles, the
question arises, how the concerted 1,3-dipolar cycloaddition
mechanisms, derived from the quantum chemical calculations,
concur with the zwitterion-like transition states derived from
the kinetic data in Figure 6. Figure 9 shows that, on their way
to cyclopropanes, the reactions of 1a with 8c (E = —9.15) or
12 (E = —7.50) initially yield zwitterions over barriers which
are only 7 and 17 kJ mol™" higher than the barriers for the
concerted reactions, indicating that in the case of strong
electrophiles (E > —11) concerted and stepwise cycloadditions
proceed over comparable barriers. Obviously the interaction
between the reaction centers at the “long” new bonds is so
weak that the energy of the transition state is hardly affected.
As a consequence, the one-bond nucleophilicities of the
diazomethanes (N, sy) and the one-bond-electrophilicities of
the dipolarophiles (E) are suitable to calculate the rates of such
cycloadditions by eq 1.

Following the distortion interaction analysis of 1,3- dlpolar
cycloadditions by Houk et al. and by Bickelhaupt et al.,’
dissected the reaction barriers of the five reactions in Flgure 9
into the distortion energies for deforming the two reactants
into their transition state geometries and the interaction
energies of the two distorted reactants when brought together
into the transition state structure. As this procedure is based on
single point energy calculations in the absence of thermal
corrections, the resulting reaction barriers given in Figure 11
are much lower than the Gibbs energies reported in Figure 9.
In agreement with earlier results by Houk and Ess for the
reaction of methyl acrylate (Sa) with diazomethane,'” we
found that, in the highly concerted cycloaddition of 1a with Sa
(E = —18.84), the electrophile distortion energy is much
smaller (27 kJ mol™") than that for the diazoalkane (69 kJ
mol ™). As the transition states become more unsymmetrical,
the distortion energies of the electrophilic alkene grow and the
distortion energies of the nucleophilic 1,3-dipole shrink with
the consequence that, for the four highly unsymmetrical
cycloadditions in Figure 11, the 1,3-dipole distortion energies
are only slightly larger (in the case of 8c even smaller) than the
dipolarophile distortion energies. According to this treatment,
the higher reactivities of the more electrophilic dipolarophiles
are predominantly due to the higher interaction energies.

Quantum Chemical Analysis of the Subsequent
Reactions of the A'-Pyrazolines. As described in the
subsection “Products of the Reactions of Aryldiazomethanes 1
with Michael Acceptors”, the initially generated A'-pyrazolines

Table 4. Second-Order Rate Constants k,”*" of the Reactions between Phenyldiazomethane (1a) and Michael Acceptors (6,

9—12) in Different Solvents at 20 °C

k! (M7 57

solvent e’ E(30)¢ 6 (E=-17.79) 10 (E = —12.09) 9a (E = —10.80) 11b (E = —10.11) 12 (E = -7.50)
DMSO 46.45 45.1 2.16 320 1.16 x 107! 7.63 8.00 X 10°
CH,CN 35.94 45.6 13.5 527 X 1072 3.18

CH,Cl, 8.93 40.7 4.05 x 107" 6.81 1.51 X 1072 1.4 1.48 X 10°
THF 7.58 374 4,08 x 107! 3.03 1.00 621 x 10*

“Relative permittivity (¢,) and Er(30) were taken from ref 37.
16766 DOI: 10.1021/jacs.8b09995
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Figure 9. Energy profiles (AG,,, in kJ mol™") for the reactions of 5a, 10, 9a, 8c, and 12 with 1a calculated at the PCM(UA0,CH,Cl,)/(U)B3LYP-

D3/6-31+G(d,p) level of theory.

were never isolated from the reactions of the aryldiazo-
methanes 1 with the Michael acceptors 5—12. The isolated
products were either A*-pyrazolines or nitrogen-free products.

Calculation of the relative stabilities of the pyrazoline
tautomers obtained from la and methyl acrylate (5a) and ESF
(10) showed that the A'-pyrazolines are, indeed, the least
stable tautomers (Scheme 6). However, according to Table 2,
generally not the most stable tautomers with phenyl in
conjugation with the endocyclic double bond were isolated but
the tautomers with the acceptor group in conjugation with the
double bond (exception: the bicyclic cycloadduct from
maleimide 7). Obviously, it is the higher acidity of the proton
in a-position to the acceptor group that controls the mode of
tautomerization.

As discussed above, according to Figure 9, A'-pyrazolines
should be the initial reaction products in all investigated cases.

16767

The formation of the cyclopropanes 21 and 22 (described in
Scheme 4) may, therefore, proceed via retroaddition of the
initially formed A'-pyrazolines to give the starting materials,
which subsequently proceed to the cyclopropanes over the
higher barriers on the left side of Figure 9. This pathway
appears feasible, in particular for the reaction of la with 9a,
since in this case the corresponding A'-pyrazoline is an
endergonic adduct according to Figure 9.

Alternatively, the cyclopropanes may be formed through the
direct conversion of the A'-pyrazolines. Figure 12 shows a
possible transition state for such a transformation and also
rationalizes the transformation of the A'-pyrazoline 19 into the
bissulfonylalkene 20. Elongation of both C—N bonds leads to
an activated complex (AG* = 75.3 kJ mol™") on a flat surface,
which may transform into N, complexes of a 1,3-zwitterion, an
oxathiolane, or a cyclopropane, which are minima on the

DOI: 10.1021/jacs.8b09995
J. Am. Chem. Soc. 2018, 140, 16758—16772



Journal of the American Chemical Society

1.55

b
s
b
c
2
2
o
[
5a (E =-18.84) 10 (E=-12.09) 9a (E =-10.80) 8c (E=-9.15) 12 (E=-7.50)
Ch(El),NBO -0.20 -0.30 -0.38 -0.43 -0.35
Ch(EIl),Mulliken -0.14 -0.26 -0.40 -0.39 -0.54
%E,(C-C) 416 439 53.9 51.0 447
%E, (C-N) 230 20.0 19.7 11.0 16.5
\
—p~
) Pt~ —~
- P '
g \~Q~ 1.57 158
- | ~N ’ %
e (
I

S

Figure 10. Charge on electrophilic dipolarophile [Ch(El)] and percentage of evolution of the bond order (%E,) in the transition states for the

reactions of phenyldiazomethane (1a) with the electrophiles Sa, 10, 9a, 8¢, and 12. Charges (NBO6 and Mulliken) and %E, (Wiberg indices) are
calculated at the PCM(UA0,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p) level of theory. Distances are shown in A.

5a

10 9a 8c 12
(E=-18.84) (E=-12.09) (E=-10. 80) (E=-9.15) (E=-7.50)
N= N
Hy N=N Hu N= Ph, }/N H o H Nan
PR Ph" ,‘ N Ph PR
“1coMe ’SOZF =5{1S0,Ph
Ay H oN /% SOsPh
(kJ/mol) NC
120 $
105 +
9 1 i o
< ©
BT« = p 1 2 ¥ e S
60 + 2 i ¥ © g & [ e
st L & ¢ g
304 2 % ¥ = '

& ~ @ r:] : ] © <
sref 48 Flvs )ty Y s 9] @
15 v -

Distortion Energy Distortion Energy Interactlon TS
Electrophile Nucleophile

Energy Barner

Figure 11. Distortion-interaction analysis (DIA, AE,_;, k] mol™") for the reactions of phenyldiazomethane (1a) with the electrophiles Sa, 10, 9a, 8c,
and 12. DIA is performed at the PCM(UA0,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p) level of theory.

Scheme 6. Relative Stabilities (AG,,, in kJ mol™") of the
Tautomers Obtained from Reactions of
Phenyldiazomethane (1a) with Methyl Acrylate (5a) or ESF
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potential energy surface but not on the Gibbs energy surface
and, therefore, immediately lose N,. According to Figure 12,
the barriers for the conversion of the oxathiolane (+78.6 kJ
mol™") as well as of the cyclopropane intermediate (+163 kJ
mol™") into 20 are higher than the barrier to form these
intermediates from 19. Since we did not observe any
intermediates during conversion of 19 into 20 (Figure 4),
we have to conclude that the alkene 20 is exclusively formed
via the 1,3-zwitterion route shown in red in Figure 12. The
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Figure 12. Energy profiles (AG,,;, kJ mol™") for the conversion of 19

into 20 (N, elimination accompanied by H shift) calculated at the
PCM(UAO,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p) level of theory.
Distances are shown in A.

16768

DOI: 10.1021/jacs.8b09995
J. Am. Chem. Soc. 2018, 140, 16758—16772



Journal of the American Chemical Society

untypically high barrier for 1,2-hydride migration in the
intermediate 1,3-zwitterion to give 20 can be assigned to the
nonbonding interactions of the formal carbocation center with
one of the sulfonyl oxygen atoms.

An analogous concerted extrusion of N, may account for the
formation of the cyclopropanes 21 and 22 from 9b and 11b,
respectively (Scheme 4).

B CONCLUSION

The differentiation between concerted and stepwise processes
has intrigued chemists for many years. In 1962, Doering and
Roth used the term “No-mechanism” for so-called “thermo-
reorganization” reactions like the Diels—Alder and Cope and
Claisen rearrangements, in which no involvement of
intermediates was detectable.”” A common rationale for such
pericyclic reactions was provided in 1969 by Woodward and
Hoffman’s orbital symmetry rules.*® In his seminal 1984 article
entitled “Multibond Reactions Cannot Normally Be Synchro-
nous”, Dewar argued that even concerted cycloadditions
proceed via transition states resembling intermediate biradicals
or zwitterions."” Alabugin and co-workers demonstrated that
the diradical/zwitterion dichotomy also applies to cyclo-
aromatization reactions.*® In this Article, we have introduced
a linear free energy approach to measure the energy of concert,
i.e, the difference between the activation energies of concerted
1,3-dipolar cycloadditions and of the corresponding stepwise
processes via zwitterions.

We have shown that aryldiazomethanes undergo concerted,
nonsynchronous 1,3-dipolar cycloadditions with electron-
deficient CC-double bonds to give A'-pyrazolines, which are
subsequently transformed into A*-pyrazolines, cyclopropanes,
or substituted ethylenes. The direct formation of cyclo-
propanes from the reactants involves higher barriers and
does not usually take place. Though the transformation of the
A'-pyrazolines into cyclopropanes may proceed via nitrogen
extrusion from the A'-pyrazolines and formation of inter-
mediate 1,3-zwitterions, as illustrated in Figure 12, retro-
addition with regeneration of the reactants and subsequent
reaction over the higher barriers as shown on the left side of
Figure 9 cannot generally be excluded.

The excellent agreement between experimental activation
energies and quantum-chemically calculated values at the
PCM(UAO,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p) level of
theory for the cycloadditions shown in Figure 9 confirms the
high reliability of the employed polarizable continuum model
(PCM) to consider solvation. Charge densities and geo-
metrical parameters of the transition states depicted in Figure
10 indicate that the nonsynchronicity of the cycloadditions
increases with increasing electrophilicity of the acceptor-
substituted ethylenes. Figure 6 shows that the measured rate
constants for the cycloadditions of phenyldiazomethane (1a)
with highly reactive Michael acceptors (E > —11 in Chart 2)
are almost identical to those calculated by eq 1 from the one-
bond nucleophilicities N and sy of 1a (Table 1) and the one-
bond electrophilicities E of S—12 (compiled with many other
E parameters in a freely accessible online database'*). This
agreement indicates that the Gibbs activation energies for the
concerted nonsynchronous cycloadditions of the highly
electrophilic dipolarophiles closely resemble those for hypo-
thetical stepwise cycloadditions via zwitterionic intermediates
and that in these cases the formation of the new C—N bond
cannot contribute significantly to the stabilization of the
transition state of the concerted processes. The last two

examples in Figure 9 confirm the similar magnitude of the
Gibbs activation energies for the concerted cycloadditions and
the formation of zwitterions from the strong electrophiles 8¢
and 12. On the other hand, Figure 6 illustrates that less
electrophilic dipolarophiles (such as, for example, methyl
acrylate 5a) react much faster with phenyldiazomethane (1a)
than calculated by eq 1, and the ratio k,™""/k,"* is suggested
as a measure for concertedness (eq 2, Figure 7).

Correlations between measured rate constants and LUMO
energies exist only for narrow subgroups of Michael acceptors
sharing structural similarity at the site of nucleophilic attack.
This is seen for the terminally unsubstituted electrophiles (Sa,
5b, 10, and 12) or for the arylidene Meldrum’s acid derivatives
(8a—8c) in Figure 13a. For a larger set of electrophiles,
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Figure 13. Second-order rate constants Ig k,*" for the reactions of 1a
with diverse electrophiles (from Table 3) correlated with (a)
quantum-chemically calculated LUMO energies (e ypo in Hartree,
from ref 16) and (b) methyl anion affinities AGgogp (in kJ mol™,
from ref 16, correlation line refers to electrophiles of E > —11 in Chart
2. Data for 9a excluded because formation of the A'-pyrazoline is not
rate-determining, see main text.

however, neither the LUMO energies (Figure 13a) nor the
global (@) or the local (@j) Parr electrophilicity index serve as
reliable descriptors of their reactivities (see the Supporting
Information).

Figure 13b shows, however, that the cycloaddition rate
constants of the highly electrophilic Michael acceptors (that is,
those with E > —11 in Chart 2) correlate with their quantum-
chemically calculated methyl anion affinities (AGSOI_SP). This is
a consequence of the correlation between cycloaddition rate
constants and electrophilicities E of these Michael acceptors
shown in Figure 6 and the previously reported linear
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correlation between the electrophilicities E of a large variety of
Michael acceptors and their calculated methyl anion
affinities.'® As the correlation between the rate constants for
the 1,3-dipolar cycloadditions and electrophilicities E breaks
down for weaker electrophiles (that is, 8a, Sb, Sa, and 6 with E
< — 11, Figure 6) the cycloaddition rate constants for these
electrophiles also do not correlate with the corresponding
methyl anion affinities (Figure 13b). While the methyl anion
affinities of 8a, Sb, Sa, and 6 cover a range of 70 kJ mol ™, the
rate constants for the (3 + 2)-cycloadditions with 1a vary only
within 1 order of magnitude, in line with the smaller amount of
charge transfer in the transition states of these reactions.

Though the empirical electrophilicity parameters E (accord-
ing to eq 1) thus do not allow to rank cycloaddition rates of
less electrophilic dipolarophiles, the possibility to predict
absolute rate constants for highly asynchronous 1,3-dipolar
cycloadditions from the reactivity parameters E, N, and sy
represents a new tool, and we are currently investigating the
applicability of this approach to other types of 1,3-dipolar
cycloadditions.
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Chapter 9

9.1 Supporting Information

For: Nucleophilicity and Electrophilicity Parameters for Predicting Absolute Rate Constants of
Highly Asynchronous 1,3-Dipolar Cycloadditions of Aryldiazomethanes

9.1.1 Methodology

Frontier orbital energies (HOMO/LUMO), global (w) and local (wp) electrophilicities as well as
methyl anion affinities (MAAs) for the Michael acceptors discussed in this work are taken from ref.
1.

The methodology used for the calculation of potential energy surfaces (PES) for nucleophilic
additions to electrophiles follows suggestions recently made by Mayer et al. for this type of
reaction.” This includes geometry optimizations for all stationary points (minima, complexes and
transition states) along the PES at the PCM(CH,Cl,UA0)/B3LYP3-D3%/6-31+G(d,p)’ level of
theory. Thermochemical corrections to Gibbs energies (corr. AG) and enthalpy (corr. AH) at 298.15
K have been calculated using the rigid rotor/harmonic oscillator model without any scaling. The
PCM variant used here is based on the Integral Equation Formalism for the Polarizable Continuum
Model (IEFPCM) solvation model employing United Atom Topological Model (UAO) radii derived
from the UFF force field [scrf=(iefpcm, read, solvent=dmso, radii=ua0)].® The dispersion model is
that proposed by Grimme as the "GD3" model [empiricaldispersion=gd3].*

All stationary points (minima, complexes and transition states) were confirmed by vibrational
frequency calculation (with 0, 0, and 1 imaginary frequencies, respectively). All stationary points
were checked for wavefunction stability (stable=opt). The nature of transition states was further
confirmed by IRC calculations [15 steps in both directions (reverse/forward) with stepsize=3]
followed by geometry optimization to the next minima. In cases of very flat PES(s), manual
displacement away from the TS(s) followed by geometry optimization was employed. PES surfaces
were re-evaluated at the B2PLYP’-D3/Def2TZVPP?® level of theory with or without the
PCM(CH2Cl»,UAOQ) solvation model. The Wiberg bond index (B;) has been calculated using
NBO6.? All calculations were performed with Gaussian 09, Rev. D.!°

Gibbs energies (AGs) at PCM(CH:Cl,UAO0)/(U)B3LYP-D3/6-31+G(d,p) level have been
obtained through addition of the total electronic energy (AEiw:) and corr. AG obtained at the same
level of theory. AGso at PCM(CH2Cl2,UA0)/(U)B2PLYP-D3/Def2TZVPP//PCM(CH2Cl2,UAO0)
/(U)B3LYP-D3/6-31+G(d,p) level have been obtained by combination of AEiy at a higher level
[PCM(CH2Cl2,UA0)/(U)B2PLYP-D3/Def2TZVPP] with corr. AG obtained at the level of
optimization [PCM(CH2Cl2,UA0)/(U)B3LYP-D3/6-31+G(d,p)]. Similarly, the gas phase Gibbs
energies (AGgs) at (U)B2PLYP-D3/Def2TZVPP//PCM(CH2Cl2,UA0)/(U)B3LYP-D3/6-31+G
(d,p) level have been calculated by adding corr. AG obtained at the level of optimization to AEi at
a higher level. AGsr values at (U)B2PLYP-D3/Def2TZVPP+PCM(CH:Cl2,UA0)/(U)B3LYP-
D3/6-31+G(d,p) level have been calculated by adding single point solvation energies (AGsoly) and
corr. AG obtained at the level of optimization to the AE at a higher level.
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9.1.2 Correlation analysis

Table S9-1. [Table S1] Quantum chemically calculated frontier orbital energies, global (@) and
local (wp) electrophilicities as well as methyl anion affinities (MAAs) of Michael acceptors.
(reported in ref. 1).

Michael acceptor Ea  |#]g oot EHOMO b eLumo Global ®® | Local wg® MAA (kJ mol™")
Lable | ref2. £ (Hartree) | (Hartree) (V) V) | “AGus® | ~AGusp®
5a 1a “18.84 131 027299 —0.04454 1.50 0.62 2055 80.7
) Ig ~16.76  —0.65 —0.24738 —0.05476 1.61 0.60  222.8 104.2
6 17b “17.79 039 027664 —0.07861 2.17 0.55  223.1 74.2
7 17d ~14.07 - 027143 —0.09656 2.63 0.59  260.8 113.9
8a 171 ~1276 048 020434 —0.07478 2.05 0.63 3112 135.3
8b 170 ~1028  0.88 022917 —0.08527 2.34 073  330.7 154.4
8¢ 17r 915 1.68 -0.25084 —0.09360 2.57 078  344.7 169.6
9a 17n ~10.80  -1.82 —0.23815 —0.09709 2.71 0.81 3111 161.9
9b 17q ~9.42 - 025994  —0.10707 3.00 0.88 3254 177.4
10 1 ~12.09 083 -0.32333  —0.06439 1.97 098  295.9 160.5
11a 17m 1132 —0.62 -0.22045 —0.08670 2.40 0.65 3189 147.1
11b 17p ~10.11  0.16 -0.23995 —0.09406 2.60 0.70  331.9 160.7
12 17f ~7.50  3.17  —0.26834  -0.07201 2.01 0.81 3553 174.8

« Empirical electrophilicity parameters as defined in equation [Ig kzooc = sn(N + E)]. * Calculated at B3LYP/6-31G(d,p)
level in the gas phase. ¢ Calculated at B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d,p) level in the gas phase. ¢ Based
on methyl anion affinities AG,,s which were corrected for solvent effects by adding single point solvation energies
calculated at B3LYP/6-31G(d,p) level using the SMD (solvent=dmso) solvation model on gas phase optimized
geometries at the same level. # Calculated from second-order rate constants of reactions between aryldiazomethane 1a
and Michael acceptors (5-12) in dichloromethane at 20 °C (Table 3 in the manuscript)
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o 8 ) 8 8
= . 5 ta g = ta  w o 5b o 5b .
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11a
1 5a -1 5a 1 Sa
- L -
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Figure S9-1. [Figure S2] Correlation analysis of second order rate constants lg kP! (for the
reactions of 1a with diverse electrophiles) with A) HOMO engergies (&guomo), B) LUMO energies
(eLumo), C) global electrophilicities (@), D) local electrophilicities (wp) calculated at B3LYP/6-
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31G(d,p) level in the gas phase. E) Correlation with gas phase methyl anion affinies (MAAs) and
F) solvation corrected methyl anion affinies (MAAsorsp) for Michael acceptors listed in Table S9-1.
9a is excluded from the correlation analysis because of it’s mechanistic diversion.

9.1.3 Mechanistic Investigation

(A)

(B)

PCM(UAO,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p)

PCM(UAO,CH,Cl,)/(U)B2PLYP-D3/Def2TZVPP
//PCM(UAO,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p)

y =1.1079x - 8.4589 y = 1.2052x - 21.564
R? = 0.9485 R? = 0.8949
9a
5a @ 1go
80 T 83.2 9a
0.7 77.8
10 73.8
10 63.2 1 60
60 T+ 8¢ 635
12 12 8
56.9
= 55.0 46.9 7
S 45.7 . 7
g +40 2
~ ]
= 3,
- 1°]
g 7 =
£ =
Ly] ga ~
[=4] u
2 ® ¢
9.7
20 T+
+o
O 4
12 -15.4 4 -20
6.0 AH sol AHsol
: y = 1.3107x - 78.331 y = 1.4086x - 91.346
R?=0.9917 R?=0.9472
-20 f f f f f » ¢ t t t t t t -40
50 55 60 65 70 75 80 85 50 55 60 65 70 75 80 85

Experimental TS Barrier

Experimental TS Barrier

Figure S9-2. [Figure S5] Correlation between experimental and theoretically calculated reaction
barriers for the reaction of Sa, 10, 9a, 8c and 12 with 1a calculated at (A) PCM(UAO0,CH,Cl)/

(U)B3LYP-D3/6-31+G(d,p)

and

(B)

PCM(UAO0,CH,CL,)/(U)B2PLYP-D3/Def2TZVPP//

PCM(UAO0,CH:Cl,)/(U)B3LYP-D3/6-31+G(d,p) levels of theory.

Table S 9-2. [Table S2] Experimental and theoretically calculated reaction barriers for the reaction
of 5a, 10, 9a, 8c and 12 with 1a.

PCM(UAO,CH,CL,)/(U)B2PLYP-
Experimental PCM(UAO,CH,CL)/(U)B3LYP-D3/6- D3/Def2TZVPP
Suet Data 31+G(d,p) //PCM(UAO,CH,Cl,)/(U)B3LYP-D3/6-
ystem 31+G(d,p)
exptl

(Mﬁzs_l) AG+exptl AH+501 AG+501 AI_f{:sol AG#:sol
5a+1a 0.04870 79.1 26.0 80.7 23.1 77.8
10 + 1a 6.81 67.1 7.6 63.5 7.9 63.2
9a+1a 0.0151 82.0 29.7 83.2 20.4 73.8
8c+1a 48.0 62.3 2.6 56.9 -1.5 46.9
12 +1a 1480 54.0 -6.0 55.0 -15.4 45.7
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Figure S9-3. [Figure S7] Reaction profiles (AGsol, kJ/mol) for the reaction of 5a, 10, 9a, 8c and 12
with 1a calculated at the PCM(UAO0,CH2ClL)/(U)B2PLYP-D3/Def2TZVPP//PCM(UAO0,CH2Cl>)
/(U)B3LYP-D3/6-31+G(d,p) level of theory.
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9.1.3.1 5a with 1a
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Figure S9-4. [Figure S13A] Reaction profiles (AGsol, in kJ/mol) for the reaction of Michael acceptor
5a with phenyl diazomethane 1a calculated at the PCM(UAO0,CH>Cl,)/(U)B3LYP-D3/6-31+G(d,p)

level of theory. Faded bars are used to show the conformational space screened for each point along

PES.
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Figure S9-5. [Figure S18A] Reaction profiles (AGsol, in kJ/mol) for the reaction of Michael acceptor
10 with phenyl diazomethane 1a calculated at the PCM(UAO0,CH>Cl>)/(U)B3LYP-D3/6-31+G(d,p)

level of theory.
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Figure S9-6. [Figure S23 A] Reaction profiles (AGsol, in kJ/mol) for the reaction of Michael acceptor
9a with phenyl diazomethane 1a calculated at the PCM(UAO0,CH>Cl»)/(U)B3LYP-D3/6-31+G(d,p)

level of theory.
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9.1.3.4 8c with 1a
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Figure S9-7. [Figure S26] Reaction profiles (AGsol, in kJ/mol) for the reaction of Michael acceptor 8¢ with phenyl diazomethane 1a calculated at the
PCM(UAO0,CH2Cl,)/(U)B3LYP-D3/6-31+G(d,p) level of theory.

220



Nucleophilicity and Electrophilicity Parameters for Predicting Absolute Rate Constants of Highly Asynchronous 1,3-Dipolar Cycloadditions of Aryldiazomethanes

9.1.3.5 12 with 1a

- i 7 r \ # 7 [~
S L |
\ £ 192 9 {. :
t?%,w'“‘ Nk ~paF e i
A - ). | \lf Ny ( i
i A B .’()7‘ [ ’ \I/r
1)— I ,)_ ’. ,"'\'/ N\ f—{- y \a— o o S_—
Lo - ts3(L) - = A
ts32 76.9 ts3
66.7 688 @ 722 =
———- T 1 ¥ 55.0 —
| 335, | Y, 208 g :
\ f & e \\
\\ \ 1.61 l, _ - - ———
| ‘&[ - 17.6 P ;
oA / 0.0
LY 47,
“ SN N 1
» | H 1a
\ ] ’
5 ; #
% / N
\ ! v\, L
\ .\ AT
F \ & d
194.3 N ,,-.,_((.J ﬂ_
o
o~
\
Reactants

PCM(UAO0,CH2Cl>)/(U)B3LYP-D3/6-31+G(d,p) level of theory.

ts52(L)
215

Decomplexation
A _

|F

ts_20(L)
22.9

.
”

-65.6

488 W

’

J—ts_20(5)
' \ 43.2
A5_20(3)%

Figure S9-8. [Figure S31] Reaction profiles (AGsol, in kJ/mol) for the reaction of Michael acceptor 12 with phenyl diazomethane 1a calculated at the
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9.1.4 Tautomerisation
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Figure S9-9. [Figure S17A] Tautomerisation and conformational space for product PS initially
formed in the 1,3-dipolar cycloaddition of 1a with 5a calculated at the PCM(UAO,CH2Cly)/
(U)B3LYP-D3/6-31+G(d,p) level of theory.
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Figure S9-10. [Figure S22A] Tautomerisation and conformational space for product P5 initially
formed in the 1,3-dipolar cycloaddition of 1a with 10 calculated at the PCM(UAO,CH2Cl,)/
(U)B3LYP-D3/6-31+G(d,p) level of theory.
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Table S9-3. [Table S3] Tautomerisation and conformational space for product PS5 initially formed
in the 1,3-dipolar cycloaddition of 1a with Sa and 10 calculated at the PCM(UAO0,CH:Clz)/
(U)B3LYP-D3/6-31+G(d,p) level of theory.

P5 (5a + 1a) P5 (10 + 1a)

FileName | Tautomer | AFE1 | AHjo1 | AGsol FileName | Tautomer | AEsol | AHsol | AGsol
a5 26 4-2 H Shift 0.0 0.0 0.0 al0 11 4-2 H Shift 0.0 0.0 0.0
a5 28 4-2 H Shift 2.2 2.2 1.5 al0 12 4-2 H Shift 8.5 9.1 10.8
a5 29 4-2 H Shift 4.7 4.6 2.5
a5 31 4-2 H Shift 7.5 7.1 6.2 al0 6 1-3 H Shift 440 458 47.6
a5 30 4-2 H Shift 7.7 7.9 5.6 al0 4 1-3 H Shift  44.6 46.3 48.2
a5 16 4-2 H Shift 27.0 269 284
a5 18 4-2 H Shift  32.6 324 33.4 al0 20 62.2 624  64.6
a5 20 4-2 H Shift  33.7 33.6 33.9 al0 21 63.3 63.6 673
a5 17 4-2 H Shift  34.1 34.0 351 al0 19 63.5 63.5 67.5
a5 21 4-2 H Shift  34.9 34.6 346 al0 3 64.8 64.5 68.0

al0 1 64.9 64.6 664
a5 11 1-3 H Shift 9.9 94 80 ald 2 65.1 649 683
a5 12 1-3 H Shift  10.6 10.0 10.1
a5 13 1-3 H Shift ~ 33.6 32.6 30.0
a5 2 42.1 40.8 39.5
as 1 433 41.9 39.6
a5 6 43.8 41.9 39.7
a5 7 449 43.0 403
a5 4 64.9 63.4 64.3
a5 9 66.0 64.0 64.8
a5 5 70.2 68.8 70.4
a5 10 71.9 69.8 69.1
9.1.5 QM Data

9.1.5.1 Distortion-interaction analysis (DIA)

Table S9-4. [Table S5] Distortion-interaction analysis (DIA, AEso, kJ/mol) for the concerted
transition states (tsS) and the step-wise transition states (ts3) in the reaction of 5a, 9a, 10, 8c and
12 with 1a calculated at different levels of theory.

PCM(UA0,CH,CL)/(U)B3LYP-D3/6-31+G(d,p)

PCM(UAO,CH,CL,)/(U)B2PLYP-D3/Def2TZVPP
//PCM(UA0,CH,CL)/(U)B3LYP-D3/6-31+G(d,p)

Distortion Distortion TS Interaction Distortion Distortion TS Interaction
Electrophile | Nucleophile | Barrier Energy Electrophile | Nucleophile | Barrier Energy

tsS
5a 26.7 69.2 22.7 -73.1 28.3 68.5 19.8 -77.0
10 40.3 58.4 4.2 -94.6 451 56.8 4.5 -97.5
9a 58.5 68.3 27.3 -99.4 59.5 66.0 18.0 -107.5
8c 55.4 48.9 -0.8 -105.1 58.4 45.6 -10.9 -114.8
12 433 50.2 -10.4 -104.0 42.1 48.1 -19.8 -110.0
ts3
5a 54.2 50.8 56.5 -48.4 56.5 46.6 54.7 -48.4
10 65.8 323 24.2 -73.8 74.7 27.1 29.9 -71.8
9a 111.1 103.7 32.7 -182.1 113.0 98.6 27.1 -184.5
8c 65.4 27.8 2.8 -90.4 69.6 22.5 -6.1 -98.3
12 59.3 29.0 8.0 -80.3 58.2 24.0 -1.5 -83.7
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9.1.5.2 Charge distribution and % of evaluation of the bond order

Table S9-5. [Table S7] Charge on electrophiles [NBO and Mulliken], percentage of evolution of
the bond order (%Ev) for the concerted transition states (tsS) and the step-wise transition states (ts3)
in the reaction of 5a, 9a, 10, 8c and 12 with 1a calculated at PCM(UAO0,CH>Cl,)/(U)B3LYP-D3/6-
31+G(d,p) level of theory. %Ev = (B;"S/ Bf)*100, where B; is the Wiberg bond index of the i bond
and superscripts “TS” and “P” refer to the transition states and products, respectively. B; is

calculated using nbo6 at the PCM(UAO

CH>CL)/(U)B3LYP-D3/6-31+G(d,p) level of theory.

C-C Bond C-N Bond Charge on Electrophile
Product | TS %E}/Si Product | TS %E}/si NBO .
(B) (B/1S) (B:'%/ (B) (BT (B:i*%/ (nbo6) Mulliken
' ' B)*100 ' ' BF)*100
ts5
5a 0.98 0.41 41.6 % 0.95 0.22 23.0 % -0.20 -0.14
10 0.98 0.43 43.9 % 0.97 0.19 20.0 % -0.30 -0.26
9a 0.94 0.51 53.9% 0.87 0.17 19.7 % -0.38 -0.40
8c 0.95 0.48 51.0 % 0.91 0.10 11.0 % -0.43 -0.39
12 0.97 0.43 44.7 % 0.97 0.16 16.5 % -0.35 -0.54
ts3
S5a 0.98 0.59 60.5 % 0.90 0.03 3.6% -0.31 -0.25
10 0.97 0.52 53.8 % 0.93 0.04 4.1 % -0.42 -0.43
9a 0.98 0.85 86.4 % 0.87 0.07 8.6 % -0.57 -0.48
8c 0.90 0.48 53.6 % 0.02 0.02 - -0.46 -0.19
12 1.00 0.50 49.7 % 0.92 0.04 4.4 % -0.41 -0.53
9.1.5.3 Mechanistic Investigation

Table S9-6. [Table S8] Transition state (TS), reactant complex (RC) and product complex (PC)
energies (AGsol, kJ/mol) for the reaction of Michael acceptors (5a, 9a, 10, 8¢ and 12) with phenyl

diazomethane 1a calculated at different levels of theory.

PCM(UAO0,CHCl,)/(U)B2PLYP-D3/Def2TZVPP
System | PCM(UAO0,CH,Cl,)/(U)B3LYP-D3/6-31+G(d,p) J/PCM(UAO,CH,CL)/(U)B3LYP-D3/6-31+G(d.p)
S5a
+ Filename Path RC TS PC RC TS PC
1a
a5 ts5 2 ts5 18.5 80.7 -49.9 17.1 77.8 -43.1
a5 ts5 12 ts5 14.6 81.1 -49.7 13.0 78.3 -43.6
a5 ts5 4 ts5 18.8 82.6 -49.9 18.0 80.3 -42.5
a5 ts5 13 ts5 153 84.0 -49.1 13.9 81.6 -42.6
a5 ts5 19 ts5 40.6 99.7 -24.6 39.8 97.0 -18.2
a5 ts5 10 ts5 454 101.0 -252 44.6 98.1 -18.1
a5 ts5 23 ts5 545 1268 -12.8 54.4 125.9 -4.4
a5 ts5 11 ts5 52.2 1269 -14.9 52.9 126.5 -6.9
a5 ts3 4 ts3 108.1 -194.8 106.3 -218.0
a5 ts3 13 ts3 16.1 111.5 -193.0 15.1 110.2 -215.5
a5 ts3 11 ts3 18.3 113.7 -191.6 16.9 111.6 -214.3
a5 ts3 1 ts3 39.6 124.0 -169.5 38.9 122.2 -192.3
a5 ts3 2 ts3 37.9 1332 -1709 374 131.0 -193.9
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10

+ Filename Path RC TS PC RC TS PC

la
al0 ts5 3 ts5 18.8 63.5 -58.0 20.1 63.8 -46.8
al0 ts5 e 1 ts5 18.0 63.8 -56.1 18.7 63.2 -46.0
al0 ts5 e 4 ts5 12.0 69.7 -54.6 13.2 70.4 -44.4
al0 ts5 £ 5 ts5 179 709 -55.0 18.4 72.2 -44.8
al0 ts3 f 14 ts3 12.4 79.6 -205.1 12.3 85.4 -225.5
al0 ts3 f 12 ts3 153 81.8 -204.7 16.5 85.5 -224.6
al0 ts3 f2 ts3 173 869 -197.1 16.8 90.7 -216.6
al0 ts3 e 5 ts3 14.0 88.7 -201.2 14.9 92.4 -219.9

9a

+ Filename Path RC TS PC RC TS PC

la
ag ts5 2 ts5(RS) 64 83.2 26.4 2.0 73.8 22.6
ag ts5 1 ts5(RS) 88 836 277 4.5 74.4 24.0
ad ts5 4 ts5(SS) 83 87.7 30.0 4.0 77.4 24.5
ad ts5 6 ts5(SS) 8.8 88.7 37.0 4.2 77.6 32.0
ad ts5 3 ts5(SS) 8.1 90.5 36.0 3.9 79.3 31.1
a9 ts32 f 1 ts3(SR) 59 914 -1434 2.7 85.8 -172.6
a9 ts32 f 2 ts3(SR) 6.8 927 -141.5 3.2 87.1 -170.1
a9 ts3 3 ts3(SS) 8.1 932 -160.1 4.0 86.0 -188.7
ag ts3 6 ts3(SS) 53 941 -1549 1.1 86.7 -183.4
a9 ts52 e 2 ts52(RS) 23.0 60.1 -184.2 19.1 54.3 -211.0
a9 ts52 e 1 ts52(RS) 221 61.1 -183.8 18.2 55.6 -210.8
a9 ts52 f 1 ts52(SS) 36.0 83.1 -23.8 31.1 78.4 -28.3
a9 ts52 f 2 ts52(SS) 37.0 83.6 -171.2 32.0 78.7 -198.6

8c

+ Filename Path RC TS PC RC TS PC

la
c8 ts5 e 2 ts5(RS) 9.2 569 94 5.6 46.9 -11.3
c8 ts5 e 3 ts5(RS) 11.0 70.7 -7.8 8.7 61.9 -10.1
c8 ts5 f 1 ts5(SS) 9.1 659 7.5 5.3 54.2 5.6
c8 ts5 £ 3 ts5(SS) 13.5 775 14.4 9.7 67.8 12.2
c8 ts3 e 1 ts3(L) 75 635 404 5.1 54.6 24.4
c8 ts3 e 4 ts3(L) 7.6 694 50.6 6.6 60.4 34.5
c8 ts3 f 1 ts3(L) 6.2 71.2 65.7 4.1 61.2 52.9
c8 ts3 e 2 ts3(L) 7.8 729 430 5.8 67.2 26.7
c8 ts5 e 10 ts3(L) 7.6 694 50.6 6.6 60.5 34.5
c8 ts32 e 1 ts32 38.6 -180.2 22.0 -209.1
c8 ts33 e 6 ts32 34.6 38.6 -180.2 18.6 22.0 -209.1
c8 ts32 e 2 ts32 43.0 40.1 -182.2 26.7 23.0 -210.9
c8 ts34 e 6 ts32* 50.8 51.8 -1604 34.6 38.2 -188.5
c8 ts32 f 1 ts32 657 66.5 -162.7 52.9 54.1 -191.2
c8 ts52 e 2 ts52(RS) 94 24.2 -11.3 15.9
c8 ts52 e 1 ts52(RS) 94 242 -1658 -11.3 15.9 -192.4
c8 ts52 ¢ 3 ts52(RS) -7.8 279 -202.1 -10.1 19.9 -227.7
c8 ts52 e 2 ts52(RS) 77 626 -162.4 5.7 55.3 -189.2
c8 ts52 e 1 ts52(RS) 144 633 -159.9 12.2 55.9 -186.8
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12

+ Filename Path RC TS PC RC TS PC

la
al2 ts5 2 ts5 21.1 55.0 -39.0 17.6 45.7 -28.3
al2 ts5 14 ts5 142 570 -54.3 12.1 50.9 -42.3
al2 ts5 5 ts5 21.1 57.0 -39.0 17.6 48.4 -28.3
al2 ts5 3 ts5 21.5 585 -389 17.3 48.6 -28.5
al2 ts5 4 ts5 16.0 59.0 -53.0 14.7 52.2 -40.7
al2 ts5 15 ts5 16.1 60.3 -53.0 14.8 55.6 -40.7
al2 ts5 7 ts5 157 71.0 -53.9 12.0 64.7 -44.1
al2 ts5 17 ts5 82.8 -52.1 77.7 -44.1
al2 ts3 21 ts3 17.6 722 -194.3 13.9 62.7 -216.5
al2 ts3 22 ts3 17.6 72.6 -194.3 13.9 63.0 -216.5
al2 ts3 24 ts3(L) 769  68.8 66.6 55.9
al2 ts3 16 ts3(L) 20.8 79.7 70.1 17.2 69.0 51.6
al2 ts32 24 ts32 68.8 66.7 -190.9 55.8 54.0 -210.8
al2 ts53 2 ts32 69.8 71.0 -1124 51.3 52.2 -128.9
al2 ts32 4 ts32 69.4 713 -110.0 52.5 53.3 -126.4
al2 ts32 1 ts32 70.1 722 -110.1 51.6 53.3 -126.6
al2 ts52 15 ts52(5) -53.0 21.0 -110.2 -40.7 18.4 -124.1
al2 ts53 5 ts52(5) -53.1 22.6 -109.3 -40.8 20.2 -123.2
al2 ts5c 5 ts52(5) -39.0 234 -109.5 -28.3 16.8 -1254
al2 ts52 17 ts52(5) -53.0 234 -1114 -40.7 20.8 -1254
al2 ts52 2 ts52(5) -39.0 249 -110.1 -28.3 18.0 -126.1
al2 ts5c 7 ts52(5) -38.7 25.6 -109.3 -28.3 19.3 -125.2
al2 ts52 7 ts52(5) -53.8 28.4 -104.8 -44.1 26.3 -120.4
al2 ts53 4 ts52(L) -54.2 215 -33.7 -42.2 19.5 -41.8
al2 ts52 3 ts52(3) -38.9 27.0 -187.9 -28.5 20.6 -211.1
al2 TS 20 2 ts 20(3) -210.1 -48.8 -229.3 -229.5 -62.1 -249.8
al2 TS 20 5 ts 20(3) -199.1 -47.1 -225.0 -222.2 -63.1 -246.8
al2 TS 20 3 ts 20(3) -212.3 -45.0 -231.2 -231.9 -58.0 -251.1
al2 TS 20 7 ts 20(3) -199.5 -40.1 -223.9 -220.6 -55.0 -244.5
al2 TS 20 9 ts 20(5) -1204 -43.2 -223.6 -137.3 -59.5 -246.2
al2 TS20a 11 ts 20(5) -120.3 -42.3 -2242 -137.1 -58.7 -246.6
al2 TS20a 19 ts 20(5) -121.8 -20.0 -231.4 -136.6 374 -251.7
al2 TS20a 21 ts 20(5) -118.7 -19.8 -222.2 -135.9 -38.1 -244.0
al2 TS20a 23 ts 20(5) -118.7 -14.4 -2239 -135.9 -34.3 -245.1
al2 TS20a 18 ts 20(L) -65.6 -22.9 -222.8 -76.8 -38.7 -244.0
al2 TS20a 22 ts 20(L) -50.2 9.0 -225.0 -58.9 -25.1 -247.3
al2 ts52 27 ts 18b -197.8 -4.6 -256.8 -221.9 -30.4 -270.9
al2 ts52 28 ts 18b 2104 -2.0 -254.1 -230.3 -23.3 -267.5
al2 ts52 32 ts 18b -120.3 29 -256.9 -137.3 -21.5 -270.9
al2 ts52 24 ts 18b -123.9 6.0 -248.2 -141.2 -16.9 -265.4
al2 ts52 26 ts 18b -201.3 6.3 -250.8 -224.9 -18.8 -266.8
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Table S9-7. [Table S9] Transition state (TS), reactant complex (RC) and product complex (PC)
energies (AHsol, kJ/mol) for the reaction of Michael acceptors (5a, 9a, 10, 8¢ and 12) with phenyl
diazomethane 1a calculated at different levels of theory.

PCM(UAO,CH,Cl)/(U)B2PLYP-D3/Def2TZVPP
System | PCM(UAO.CH:CL)/(U)B3LYP-D3/6-31+G(dp) || | fPCl\(/I(U " cﬁzéfﬁ /(I)J)B3LYP_D3 o3

Sa

+ Filename Path RC TS PC RC TS PC

1a
a5 ts5 2 ts5 -21.2  26.0 -107.9 -22.5 23.1 -101.1
a5 ts5 12 ts5 -20.0 27.6 -106.7 -21.6 24.8 -100.6
a5 ts5 4 ts5 -19.9 28.1 -106.8 -20.7 25.9 -99.4
a5 ts5 13 ts5 -17.0 30.6 -105.6 -18.5 28.2 -99.1
a5 ts5 19 ts5 0.1 452 -84.6 -0.7 42.5 -78.2
a5 ts5 10 ts5 33 441 -853 2.5 41.2 -78.2
a5 ts5 23 ts5 17.3 71.1 -71.8 17.2 70.2 -63.4
a5 ts5 11 ts5 14.1 708 -73.9 14.7 70.4 -65.9
a5 ts3 4 ts3 589 -227.6 57.1 -250.8
a5 ts3 13 ts3 -22.1 624 -223.5 -23.1 61.1 -246.1
a5 ts3 11 ts3 -26.9 599 -2163 -28.2 57.7 -239.0
a5 ts3 1 ts3 4.1 71.8 -204.4 -4.8 70.0 -227.3
a5 ts3 2 ts3 0.9 80.0 -197.3 0.3 77.8 -220.3

10

+ Filename Path RC TS PC RC TS PC

1a
al0 ts5 £ 3 ts5 243 7.6 -1158 -23.0 7.9 -104.7
al0 ts5 e 1 ts5 -22.0 10.6 -113.7 -21.3 9.9 -103.5
al0 ts5 e 4 ts5 -27.0 18.0 -113.7 -25.8 18.6 -103.5
al0 ts5 £ 5 ts5 -232 153 -114.7 -22.7 16.6 -104.5
al0 ts3 f 14 ts3 242 27.6 -238.8 244 334 -259.2
al0 ts3 £ 12 ts3 -23.0 31.2 -2393 -21.9 349 -259.2
al0 ts3 £ 2 ts3 -19.8 354 -231.8 -20.4 39.2 -251.3
al0 ts3 e 5 ts3 -21.5 354 -231.6 -20.6 39.0 -250.3

9a

+ Filename Path RC TS PC RC TS PC

1a
a9 ts5 2 ts5(RS) -35.5 297 -323 -39.9 20.4 -36.1
a9 ts5 1 ts5(RS) -34.6 29.7 -32.1 -38.9 20.5 -35.9
a9 ts5 4 ts5(SS) -38.9 30.7 -31.6 -43.2 20.4 -37.1
a9 ts5 6 ts5(SS) -36.1 342 274 -40.6 23.1 -32.3
a9 ts5 3 ts5(SS) -38.3 337 -27.6 -42.6 22.5 -32.5
a9 ts32 f 1 ts3(SR) -35.1 35.7 -180.1 -38.4 30.1 -209.2
a9 ts32 £ 2 ts3(SR) -354 357 -179.5 -39.0 30.1 -208.1
a9 ts3 3 ts3(SS) -37.2 39.0 -189.8 -41.3 31.8 -218.5
a9 ts3 6 ts3(SS) -38.6  39.0 -190.0 -42.8 31.6 -218.5
a9 ts52 e 2 ts52(RS)  -37.7 3.6 -213.1 -41.7 2.2 -239.8
a9 ts52 e 1 ts52(RS)  -37.7 3.5 -213.6 -41.6 2.0 -240.5
a9 ts52 f 1 ts52(SS) -27.6 25.0 -549 -32.5 20.3 -59.5
a9 ts52 £ 2 ts52(SS) -27.4 25.1 -203.6 -32.3 20.2 -230.9
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8c

+ Filename Path RC TS PC RC TS PC

la
c8 ts5 e 2 ts5(RS) -388 26 -73.2 -42.4 -7.5 -75.1
c8 ts5 ¢ 3 ts5(RS) -334 165 -693 -35.8 7.7 -71.6
c8 ts5 f 1 ts5(SS) -38.8 6.0 -58.1 -42.7 -5.7 -60.1
c8 ts5 £ 3 ts5(SS) 340 19.6 -494 -37.7 10.0 -51.6
c8 ts3 e 1 ts3(L) -37.8 6.0 -133 -40.2 2.9 -29.3
c8 ts3 e 4 ts3(L) -329 12.1 -8.1 -33.9 3.2 -24.2
c8 ts3 f 1 ts3(L) -39.5 10.8 8.8 -41.6 0.8 -4.0
c8 ts3 e 2 ts3(L) -36.4 173 -13.7 -384 11.6 -30.1
c8 ts5 e 10 ts3(L) -32.9 12.1 -8.1 -33.9 3.2 -24.2
c8 ts32 e 1 ts32 -15.7 -2159 -324 -244.8
c8 ts33 e 6 ts32 -13.2 -15.7 -2159 -29.2 -324 -244.8
c8 ts32 e 2 ts32 -13.7 -154 -2164 -30.1 -32.5 -245.1
c8 ts34 e 6 ts32* 7.9 43 -199.5 -24.1 -17.9 -227.6
c8 ts32 f 1 ts32 8.8 7.4 -202.4 -4.0 -5.0 -230.9
c8 ts52 e 2 ts52(RS) -73.2 -344 -75.1 -42.7
c8 ts52 e 1 ts52(RS) -73.2 -34.4 -205.6 -75.1 -42.7 -232.2
c8 ts52 e 3 ts52(RS) -69.3 -31.7 -233.5 -71.6 -39.7 -259.0
c8 ts52 e 2 ts52(RS) -58.1 39 -2049 -60.0 -3.5 -231.7
c8 ts52 e 1 ts52(RS) -494 24 -2034 -51.6 -5.0 -230.4

12

+ Filename Path RC TS PC RC TS PC

la
al2 ts5 2 ts5 -29.7 -6.0 -1094 -33.2 -154 -98.7
al2 ts5 14 ts5 -34.0 -54 -1234 -36.1 -11.5 -111.5
al2 ts5 5 ts5 -29.7 -59 -1094 -33.2 -14.6 -98.7
al2 ts5 3 ts5 298 -42 -106.8 -34.0 -14.0 -96.5
al2 ts5 4 ts5 -31.8 -2.6 -1214 -33.0 9.4 -109.1
al2 ts5 15 ts5 -31.8 2.7 -1214 -33.0 -7.4 -109.1
al2 ts5 7 ts5 -37.9 42 -1245 -41.6 2.1 -114.7
al2 ts5 17 ts5 18.4 -121.1 13.2 -113.1
al2 ts3 21 ts3 -32.5 125 -2353 -36.1 2.9 -257.5
al2 ts3 22 ts3 -32.5 125 -2353 -36.1 2.9 -257.5
al2 ts3 24 ts3(L) 13.0 7.2 2.7 -5.7
al2 ts3 16 ts3(L) -28.1 159 8.6 -31.8 5.2 9.9
al2 ts32 24 ts32 72 42 -233.0 -5.7 -8.5 -252.9
al2 ts53 2 ts32 86 9.6 -149.3 -9.9 9.3 -165.7
al2 ts32 4 ts32 59 9.0 -1494 -11.0 -8.9 -165.8
al2 ts32 1 ts32 8.6 10.5 -1494 -9.9 -8.4 -165.8
al2 ts52 15 ts52(5) -121.4 -39.6 -1534 -109.1 -42.2 -167.3
al2 ts53 5 ts52(5) -121.4 -40.5 -1534 -109.1 -43.0 -167.3
al2 ts5c 5 ts52(5) -109.4 -40.4 -154.0 -98.7 -47.0 -169.9
al2 ts52 17 ts52(5) -121.4 -39.6 -152.9 -109.1 -42.2 -166.8
al2 ts52 2 ts52(5) -109.4 -394 -154.0 -98.7 -46.2 -170.0
al2 ts5c 7 ts52(5) -106.8 -39.5 -154.0 -96.4 -45.7 -169.9
al2 ts52 7 ts52(5) -124.5 -35.8 -155.6 -114.7 -37.8 -171.1
al2 ts53 4 ts52(L) -123.4 -40.3 -773 -111.4 -42.3 -85.4
al2 ts52 3 ts52(3) -106.8 -38.5 -232.6 -96.5 -44 .8 -255.8
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al2 TS 20 2 ts 20(3) -228.7 -61.5 -244.1 -248.0 74.8 -264.5
al2 TS 20 5 s 20(3) -221.4 -65.1 -245.7 2445 81.1 267.5
al2 TS 20 3 s 20(3) -234.8 -58.3 -242.7 2544 71.3 262.6
al2 TS 20 7 s 20(3) -222.8 -59.0 -240.3 2439 73.9 261.0
al2 TS 20 9 s 20(5) -140.4 -58.5 -242.3 1574 74.8 265.0
al2 TS20a 11 ts 20(5) -141.2 -58.5 -242.8 -158.0 74.9 2652
al2 TS20a 19 ts 20(5) -139.2 -35.6 -242.7 -154.0 -53.0 263.1
al2 TS20a 21 ts 20(5) -137.1 -39.8 -238.2 -154.3 -58.2 260.0
al2 TS20a 23 ts 20(5) -137.1 -343 -240.3 -154.3 -54.1 2615
al2 TS20a 18 ts 20(L) -80.6 -40.8 -239.1 91.7 -56.6 260.3
al2 TS20a 22 ts 20(L) -72.2 -31.6 -245.7 -81.0 -47.7 -268.0
al2 ts52 27 ts_18b -220.3 -23.4 -271.8 -244 .4 -49.2 -285.8
al2 ts52 28 ts_18b -234.3 -10.1 -268.3 -254.2 -31.4 -281.7
al2 ts52 32 ts 18b  -140.4 -13.1 -271.8 1574 37.5 285.8
al2 ts52 24 ts_18b -139.8  -9.6 -260.9 -157.1 -32.6 -278.1
al2 ts52 26 ts 18b -2232  -93 -262.8 -246.8 -34.3 -278.7
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