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Zusammenfassung

Kohérente Kontrolle von Molekiildynamik befafit sich mit der Steuerung quantenmechanischer
Systeme mittels ultrakurzer, zeitlich geeignet geformter Laserfelder. Dabei wird die Kohérenz
des Laserfeldes ausgenutzt, um durch phasenrichtige Uberlagerung von Wellenfunktionen kon-
struktive Interferenz fiir eine definierte Ziel-Wellenfunktion zu erreichen. Das Ziel kohérenter
Kontrolle, die selektive Priparation eines Zielzustandes, ist eine der Hauptvoraussetzungen fiir
modenselektive Chemie.

Der auf eine spezifische Anregung hin mafgeschneiderte Laserpuls, welcher als Storung das
System vom Anfangs- in den Zielzustand treibt, kann bei komplexen Systemen in der Regel
nicht mehr vorab durch quantenmechanische Rechnungen bestimmt werden, da oftmals nicht
einmal mehr der Hamilton-Operator des Systems bekannt ist. Ein Ansatz ist, das erforderliche
Laserfeld in einer Regelschleife zu bestimmen, welche ein aus dem Experiment gewonnenes Si-
gnal als Riickkopplung benutzt. Diese Optimierungsschleife wird solange durchlaufen, bis ein
den Anforderungen geniigender Puls gefunden wurde. Bisherige Experimente auf diesem Gebiet
beschriinkten sich zu Beginn dieser Arbeit grofitenteils auf den Wellenléngenbereich von Ti:Sa
Lasern und deren Harmonischen.

Diese Arbeit befafit sich mit Grundlagen der riickgekoppelten Formung ultrakurzer Laserpulse
im Hinblick sowohl auf die Etablierung ihrer technischen Voraussetzungen in geeigneten Wel-
lenlangenbereichen als auch der Anwendung auf geeignete Modellsysteme. Die Riickkopplungs-
schleife wurde zunéchst eingehend an einem einfachen Optimierungsexperiment mit bekann-
tem Ergebnis getestet, und erst dann wurden Kontrollexperimente mit steigender Komplexitét
durchgefiihrt. Aus den optimierten Pulsen wurde ein physikalisches Verstéindnis des Optimie-
rungsvorganges abgeleitet.

Im ersten Teil dieser Arbeit wurde die erforderliche Technik so weit implementiert und standar-
disiert, dafl weiterfithrende Kontrollexperimente auf die Module der Regelschleife ohne weiteres
zuriickgreifen kénnen. Zu den technischen Voraussetzungen gehorte unter anderem die Frequenz-
konvertierung der Ti:Sa Laserpulse bei 800 nm in einen fiir die zu untersuchenden Systeme geeig-
neten Wellenléngenbereich. Dazu wurden nichtkollineare optisch-parametrische Verstérkerstufen
im Rahmen dieser Arbeit in verschiedenen Ausfiihrungen gebaut. Sie erzeugen routineméfig im
sichtbaren Wellenléngenbereich durchstimmbare Pulse mit sub-20 fs Zeitdauer. Die erforderli-
chen Nachweismethoden zur Analyse ultrakurzer Pulse wurden ebenfalls implementiert.
Pulsformer mit zylindrischen statt sphérischen Spiegeln wurden im Rahmen dieser Arbeit zur
Modulierung ultrakurzer Pulse aufgebaut und in ihrer Funktionsweise in Theorie und Experi-
ment erkldrt. Die in Zusammenarbeit mit der Arbeitsgruppe von Thomas Feurer an der Uni-
versitdt Jena und der Jenoptik GmbH entstandene Fliissigkristallmaske, das zentrale Element
unserer Pulsformer, welche die Erzeugung komplexerer Pulsformen als mit bisher erhéltlichen
Masken erlaubt, wurde vorgestellt.

Durch Implementierung eines Pulsformers in eine nichtkollineare optisch-parametrische Verstér-
kerstufe zur Formung des Weifllichts, welches als Seed fiir den Verstarkungsprozefl dient, konnten
u. a. phasenkohirente Zweifarb-Doppelpulse mit einstellbaren Wellenldngen, Zeitabstdnden und
relativen Phasen zwischen den beiden Pulsen demonstriert werden. Es wurde nachgewiesen,
dafl eine Phase, welche dem Seed aufgeprigt wird, wiahrend des Verstarkungsprozesses erhalten
bleibt. Kontrollexperimente, welche Pulse mit den obigen Eigenschaften in elektronisch ansteu-
erbarer Form benétigen, werden mit diesem Aufbau erstmals moglich.

Eine evolutionére Strategie, welche als Optimierungsalgorithmus in der Riickkopplungsschleife
diente, wurde entwickelt und anhand eines einfachen Optimierungsexperimentes, der Pulskom-
pression durch Phasenkompensation, sowohl im Experiment als auch in der Simulation getestet.



Im zweiten Teil der Arbeit wurde als Anwendungsbeispiel fiir riickgekoppelte Optimierungen die
Pulskompression von breitbandigen Spektren im sub-20fs-Bereich gewihlt. Dieses Experiment
diente gleichzeitig als ein weiterer Test fiir das Verhalten der Regelschleife im Grenzfall eines
physikalisch unerreichbaren Optimierungszieles.

Es wurde gezeigt, dafl eine geeignete Abbildung zwischen den dem Algorithmus zugénglichen
Optimierungsparametern und den Steuerparametern des Pulsformers ein Instrument darstellt,
um aus den optimalen elektrischen Feldern Riickschliisse auf die physikalischen Eigenschaften
des Systems zichen zu kénnen. Eine solche Parametrisierung unterstiitzt eine Herauspréaparation
des gesuchten Effektes, der die Optimierung letztendlich bewerkstelligt, und beeinflufit Konver-
genzgeschwindigkeit und Rauschunempfindlichkeit der Optimierung.

Sogenannte ,,bright” und ,,dark pulses”, d. h. Pulse, die in einem Medium absorbiert bzw.
ungehindert transmittiert werden, wurden am Zweiphotonen-Ubergang 3s——5s in Natrium
demonstriert. Mit einer Parametrisierung der Phasenfunktion der Pulse wurden die fiir die Ei-
genschaften ,,bright” und ,,dark” verantwortlichen, bereits bekannten physikalischen Prozesse,
namlich symmetrische bzw. antisymmetrische spektrale Phase, im Optimierungsprozefl imple-
mentiert, und das Konzept der Parametrisierung daran getestet.

Ein Beispiel fiir die modenselektive Préaparation von Vibrationszustdnden in einem vielatomi-
gen Molekiil ist die Kontrolle der Grundzustandsdynamik in Polydiazetylen. In einem Raman-
Schritt, bei welchem der Stokes-Puls geformt wird, konnte die Besetzung der Geriistschwin-
gungen von Polydiazetylen im Grundzustand kontrolliert werden. Dabei wurde neben dem
Anregungs- und Stokes-Puls ein Abtast-Puls eingestrahlt, der in dieser CARS-Anordnung (co-
herent anti-Stokes Raman scattering) ein Anti-Stokes-Signal erzeugte, welches frequenzaufgelost
als Riickkopplung diente. Von drei bzw. vier innerhalb der Laserbandbreite anregbaren Moden
konnten einzelne Moden sowie Kombinationsmoden mit hoher Selektivitdt angeregt werden.
Auch hier halfen spezielle Parametrisierungen, einen der fiir die Kontrolle zustéindigen Prozesse,
ein Tannor-Rice-Schema, zu identifizieren. Da sowohl die Amplituden als auch die Phasen der
einzelnen Moden beeinflufit werden konnten, ist eine Wellenpaketfokussierung zu einer vorge-
gebenen Zeit moglich, was gleichbedeutend mit der Erzeugung von Lokalmoden und somit der
Kontrolle einer unimolekularer Reaktion ist.

Ausgehend von der Kontrolle einer unimolekularen Reaktion wurden die Moglichkeiten der Kon-
trolle einer bimolekularen Reaktion diskutiert. Der als Beispiel gewéhlte NaHy - Stolkomplex
stellt ein geeignetes Objekt fiir zukiinftige Kontrollexperimente an bimolekularen Reaktionen
und speziell konischen Durchschneidungen dar. Erste zeitaufgelste Experimente wurden vorge-
stellt.



Summary

Coherent control of molecular dynamics deals with the steering of quantum mechanical systems
with suitably shaped ultrashort laser fields. The coherence properties of the laser field are
exploited to achieve constructive interference for a predefined target wave function via a phase-
correct superposition of wave functions. The goal of coherent control, the selective preparation
of a target state, is an important prerequisite for mode-selective chemistry.

The laser pulse tailored to drive the system from the initial to the target state as a perturbation
can in general not be determined by a quantum-mechanical calculation, since usually even the
Hamiltonian of the system is unknown. A practical alternative is to determine the required
shape of the laser field in a feedback-controlled regulation loop which uses a signal derived from
the experiment as feedback. The loop is repeated until a pulse that suits the requirements is
obtained. Experiments in this area have until recently mostly been limited to the wavelength
regime of Ti:Sa lasers and their fundamentals.

This work deals with the fundamentals of feedback-controlled shaping of ultrashort laser pulses
with respect to both establishment of its technical prerequisites and its application to suitable
model systems. The feedback loop has been tested using a simple optimization experiment with
known outcome; then it was applied to experiments of progressively increasing complexity. From
the optimized pulses, physical insight into the optimization process has been gained.

In the first part of this work, the required technology has been implemented and standardized
such that control experiments might employ it as a standard tool. One of the technical pre-
requisites was the frequency conversion of the 800 nm Ti:Sa laser pulses to a wavelength range
suited to the particular systems. To this end, non-collinear optical parametric amplifiers have
been built in different designs that routinely produce tunable sub-20 fs pulses in the visible. The
characterization techniques for ultrashort pulses have been implemented as well.

Pulse shapers with cylindrical instead of spherical mirrors have been implemented for the mod-
ulation of broadband pulses, and their functionality has been explained both theoretically and
experimentally. A new liquid crystal device, the core of our pulse shapers, has been developed in
cooperation with the group of Thomas Feurer at the Universitit Jena and the Jenoptik GmbH
which allows for the generation of more complex pulse shapes than with other commercially
available devices to date.

Using a pulse shaper to modulate the white light continuum that serves as the seed for the
non-collinear optical parametric amplifier, generation of phase-locked two-color double pulses
has been achieved, with tunable wavelengths, delays, and relative carrier phases between the
single pulses. The basic principle, phase conservation during optical parametric amplification,
has been demonstrated. With this setup, control experiments which require pulses with the
above described attributes in electronically controllable form are possible for the first time.

An evolutionary strategy used as the optimization algorithm in the feedback loop has been
programmed and characterized both in simulation and experiment using a simple optimization
experiment, namely pulse recompression by phase compensation.

In the second part of this work, pulse recompression of ultra-broadband spectra in the sub-20fs
regime serves as an example of utility of feedback-controlled optimization. This experiment si-
multaneously served as a further test of the feedback loop in the limit of a physically unreachable
optimization goal.

It has been demonstrated that a suitable parameterization of the electric field, implemented by
a mapping of the optimization parameters adjusted by the algorithm to the physical parameters



controlling the liquid crystal mask affords a means of acquiring physical knowledge from the
retrieved optimal electric fields. A parameterization helps to dissect the physical processes
mediating the control process, thereby assuring fast, secure convergence and robustness against
signal noise.

So-called ”bright” and ”dark” pulses, i.e. pulses that are absorbed by a medium or transmitted,
respectively, have been demonstrated for the case of the two-photon transition Na(3s——5s).
The physical constraints responsible for pulses being either ”bright” or ”dark”, namely a sym-
metric or anti-symmetric spectral phase, have been incorporated in the parameterization with
the purpose of testing the concept of parameterization for such studies.

An example of mode-selective preparation of vibrational states in a polyatomic molecule is the
control of the ground state dynamics in polydiacetylene. In a Raman step with a shaped Stokes
pulse, the population of the backbone vibrations of polydiacetylene in its ground state could
be controlled. A consecutive probe pulse in a CARS (coherent anti-Stokes Raman scattering)
arrangement generates an anti-Stokes signal which, once frequency-resolved, served as feedback.
Of the three or four modes, respectively, accessible within the pulse bandwidth, single modes as
well as combinations of modes could be excited with high selectivity. Again, suitable parame-
terizations helped to identify one of the processes responsible for the control as a Tannor-Rice
scheme. Since both the amplitude and the phase of each mode could be influenced, the focusing
of a wave packet at a predefined time, or, equivalently, the generation of local modes represents
the control of a unimolecular reaction.

Starting from the control of a unimolecular reaction, the possibilities of controlling a bimolecular
reaction were addressed. The NaHj collision complex was chosen as a suitable system for the
control of bimolecular reactions generally and a conical intersection in particular. First time-
resolved experiments have been presented.
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INTRODUCTION 1

Introduction

Mode-selective control of chemical reactions has been the ambitious goal of many years of in-
vestigation. Chemistry, which can be viewed as the breaking and making of bonds, classically
attempts to influence the equilibrium in the formation of products from educts by macroscopic
parameters such as temperature, pressure, concentration, etc. Nevertheless, this macroscopic
provision of activation energy for a chemical reaction invokes the problem of selectivity since the
activation energy is equipartitioned over all bonds and not only those that must be activated.
Consequently, a chemical reaction often yields a broad variety of by-products.

With the invention of lasers, mode-selective chemistry aimed to minimize the amount of by-
products by activating only those bonds which are essential for the reaction. This goal has
been achieved only in a few small systems for two reasons: First, it is usually necessary to
excite the system to a higher vibrational state in order to overcome the activation energy. The
anharmonicity of the potential, however, impedes the excitation of more than one vibrational
transition with a narrow-band laser. Second, intramolecular vibrational energy redistribution [1]
in highly excited molecules dissipates the energy into other vibrational modes on an ultrashort
time scale.

Therefore, the ability to selectively deposit energy with lasers is not sufficient for control. Nev-
ertheless, another property of the laser field, its coherence, enables control of quantum mechan-
ical interferences. An initial wave function is transferred to a target wave function by phase-
coherently manipulating the quantum system such that constructive interference is achieved for
the target state. Thus, the dynamics of a chemical or physical process is steered towards this
predefined quantum state. Three schemes have been demonstrated to achieve quantum control
in small systems:

(1) Phase control as suggested by Brumer and Shapiro [2] uses two phase-locked cw lasers
resonant to a single transition between the states |a) and |b) by a one- and a multi-photon
excitation, respectively (Fig. la). These two excitation paths add coherently, and in direct
analogy with the double slit experiment, the resulting transition probability depends on the
relative phase between the two lasers. Experimentally, this has been demonstrated in atoms
and molecules [3,4].

(2) With STIRAP (stimulated Raman scattering involving adiabatic passage), 100% population
transfer between two levels |a) and |b) can be achieved [5]. STIRAP uses an intermediate level
|c) and two laser fields to couple the initial and final state (Fig. 1b). The intermediate level is
coupled to the final level by a laser (Stokes) field before the intermediate level is coupled to the
initial level with the pump field, with a small temporal overlap between the pulses. With the
Stokes laser preceding the pump pulse, the system is prepared at the beginning of the interaction
in a trapped state and remains there such that the population is directly transferred from the
initial to the final state while the population of the intermediate level is negligible throughout.
(3) Time domain control has been proposed by Tannor, Kosloff, and Rice [6] and exploits the
dynamics of the system in the excited state for control (Fig. 1c). This so-called Tannor-Rice
pump-dump scheme usually incorporates two pulses with different frequencies: the first pulse
(pump) excites the system to the excited potential energy surface; the second pulse (dump) is
suitably delayed and transfers population to a target state |b). The one-dimensional control
parameter is the delay between pump and dump pulse. This scheme has been successfully
incorporated in controlling the fragmentation of molecules [7-9].
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Figure 1: Schemes for coherent control using one control parameter: (a) Brumer-Shapiro phase control,
(b) STIRAP as proposed by Bergmann et al., (¢) Tannor-Kosloff-Rice time-domain control.

The approaches (1)-(3) have been used successfully only in small systems because they feature
relatively simple control fields with only one control parameter (time or phase) each. For larger
molecules with complex potential energy surfaces it is conceivable that more control parameters,
i.e. more complex control fields, are necessary.

From a theoretical point of view, finding the electric field which produces the desired target wave
function is feasible if the Hamiltonian of the quantum mechanical system is known. In principle
then, it remains to synthesize this particular electric field in the laboratory and to verify the
calculation. However, if the required electric fields cannot be produced with sufficient fidelity,
a comparison between experiment and theory is not really meaningful. For complex molecules,
moreover, the Hamiltonian may not be known or cannot be approximated at all. Even if the
Hamiltonian is known, the calculation of the optimal electric field may be intractable on a
quantum mechanical level.

To overcome these difficulties, Judson and Rabitz proposed that the optimal electric field be
determined recursively within a feedback-controlled experiment [10]. In their approach, an
ultrashort laser pulse excites a sample, and a signal which is characteristic of the system (e.g.
a target state) is monitored, as depicted in Fig. 2 [11,12]. The amplitude of this probe signal
serves as feedback for the optimization algorithm, which controls a pulse shaper and proposes
a new pulse. The feedback signal of this modified pulse serves again as input for the algorithm,
which proposes yet another pulse, and so forth until some convergence criterion is met. Since no
a-priori knowledge of the physical system is necessary, this feedback scheme is applicable even if
a theoretical investigation of the system is intractable on a quantum mechanical level. From the
optimized laser field, insight into the physics of the system under investigation can be gained.
The hardware for the implementation of such a feedback loop experiment comprises a source for
ultrashort laser pulses, a computer-controlled pulse shaper and an optimization algorithm. The
temporal shaping of ultrashort pulses is realized by complex filtering of their spectrum in the
Fourier domain. Of critical importance in this concept is a reliable optimization algorithm which
efficiently spots the global optimum in a multidimensional parameter space under the influence
of experimental noise. Evolutionary algorithms have proven robust under such conditions.
Pioneering examples of such optimizations were reported by the groups of Gerber [13] and
Wilson [14], who reported control of the dissociation of a complex organometallic compound
and of the fluorescence excitation of a dye molecule, respectively. Subsequent experiments on
different types of systems followed:

(1) Applications to atoms were the excitation of Rydberg wave packets [15], two-photon transi-
tions [16] and the control of high harmonics generation [17,18].
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Figure 2: A closed-loop process for teaching a laser to control quantum systems. The loop is initiated
with either an educated initial guess or even a random field. A laser control field design is created with
a pulse shaper and then applied to the sample. The response of the system is measured and fed back
to an optimization algorithm which suggests an improved field design and so forth until the objective is
satisfactorily achieved.

(2) For molecular systems, control efforts can be divided into two main families: (a) Control
of dissociation yields, as for dissociation of CsCl [19,20], Fe(CO);5 [21], CpFe(CO),Cl [13,
22], CpMn(CO)3 [23], and several small carbohydrate derivates [24]. (b) Control of molecular
dynamics, such as in Ky [25,26], CO2 and SFg [27], Liz [28], NagK [29], and CCly and methanol
[30].

This work investigates and establishes the fundamentals of feedback-controlled experiments with
respect to both technological aspects and applications to the control of complex molecules.
The task of controlling molecular dynamics in a complex system has to be broken up into several
steps. Pulse generation and pulse shaping must be provided in an appropriate wavelength range.
For the implementation of the feedback loop, an optimization algorithm must be realized, and
the reliability of the feedback loop must be tested with a simple control system. With this
tested loop in hand, a series of control experiments on model systems of increasing complexity,
from pulse compression over atomic systems to complex molecular systems, can be performed
stepwise using the acquired knowledge. The process responsible for the optimization is identified
in each experiment via the use of a parameterization in order to gain physical insight into the
control process which is, after all, the purpose of control experiments.

The thesis is divided into a more technically oriented part and an experimental part of four chap-
ters each. The first, technical, part covers the description of the fundamental prerequisites for
coherent control experiments such as ultrashort pulse sources, pulse shaping, and optimization
algorithms.

Chapter one explains the generation of ultrashort pulses in the visible via non-collinear optical
parametric amplification.

Chapter two gives an introduction to the possibilities and limitations of pulse shaping with
pixelized modulators.
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A broadband source and a pulse shaper can be combined to form a novel device capable of
producing high-energy pulses such as two-color phase-locked double pulses with adjustable colors,
delay, and phase. White-light shaping and its underlying principle, phase conservation during
parametric amplification, is demonstrated in chapter three.

In chapter four, the optimization algorithm steering the pulse shaper is presented. Pulse recom-
pression serves as the testing environment for the algorithm, ensuring secure convergence of the
subsequent feedback-controlled experiments. The principles and advantages of a parameteriza-
tion, which is a mapping between the optimization parameters accessible to the algorithm and
the physical steering parameters of the pulse shaper, are demonstrated.

The experimental part opens in chapter five with a description of the adaptive compression of
ultrashort pulses from a non-collinear OPA to below 20fs.

Chapter six moves from the pure control of electric fields to the control of an atomic system,
specifically the Na(3s —— 5s) two-photon transition, for which ”bright” and ”dark” pulses,
i.e. pulses that do or do not effect a two-photon transition, are produced with the feedback
approach.

Control of a unimolecular reaction in a complex molecular system is demonstrated in chapter
seven, wherein the control of vibrational ground state dynamics in a polymer is presented. The
excitation of normal modes can be steered with high precision, which allows for wave packet
focusing into a local mode.

Chapter eight reports on a promising candidate for the control of bimolecular reactions at
the example of the NaHy collision complex which represents the one of simplest conceivable
bimolecular reactions. Preliminary results of time-resolved experiments on the collision complex
are presented.



Part 1

Coherent Control Technology
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1

Non-collinear optical parametric
amplification

The technique of producing fs pulses with mode-locked fs Ti:Sa lasers has become sophisticated
over the last decade. High power output pulses are easily produced via chirped pulse amplifi-
cation in regenerative amplifiers, turn-key devices that are commercially available and contain
almost no user-serviceable parts.

Nevertheless, these devices are only capable of producing pulses at Ti:Sa wavelengths in the NIR
around 800 nm and their harmonics. This is sufficient for non-resonant experiments where only
the enormous temporary energy density (on the order of 102! W/cm? nowadays for high-end
laser facilities) of a femtosecond laser pulse is of interest. In most experiments, though, it is
obligatory to adapt the wavelengths to the molecule under study. Hence, the frequency of the
ultrashort pulses must usually be converted.

1.1 Frequency-Mixing

Frequency mixing occurs in nonlinear media where the principle of linear superposition of electro-
magnetic waves breaks down at sufficiently high electric fields. The reason for this is the nonlin-
earity of the electron binding forces within the atoms at high field strengths, and therefore the
nonlinear dependence of the polarization of matter on the electric field. As a result, the presence
of a strong field changes the properties of matter (such as the refractive index n) of the material
through which it travels and thereby influences the propagation of other waves coincident with
the primary field.

Frequency mixing can be viewed in two different schemes: sum frequency mixing / generation
(SFM, SFG) and difference frequency mixing / genration (DFM, DFG). In the photon picture,
SFM is equivalent to the fusion of two low-energy photons to one high-energy photon, whereas
DFG is described by the fission of a high-energy photon into two low energy photons. From this
point of view, it is immediately clear that conservation of energy

w3 = W1 + wsy (1.1)

has to be met as well as the conservation of momentum, which is commonly written as Ak = 0,
where Ak is the so-called phase mismatch (written in its scalar form here for simplicity)

Ak = ky + ky — k. (1.2)

In the case of DFG, the photon with the highest energy is the pump photon, denoted here and
further on with the index three. Photon one and two are called signal and idler photon. This
will be explained later.

In the wave picture, the interaction of these three photons is modeled by a system of partial
differential equations derived from the nonlinear wave equation (see, e.g. [31-33])
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A

dd_A2 = —irA A} exp(+iAkz) (1.4)
z

dd—A?’ = +4ikAgA; exp(+iAkz). (1.5)
z

Here, k is a constant which is proportional to the corresponding element d of the susceptibility
tensor, and A = y/n/wE, with E being the amplitude of the field.

Several assumptions have been used in order to derive these equations, such as Kleinman’s
symmetry rule (all coefficients of the susceptibility tensor with permutated indices are equal [34]),
monochromatic, scalar waves E ~ exp(i(kz —wt) propagating in z-direction, no absorption, and
no changes of polarization of each individual wave during the interaction. For ultrashort pulses,
the right sides of Eqs. 1.3-1.5 are replaced by integrals [35].

pump ®; YW\\H VA pUMmp ;4
2 .
X( )l idler 0, = 0; — 0,
seed ®, VW MWW signal o,

Figure 1.1: Frequency mixing scheme of the optical parametric amplification process. From here on,
the indices (1), (2), and (3) always correspond to signal, idler, and pump pulse, respectively

For the special case of optical parametric amplification, see Fig. 1.1, it can be assumed that no
depletion of the pump wave at ws occurs. Then 1.3-1.4 simplifies to

A
% — ikAs(0) A exp(—iAkz) (1.6)
dAs , .

2 = —ind3(0)Ar oxp(+idkz) (1.7)

For Ak = 0, the solution of these equations is

A1(z) = A1(0)cosh(kAs(0)z) (1.8)

A5(z) = —iA;1(0)sinh(kA3(0)z).
The evolution of the intensities I1 o(2) o< |A12(2)|? is illustrated in Fig. 1.2:
It is observed that with increasing intensity of the signal wave at wi, the intensity of a second
wave at wy also increases. The second wave is essential to carry away the surplus energy and
momentum in the conversion of a pump photon into a signal photon. Because this wave is usually
only an experimentally undesired, ”idle” by-product, it is called idler. The accumulation of the
idler is easily understood since signal and idler can exchange their roles via the inverse process
wherein a pump photon and an idler photon create a signal photon. Therefore, an increasing
signal creates an increasing idler, and vice versa. For this process, it is essential that signal and
idler waves interfere constructively, which requires Ak = 0.
For Ak # 0, an expression for the conversion efficiency 1 between pump and signal wave is found
by approximating As(z) and As(z) = const in Egs. 1.3 and integrating Eq. 1.3 from z = 0 to
z=1,

AkL>

7 X dgffL2sinc2 <T (1.10)

where L is the interaction length which is usually given by the crystal length and d.s; the
effective nonlinearity. Eq. 1.10 reveals two important facts:
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I1,z(z)

,.0)

,@)
L)

Figure 1.2: Evolution of signal (1) and idler (2) wave intensity vs propagation length in a collinear
optical parametric amplifier

(1) The conversion efficiency is maximized for Ak = 0. Therefore, phase-matching is essential,
which means that after the ”splitting” of a pump photon into a signal and idler photon no net
photon momentum remains.

(2) The conversion efficiency scales with the square of the interaction length L. This means that
for high amplification gain, thick crystals should be used. However, two complications result:
For ultrashort pulses, the acceptance bandwidth described by the ”sin¢” term in Eq. 1.10 may
become too small when the crystal length exceeds the spatial dimensions of the pulse in direction
of propagation. Also long crystals cause additional pulse broadening by idler walk-off, since the
idler’s group velocity is higher than that of the signal as depicted in Fig. 1.3. Since these are
undesired effects, thin crystals are commonly used in collinear OPAs. The resulting conversion
efficiency is relatively low, so typical setups comprise a multi-stage amplification wherein the
idler is split off before each amplification stage.

-

%

z=0 z=L

Figure 1.3: Pulse broadening due to idler walk-off in a collinear beam geometry: the idler (diagonally
hatched box) pulse travels from left to right at a higher group velocity than signal (empty box) and pump
(dashed box) pulse. Snapshots are taken at three different times. The spatially advanced idler generates
signal by frequency mixing via the inverse mixing process wy = ws — wy (upper arrows), which in turn
again generates idler and so on. On the trailing edge of signal, idler is generated via the normal process
w1 = w3 —wa (lower arrows, horizontally hatched box). Since theses waves cannot interfere constructively,
collinear DFM cannot produce significantly higher bandwidths (or shorter pulses) than the input pulses.

Phase-matching is achieved via the dependence of the refractive index n on the orientation of
polarization of the incoming wave to the crystal axis ¢. Beams that are polarized in the plane of
the c-axis and the beam itself are called ordinary and are subject to the ordinary refractive index
n,, whereas beams polarized perpendicular to that plane experience the extraordinary refractive
index n.. A beam that is polarized at an angle 0 to the c-axis experiences the refractive index

w(8) = <cos2<9) .\ sm2(9)>% w1

The wavelength dependence of n, and n, can be approximated by Sellmeier’s equation (e.g. for
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BBO [36,37]):
0.0184
n? = 2.7405 + 00179 0.0155)\? (1.12)
012
n? = 2.3730 + % — 0.0044)2 (1.13)

where A must be inserted in units of um. With the crystal angle 6, it is possible to match the
indices of refraction of signal and pump or to match the phases.

For the operation of this scheme, different polarizations of the pump, seed and idler have to be
used. These classify the different types of phase-matching, as shown in Tab. 1.1.

Type | Signal | Idler | Pump
I o) o} e
IIa o) e e
IIb e o} e

Table 1.1: Different types of phase-matching, ”0” and ”e” refer to ordinary and extraordinary polarization,
respectively.

k k'3e Kitk, Ky

1

Figure 1.4: Phase matching (type I, ooe) in a negative uniaxial crystal, i.e. n, > n., via the polarization
dependent refractive index. 6 denotes the angle between pump polarization (extraordinary) and crystal
axis c.

For a plane light wave propagating in a uniaxial crystal, the wave vector k only matches the
Poynting vector in the special cases § = 0 and 6§ = 7w/2. The direction of the Poynting vector,
which is the direction of energy flux, is given by the normal to the tangent that touches the n(f)-
curve at its intersection with the k-vector. The angular difference between these two directions
is denoted as the walk-off angle and is given for a negative uniaxial crystal [35]

e

2
tanp = <&> tanf — 6 (1.14)

Technically, optical parametric amplification [38-44] is performed by producing a broad seed
continuum, i.e. by white light continuum (WLC) generation via focusing of ultrashort pulses
in a medium, and subsequent amplification in a frequency mixing process. Phase-matching is
achieved for the desired output wavelength by the choice of the angle 6 between the pump
polarization and the crystal axis ¢, see Fig.1.4. The angle 6 is thus the means of wavelength
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selection used in common collinear OPA design. Because of the effects arising from the different
group velocities of signal and idler as described in Fig. 1.3, the necessarily thin crystals require
a complicated multi-pass amplification setup.

1.2 Non-collinear frequency mixing

To generate pulses significantly shorter than the input pulses, it is necessary to increase their
spectral width. Therefore, the amplification process via frequency mixing has to be chosen such
that the amplification bandwidth encompasses a wide spectrum. As discussed, the limitation
of collinear setups is the group velocity mismatch between signal and idler. Since in a collinear
beam geometry the number of free parameters (crystal orientation) is not sufficient to ensure
both phase-matching and group velocity matching, a second parameter has to be introduced.
This second parameter may be the angle between pump and seed beam. This non-collinear
beam geometry approach for ultrabroadband-phasematching is sketched in Fig. 1.5 and has
been proposed first by Hache and coworkers [45].

Figure 1.5: Arrangement of seed, pump, and idler wave vector in the non-collinear setup.

In order to account for the non-collinear beam geometry, the phase-matching condition has to
be rewritten in vectorial notation,

AE:E1+E2—E3 (115)

Mathematically speaking, broadband operation means that the phase-matching condition Ak =
0 is not only satisfied for one seed wavelength A = M\, but for a wavelength range around
A} [38,42]. Writing Ak = Ak(\1) as a Taylor series around A,

IAE 19°Ak

Ak(A) = Ak + —— AN +

R — 2 ...
o ANt 5w (AX)? + (1.16)

with AEO = AE(A?) and A\; = A} — A1, a first approximation for broadband amplification leads
not only to Aky vanishing, but also its first derivative with respect to the seed wavelength at
the center wavelength of the seed:

oAk
" — 1.1
o 0 (1.17)

Ar=\?

Decomposed into the components parallel and perpendicular to the wave vector of the seed,
compare Fig. 1.5 and [42],

Ak; = kosinQ — k3sin ¥ (1.18)
Ak = ki +kacosQ — ksgcos V¥, (1.19)

Eq. 1.17 reads
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0Nk | Oka . o0
= —=sinQ+ ky— Q= 1.2
o o sin Q + 29N cos 0 (1.20)
aAk‘H Ok, Oko o0
_ O — ko—sin = 1.21
B e + o cos ko o sin 0, ( )

since kg # k3(A1). Adding Egs. 1.20 and 1.21 after multiplication by sin 2 and cos €2, respectively,
yields an expression that is Eq. 1.17
Oko Ok
— + — Q=0. 1.22
Oy + o cos ( )

The partial derivatives can be transformed to

8k1 8k1 8&)1 1 2me

Y (i 1.2
8)\1 8&)1 8)\1 ’Ugl < )\% > ( 3)
Oy DDy Oka D0l 1 ([ 2me) (N3 (1.24)
8)\1 a 8)\2 8)\1 - 8(412 8)\2 8)\1 - Ugg /\% /\% ' '

Finally, these expressions are inserted into Eq. 1.22 to yield the so-called projection condition
[38,42]

Vg1 = Vg2 €OS . (1.25)

The projection of the group velocity of the idler in the direction of the seed pulse equals the
group velocity of the seed. The physical consequence of this is illustrated in Fig. 1.6. The idler
does not overtake the signal pulse, and, hence, no pulse broadening occurs. The important
benefit from this is that long crystals can be used which ensure high conversion efficiency.

z=0 z=L

Figure 1.6: With a non-collinear beam geometry, the idler vertically travels away from the signal,
assuring group velocity matching in the crystal. Since the non-collinear angle {2 is much smaller than
shown here (2 & 4°), only a slight elongation of the beam profile in this direction is observed.

A further issue must be addressed regarding non-collinear phase-matching in the crystal. Except
in collinear phase-matching, two solutions exist for the direction of k1 [46], namely (6 — 1) and
(0 + 1), as shown in Fig. 1.7. Here, 0 is defined as the angle between the c-axis and the pump
wave vector /33. The advantage of the (6 — 1)-solution is that phase-matching is achieved for a
larger variety of angles since a circle drawn around the end point of k1 follows the ks (@) curve.
Nevertheless, the non-tangential phase-matching solution (6 + 1) has the advantage that in a
negative uniaxial crystal the Poynting vector propagates in a direction p > 6, as can be easily
verified from Fig. 1.7. If BBO is chosen as the noncollinear crystal, the walkoff-angle is very
close to the noncollinear angle, which ensures highly efficient conversion.

In the experiments, no significant difference has been found between these two setups.

1.3 Generation of ultrashort pulses

Experimentally, fulfilling the non-collinear phase-matching geometry requires the computation
of the non-collinear angles in order to obtain an educated guess for the initial alignment. This
is performed in several steps as indicated here.
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Figure 1.7: Type I phase-matching with and without fulfilling the tangential condition.

1. Choose A3 (pump) and \; (center wavelength to be amplified)

2. Compute Ao (idler) via Eq. 1.1

3. Compute k1 = ky(A1) and ky = ko(\2) via Sellmeier Eqgs. 1.12, 1.13
4. Compute vg41(A1) and vga(A2)

5. Compute €2 by the projection condition 1.25

6. Compute |/23| and v from k1, ko, and €

7. Compute the phase-matching angle 63 between k5 and the crystal axis ¢viang = (A3/2m)ks
and Eq. 1.11

8. Compute external angles by Snell’s law

These angles are conveniently measured by the position of the spots of seed and pump reflected
by the crystal onto the base plate.
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1.4 Experimental realization

The experimental setup is depicted in Fig. 1.8 for a one-stage, single-color non-collinear optical
parametric amplifier (OPA) and in Fig. 1.9 for a two-color version which fits onto the same
footprint as the single color setup. A small, sub-20fs pump-probe spectrometer can therefore be
placed in a box of about 80cm x 40cm x 15cm in size.

800nm, 300pJ

A2 SHG
VSO0 ) :
TIJ [NV V t
polarizer M2 & sapphire plate
400nm polarizer E;| Q
O I A '
T
\
, = 1) b
A H T S~ t
BBO 0=26° f=250mn{
\ concave mirror
[> d
= , > '
prism compressor delay

Figure 1.8: Setup of a non-collinear single OPA. The continuum (seed) is produced in a Imm thick
sapphire plate from a small fraction of the fundamental pulses (800nm, 100fs, 1kHz) supplied by the Ti:Sa
regenerative amplifier system. A pinhole and the waveplate / polarizer combination serve to attenuate
the pulse energy to a suitable level for the build-up of a single filament of WLC. The main part of the
fundamental pulse is frequency-doubled (BBO, 2mm) and focused with a f=250mm spherical mirror (HR
400/0° coated). The focus is placed 30-40 mm in front of the parametric crystal which is cut at §=26°.
The output pulses are compressed with a fused silica (FS) prism compressor setup.

800nm, 300pJ

sapphire plate ND
t sapphire plate L Vot BS
q’ (]l B D : OB
N ! BS |
- —3 ) »
—>j— —>|— SHG N
S : |
y
i L ‘\ BBO 0=26°
/
v / | v
t — = t

Figure 1.9: Setup of a non-collinear dual OPA. The two different pulses leave the setup almost con-
currently, obviating long compensation lines. The setup of each stage is basically comparable to that of
Fig. 1.8. The attenuation of the WLC generation pulses is performed with a ND1.0 filter.

When the amplification stage is run without a seed, a rainbow of colors is emitted in a cone
around the pump beam. This so-called parametric super-fluorescence [47-49] originates from the
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spontaneous fission of a pump photon into a seed and an idler photon via the amplification from
photon noise. It has been demonstrated [47] that this so-called self phase-matching occurs in the
direction of minimal group velocity mismatch (GVM) between signal and idler, which is equiv-
alent to Eq. 1.25. Hence the direction of the cone indicates the noncollinear angle for the seed
beam. Turning on the seed light again, with good adjustment of the noncollinear beam setup,
leads to a decrease in brightness of the superfluorescence cone, indicating an effective conversion
from seed to signal energy which consumes the energy otherwise available for superfluorescence.
The output spectrum of the OPA can be tuned by adjusting the delay between pump and seed,
as shown in Fig. 1.10. This is due to the fact that the WLC is strongly chirped, i.e. different
colors occur at different temporal positions within the pulse envelope. By changing the delay
between pump and seed, only the spectral portion of seed which temporally overlaps with the
pump is amplified. In order to obtain output spectra with a spectral width comparable to that
of the WLC, two schemes are conceivable:

(1) Precompression of the WLC as developed by the groups of De Silvestri [50] and Kobayashi [51]
(2) Lengthening of the pump pulse by means of a glass rod as proposed by the group of
Riedle [52]. A thick SHG crystal for the generation of the pump pulses [38] may equally well be
used.

With a further slight adjustment of the crystal angle, it is possible to extend the wavelength
range down to 500nm. It is also possible to amplify the NIR wavelengths of the WLC, as
demonstrated in [42].

intensity [normalized]

T T T T T T T T T
550 600 650 700 750
A [nm]

Figure 1.10: The spectrum of a non-collinear OPA can easily be tuned by changing the delay between
pump and seed.

The spectra shown in Fig. 1.10 are routinely compressed to below 20 fs with a pair of F'S prisms,
as shown in Fig. 1.11. Here, the autocorrelation measurement was performed using a 10um
BBO crystal as nonlinear element.

For comparison, an autocorrelation trace using a silicon carbide (SiC) diode [53] is shown in
Fig. 1.12. This method has the advantage that effects arising from the limited conversion
bandwidth of SHG crystals do not occur. Again, a sub-20fs pulse is obtained at a central
wavelength of 620nm.

The measurements above suffer from the fact that the autocorrelator used only one beam splitter
and so technically measured not an autocorrelation, but rather a crosscorrelation between the
reflected pulse and the transmitted pulse which experienced additional GVD from the 1mm FS
beam splitter substrate.
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Figure 1.11: With a FS prism compressor, pulse durations below 20fs are routinely achieved using
autocorrelation measurements with a 10um BBO.
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Figure 1.12: Autocorrelation trace measured with a SiC two-photon diode.
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2

Femtosecond pulse shaping

Tailoring of ultrashort pulses, originally introduced by Heritage and coworkers [54] is the crucial
prerequisite for all experiments presented in this thesis. Therefore, its basic principles and
techniques are described in detail below.

A broad variety of approaches for pulse shaping has been proposed and realized so far. Most of
them rely on spatial filtering of the dispersed spectrum. By working in the frequency domain,
waveform generation — which is sequential in time — is transferred to a modulation parallel in
space.

Chapter 2 focuses on the theory of pulse shaping using spatial light modulators (SLM), which
affords computer-controlled waveform synthesis. Theoretical predictions are compared to exper-
imental data. An overview of the different approaches for fs pulse shaping is given. Some parts
of this section closely follow references [55] and [56]. For more details, the reader is referred to
these articles and [57].

2.1 Filtering in the time and frequency domain

The most intuitive approach for generating shaped laser pulses is to operate directly in the time
domain by using an ultrafast optical ”shutter” to slice out the desired shape of the laser pulse.
The limitation of this approach is that the shortest temporal features that can be controlled are
on the order of 1ns (electro-optical shutters). This is four to five orders of magnitude too long
for the goal of tailoring pulses with structures as fine as several tens of femtoseconds.
The solution is to modulate the electric field in the frequency domain rather than in the time
domain. The femtosecond pulse shaping approach described here is based on the linear, time-
invariant filter. Linear filtering is commonly used to process signals in a broad frequency range
and is applied here to generate specially shaped optical waveforms on the femtosecond time scale.
A description of linear filtering can be formulated either in the time domain, as mentioned above,
or in the frequency domain.
In the frequency domain, a filter is characterized by its frequency response function H (w). The
output of the linear filter, Fy,(w), is the product of the input signal, E;,(w), and the frequency
response, H(w),

Eout(w) = Eijp(w)H (w). (2.1)
In the time domain, the filter is characterized by an impulse response function H(t). As a trivial
consequence of Fourier transform relations, the output of the filter, E,,:(t), in response to an
input pulse, F;,(t), is given by the convolution of E;,(t) and H (t)

Eout(t) = Eipn(t) x H(t) = /EZ (YH(t —t)at, (2.2)

where * denotes convolution. Ein(t), Eou(t), and H(t) are related to E~m(w), Eout(w), and
H(w), respectively, by Fourier transformation, as for example
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H(w) =F[H(t)] = / H(t) exp(—iwt)dt (2.3)
and .
H(t)=F 'Hw)] = % / H (w) exp(iwt)dw. (2.4)

If the input, E;,(t), is a delta function, the output is simply H(t). Therefore, for a sufficiently
short input pulse, the problem of generating a specific output pulse shape is equivalent to the
task of determining a linear filter with the desired impulse response. For a delta function input
pulse, the input spectrum E'm(w) is equal to unity, and the output spectrum is equal to the
frequency response of the filter. Therefore, generation of a desired output waveform can be
accomplished by implementing a filter with the required frequency response.

With frequency domain filtering, no ultrafast modulators are necessary because the filter function
is static. The smallest temporal features of the tailored waveforms are within the regime of the
FWHM of the input pulse.

2.2 4f-configuration

Figure 2.1 shows the basic pulse shaping apparatus, which consists of a pair of diffraction gratings
and lenses, arranged in a configuration known as a ”zero dispersion pulse compressor”, and a
pulse shaping mask [58]. The individual frequency components of the incident ultrashort pulse
are angularly dispersed by the first diffraction grating, and then imaged by the first lens, spatially
separating the frequency components along one dimension. Essentially, the first lens performs a
Fourier transform. Spatially patterned amplitude and phase masks or a SLM are placed in this
plane in order to manipulate the amplitude and phase of the frequency components. All the
frequencies are then recombined into a single collimated beam by means of a second lens and
grating. The shape of the output pulse is determined by the Fourier transform of the pattern
transferred by the masks onto the spectrum.

The shaper is properly aligned if the output pulses are identical to the input pulses as long
as no shaping pattern is applied. This is the case if and only if the lenses are arranged at 2f
distance, with the gratings located at the outside focal planes of the telescope. Then the first
lens performs a spatial Fourier transform from the plane of the first grating onto the Fourier
plane, while the second lens performs an inverse Fourier transform from the masking plane onto
the plane of the second grating. Note that the term ”inverse” refers to the type of mathematical
operation and not to the question whether the second Fourier transform compensates the first.
If and only if the lenses and gratings of the 4f-configuration are set exactly at the focal distances,
maintaining the direction of the optical axis which is influenced by the angular orientation of
lenses and gratings, the first Fourier transform will be exactly inverse to the second Fourier
transform. The total effect of these two consecutive transforms is then that the input pulse is
unchanged if no pulse shaping mask is present.

The absence of dispersion can be achieved only if several approximations are valid, as for instance
that the lenses are thin and aberration-free, that chromatic dispersion caused by the lenses or
other elements in the pulse shaper is small, and that the gratings have a flat spectral response.
Distortion-free propagation through the ”zero dispersion compressor” in the configuration of
Fig. 2.1 has been observed with pulses down to roughly 70 fs [58-60]. For substantially shorter
pulses, especially in the sub-20 fs range, more care must be taken to satisfy these approximations.
Replacing the lenses by spherical or cylindrical mirrors, as demonstrated in section 2.5 as well
as in chapter 5, avoids these problems and ensures dispersion-free operation [61-65].
Phase-only filters which have the advantage of being inherently loss-free are used in many pulse
shaping experiments. However, phase-only filtering restricts the degrees of freedom. This can
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Figure 2.1: Basic 4f-configuration of a frequency domain pulse shaper. A SLM is positioned at the
Fourier plane.

be seen from Egs. 2.3 and 2.4 where the filter function is in general complex, which means that
for each frequency component, two degrees of freedom, amplitude and phase, must be given. In
general, phase-only shaping is sufficient only when the target time-domain waveform is not fully
specified. Furthermore, no analytical method exists to compute the impulse response function
for a desired output waveform. As a consequence, several authors have employed simulated
annealing algorithms to design either binary [66] or gray-level [67-69] phase-only filters, which
were tested in pulse shaping experiments using either binary phase masks or liquid crystal
modulators, respectively. A more promising approach than generating the phase mask patterns
by simulated annealing seems to be a method by Hacker et al. [70] which uses an iterative
projection scheme to generate the phase mask corresponding to a given response function.

2.3 Theoretical model of a pulse shaper

A quantitative description of the shaped output waveform FE,,;(t) is essential for a deeper under-
standing of the shaping process. The general statement of the previous section which connects
the output waveform and the mask pattern via a Fourier transform is valid only in a first-order
approximation since it neglects effects arising from diffraction at the mask pattern and spatio-
temporal shaping effects, as will be explained in the forthcoming paragraphs. This section also
addresses the effects due to pixelation of the mask.

2.3.1 Dependence of focal spot size on filter function

First, it is necessary to obtain a relation between the linear filtering function H (w) and the
actual physical masking function with complex transmittance M (x) in terms of the linear filter
formalism, Eqs. 2.1 and 2.2.

This relation is independent of the filtering process itself and can be calculated from the optical
properties of the grating and the lenses alone.
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To this end, the mapping between frequency and position in the Fourier plane is calculated from
the diffraction equation of a grating as

00

Ow =

B 2mef (
w?d cos(fy) “

where diffraction into first order has been assumed: d is the grating period, f is the lens focal
length, and 6, is the diffracted angle from the first grating. This linearization may break down
for ultrashort pulses below 20fs or high grating dispersions such that the assumption that each
pixel covers the same frequency range is no longer justified. For simplicity, it is assumed that
the mapping between pixel and frequency is linear.

The field immediately behind the mask as a function of the frequency w and spatial coordinate
x can be written as the product of the input electric field Ej,(w), the mask filter function M (z),
and a factor which accounts for a smearing out of the mask function due to the finite focal spot
size at the mask (see [55,56,71] for details)

z(w) (w—wp) = —wp) = a(w — wp), (2.5)

z + o(w — wp)]?
Ep(z,w) = TM(z)Ejp(w) exp [z +af 0)]

- (2.6)
0

with the spatial dispersion in units of cm (rad/s)~! as defined by Eq. 2.5 and the radius of the

focused beam at the masking plane for any single frequency component,

cos(bin) 2cf
cos(04) wwip

woy = (27)

Here w;, is the input beam radius before the first grating, c is the speed of light, 6;, is the input
angle from the first grating and T describes the losses in the shaper. For 64, the value of the
center frequency wy is used.

At first glance, the simultaneous appearance of z and w in Eq. 2.6 is somewhat confusing since
x(w) has been just calculated. This formulation of Eq. 2.6 is imperative because, in the exp
argument, x and w are mutually independent. This can be seen as follows: For an individual
frequency w, the finite size of the focus causes this particular frequency to appear not only at
x = a(w —wp), but also in a Gaussian distribution around this location. Conversely, a Gaussian
distribution of frequencies is present at each location x. One extreme case is &« — —oo, which is
equivalent to infinitely high dispersion, for which E,, = E, (w) and the blurring may be ignored.
The opposite extreme is « = 0, i.e. infinitely low dispersion (mirror instead of grating), which
means that only blurring occurs and all frequencies overlap at a Gaussian spot at x = 0. Here,
E,, = E,(x).

For realistic dispersions, Eq. 2.6 is a non-separable function of space x and frequency w. This
implies that the spatial profiles of the focused spectral components can be altered by the mask
— e.g., some spectral components may impinge on abrupt amplitude or phase steps on the
mask, while others may not. This leads to different amounts of diffraction for different spectral
components and results in an output field which may be a coupled function of space and time
and thus may exhibit a complex mode structure. This space-time coupling has been analyzed
by several authors [72-74] and will be presented in section 2.3.3.

Of course, one is usually interested in generating a spatially uniform output beam with a single
desired temporal profile. In order to obtain an output field which is a function of frequency (and
therefore time) only, one must perform an appropriate spatial filtering operation. This can be
be done coarsely by placing an iris after the pulse shaping setup. Including these spatial effects
in the calculations, the filter function H(w) can then be approximated by [57,75]

A(w) = (ﬂiwg))% /M(x) exp [—%#)2] do (2.8)

0
Equation 2.8 shows that the effective filter in the frequency domain is the mask function M (x)
convoluted with the intensity profile of the beam. The main effect of this convolution is to limit
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the FWHM spectral resolution dw of the pulse shaper to dw ~ v/In2wq/a. Physical features on
the mask smaller than ~ wg are smeared out by the convolution, and this determines the finest
features which can be transferred onto the filtered spectrum. One consequence of this picture is
that wavelength components impinging onto mask features which vary too fast for the available
spectral resolution are in part diffracted out of the main beam and eliminated by the spatial
filter. This can result in phase-to-amplitude conversion in the pulse shaping process [75,76].
Conversely, in the limit wg = 0, the apparatus provides perfect spectral resolution, and the
effective filter is just a scaled version of the mask. Eq. 2.8 provides an appropriate theoretical
description, including the effect of diffraction losses due to mask features, provided that a suitable
spatial filter is employed following the pulse shaping apparatus.

The effect of finite spectral resolution can be exemplified in the time domain by noting that the
output pulse F,,4(t) will be the convolution of the input pulse E;,(t) with the impulse response
H(t) of the shaper. The impulse response in turn is obtained from the Fourier transform of Eq.
2.8 and can be written as the product

H(t) =m(t)g(t) (2.9)
where
m(t) = B~ M (aw)] = % / M (aw) expliwt)dw (2.10)
and -
g(t) = exp [—%] : (2.11)

Thus, the impulse response is the product of two factors. m(t) is the Fourier transform of the
mask (appropriately scaled) and corresponds to the infinite-resolution impulse response. The
second factor, g(t), is an envelope function which restricts the time window in which the tailored
output pulse can accurately reflect the response of the infinite-resolution mask. The FWHM of
this time window (in terms of intensity) is given by

_ 4av/In 2 _ 2V 1In 2wy, A

T —
wo cdcos(0ip)

(2.12)

The time window is proportional to the number of grating lines illuminated by the input beam,
multiplied by the period of an optical cycle. A larger time window can only be obtained by
expanding the input beam diameter. The shortest feature in the output shaped pulse is, of
course, governed by the available optical bandwidth.

These results impose limits on the complexity of shaped pulses. The shortest temporal feature
which can be realized, 0t , is inversely related to the total bandwidth B : (Bdt > 0.44), and the
maximum temporal window 7T is inversely related to the finest achievable spectral feature §f :
(6fT > 0.44). Assuming Gaussian-shaped spectra and pulses, T, 6t , B, and ¢ f all represent
their respective FWHM.

2.3.2 Effects due to pixelation of the SLM

The pixelation of phase or phase-and-amplitude liquid crystal (LC) SLMs entails one significant
limitation: the LC SLM can only produce a staircase approximation even when a smooth spectral
profile is desired. The requirement that the actual spectral modulation should approximate a
smooth function despite the fixed, finite size of the individual modulator elements, limits the
temporal range over which pulse shaping can be successfully achieved. Essentially, this is a
sampling limitation: the spectrum must vary sufficiently slowly that it is adequately sampled
by the discrete modulator elements. For the case of pulse position modulation, for example,
we require |0P| < 7, where d® the phase change per pixel. The effect of pixelation for pulse
shaping in general has been analyzed in [55]. Since the physical consequences of the discretized
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mask pixels are essential for the understanding of everyday work with SLMs, the corresponding
mathematics as described in [55] is outlined here.

Mathematically, the mask can be described as the convolution of a comb structure (the array of
pixels) with a set of rectangular structures (pixels and gaps) multiplied by the (complex) filter
coefficient B,, or B, of the pixel or the pixel gap, respectively. These filter coefficients will be
explained in detail in section 2.4; here, it is only important that the phase and amplitude of the
frequency components at each pixel can be influenced by B,,. The mask function M (x) is thus

N/2—-1
M(x) =d6(x — xo) * Z B,d(z — nw) * rect(z/rw)
n=—N/2
+  Bgd(x — (n+1/2)w) xrect(z/(1 — r)w) (2.13)

Here, w is the distance between two pixels, z( is the displacement of the center pixel (corre-
sponding to n = 0) from the central frequency wy, r = w,/(w, + wy) with w, and w, being
the pixel width and the gap width, respectively, and N is the total number of pixels. The rect
function is here defined symmetrically as

rect(z) = { (1) Iz; § ig (2.14)

To obtain the shaped field with a mask function given by B,,, the corresponding response function
in time (Eq. 2.9) must be computed. This entails discrete Fourier transformation of Eq. 2.13 to
obtain M (k):

M(k) = exp(ikxg)
sin rkw 2mn sin (1 — r)kw

[ {HZ_:OOAW ( B Nw) By Tk }
2mn

n=—oo

(2.15)

Here, n /|y refers to the remainder of n/N, and A, is the discrete Fourier transform of B,.
Combining this expression with the response function 2.10, affords a superposition of equally
spaced input pulses which are weighted by coefficients C,,,

Eout(t) = Z CnEm(t - nT) (216)
with
_ 2mizon 1 rmwoni?2
Cn = eXp( Nuw )eXp<_§[Nw] )
. rTN " . 1—7r)mn
X {rAn/[N]smc (T) + (1 —7r)Byg(—1) /N(SO,”/[N]smc <7( N) ) } (2.17)
and

T =2na/Nw. (2.18)

Since it is assumed that the full spectrum is passed through the mask, 7, which may be regarded
as a temporal "unit” and which reflects the physical properties of the shaper itself, must be
smaller than the FWHM of the incident pulse. The two sinc terms of Eq. 2.17 describe diffraction
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at the discrete pixels and gaps. The leakage through the transmitting gaps, as described by the
second sinc term, always produces a small pulse appearing at time zero. This ”time zero feature”
has indeed been observed experimentally [60]. The first exp factor in Eq. 2.17 describes the
phase shift due to a possible offset between the center pixel of the mask and the central frequency.
The second exp factor expresses a smearing out of the mask pattern by the finite size of the
focal spot and is equivalent to Eq.2.11, as can be easily seen by inserting Eq. 2.18 into Eq. 2.11.
For negligible gaps (r = 1) and centered mask (zg = 0), eq. 2.17 simplifies to

Co = Apjysin (%) exp <—% VJ;”S:F) . (2.19)

Eq. 2.16 is sufficient to describe any waveform as long as its smallest features are not shorter
than the input pulse width. It should be noted, though, that only IV of the (), are independent
so that the pulse shape can be uniquely determined only for a time interval

—N7/2<t< NT7/2 (2.20)

Outside this temporal window, copies (so-called replica) of the waveform generated within the
time window are produced. These appear with a temporal spacing of N7 and are weighted
by the sinc functions (second term in Eq. 2.19). The full result is weighted by a temporal
window function (third term in Eq. 2.19) which fortunately removes most of the replica provided
that the focal spot size is suitably chosen. For an infinitely small focus, the exponential drop
of the Gaussian window would be non-existent and all the replica would remain intact. In
experiments, the focused spot size at the masking plane can be approximately adapted to the
pixel size. In this case the spectral filter function from Eq. 2.8 is a smoothed version of the
spatial profile corresponding to the pixelated SLM. The corresponding Gaussian time window
function significantly reduces the replica pulses predicted by Eq. 2.16. Thus, by increasing the
focused spot size, the experimentalist can sacrifice some spectral resolution for the purpose of
smoothing and eliminating replica pulses.

To produce a particular output shape, the output has to be written in terms of Eq. 2.19. Solving
Eq. 2.19 with respect to the coefficients A,, yields the mask coefficients B, by inverse Fourier
transformation. Nevertheless, as a first-order approximation, C,, = A, Sy can be assumed. If,
for instance, we wish to create a double pulse at delays 47 and —67 with amplitudes 1 and phases
0 and 7/2, respectively, the coefficients Cy and C_g in cartesian coordinates are set to 1 + 0i
and 1/v/2 + 1/+/2i, respectively. The coefficients B,, (see Eq. 2.31-2.33) are then calculated
by inverse Fourier transformation of C,, = A,,. The experiments show good agreement between
measured and calculated output pulses [60].

Due to the effects just discussed, LC SLMs with more than the 128 pixels used in current pulse
shaping experiments would be desirable. A new LC device has been developed in cooperation
with Jenoptik GmbH and will be presented in section 2.5.

2.3.3 Spatiotemporal shaping effects

In the derivation above, higher orders of diffraction of the focused frequency components at the
mask were neglected. If they are carried along, it turns out that these higher orders cannot be
simply removed by a spatial filter since the output pulses show a spatial shift along the x axis
which linearly depends on the temporal shift [73].

Eq. 2.17 then changes to

2
Fou(it) = 3 CuBin(t — n7) exp [— ( - "X) ] (2.21)

Wo

with
X =0Af/Nw. (2.22)
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Figure 2.2: Visualization of Eq. 2.17. (a) Desired pulse shape. (b) The first sinc term produces copies
outside the temporal window as given by Eq. 2.20. (c) The second sinc term (transmitting gaps) produces
a time-zero feature. (d) The Gaussian blurring (second exp factor) mostly eliminates the replica.

As before, Eq. 2.21 shows the output pulse as a sequence of equally spaced input pulses, but now
each individual pulse is additionally transversely displaced. The dependence between temporal
and spatial shift is linear with the slope

dr  x  cdcos(b;)

ot 1t A
Typical values for 0z/0t are 0.15mm/ps. The maximum shift that can be produced is about
1.6mm for 128 pixels, so that this effect is in general not altogether negligible. The spatially
shifted pulses are again weighted by a Gaussian envelope function so that substantially shifted
structures are comparatively weak.

(2.23)

2.4 Pulse shaping with LC-SLMs

Liquid crystal modulator arrays have primarily been configured for either phase-only or phase-
and-amplitude operation in pulse shaping applications. The LC array allows continuously vari-
able phase control of each separate pixel and programmable control of the pulse shape on a
millisecond time scale.

Figure 2.3 shows a schematic of a lateral cut through one pixel of an electronically addressed L.C
SLM. A thin layer of a nematic liquid crystal is sandwiched between two glass plates which are
etched horizontally, i.e. along the z-direction. In order to apply the required electric field, the
inside surface of each piece of glass is coated with a thin, transparent, electrically conducting
film of indium tin oxide. One piece is patterned into a number of separate electrodes (or pixels)
with the corresponding electrical connections. In the absence of an electric field, the thin, rod-
like molecules of the nematic liquid crystal are aligned with their long axes along the furrows
of the glass plates, i.e. the = direction. If an electric field Eg4, = U/d is applied (in the z
direction, which is the direction of propagation of the light, U being the voltage applied to the
electrodes, d their separation), the liquid crystal molecules tilt along z, which causes a change
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Figure 2.3: Side view of a single nematic crystal pixel. a) Without electric field, the rod-like crystals align
themselves along the furrows etched into the substrate. b) An external field, applied by the transparent
ITO electrodes, aligns the molecules along the direction of the field.

in the refractive index An(U) = n. — n, for z-polarized light, but not for light polarized in y
direction (orthogonal to the LC axis). The difference in phase retardance A® for light polarized
in the z- and y-direction is

2nAn(U)
A

A maximum phase change of at least 27 is required for complete phase control since larger phase

shifts can be wrapped into the interval [0, 27] due to the Fourier shifting theorem.

AD = (2.24)
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Figure 2.4: Schematic of the LC SLM, model SLM-256 by CRI Inc. The upper graph shows the front
view. The direction of propagation is perpendicular to the plane of the sketch. 128 pixels of 97um width
and 2mm height form a total aperture of 12.8 x 2mm. The lower graph shows a lateral cut through one
pixel.

Current commercially available LC SLMS have 128 pixels with 100 um center-to-center pixel
spacing and a 12.8 mm aperture. Figure 2.4 shows a schematic of a phase-and amplitude LC
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SLM [71] that has been used in most experiments of this work. The two arrays are attached
permanently with their pixels aligned and angular orientations fixed. The dual LC-SLM unit is
often mounted between a pair of sheet polarizers which pass light polarized along the spectral
dispersion direction (horizontal) in Fig. 2.5, denoted x. The modulator array is controlled by
a special drive circuit which generates 256 separate, variable amplitude signals with 12 bit
resolution to achieve independent phase and amplitude control of all 128 modulator elements.
Each drive signal is supplied as a bipolar square wave of variable amplitude, typically at 2-10kHz
or above, rather than as a variable amplitude dc level. The use of an ac drive signal is mandatory
to prevent electromigration effects in the liquid crystal. The use of a square wave as opposed
to a dc level does not change the operation of the modulator, since the rotation of the liquid
crystal molecules cannot follow the modulation and thus depend only on the amplitude (not the
sign) of the applied voltage.

Phase shaping. In the simplest configuration of a SLM, the LC molecules are prealigned in
the x-direction, which is identical to the polarization direction of the incoming light. Then the
filter function B,, for each pixel n is

B, = exp [1AD(U,)], (2.25)

U,, being the voltage applied to pixel n. The mask acts as a phase retarder (i.e. a pure phase
mask) where the relative phase between the frequencies on the pixels can be adjusted.
Exclusive phase control as achieved with the simple, single-layer LC setup can still be used to
accomplish a number of pulse shaping tasks. For example, using the modulator array to impart
a linear phase sweep onto the spectrum effects a temporal shift in the time domain. This relies
on the fact that if F(t) and F(w) are a Fourier transform pair, then the delayed signal f(t — 7)
is the Fourier transform of F(w)exp(2iwt). The delay 7 is given by the relation

0P

T= —W (2.26)
where §® and ¢ f are, respectively, the imposed phase change per pixel and the change in optical
frequency from one pixel to the next. As pixelated LC arrays can be programmed to provide
the desired phase function modulo 2w, large phase sweeps can be achieved even though the
maximum phase change can be as small as 2r. However, in the case of any smoothly varying
target phase function, as here, the phase change from one pixel to the next should remain small,
such that the staircase phase pattern, generated by the discretely structured LC, represents a
reasonably good approximation of the desired phase function.
Phase-only control can also be used to achieve programmable compression of chirped optical
pulses [63,65,71,77-79]. The shaper can be used to apply a spectral phase function which is
equal and opposite to the residual phase variation of the pulse to be compressed (see chapter
5 Pulse compression). Pulse shapers with LC arrays have e.g. been used for compensation of
residual dispersion in chirped pulse amplifier systems [62,80] and for adaptive compression of
chirped pulses.

Amplitude shaping In another possible setup the LC axis is prealigned at 45° with respect
to the polarization. For z-polarized incoming light, the filter function for pixel n then becomes

AD(U, AD(U, AP(U,

B,, = exp ZM €z COS A2(Un) + ié, sin A2(Un) . (2.27)
2 2 2

The LC filter now creates elliptically polarized light. With an additional polarizer behind the

pixels which is crossed to the polarization of the incident light, an amplitude modulation results:

T(Un) = ’Bn|2 (2'28)
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with

By = e [ 12210 gy [ 20011 5

With this setup, an accurate phase versus voltage calibration can be obtained which is manda-
tory if an LC SLM is used for phase control. The array is used as an amplitude modulator
for a continuous-wave (cw) laser. The laser is focused onto a single pixel of the multi-element
modulator. Phase calibration is then obtained by measuring the voltage dependence of the
transmission through the second crossed polarizer. Equation 2.29 shows that amplitude opera-
tion of a single SLM always involves an attenuation-dependent phase variation. Amplitude and
phase modulation are not mutually independent which is obvious since of the two parameters to
adjust for each pixel (phase and attenuation), only one (voltage U,,) is accessible. Independent
phase and amplitude modulation thus presupposes two LC SLMs.
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Figure 2.5: Setup for a dual LC-SLM

Phase and amplitude shaping Independent phase and amplitude modulation is achieved
by combining two LC arrays into a single device, as shown in Figs. 2.4 and 2.5 [55]. With the
propagation direction denoted z and the second transverse direction denoted y, the long axes
of the liquid crystal molecules in the two SLMs are aligned at + 45° with respect to the = axis.
When a voltage is applied to one pixel in one of the two SLM layers, the liquid crystal molecules
are rotated toward z, which results in a phase modulation for the component of light parallel to
the liquid crystal axis in that SLM layer. For z-polarized light incident on a particular pixel n,
the filter function is given by

By = [exp(iADL(UL)(Ex +é,) + expiAT2(U2)(E, - &)

exp | (804U + ATHU)]

1
2
{cos (%(A@}Lw;) - A@i(Ug))) é, + isin (%(A@,ﬁ(U}L) — A@i(Uﬁ))) éy}(2.30)
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cross correlation intensity [norm.]

Figure 2.6: Cross-correlation measurements of a four-pulse sequence as generated by amplitude-and
phase shaping. The amplitude of the third pulse at delay ~ 600fs is scanned while the other pulses are
kept unaltered. A good agreement between experiment (open circles) and theory (solid line) is observed.
The time-zero feature as well as one replica is clearly visible. From [60].

where A®L(UL) and A®2(U2) are the voltage dependent birefringences of respective LC array
layers, respectively. If the output polarizer is oriented along x, the output phase and attenuation
can be set independently by controlling A®. + A®2 and A®. — Ad2, respectively:

By = pex | (A0L(U}) + AR U2)| cos | a0hwh) - 2w (23

In this case neither mask acts as a phase or amplitude mask alone, but rather the two combined
masks act together. Two parameters (7', ¢) can be controlled for each pixel, since two parameters,
U' and U? are accessible. The relation between these quantities is given by

TOLUD = 1B = co? | J(A0LY - aed(wD)] (2.32)

GULUZ) = argBy = S(ARY(UL) + ABL(U2) (2:33)
Pure phase shaping can now be obtained by setting (U}, U2) such that A®L(U})—A®2(U2) = 1.
Pure amplitude shaping is effected by setting (U}, U2) such that A®L(U})+A®2(U2) = 0. Note
that each LC array in the dual SLM must be calibrated by measuring its amplitude modulation
response as a function of voltage, with the other LC array held at constant voltage. Fig. 2.6
shows the generation of a four-pulse sequence as obtained by amplitude and phase shaping with
a 2 x 128 SLM. The transmission and phase coefficients for each pixel were chosen as described
at the end of section 2.3.2 with a simplified version of Eq. 2.19.
Pulse shaping using an optically addressed LC SLM has recently been reported [81]. This
approach avoids pixelation of the SLM, and thus circumvents the side-effects described in section

2.3.2. Another promising extension of pulse shaping is femtosecond polarization pulse shaping
[82].
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2.5 The high resolution femtosecond pulse shaping device

As shown in section 2, the complexity of the shaped pulses depends on the number of pixels of
the LC mask. In order to increase the shaping complexity, a novel liquid crystal display with
640 stripes has been successfully implemented. In contrast to previously used devices, the large
active area allows for operation in high power laser systems. In this section, the new shaping
apparatus is presented and its implementation for femtosecond pulse shaping is described [83].
With the increased number of pixels the manifold of accessible pulse modulations exceeds that
of previous devices, which is especially important for sub-20 fs pulses [65].

2.5.1 Advantages of a SLM with 640 pixels

Section 2.3.2 reveals the fact that possible modulations are limited by LC-SLMs consisting of
discrete stripes parallel to each other. A number of recent applications have shown that the
128 pixels used by most standard devices are not sufficient. In this section, a novel LC-SLM
that has 640 stripes and a 12 bit resolution is reported. Combined with an all-reflective zero
dispersion compressor it overcomes two major problems of standard devices. First, due to the
large active area it is suitable for shaping high power laser pulses. Second, it allows for the first
time the generation of waveforms that were not accessible before using LCDs, but are required
by optimal control theory in order to control quantum systems. The experimental setup of this
device is discussed, the capabilities are demonstrated, and the limits of the device are explored.

2.5.2 Experimental setup

The main components of the experimental apparatus are shown in Fig. 2.7. A Ti:Sa laser system
(Coherent Vitesse / Quantronix / Positive Light ODIN) operated at a repetition rate of 1 kHz
and a center wavelength of 804 nm serves as source for the ultrashort pulses. The pulse energy is
1 mJ, the spectral FWHM 24 nm, and the temporal FWHM 50 fs (assuming a Gaussian intensity
profile). The pulses traverse a zero dispersion compressor and are subsequently characterized by
a multi-shot FROG [84], see also appendix B, based on second harmonic generation. The SHG
spectra are recorded by a CCD array having a 16 bit resolution. The design of the reflective
zero dispersion compressor has been optimized (using ZEMAX 9.0) for minimum phase-front
distortion of the output pulses.

The novel LCD (SLM-S 640/12) has 640 individual stripes (pixels), the area of each single stripe
is 97 pmx10 mm and the gap between two stripes is 3 um. At a wavelength of 800 nm the
thickness of the liquid crystal cell allows a maximum phase shift of 67 (zero voltage). The average
aligning time of the liquid crystals in the operating range between 0.257 and 2.257 is about
25 ms. The liquid crystals are aligned such that spectral components polarized perpendicular
to the stripes may be retarded. Therefore, the LCD is perfectly matched to the high reflection
efficiency for p-polarized light of the gratings in the visible and NIR spectral region. The two
outer surfaces of the LCD have an antireflection coating and the LCD has a transmission of
95% in the wavelength range from 450 to 1500 nm. The damage threshold was measured to be
300 GW/cm? ( 800 nm, 45 fs). At higher energies the structured polyimide layer of the LCD is
damaged. The phase retardance at three different wavelengths of the LCD has been carefully
measured and is shown in figure 2.8.

The two cylindrical mirrors have a focal length of 300 mm. Two 1800 lines/mm silver coated
gratings offer the possibility to shape a spectral range of 96 nm at 810 nm with an average
spectral resolution of 0.15 nm/pixel. Even for a pulse energy of 1 mJ the intensity impinging
on the LCD mask in this pulse shaping setup is only about 5 MW /cm? and, therefore, well
below the damage threshold. The pulse width impinging on one pixel was approximated by a
Gaussian pulse having a spectral FWHM of 0.15 nm. The relatively low intensity per pixel is
a direct consequence of the large area which is covered by the dispersed spectrum. The overall
transmission through the pulse shaper was measured to be 60% and is mainly determined by
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Figure 2.7: Sketch of the fs pulse shaping apparatus: (a) top view, (b) side view. The spectral phase of
a laser pulse is manipulated in a 4-f arrangement with the novel LC-SLM in the Fourier plane. The 4f-
arrangement presented here is a further development from that of section 5 which features the advantages
of the dispersion-free all-reflective setup and concurrently avoids its disadvantage of imaging aberrations
caused by the off-axis operation of the focusing mirrors, as depicted in Fig. 5.1. G: silver coated gratings
(1800 lines/mm); F: cylindrical mirror f = 300 mm; LC: SLM-S 640/12), M: folding mirrors.

the reflectivity of the gratings. Since no polarization filters are used the device is operated as a
phase-only shaper.

2.5.3 Results and discussion

Since phase-only linear spectral filtering is used, the electric field of the emerging pulse is

Eout(w) = Ein(w) exp[—i®(w)] (2.34)

where the phase ®(w) has a constant value between 0 and 27 in the range [w;,w; + Aw] and
j e [1...640]. The frequency range Aw that is covered by one pixel is related to the spectral
resolution of the gratings, the focal length of the focusing optics, and the beam diameter. The
discrete nature of the phase modulation is inherent to the LCD mask and limits the accessible
phase modulations where the limit is set by Nyquist’s theorem [85]. In other words, the steepest
slope of any applied phase function must not exceed 7 across one pixel (Aw). For exactly this
reason it is desirable to have as many pixels on the LCD as possible. On the other hand, the
possibility of wrapping the phase increases the dynamical range [81], since it allows application
of phase patterns modulo 27. Technical restrictions have until now limited the number of pixels
to 128. With the new LCD described here it is possible to access phase modulations with a
widely increased variability. In order to test the novel mask and to demonstrate the enhanced
performance we have performed a number of pulse shaping experiments. In each experiment a
specific type of modulation up to the corresponding Nyquist limit was applied to the mask in
order to define the maximum working range of the device.

First, a FROG trace of the unshaped laser pulse was recorded. A reconstruction of the electric
field shows that the pulse has no second but some residual third order phase. Applying a linearly
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Figure 2.8: Phase retardance of the LCD as a function of the applied voltage for three different wave-
lengths.

increasing or decreasing phase allows one to shift the original pulse in time. For a spectral
resolution of AX = 0.15 nm/pixel the Nyquist limit for a purely linear phase is ®; = £7187 fs:

_ N
©2eAN
where c is the speed of light and )y the center wavelength of the laser pulse. As expected, for
even larger linear phase modulations the original pulse structure is heavily distorted indicating
that the Nyquist theorem is violated. Nevertheless, the accessible delay range is about 14 ps
with a resolution of 7 fs. This makes the pulse shaper a valuable delay generator for pump-probe
experiments with all the additional features of simultaneous pulse shaping.

Next, a purely quadratic phase modulation was applied to the LCD. The theoretical Nyquist
limit amounts to ®; = £102766 fs?:

o (2.35)

N

- Nmc2AN2
where N is the number of pixels. For this value the phase jump at the outer two pixels exceeds
m. In order to produce a measurable effect, however, the Nyquist limit becomes important
only at much higher quadratic phase modulations since it must be violated in a region of the
LCD where the spectral intensity is non-zero. If the Nyquist limit is violated the temporal
width of the pulses remains almost constant although the second order phase modulation is
further increased. The experimental findings were in excellent agreement with the theoretical
predictions [86]. Assuming a bandwidth limited input pulse with a spectral width of 24 nm, the
present pulse shaping device allows one to stretch the original pulse from 51 fs to about 7 ps
without any measurable distortions.

The last series of experiments deals with the generation of pulse trains by applying a sinusoidal
phase pattern to the LCD. The periodicity of the pattern has been varied and the emerging pulses
were again analyzed by the FROG setup. Figs. 2.9 show a series of FROG traces for different
sinusoidal phase patterns. Note that in all cases the true replica of the original pulse (Fig. 2.9a)
remain bandwidth limited. In the case of a low frequency (Fig. 2.9b) it is clearly evident that

D) (2.36)
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the phase-only shaper shifts different portions of the spectrum in time corresponding to the
applied spectral phase. If the frequency approaches the Nyquist limit, ghost replica appear in
the FROG trace. As the frequency is further increased (Fig. 2.9d and e) the ghosts become
more and more pronounced and move in the opposite direction as compared to the true pulse
replica.

wavelength ——»

-20 -10 0 10 20
time [ps]

Figure 2.9: Sinusoidal phase modulations with variable spectral periodicity demonstrating the large dy-
namical range of the LCD: a) bandwidth limited input pulse, b) 250 PHz~!, ¢) 500 PHz~!, d) 6000 PHz !,
e) 8000 PHz L.

Due to the nonlinear dispersion of the grating the spectral resolution is a function of the pixel
position on the LCD and must not be assumed to be constant [87]. This effect becomes even
more pronounced as the active area and the number of pixels of the LCD increases. Fig. 2.10
shows two FROG traces where a sinusoidal phase modulation with a period of 1000 PHz™! was
applied to the LCD. Calculating the proper position of each wavelength on the LCD leads to pre-
and post-pulses which are true replica of the original pulse (Fig. 2.10a). However, the replica
become artificially phase-modulated (Fig. 2.10) if the spectral resolution is fixed to the average
value of 0.15 nm/pixel. A fixed spectral resolution results in a sinusoidal phase modulation with
the periodicity being a function of the wavelength (pixel position). Therefore, the periodicity in
time is no longer constant for all wavelengths, a fact that is readily observed in Fig. 2.10b). As
a consequence, the pulse replica broaden in time with increasing delay time.

2.6 Alternative pulse shaping methods

2.6.1 Pulse shaping with AOMs

Programmable pulse shaping based on the use of an acousto-optic modulator has been developed
by Warren and co-workers [88-91]. The apparatus is depicted in Fig. 2.11. The AOM crystal,
typically TeOs, is driven by a rf voltage signal, which induces a traveling acoustic wave in
a piezoelectric transducer. The density wave travels across the modulator with velocity v,
giving rise to a refractive index grating via the photoelastic effect. The grating period A is
given by va./v, where v is the rf drive frequency. The grating may induce phase, amplitude,
or frequency modulation through the use of a correspondingly modulated rf drive waveform.
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Figure 2.10: Influence of the nonlinear grating dispersion on the modulated output pulse: a) Sinusoidal
phase modulation with spectral periodicity of 1000 PHz~! taking into account the nonlinear grating
dispersion and b) assuming an equally spaced wavelength pattern of 0.15 nm/pixel.

When the spatially dispersed frequency components diffract off the grating, the spectrum is
modified according to the grating spatial modulation function. This results in the desired Fourier
transform pulse shaping operation. Ideally the spatial grating s(z) is related to the input voltage
v(t) through s(z) ~ v(x/vg). In practice there are a number of mechanisms which impair this
ideal relationship.

In the following some of the typical operating characteristics of AOMs used for pulse shaping
are briefly described. Further details are given in Refs. [88] and [90].

e The time for the acoustic wave to move across the modulator aperture [, is t, = lg/Vqec-

This aperture time determines how fast a specific spatial pattern can be loaded into the
device. For TeOy the aperture time is between 1.2 and 10 us [88,89].

The acoustic grating pattern propagates across the modulator. Although the grating
appears frozen during readout by a single femtosecond or picosecond pulse, the pattern
can shift significantly during the time elapsed between consecutive pulses. Therefore,
the AOM technique cannot in general be used in conjunction with high repetition rate
laser sources, since the pulse shape would change from pulse to pulse. This limitation is
irrelevant for amplified ultrafast laser systems, which usually have a pulse repetition rate
slower than the acoustic aperture time: This allows the acoustic pattern to be refreshed
before, and synchronized to, each amplifier pulse. Hence, AOM pulse shaping is usually
restricted to applications involving femtosecond amplifier systems.

The number of independent acoustic features which can be stored within the full aperture
of the AOM provides an upper limit to the pulse shaping complexity. The number of
independent ”pixels” of resolution available is proportional to Ness Avt, = Avly/vqe,
where Av is the modulation bandwidth of the AOM, and Avt, the AOM time-bandwidth
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Figure 2.11: AOM pulse shaper.

product. An appropriate AOM is able to imprint up to nearly a thousand independent
features onto the spectrum, provided that the 4f-configuration has sufficient resolution.

2.6.2 Pulse shaping with deformable mirrors

An intuitive technique to produce shaped pulses makes use of micro-machined membrane de-
formable mirrors (MMDMSs) in a grating compressor. Basically, the design is comparable to that
of Fig. 2.1, the only difference being that only one grating and one lens (or focusing mirror)
is used. A highly reflective coated membrane which is supported by an ensemble of 10 to 20
piezo-electric actuators is placed in the Fourier plane. This mirror reflects all frequency compo-
nents back onto the grating, and the output pulse is identical to the input pulse as long as the
membrane is planar. When the actuators enforce a slight curvature of the membrane, the rela-
tive phase of each frequency component is changed proportionally to the path length difference
induced by the deformation of the membrane. MMDMSs can also be used in a prism compressor.
The phase induced by the MMDM then adds to the chirp induced by the compressor.
Obviously, these devices can only be used for phase modulation. The operating wavelength
range is limited only by the availability of gratings and reflective coatings for the particular
region. The modulation depth is given by the maximal translation of the actuators which is
on the order of several pum, or, equivalently, several m phase modulations. Since the phase
modulation is inherently smooth — the membrane itself acts as a smoothing element due to its
stiffness — pixelation effects are absent. Nevertheless, this also means the phase function cannot
be wrapped into the interval [0,27] so that, in contrast to SLMs, the total modulation depth
over the complete aperture amounts to only several w. Thus, merely a residual phase can be
removed with MMDMs, which is the main application of these devices [64,92-94].

2.6.3 Comparison of LC, AOM, and MMDM

Table 2.1 compiles the crucial characteristics of LC, AOM, and MMDM pulse shaping technology
(for LC technology, the specifications of the CRI mask are used here). Each of the pulse shaping
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approaches has its own specific merits, and an intelligent choice for a specific experiment must
balance a number of trade-offs depending on its most important requirements.

| LCM

| AOM

MMDM

Pulse width

Tested down to 13 fs.
No obvious factors lim-
iting the extension to
shorter pulses.

Studied most exten-
sively on the 100 fs time
scale.  Several factors
are expected to make
the AOM approach
more difficult for much
shorter pulses.

Tested down to 7fs. No
obvious factors limiting
the extension to shorter
pulses.

Programming
time

Determined by the lig-
uid crystal medium re-
sponse, typically on the
order of several 10 ms.

Determined by  the
acoustic aperture time,
which is on the order of

Us.

Determined by the me-
chanical response of the
membrane. On the or-
der of several ms.

Pulse repeti-

Any repetition rate.

Pulse repetition rates

Any repetition rate.

tion rate must be slower than the
acoustic aperture time.
Not applicable to mode-
locked systems.
Modulation Independent, gray-level | Independent, gray-level | Continuous spectral
format spectral amplitude and | spectral amplitude and | phase control.
phase control. phase control.
Pulse shap- || Limited by the number | Of order 1000 with com- | Limited by the low

ing complex-
ity

of pixels. Current LC
arrays: 128 and 640 pix-
els.

mercially available de-
vices

number of actuators

(10-20).

Efficiency Transmissions ap- | 10-15%, limited to low | Reflections approaching
proaching 100%. diffraction efficiency by | 100%.

acoustic nonlinearities.

Fidelity Pixelated nature of the | Under appropriate con- | High quality waveforms
modulator can lead to | ditions very high qual- | because of inherently
temporal sidelobes for | ity waveforms have been | smooth phase functions.
spectral patterns which | demonstrated.
vary too rapidly from
one pixel to the next.

Damage Low when built-in sheet | High High

threshold polarizers are used.

Medium without sheet
polarizers.

Table 2.1: Comparison of LCMs, AOMs, and MMDMs. Pulse shaping complexity is usually defined as

the number of independent features which may be placed onto the spectrum.
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3

Amplification of tailored white light
continuum

For the achievement of further progress in controlling quantum phenomena, the development of
techniques to produce high intensity shaped pulses in wavelength regimes other than those of
Ti:Sa lasers will be crucial. Control of vibrationally mediated chemical reactions, for example,
which proceed on the ground state potential energy surface (PES), may be achieved with shaped
infrared (2-10pum) wavelength pulses. Control of photochemical reactions, which in contrast oc-
cur on the excited PES, typically requires shaped UV pulses. Shaped pulses in these wavelength
regimes have been produced recently [95-98]. Many biomolecules, which are prime candidates
for coherent control studies [99] possess a broad absorption spectrum in the visible (VIS). In
this wavelength regime, shaped pulses have been obtained mainly via the conventional approach
of frequency conversion followed by pulse shaping [65]. Nevertheless, the power losses induced
by frequency conversion combined with the limited efficiency of pulse shapers often precludes
experiments which require high power ultrashort pulses. One obvious solution to this restriction
is to carry out amplification after the shaping process [100,101]. The crucial point is whether
the characteristics of the shaped pulses survive the amplification process. We show that this
is indeed the case and that, with our apparatus, pulse features which have been previously
challenging can be generated easily [100,102].

These results directly impact the realization of experiments which have been suggested by results
of optimal control theory (OCT) [103]. For the control of various molecular systems, OCT
predicts ultrashort broadband electrical fields following the Tannor-Rice pump-dump scheme [6]
which typically incorporates two pulses with different frequencies: the first pulse (pump) excites
the system to an excited state, the second pulse (dump) is suitably delayed to exploit the
temporal evolution in the excited state and transfers population to a target state. Numerical
simulations reveal that for selected systems not only the delay, but also the relative carrier phase
difference influences the degree of control [104].

Electric fields with these attributes cannot be produced easily with the conventional approach
of two independent laser sources, since path length fluctuations make it difficult to maintain a
fixed phase between the pulses. Phase-locked double pulses of identical wavelength have been
obtained with a pulse shaper [16,55,105] or a stabilized Michelson interferometer [106]. It should
be noted that with the Michelson setup, the phase is controlled via the delay; therefore, delay
and relative carrier phase cannot be set independently. Phase synchronization of two Ti:Sa
oscillators of several nJ pulse energy has been reported recently [107]. Nevertheless, the most
feasible approach to date for obtaining two-color pulses in the VIS with uJ energies is amplitude
and phase shaping of frequency-converted amplified Ti:Sa pulses. Since amplitude modulation
involves significant losses, a second amplification stage must follow the shaping.

As an extension of the results presented in Ref. [100], wherein we reported amplitude and phase
transfer during an optical parametric amplification process in a mixing crystal and demonstrated
inherently phase-locked two-colour double pulses, we here show that chirp can be imposed on the
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sub-pulses and that even more complex pulse structures can be generated. The scheme based
on the broadband amplification of a shaped white light continuum (WLC) in a non-collinear
beam geometry [38] is presented in detail.

3.1 Experiment

Fig. 3.1 shows the experimental setup. The WLC is produced in a 2mm sapphire plate from a
small fraction of the fundamental pulse of a commercial Ti:Sa laser system (812nm, 100fs, 300
wuJ, 1kHz). The pulse shaper to modify the WLC is based on a standard 4f-setup [56,65] with
f=150mm cylindrical mirrors [62] and 1/d=600/mm gratings. The liquid crystal (LC) mask
(CRI SLM 256) consists of a stack of two arrays of N = 128 pixels mounted between two sheet
polarizers which can independently influence attenuation and phase of the incident spectrum.
The accepted bandwidth of this shaper is &~ 110nm which is below the bandwidth of the WLC
and the amplification bandwidth of the noncollinear mixing process. The grating dispersion has
been chosen to achieve a good compromise between spectral resolution and bandwidth. Raising
the bandwidth with a smaller dispersion would reduce the spectral resolution and thus sacrifice
modulation fidelity. An LC mask with more stripes can avoid this bottleneck [83]. The pulses
are characterized with a multishot SHG FROG (BBO, 10um). The beam splitters used in
the FROG setup are Cr coated 1mm fused silica (F'S) wedges which assure a constant (30/30)
splitting ratio over the entire wavelength range between 300nm and 1100nm. The voltages
applied to each pixel are corrected for the wavelength dependence of the phase shift. This
correction is crucial for minimizing the leakage of the WLC through the LCM pixels which
would give rise to the amplification of undesired spectral components.

Soonm (¢)  f=75mm BBO, FS (d)
—> — F—T—

u

sapphire c P — BBO, N

h re
3=

Y 4

(b)

f=150mm

E / FROG

LC maskE

f=150mm

Figure 3.1: (a) WLC generation, (b) pulse shaper, 1/d=600/mm gratings, f=150mm cylindrical mirrors,
CRI phase and amplitude mask with 2x128 pixels (c) amplification unit, BBO;: SHG 800nm — 400nm,
BBO;: frequency mixing, FS: 15mm fused silica rod, (d) prism compressor. FROG: frequency-resolved
optical gating.

To achieve the large amplification bandwidth vital for the effective transfer of all components of
the tailored WLC, a non-collinear mixing process is used [108]. The shaped WLC is amplified in a
2mm BBO crystal pumped by the frequency-doubled Ti:Sa pulses. The angle between pump and
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shaped seed is set to satisfy the condition for ultrabroad amplification bandwidth [38,108-110].
The pump pulses are temporally stretched with a 15mm fused silica rod to ensure temporal
overlap with the shaped, elongated seed pulses. This method obviates mechanical readjustments
of the delay during operation. A fused silica prism compressor behind the amplification stage
cancels the linear chirp of the WLC produced in the sapphire plate. It is adjusted for minimum
output pulse length at a wavelength corresponding to the central mask wavelength. Tuning
the transmitted center frequency either to the red or the blue results in a pulse lengthening in
either direction owing to the imperfect phase elimination by the prism compressor over the entire
tuning range. In principle, the shaper could be adjusted to produce a negatively pre-chirped
WLC, which would make the prism compressor unnecessary.
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Figure 3.2: Amplitude (solid curve) and phase (dashed line) functions for the special case K = 2 in
eq. 3.2 imposed onto the WLC. The phase functions are defined within each transmission window.

Spectral and temporal properties of the output pulses are controlled by applying suitable am-
plitude and phase functions to the LC mask. Our approach to control the spectrum of the
output pulses rests upon use of the mask transmission function 7'(7) (i being the pixel number),
which consists of K Gaussian windows with a FWHM of wy centered at pixels ix. The center
of the window i and its width wy, determine the frequency components that are subsequently
amplified. The mask phase function ® (i) for each amplitude window is represented by a second
order polynomial. Its linear term, for example, corresponds to a time shift and controls the
delay between the individual output pulses:

K . . 2
) = exp |— (& .
i) = 3 p[ (wk)] (3.1)
(I)k(l) = Ck(i—ik)2+mk(i—ik)+¢k (32)

The polynomials ® (i) are defined within intervals between the arithmetic mean values (ip_1 +
ix)/2 and (ig + ix+1)/2 of two adjacent centers of amplitude windows k and k + 1 with ig = 0
and ig11 = N = 128. A graphical illustration of Eq. 3.2 is given in Fig. 3.2.
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Figure 3.3: (a) Single spectra produced by scanning the center i; of a single transmission window
(i1 = 10,30,... ,110, from bottom to top). (b) Triple spectra generated by three windows, scanning
the middle window (io = 40,60, 80, from bottom to top, corresponding to peak wavelengths of 595nm,
612nm, and 627nm).

3.2 Phase and amplitude transfer

Spectra

Fig. 3.3a shows the output spectra after amplification for different centers i; (K =1 in Eq. 3.2)
of a single transmission window. The expected direct dependence of the observed central wave-
length on the center pixel of the transmission window is obvious. For amplified wavelengths
corresponding to values of i; near 0 or 128, residual signal is observed which is due to leakage
through the transmitting gaps of the mask and the limited contrast of the sheet polarizers.
In Fig. 3.3b triple peak spectra using three amplitude windows (K = 3) have been generated
where the middle window has been scanned, showing that the spectral shape of the white light
is transferred. The adjustment of the output central wavelength via amplitude filtering has the
advantage that undesired frequency components are mostly suppressed already in the WLC, i.e.
before amplification, resulting in output pulses which are smooth by construction. The spectral
width of the output can be easily tuned via the parameter wy, which is useful for experiments
that require simultaneous temporal and spectral resolution. Amplitude shaping of the WLC is
also possible with a slit in the Fourier plane instead of the liquid crystal mask; this technique is
already useful for the wavelength tuning of non-collinear optical parametric amplifiers.

Two-color double pulses

The temporal properties of the output pulses are influenced via the phase. A dual pulse spec-
trum which peaks at 588nm and 647nm is generated with two amplitude windows (K = 2 in
Eq. 3.2). A temporal delay between these two frequency components is introduced by applying
linear phase functions with differing slopes m;. Fig 3.4 explains the formation of the particular
form of these FROG traces. Fig. 3.5 shows the corresponding FROG traces and the retrieved
temporal intensities (below 40fs FWHM for each sub-pulse in all cases) for slope differences
(Eq. 3.2) |m1 —ma| =0 (a), 0.3 (b), and 0.75 (c) rad/pixel. A beating period of 20fs (Fig. 3.5a)
is in good agreement with the theoretically expected value for a spectral interference at the
above mentioned wavelengths. The observed temporal separation is 82fs (Fig. 3.5b) and 145fs
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(Fig. 3.5¢), respectively.

+T

Figure 3.4: Formation of the FROG traces as observed in Fig. 3.5. A two-colour double pulse with, for
instance, a red (w1) and a green (w9) sub-pulse and a mutual delay 7 is assumed. In the FROG setup,
two replica of the double pulse are produced and correlated with a delay ¢ in the crystal. For a delay of
t = —7 of these replica, only the red part of the first pulse and the green part of the second pulse overlap
and thus are correlated, leading to a signal at frequency w; + ws as can be observed in the FROG traces
for negative delays. For a delay ¢t = 0, each color of the double pulse is mixed with its corresponding
counterpart, leading to a double peak signal at 2w; and 2ws. For t = +7, the green part of the first pulse
and the red part of the second pulse again produce a signal at wi + wo.

The maximum delay achievable with this setup amounts to about 160fs and is limited by the
temporal overlap between seed and pump. This delay time may be extended by further stretch-
ing the pump pulse. The ultimate limit is given by the maximal linear phase function which
can be produced by the mask without violating the Nyquist theorem [55,65,83] (=1ps). The
generalization to pulse sequences with three or more pulses is straightforward.
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Figure 3.5: Experimental FROG traces (upper) and retrieved temporal intensities (lower) for two-color
pulses (588nm, 647nm) and [m; — meo| = 0 (a,d), 0.3 (b,e), and 0.75 (c,f) rad/pixel in eq. 3.2.
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Control of phase transfer
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(a) (M) Reconstructed spectral phase (a) and in-
tensity (b) for a m phase step (¢1 = 0,¢2 = 7 in
eq.2) introduced onto one part of the spectrum .
(O) reference pulse with ¢1 = ¢2 = 0.

(b) Reconstructed temporal field. The beating
structure shifts by 7 as a m phase jump is imposed
onto one part of the spectrum.

Figure 3.6: Transfer of phase functions during the amplification process: 7w phase jump

The phase intentionally imposed onto the WLC in the shaper adds to the linear chirp carried
over from the WLC generation process. Since the prism compressor mainly cancels the linear
chirp produced by the optical components in the beam path, the phase function introduced by
the shaper remains. The conservation of the phase function of the WLC during the amplification
process is thus crucial for the generation of modulated pulses and provides control of the relative
phase between the single pulses. This has been verified by generating a two-color double pulse
(588nm, 647nm) with a temporal overlap between both sub-pulses. Fig. 3.6(a) shows the spectral
amplitude and phase retrieved from FROG traces taken with and without a 7 phase shift between
the two spectral components. This phase shift has no effect on the spectrum. A phase step of
A¢ ~ 3.34 was retrieved, in good agreement with the expected value, showing that the phase
between the two pulses is locked and can indeed be controlled. This result is further evidenced
in Fig. 3.6(b), which shows a shift of 7 in the beating structure when the 7 phase step is imposed
onto one part of the spectrum.

An important application of amplified chirped pulses involves experiments following the Tannor-
Rice scheme, wherein specific excitation of the system or the focusing of a wave packet within the
molecular system is achieved via the chirp. To investigate the chirp transfer during amplification,
a double peak spectrum with temporal overlap of the sub-pulses was again generated. A slight
chirp (¢; = +0.01 in Eq. 3.2) was imposed onto the red part of the spectrum. Phase conservation
as demonstrated above should then permit chirped output pulses. This should cause a temporal
elongation of the red sub-pulse as observed in Fig. 3.7(a) (without the chirp, both subpulses have
approximately equal duration). Furthermore, the frequency of the SFM signal (red sub-spectrum
plus blue sub-spectrum) should vary in time. Indeed, this is observed in Fig. 3.7(a) in the
frequency curvature of the interference structure. The interference period of the reconstructed
temporal intensity steadily decreases from ~35fs to ~20fs as seen in Fig. 3.7(b), which is again
the expected behavior. If the sign of the chirp is opposite to that chosen in Fig. 3.7(a), the
direction of the curvature of the SFM interference structure changes as expected, i.e. instead of
pointing downwards, the curvature is directed upwards in the FROG trace. This demonstration
of phase and, more significantly, chirp transfer during a parametric amplification process offers
a means of cancelling high order chirps while avoiding shaping losses.

As a last example, Fig. 3.8(a) illustrates the generation of complex pulse structures. Here, a
sinosoidal phase pattern ®(i) = sin(c i), i being the pixel number, was imposed onto the WLC,
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+0.01 in Eq. 3.2) was imposed onto the red part
of the spectrum.

Figure 3.7: Transfer of phase functions during the amplification process: Linear chirp
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Figure 3.8: Generation of complex modulated pulses with sinosoidal phase functions.

giving rise to a spectrally modulated multiple pulse structure as shown in Fig. 3.8(b).

3.3 Summary

Amplification of a shaped white light continuum permits the generation of complex spectra
over a broad tuning range of 75nm owing to the wide amplification bandwidth of the non-
collinear mixing process. Two-color phase-locked fs double pulses with adjustable delay, central
frequency and carrier phase have been demonstrated. The transfer of chirp, as well as the
controlled generation of highly complex multiple pulse structures, was demonstrated.

The suppression of undesired frequencies in the WLC facilitates the generation of smooth and
stable spectra and prevents energy flow into unwanted spectral components, in particular the
residual fundamental of the WLC. Since shaping takes place prior to amplification, phase and am-
plitude shaped pulses of several uJ are obtained. The scheme is especially suitable for feedback-
controlled coherent control studies [10, 111] because the pulse characteristics are tuned purely
electronically within a few milliseconds.
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Evolutionary algorithms for coherent
control

Of critical importance in the concept of feedback controlled experiments is a reliable optimization
algorithm which searches for the global optimum in a multidimensional parameter space. The
algorithms typically used for these experiments are termed evolutionary as they mimic the
process of biological evolution [112,113]. Minimizing the data acquisition time in complicated
control experiments, which may be running stably for only a short time, is essential. Therefore,
an efficient algorithm is highly desirable.

This last section of the technical part closes the feedback loop. It explains the implementation
of evolutionary strategies for femtosecond pulse shaping and studies their performance (i.e.
finding the global optimum, fast convergence) under different optimization conditions. The
convergence behavior of an evolutionary strategy with respect to the number of free variables,
steering parameters of the algorithm, and noise is exemplified in the subsequent section. The
maximization of the second harmonic (SH) signal of ultrashort pulses [63,65,79] serves as a test
environment. A numerical simulation of this experiment is feasible and allows for comparison of
the simulations with experimental data. In the concluding section of this chapter the influence of
different parameterizations of the shaped pulses on the optimization result is discussed. Several
experiments serve to show that a restriction of the parameter space, i.e. the reduction of the
number of independent variables, facilitates a grasp of the underlying principles of the physical
process which has been optimized, without deteriorating the optimization result [111].

4.1 Evolutionary algorithms

Optimization

Many problems encountered today in science or technology require an optimization of some
merit or objective function, which depends on many variables. It is the purpose of this chapter
to clarify the terminology of this field which will be introduced in an abstract form.

Imagine a situation wherein one must decide between two possibilities (a) and (b), each with
different outcomes. Naturally, one chooses the option which better serves one’s needs, which
means that one optimizes between the two choices. This, obviously, requires a classification of
the solutions, i.e. a scale to judge whether the first or the second solution, (a) or (b), is best.
This scale clearly depends on the choice (a) or (b). In other words, one requires an objective
function or merit function which depends on a set of parameters, in this case only one parameter
x with either x = a or x = b. Because the number of possible outcomes in this example is finite,
a finite number of evaluations of the merit function is sufficient for finding the global optimal
solution.

Optimization entails picking the most expedient of many alternatives. The required scale which
ranks these alternatives is called the objective function or merit function and must depend on a
set of parameters or variables which label the alternatives.
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In particular, optimization of a function f = f(x1,...,2y) involves determination of those
values of the variables x1,...,zy for which f assumes its extremum. As long as the number
of permitted values for the variables is finite and still small, it is conceivable to evaluate the
objective function f for every set of the variables and thereby find its global optimum. Usually,
however, this number is large or even infinite which makes the use of this ”brute force attack”
impossible. If f can be expressed analytically, differential calculus can be used to identify the
optimum, provided that the equations to be solved are tractable and have an analytical solution.
If neither of these schemes is applicable, optimization algorithms are generally used. Basically, all
such procedures build on the same ground: Given an arbitrary point (x1,...,xy) in parameter
space, the task is to propose a new point (zf,...,2%) which produces a result closer to the
optimum. For the special case of N = 2, the merit function may be plotted as a surface versus
the parameter space spanned by the two variables z1,x2. Two generic types of merit functions
are depicted in Fig. 4.1.

Figure 4.1: Simple (left) and complex (right) prototypes of a merit function for the case of minimization.

A distinction is made between one- and multidimensional optimization inasmuch as for a one-
dimensional optimization a recursive bracketing of the optimum is possible. For more than one
parameter, this approach is only feasible in the special case when all variables are decoupled.
As a further complication in the optimization process, the simultaneous optimization of several
objective functions can occur. Beyond that, optimization processes may have to meet constraints
as well.

For all optimization algorithms, the procedure in finding, e.g., the minimum of an objective
function f, starting from a randomly chosen initial point in parameter space, is to try to reach
the bottom of the valley along a path of suitably chosen parameters. Given an arbitrary point
in parameter space, the task of any optimization algorithm is thus to propose a new point which
produces a result closer the optimum, which means to generate and propose a search direction in
parameter space. A diagram which classifies several optimization algorithms according to their
search strategy is shown in Fig. 4.2.

Based on the means of generating the new points in parameter space, all optimization algo-
rithms developed so far can be classified as either deterministic or indeterministic. Determin-
istic schemes operate on the basis of a set of static rules. Starting from some fixed point in
parameter space, they will always follow the same path and eventually arrive at the same re-
sult. Out of the vast number of deterministic methods we will mention only two, the simplex
method [114] and gradient methods [85]. The simplex method calculates a new search point in
an N-dimensional parameter space from a set of (N + 1) previously given points (the ”simplex”)
by linear combination of these search points. This method is easy to implement, but rather
slow in terms of number of function calls. Gradient methods (”steepest descent”), as the most
intuitive approach, offer the advantage of enhanced optimization speed under proper conditions,
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Figure 4.2: Different types of optimization strategies, classified by their search direction generators.

but entail two complications: a) they require the computation of directional differentials which
is reasonable only for objective functions which can be expressed analytically. If the objective
function is only known pointwise the calculation of those derivatives becomes time-consuming
and unstable. b) The objective function may have a complex structure with many locally (but
not globally) optimal solutions (see right side of Fig. 4.1), and a steepest-descent method is
very likely to terminate in a sub-optimal solution. To decide whether a global optimum has
been retrieved usually requires starting from various, randomly chosen initial points and ob-
serving whether the algorithm always returns the same final point in parameter space. This
situation is aggravated once noise is added to the merit function [115]. A further problem is
that computation time usually scales nonlinearly with an increasing number of variables to be
optimized.

In the late 1960’s, indeterministic algorithms were proposed which invoked chance in their
search generators. Typical representatives are evolutionary strategies [112] and genetic algo-
rithms [113] as well as simulated annealing methods like the metropolis algorithm [85,116,117]
or the threshold accepting method [118]. These algorithms are robust against noise [119,120],
local sub-optimal solutions, and inaccuracy of input and output parameters [121]. Many more
techniques relying on stochastic schemes have also been proposed [122,123]. In the following,
we will focus on evolutionary strategies.

Concept and implementation

A prototype for an optimization strategy can be found in the evolution of species, through which
organisms have adapted to their environment over the course of millions of years. The picture of
evolution and genetics presented here is grossly simplified and seen rather as a practical working
hypothesis than as the prototype of optimization which is to be duplicated most faithfully.

It is observed that individuals in nature generate more offspring than necessary to ensure the sur-
vival of the species. Descendants and parents differ in certain aspects. Only those descendants
that have adapted to their environment by developing suitable attributes will survive and re-
produce. This process is called selection. A fundamental question now is why descendants differ
from their parents. A major advancement towards an understanding came from the pioneering
work of Watson and Crick who, in 1953, proposed the double helix structure of DNA [124].
The information on the attributes of live beings is represented by the DNA molecule. DNA is
composed of four basic molecules (nucleotides) which are identical except for the nitrogen base
(adenosine and guanine, cytosine and thymine). A triplet of three successive nucleic acids codes
an amino acid, and several amino acids form a protein which is the basic building module of all
live beings. A gene is defined as a section of the DNA which is in charge of coding a protein.
The genetic composition of an individual is called a genotype, whereas the physical appearance
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is called a phenotype.

With this rather coarse toolkit of molecular genetics, the mechanisms which are responsible for
the differences between descendants and their ancestors are identified as changes of the genotype
on a molecular basis, specifically mutation and recombination. Mutation means random changes
in the sequence of nucleic acids, whereas recombination refers to exchange of sections between
two different parent DNA molecules.

0 Initialization;

1 Generate initial population;

2 Repeat

3 Determine fitness of each individual;
4 Select parents;

5 Generate offspring by

6 mutation;

7 recombination;

8 cloning;

9 Construct new population;

10 Until truncation criterion met;
11 Dump results;

12 End.

Table 4.1: Pseudocode for an evolutionary algorithm.

The basic idea of evolutionary algorithms is the attempt to imitate the classical picture of
evolution in a computer code which simulates selection, mutation and recombination within a
feedback-controlled regulation loop. The parameters are stored in a way comparable to the
DNA since, up to a certain degree, the nucleic acids can be regarded as the biological analog
of computer bits. A pseudo-code for a numerical implementation of such a loop which still
uses biological n